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Part 1 

Applied mathematics 

Part 1 of this book includes a selection of papers from various conferences 
sponsored by WSEAS. The society WSEAS organizes and sponsors more 
than 70 conferences  per year and publishes several scientific journals. The 
chapters of this volume cover a wide area of applied mathematics and their 
applications in science and technology and have been written by prominent 
invited lecturers. This part of the book attempts to give a panoramic view 
of the most promising areas of modern applied mathematics (functional 
analysis, partial differential equations, ordinary differential equations, nu-
merical analysis, probabilities and statistics, control, etc.) in problems of 
mathematical physics and engineering. The chapters of this volume are ac-
tually extended versions of papers presented in many WSEAS confer-
ences, but have additionally passed by a second round of strict review after 
the conferences. We thank the reviewers for their difficult task as well as 
we thank the authors for their patience until the final edition of this book. 
Finally, we wish to thank Springer Verlag for the excellent collaboration 
during the editing and publishing process. 
 



Chapter 1 

Similarity solutions of an MHD boundary-layer 
flow of a non-Newtonian fluid past a continuous 
moving surface 

M. Guedda, Z. Mahani, M. Benlahcen, A. Hakim  

  Faculty of Mathematics, University Picardie Jules-Vernes, 33 Rue St Leu 
80 039 Amiens, France, Mohamed.guedda@u-picardie.fr 
  Department of Mathematics and Informatics, University Cadi Ayad, P.O 
Box 549 Marrakech, Morocco, zouhir_mahani@hotmail.com 

Abstract. This chapter deals with a theoretical and numerical analy-
sis of similarity solutions of the 2-D boundary-layer flow of a 
power-law non-Newtonian fluid past a permeable surface in the 
presence of a magnetic field B(x) applied perpendicular to the sur-
face. The magnetic field B is assumed to be proportional to x(m−1)/2 , 
where x is the coordinate along the plate measured from the leading 
edge and m is a constant. The problem depends on the power-law 
exponent m, the power-law index n and the magnetic parameter M 
or the Stewart number. It is shown, under certain circumstance, that 
the problem has an infinite number of solutions. 

Keywords. Similarity solutions, Boundary-layer flow, Non-
Newtonian fluid 

1.1 Introduction 

The prototype of the problem under investigation is 

2 

1 

1 12 2
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with the boundary conditions 

( ) ( ) ( ) ( ),0 , ,0w wx u x x v x
y x
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∂ ∂
 

(1.2) 

and 

( ) ( )xux
y ey

=
∂
∂

∞→
0,lim ψ

 
(1.3) 

where the unknown function is the stream function ψ, ue is the free stream 
velocity, α, k, σ and n are kinematic viscosity, permeability, electric conduc-
tivity and power-law index, respectively. The above problem is a model for 
the first approximation to 2-D laminar incompressible flow of an electrically 
conducting non-Newtonian power-law fluid past a moving plate surface. 
Here the x ≥ 0 and y ≥ 0 are the Cartesian coordinates along and normal to 
the plate with y = 0 being the plate and the plate origin located at x = y = 0. 
The magnetic field is given by B(x) = B0x(m−1)/2, B0 > 0, and is assumed to be 
applied normally to the surface. 

The problem in Eqs. (1.1), (1.2) and (1.3) is deduced from the boundary-
layer approximation 
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lim ,
w w
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u x u x v x v x

u x y u x
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= =
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(1.6) 

According to u
y
ψ⎛ ⎞∂= ⎜ ⎟∂⎝ ⎠

 and v
x
ψ∂⎛ ⎞= −⎜ ⎟∂⎝ ⎠

, where u and v represent the 

components of the fluid velocity in the direction of increasing x and y. 
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Here, it is assumed that the flow behaviour of the non-Newtonian fluid is 
described by the Ostwald–de Waele power-law model, where the shear 

stress is related to the strain rate 
u
y

⎛ ⎞∂
⎜ ⎟∂⎝ ⎠

 by the expression [7, 13, 20] 

y
u

y
uK

n

∂
∂

∂
∂=

−1

τ  
 

where K is a positive constant and n > 0 is called the power-law index. The 
case n < 1 is referred to as pseudo-plastic fluids (or shear-thinning fluids), 
the case n > 1 is known as dilatant or shear-thickening fluids. The Newto-
nian fluid is, of course, a special case where the power-law index n is one. 
The stretching, suction/injection velocities and the free stream velocity are 
assumed to be of the form 

( ) ( )
( )

(2 1)
1,

m n n
m n

w w w s

m
e

u x u x v x v x

u x u x

− −
+

∞

= = −

=
 

(1.7) 

where uw and u∞ are positive constants and vs is a real number with vs < 0 
for injection and vs > 0 for suction. 

The magnetohydrodynamic (MHD) flow problems find applications in 
many physical, geophysical and industrial fields. Pavlov [17] was the first 
who examined the MHD flow over a stretching wall in an electrically con-
ducting fluid, with a uniform magnetic field. Further studies in this direc-
tion are those of Chakrabarti and Gupta [8], Vajravelu [26], Takhar et al. 
[25, 22], Kumari et al. [14], Andersson et al. [3] and Watanabe and Pop 
[27]. The possibility of obtaining similarity solutions for the MHD flow 
over a stretching permeable surface subject to suction or injection was 
considered by [8, 26] for some values of the mass transfer parameter, say, 
fw, and by Pop and Na [18], for large values of fw and where the stretching 
velocity varies linearly with the distance and where the suction/injection 
velocity is constant. The MHD flow over a stretching permeable surface 
with variable suction/injection velocity can be found in [9]. A complete 
physical interpretation of the problem can be found in [8, 19, 21, 24]. 

In this chapter, we will examine similarity solutions to Eqs. (1.1), (1.2) 
and (1.3) in the usual form 

( ) ( ) r
s

x
yfxyx γηηλψ == ,,  

(1.8) 

where s and r are real numbers, λ>0 and γ>0 are such that 
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1, )1(22 == −−
∞

nnu γαλλγ   

Using Eqs. (1.1) and (1.8) we find that the profile function satisfies 

( ) ( ) ( ) 011 21 =′−+′−+′′+
′

′′′′ − fMfmfsfff n  
(1.9) 

if and only if 
m=s − r,    s(2 − n)+r(2n − 1) 

which leads to 
( )

n
nms

+
−+=

1
121

 

In Eq. (1.9) the primes denote differentiations with respect to the simi-
larity variable ( )∞∈ ,0η , the unknown function f denotes the similar 
stream function and its derivative, after suitable normalisation, represents 

the velocity parallel to the surface. The parameter 
2
0BM

u
σ

ρ∞

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

 is the 

magnetic parameter. Equation (1.9) will be solved subject to the boundary 
conditions 

( ) ( ) bfaf =′= 0,0  (1.10) 

and 

( ) ( ) 1lim =′=∞′
∞→

η
η

ff  (1.11) 

The parameters a and b are given by ( ) ( ) 1
1

121 +
−

−
∞+= nn

s uvna α  and 

wub
u∞

⎛ ⎞
= ⎜ ⎟
⎝ ⎠

. For the Newtonian fluid (n=1), the ODE reads 

( ) ( )21 1 0

1
2

f sff m f M f

ms

′′′ ′′ ′ ′+ + − + − =

+=
 

(1.12) 

Numerical and analytical solutions to Eq. (1.12), in the absence of the 
free stream function ( f ′ (∞) = 0), were obtained in [13, 11, 18, 23]. Nu-
merical solutions, in the presence of the free stream velocity, can be found 
in [4, 19, 24], for both momentum and heat transfers. 
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In a physically different but mathematically identical context, Eq. 
(1.12), with M = −m, which reads (by a scaling) 

( ) ( )1 2 1 0f m ff m f′′′ ′′ ′+ + + − =  (1.13) 

has been investigated by Aly et al. [2], Brighi et al. [5], Brighi and Hoernel 
[6], Guedda [12], Magyari and Aly [15] and Nazar et al. [16]. This equa-
tion with the boundary condition (a = 0, b = 1 +ε) 

( ) ( ) ( ) 1,10,00 =∞′+=′= fff ε  (1.14) 

arises in modelling the mixed convection boundary-layer flow in a porous 
medium. In [2] it is found that if m is positive and f″ takes place in the 
range [ε0,∞), for some negative ε0, there are two numerical solutions. The 
case −1 ≤ m ≤ 0 is also considered in [2]. The authors studied the problem 
for εc ≤ ε ≤ 0.5, for some εc < 0. It is shown that there exists εt such that the 
problem has two numerical solutions for εc ≤ ε ≤ εt. In [12] Guedda has in-
vestigated the theoretical analysis of Eqs. (1,13) and (1.14). It was shown 
that, if −1 < m < 0 and −1 < ε < 1/2, there is an infinite number of solu-
tions, which indeed motivated the present work. Some new interesting re-
sults on the uniqueness of concave and convex solutions to Eqs. (1.13) and 
(1.14), for m > 0 and ε > −1, were reported in [6]. 

Most recently Aly et al. [1] have investigated the numerical and theo-
retical analysis of the existence, the uniqueness and non-uniqueness of so-
lutions to Eqs. (1.13) and (1.14). It is shown that the problem has a unique 
concave solution and a unique convex solution for any m > 0 and M ≥ 0. 
The case where the free stream is being retarded (increasing pressure) is 
also considered. The authors proved that, for any −1/3 < m < −M < 0 and 
any real number a, the problem (Newtonian case) has an infinite number of 
solutions. The multiplicity of solutions is also examined for −1/2 < m < 
−M < 0 provided b > M/(m+1) and ( )1a b m b M≥ + −  

The purpose of this note is to examine the problem of Eqs. (1.9), (1.10) 
and (1.11) for − 1 < m < − M < 0.  

1.2 Existence of infinitely many solutions 

The interest in this section will be in the existence question of multiple so-
lutions of problems (1.9),(1.10) and (1.11), where −1 < m(2n − 1), m < 0, 
and m + M < 0. The existence result will be established by means of a 
shooting method. Hence, the boundary condition at infinity is replaced by 
the condition 
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( ) τ=′′ 0f  (1.15) 

where τ is the shooting parameter which has to be determined. Local in η 
solution to Eqs. (1.9), (1.10) and (1.15) exists for every ℜ∈τ , and it is 
unique. Denote this solution by fτ. Let us describe what conditions will be 
imposed for fτ to be global and satisfies Eq. (1.11). Note that the real num-
ber τ has a physical meaning. This parameter originates from the local skin 
friction coefficient, cf , and the local Reynolds numbers Rex 

( ) ( )/ 1
1/( 1) 2 1 11

2 ( 1)

n n
n

f x

m n
c Re

n n

+

+ − +⎡ ⎤
= ⎢ ⎥+⎣ ⎦

 
 

where ( )2(( ) / )n n
x wRe u x x Kα−= . 

Returning to the initial value problem of Eqs. (1.9), (1.10) and (1.15), 
our purpose is to derive favourable conditions on m, a and b such that fη is 
global and satisfies ( ) 1fτ ′ ∞ = . We shall impose the condition ( )0,1−∈m . 
The local solution fτ satisfies the following equality that will be useful later 
on: 

( ) ( ) ( ) ( ) ( )

( ) ( )∫ ′
+

+++−−+

=−′+″″

+

−

η

τ

τττττ

τττ

ηηηηη

0

21

1

1
31 dssf

n
nmmMMasab

Mffsfff

n

n

 

(1.16) 

for all 0 ≤ η < ητ, where (0,ητ) is the maximal interval of existence. Let us 
note that if ητ is finite the function fτ is unbounded on (0,ητ) [1, 10]. 

Define 

( ) 1
3

1611
4
3

2 >⎥
⎦

⎤
⎢
⎣

⎡
+++−=Γ mM

M
m

m
M

 
 

where M > 0 and m + M < 0. Our main result is the following: 

Theorem 1 Let M > 0, –1 < m (2n – 1) and m < –M. Assume a ≥ 0 and 
( )Γ∈ ,0b . For any ℜ∈τ  such that 
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( ) ( ) ⎥⎦
⎤

⎢⎣
⎡ +−++≤+ bmMMbmbnn 231

2
1

3
11τ  

(1.17) 

fτ is global and satisfies 

( ) ( ) 1lim =′=∞′
∞→

η
η

ff   

Note that, since τ is arbitrary, problem of Eqs. (1.9), (1.10) and (1.11) 
has an infinite number of solutions. To prove Theorem 1 we use an idea 
given in [12]. First we have the following result. 

Lemma 1 For any a ≥ 0, 0 < b < Г and satisfying condition of Eq. (1.17), 
the function fτ is positive, monotonic increasing on (0, ητ) and global. 

Moreover fτ(η) tends to infinity with η and ( ) 0lim =″
∞→

ητη
f . 

Proof 

From Eq. (1.9) one sees 
2″−=′ ττ fsfE  

on (0,ητ), where E is the “Lyapunov” function for fτ defined by 

( ) ′++′−′−″
+

=
+

ττττ fmMfMfmf
n

E
n 231

231
1

 
 

On the other hand, since a ≥ 0 and b > 0 we may assume fτ,fτ’ > 0 on 
some (0,η0), 0 < η0 < ητ. 

Hence, the function E is monotonic decreasing on (0,η0). This implies 

E(η0) ≤ E(0) (1.18) 

which shows that E(η0) ≤ 0, thanks to Eq. (1.17). If fτ′(η0)=0, we get E(η0)= 
E(0) = 0, and then E(η) = 0 for all 0 < η < η0. Therefore, fτ″ = 0 on (0,η0), 
and this implies η = 0 and b = 0 or b = Г, a contradiction. Hence fτ is 
monotonic strictly increasing. 

To show that fτ is global, we use again the function E to deduce 
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1

231
1
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(1.19) 

Therefore, fτ″ and fτ′ are bounded. Hence, fτ is bounded on (0, ητ), if ητ is 
finite, which is absurd. Consequently ητ = ∞, that is, fτ is global. Moreover, 
fτ has a limit, say ]∞∈ ,0(L , at infinity, since fτ′ is positive. To demon-
strate that L is infinite, we assume for the sake of contradiction that L < ∞.  
Hence, there exists a sequence (ηr) converging to infinity with r such that 
fτ′(ηr) tends to 0 as n tends to infinity. Clearly, 

( ) ( ) ( ) ( ) ( ) ( ) ℵ∈∀≤≤′++′−′− nEEfmMfMfm
rrrr ,0

23
23 ηηηη τττ

which implies 0 ≤ E(∞) ≤ E(0). As above, we get a contradiction. It re-
mains to show that the second derivative of fτ tends to 0 at infinity, which 
is the case if fτ″ is monotone on some interval [η0,∞), since fτ″ and fτ′ are 
bounded. Assume that | fτ″ |n−1fτ″ is not monotone on any interval [η0, ∞). 
Then, there exists an increasing sequence (ηr) going to infinity with r, such 
that (| fτ″ |n−1fτ″)′(ηr) = 0, | fτ″ |n−1fτ″ (η2r) is a local maximum and | fτ″ |n−1fτ″ 
(η2r+1) is a local minimum. Setting η = ηr in Eq. (1.9) yields 
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( ) ( )

( )r

rtr

r f

fMfm
sf

η

ηη
η

τ

τ
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⎠
⎞⎜

⎝
⎛ ′−+⎟

⎠
⎞⎜

⎝
⎛ ′−

−=″ 11 2

 

(1.20) 

Because fτ′ is bounded and f(η) tends to infinity with η, we get from 
Eq. (1.20) fτ″ (ηr)  0 as n ∞, and (then) fτ″ (η)  0 as η  ∞. 

In the next result we shall prove that fτ′ (η) goes to 1 as η approaches in-
finity and this shows that problem of Eqs. (1.9), (1.10) and (1.11) has an 
infinite number of solutions. 

Lemma 2 Let fτ be the (global) solution of Eqs. (1.9), (1.10) and (1.15) 
obtained in Lemma 1. Then 

( ) 1lim =′
∞→

ητη
f   



Similarity solutions of an MHD boundary-layer flow      11 

Proof 

First we show that fτ′ has a finite limit at infinity. From the proof of 
Lemma 1 the function E has a finite limit at infinity, E∞, say, and this limit 
takes place in the interval [ (4m+3M)/6, 0 ]. Since fτ″ goes to 0, we deduce 

that ( )3 2( / 3) ( / 2)m f m f M m fτ τ τ
′ ′ ′− − + +  tends to E∞ as η  ∞. Let L1 

and L2 be two nonnegative numbers given by 

( ) ( )ηη τ
η

τη

′=′=
∞→∞→

fLfL suplimandinflim 21  

and satisfy 

( )3 2 1, 2
3 2i i i
m ME L L M m L i∞ = − − + + =  

Suppose that L1 ≠ L2 and fix L so that L1 < L < L2. Let (ηr)n be a se-

quence tending to infinity with n such that ( ) Lf r =′
∞→

ητη
lim . Using the 

function E we infer 

( )LmMLMLmE ++−−=∞
23

23
 

 

For all L1 < L < L2, which is impossible. Then L1 = L2. Hence, fτ′ (η) has 
a finite limit at infinity. Let us note this limit by L, which is nonnegative. 
Assume that L = 0. Then E∞ = 0. Since E is a decreasing function, we deduce 

E = 0 
and get a contradiction. Hence L > 0. Next, we use identity of Eq. (1.16) to 
deduce, as η approaches infinity, 

( ) ( )

( ) ( )[ ] )1(

)1(
1

31

2
1

22
1

omMMLmLff

oL
n

nmsLMLmMff

n

n

++−+=″″

+
+

++−++−=″″

−

−

ηη

ηηηηη

ττ

ττ

 

 

And this is only satisfied if mL2 + ML − (M + m) = 0, which implies 
L  = 1, since L is positive. 

This ends the proof of the lemma and the proof of Theorem 1. 
Lemma 2 shows also that (4 3 ) / 6 0E m M∞ = + < . We finish this 

chapter by a nonexistence result in the case m(2m − 1) ≤ −1, n > 1/2 and b ≥ Г. 
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Theorem 2 The problem of Eqs. (1.9) and (1.10) has no nonnegative 
solution for M > 0, m < −M, m(2n − 1) < −1 and b ≥ Г. 

Proof 

Let f be a nonnegative solution to eqs. (1.9) and (1.10). As above, the func-
tion E satisfies  

( ) 2

1
121 ff

n
nmE ′′

+
−+−=′ , 

which is nonnegative. 
Clearly, ( ) ( )tEE

t ∞→
≤ lim0  hence 

( ) 0
6

34
23

23 <+≤++−− MmbmMbMbm
 

 

and this is not possible. 

1.3 Numerical results 

Now we present the numerical results for different values of n, m and M: 

 
Fig. 1.1. f  ′(η) for M=1.2, m= − 1.5, γ=1.8 and some values of α 

1
0

0.5

1

1.5

2

2
η

α = 0
α = 0.4
α = 0.8
α = 1.2

3 4 5

f’(η) (γ =1.8)



Similarity solutions of an MHD boundary-layer flow      13 

 

Fig. 1.2. f′(η) for M=1.2, m= − 1.5, α=0 and some values of γ 
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Chapter 2 

Computational complexity investigations 
for high-dimensional model representation 
algorithms used in multivariate interpolation 
problems 
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Abstract. In multivariate interpolation problems, increase in both 
the number of independent variables of the sought function and the 
number of nodes appearing in the data set causes computational and 
mathematical difficulties. It may be a better way to deal with less 
variate partitioned data sets instead of an N-dimensional data set in a 
multivariate interpolation problem. New algorithms such as high-
dimensional model representation (HDMR), generalized HDMR, 
factorized HDMR, hybrid HDMR are developed or rearranged for 
these types of problems. Up to now, the efficiency of the methods in 
mathematical sense was discussed in several papers. In this work, 
the efficiency of these methods in computational sense will be 
discussed. This investigation will be done by using several 
numerical implementations. 

Keywords. Data partitioning, Multivariate approximation, High-
dimensional model representation, Computational complexity 
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2.1 Introduction 

If the values of a multivariate function ),,( 1 Nxxf K  are given for only a 
finite number of points in the space of its arguments and it is asked to de-
termine an analytical structure for the sought multivariate function, stan-
dard multivariate routines may become cumbersome as the dimensionality 
grows. This urges us to use a divide-and-conquer algorithm which ap-
proximates the function for the mentioned multivariate interpolation prob-
lems. Hence, the given multivariate data are partitioned into low variate 
data and then an analytical structure determined with the aid of these parti-
tioned data.  

For this purpose, two new data partitioning methods were developed by 
using the philosophy given in high-dimensional model representation 
(HDMR) method which was first proposed by I. M. Sobol [1]. The equa-
tion given by Sobol for this method is as follows: 
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(2.1) 

This expansion is a finite sum and is composed of a constant term, uni-
variate terms, bivariate terms, and so on. These are the HDMR compo-
nents of a given multivariate function.  

Then, several other new algorithms based on this method were proposed 
in more comprehensive forms for different types of engineering problems 
by H. Rabitz, M. Demiralp, and their groups [2–11]. 

A multivariate function can be given by its values at a finite number of 
nodes of a hyperprismatic regular grid. These nodes can be represented by N 
tuples which are the elements of a cartesian product of the given individual 
sets of values for each independent variable. high-dimensional model repre-
sentation is used to approximately partition these given multivariate data 
into low variate data [7].  

On the other hand, data need not be given at all nodes of hyperprismatic 
regular grid. Instead, it can be given at certain randomly chosen nodes. 
Hence, certain level of incompleteness may be encountered in HDMR 
method for such data sets. This time, generalized high-dimensional model 
representation (GHDMR), which is based on the HDMR expansion, is 
used as a data partitioning technique [8].  

At this point, the nature of the given data, in other words the nature of 
the sought function, and the construction features of the data set affect the 
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behavior of the interpolation problem and the structure of the high-
dimensional model representation method. To this end, HDMR or gener-
alized HDMR (GHDMR) can be used to partition the multivariate data and 
to determine an approximate analytical structure for the sought function. 
These methods work well for the sought functions having additive nature 
as a result of the additive structure of the HDMR expansion. For the 
sought functions having dominantly or entirely multiplicative nature, fac-
torized HDMR (FHDMR) is used [9,10]. Hybrid HDMR (HHDMR) 
method is used when the sought function has intermediate nature, that is, 
it has neither a dominantly additive nor a dominantly multiplicative nature [11].  

These above-mentioned methods were developed and published in sev-
eral journals. In this work, we will discuss CPU times spent for each algo-
rithm in different types of multivariate interpolation problems. There exists 
a chapter related to the numerical testing implementations for this investi-
gation. The results are obtained by using certain program codes (scripts) 
written in MuPAD 4.0, Multi Processing Algebra Data tool [12,13]. This 
software is developed by the MuPAD Research Group at the University of 
Paderborn in Germany. MuPAD is a general-purpose computer algebra 
system for symbolic and numerical computations. Additionally, PERL 
Scripting Language, Practical Extraction and Report Language, is used for 
making the given multivariate data amenable for MuPAD program codes 
[14]. MuPAD program codes run in a 20-digits precision environment. 
These results are obtained on a PC of P-IV 2400 MHz CPU speed and 512 
MB RAM. 

2.2 Data partitioning via HDMR 

HDMR is constructed as an expansion for a given multivariate function 
such that its components are ordered starting from a constant component 
(zeroth-order multivariance) and continuing in ascending multivariance, 
that is, univariate, bivariate, trivariate components, and so on. The main 
step of the algorithm is to determine the right-hand-side components of the 
HDMR expansion given in Eq. (2.1). To obtain the structure of the 
constant term, the following operator is defined: 
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Similarly, the following operator is defined to build a way to determine 
the structure of the univariate HDMR term of the given multivariate 
function: 
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(2.3) 

where Nm ≤≤1 . The function ),,( 1 NxxF K  appearing in these two 
relations is an arbitrary square integrable function. When the above-
mentioned operators are applied to both sides of the HDMR expansion 
given in Eq. (2.1), the structures of the constant and univariate terms are 
obtained [7]. Other operators can be defined in a similar philosophy to 
determine the structures of the other HDMR terms, such as bivariate terms. 

Additionally, to uniquely determine these components, the following 
vanishing conditions are used in the evaluation of the integrals appearing 
in the above-mentioned operators: 

0)(),,( 11

1

1

=∫∫ ii

b

a
NN

b

a

xfxxWdxdx
N

N

KL  
(2.4) 

where Ni ≤≤1 . Since we need to perform a multivariate interpolation on 
a finite number of discrete points we can extend the domain of HDMR 
variables to the entire space without imposing any extra conditions. Hence, 
we assume that the interval for each independent variable is ( )∞∞− , . It is 
assumed that the structure of the function ),,( 1 Nxxf K  is not given 
analytically. Instead it is specified by values on a finite number of points 
of the Euclidean space defined by the independent variables Nxx ,,1 K . 
These points are defined through a cartesian product. For this definition, 
first the datum of the variable jx  is defined as the following set: 
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 (2.5) 

where Nj ≤≤1 . The cartesian product mentioned above can be 
constructed from these sets as follows:  
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NDDDD ×××≡ L21  (2.6) 

The weight function appearing in the vanishing conditions is assumed to 
be a product of univariate functions each of which depends on a different 
independent variable. The structure which needs to be created through the 
interpolation must include the values of the function ),,( 1 Nxxf K  on the 
given points only. This structure can be obtained by formatting the weight 
function for this purpose. In this sense the necessary action is to define the 
weight function as a linear combination of several Dirac delta functions 
[15]. Hence, the following univariate weight functions are selected: 

( ) [ ] NjbaxxxW jjj
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k
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j
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1,,,)( )(

1

)( ξδα  
(2.7) 

Using this weight function the operators mentioned in this section can 
be applied to both sides of the HDMR expansion by the help of the 
vanishing conditions and the given multivariate data are partitioned into 
low-variate data sets. In this work we deal with constant, univariate, and at 
most bivariate terms.  

After several integrations a constant value, univariate partitioned data 
set, and bivariate partitioned data set are obtained. To this end, we have a 
constant value, mn  ordered pairs for the univariate function ( ),m mf x  and 

21 mm nn  ordered pairs for the bivariate function 
1 2 1 2

( , \ )m m m mf x x  [7]. The 
next step is to determine analytical structures for these partitioned data sets 
and build the HDMR expansion of the sought function by using these 
structures. This step will be given in the fourth section of this chapter. The 
next section is about another data partitioning technique.  

2.3 Data partitioning via GHDMR 

If a multivariate datum is given for the determination of a multivariate 
function, the location of data points in hyperspace of the independent 
variables gains a lot of importance. If they are located at the points of a set 
which is constructed as a direct product of univariate sets, high-
dimensional model representation (HDMR) can be successfully used to 
partition the data into less variate data. On the other hand HDMR becomes 
unemployable when the data are random or not given at all points of a grid 
which is constructed via direct product of univariate meshes due to the 
incompleteness of the data. Hence, for these cases, a new high-dimensional 
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model representation method is needed. generalized high-dimensional 
model representation (GHDMR) is used for this purpose. In this method a 
general multivariate weight function is used instead of a product-type 
weight function. The algorithm uses the HDMR components of this 
general weight function. The steps of the method include first the 
determination of the HDMR components of the general multivariate 
weight function by using a product-type auxiliary weight function.  

∏
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Ω≡Ω
N

j
jjN xxx

1
1 )(),,( K  

(2.8) 

Then, these components are employed in the formulae to obtain the 
GHDMR components of the given multivariate function. In this way, the 
multivariate data are partitioned into low-variate data. Here, the constant 
and the univariate terms of GHDMR expansion are obtained to get an 
approximation. Similar operators as given in the first section are used for 
this purpose. This time, the integrations will be evaluated by also using the 
HDMR components of the general weight function under the auxiliary 
weight function. The following orthogonality conditions are employed in 
these evaluations: 
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where Ni ≤≤1 . As a result constant and univariate GHDMR terms are 
obtained. Relation for the univariate terms corresponds to an integral 
equation system whose unknowns are the univariate GHDMR terms [8].  

When we use this method to partition the multivariate random data, the 
following general weight function is selected: 
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where jα  parameters are used for making it possible to give different 
importance to each individual datum.  

Using this general weight function and the orthogonality conditions 
given in Eq. (2.9) when applying the above-mentioned operators to the 
HDMR expansion, a constant value and a number of linear equations 
whose unknowns are the univariate component values at the given data 
points of N-dimensional space are obtained. The final step of this 
algorithm is to determine the unknowns of this equation set. This 
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completes the construction of the univariate components at the data 
points [8].  

At this point, approximate analytical structure should be determined by 
using these partitioned data. For this purpose, Lagrange interpolation 
formula will be used. The next section is about this subject.  

2.4 Interpolation 

By partitioning the given multivariate data via HDMR or GHDMR a table 
of pairs of data can be obtained instead of an analytical structure for the 
function )( mm xf . This table provides an opportunity to determine the 
function )( mm xf  under an assumed structure, that is, to interpolate the 
corresponding data. By this way, multivariate interpolation, at least for 
these functions, can be approximately reduced to a set of univariate 
interpolations. To determine the overall structure of the function, an 
analytical structure should be defined or a calculation rule should be 
imposed on the interpolation. If the function to be determined by HDMR 
or GHDMR is sufficiently smooth, then the function can be represented 
with a multinomial of all independent variables over the continuous region 
produced by the cartesian product of the related intervals. For this purpose, 
first a multinomial representation should be built for )( mm xf : 
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Here )( mk xL
m

s are Lagrange coefficient polynomials [16] which are 
independent of the structure of the function. The structures of these 
polynomials are given: 
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As Lagrange polynomials are constructed, univariate functions given by 
the relation Eq. (2.11) are uniquely determined within continuous 
polynomial interpolation. These functions can be considered as univariate 
components of HDMR or GHDMR for the multivariate function 

),,( 1 Nxxf K . The expansion formed by the summation of these functions 
and the constant term provides the following multinomial approximation 
which is called “univariate approximation”: 
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Same relations for the higher variate approximations can be defined in a 
similar way.  

2.5 Factorized HDMR 

We have observed that the truncations of both HDMR and GHDMR work 
well as long as the multivariate function under consideration has additive 
nature. If it is completely additive then data partitioning is exact, otherwise 
a certain level of truncation error is encountered. Additivity is one end of 
the behavior of the multivariate function. The other hand is multiplicativity 
where all HDMR components contribute to the function at similar orders. 
Therefore, truncation approximation fails to describe the multivariate 
function under consideration. In those cases we need to formulate a 
different truncation approximation which somehow takes all components 
of HDMR or GHDMR into consideration. The first step is to write this 
new equality (FHDMR) for this method: 
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(2.14) 

The right-hand-side components of the above relation can be determined 
by making comparisons between the right-hand-side of equation Eq. (2.1) 
and the additive form of the right-hand-side in Eq. (2.14). To make 
comparisons, idempotent operators will be used as auxiliary tools. These 
operators satisfy the following relations: 
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where Nkj ,,1, K= . Using these operators HDMR and FHDMR 
expansions are replaced by the following generalized ones:  
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These two entities represent the same multivariate function. Hence, their 
right-hand-sides must match for all idempotent operators. This permits us 
to determine the constant term, the univariate terms, and higher order 
terms of the FHDMR expansion.  

As a result, constant, univariate, and bivariate FHDMR terms are 
obtained in terms of HDMR or GHDMR as follows:  
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2.6 Hybrid HDMR 

In most cases the given multivariate data and the sought multivariate 
function have neither purely additive nor purely multiplicative nature. 
They have a hybrid nature. So, a new method is used to obtain better 
results and it is called hybrid high-dimensional model representation 
(HHDMR). This new expansion includes both the HDMR (or GHDMR) 
and the FHDMR expansions through a hybridity parameter, γ :  
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Using Eq. (2.18) an HHDMR approximant can be defined as follows by 
using the HDMR and the FHDMR approximants:  
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where ),,( 1 Nj xxs K  stands for the thj HDMR approximant and 

),,( 1 Nk xx Kπ  stands for the thk  FHDMR approximant which is a 
truncated product including at most k-variate factors.  

The most important step here is to determine the hybridity parameter γ . 
For this purpose, a functional is defined as  

2

org HHDMR( ) ( )F f fγ γ≡ −  (2.20) 

where orgf  and HHDMRf  stand for the original function and the function 
obtained from the HHDMR expansion respectively. We need to obtain the 
γ  value that minimizes the value of this norm. This minimization criterion 
can be written as  

0=
∂
∂

γ
F  

(2.21) 

Using this criterion, the best value for that parameter can be obtained 
[11]. By this way the best representation for the sought multivariate 
function can be determined via hybrid HDMR.  

2.7 Error analysis 

According to the above-mentioned methods, HDMR or GHDMR, 
FHDMR, and HHDMR, several representations can be obtained 
approximately by using the constant, univariate, and bivariate terms of the 
mentioned expansions. For obtaining these several representations there 
exist questions, that is, how to find the best expansion for the sought 
multivariate function or whether the obtained representations are or are not 
the acceptable solutions for the given engineering problems. For this 
purpose, the following relative norm  

org

neworg

f

ff
N

−
=  

(2.22) 
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will be evaluated. Here, newf  stands for the multivariate function obtained 
via a high-dimensional model representation expansion.  

The minimum norm value obtained by using this relation through all the 
evaluated norm values will show the best representation for the sought 
multivariate function. This result is assumed to be the best representation 
for the multivariate function.  

2.8 Numerical implementations 

In this section, the numerical implementations are classified into two main 
parts. The first part includes the examples in which the HDMR method is 
used as a data partitioning technique. In this part FHDMR and HHDMR 
algorithms are used to partition data obtained through HDMR. In the 
second part, the examples are constructed by using GHDMR method. 
FHDMR and HHDMR algorithms are used to partition data which are 
obtained through the GHDMR method.  

The results are obtained by using MuPAD 4.0. The CPU time results for 
each implementation are evaluated by using “time()” function which 
returns the total CPU time in milliseconds that was spent by the current 
MuPAD process. Only the relative error values and CPU times spent for 
the evaluations are given in this work.  

It is assumed that the following (N+1) – tuples are taken as data to 
describe a multivariate function ),,( 1 Nxxf K  

( ) mjxxd j
j

N
j

j ≤≤≡ 1,,,, )()(
1 ϕK  (2.23) 

where jϕ  is the value of ),,( 1 Nxxf K , the sought function, at the point 

described by the first N components of jd  in the N-dimensional space we 
are concerned. That is,  

( ) mjxxf j
N

j
j ≤≤≡ 1,,, )()(

1 Kϕ  (2.24) 

To construct the information for the data set which is the values of the 
sought multivariate function at the nodes of the grid, analytical structures 
of known multivariate functions are used.  
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2.9 HDMR-based implementations 

The first example considered here is a multivariate function which is 
completely additive, that is, the sum of univariate functions as follows:  

( ) 12,,,
10

1
101 −==∑

=

iaxaxxf i
i

iiK  
(2.25) 

This function has 10 independent variables and it is assumed that the 
given data set has 16,384 nodes in it. The relative error value obtained for 
the univariate HDMR approximant and the CPU time spent for this 
approximation are  

1 1

252.84 10 , 4.48 minss sN t−= × =  (2.26) 

respectively. Because the programming environment has 20 decimal digit 
accuracy, this result can be assumed to be zero and it means that the 
representation obtained is exact for the multivariate function dealt with.  

In the second example, the selected multivariate function has five 
independent variables where the function is of purely multiplicative nature  

( ) 5432154321 ,,,, xxxxxxxxxxf =  (2.27) 

and there are 640 nodes in the given hyperprismatic regular grid. The 
results of the relative error analysis and the CPU times spent for each 
algorithm are obtained as follows:  

1 1

2 2

1 1

1

2

25

3.16 10 , 1.56 secs

8.66 10 , 6.44 secs

8.37 10 , 6.47 secs

s s

s s

N t

N t

N tπ π

−

−

−

= × =

= × =

= × =

 

(2.28) 

where 1s , 2s , and 1π  correspond to the univariate HDMR, bivariate 
HDMR, and univariate FHDMR approximants.  

The analytical structure of the multivariate function is defined as 
follows as the third example with six independent variables:  

( ) ( )5
654321654321 ,,,,, xxxxxxxxxxxxf +++++=  (2.29) 

In this example the given data set is constructed by using 6400 nodes. 
The relative error values and the CPU times are obtained as follows:  
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1 1

2 2

1 1

2 2

11 11

22 22

2

3

2

3

3

4

7.30 10 , 9.32 secs
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(2.30) 

2.10 GHDMR-based implementations 

In the following example we know the nodes of the mesh and the values of 
the sought function at the nodes of the given mesh. Hence, the domains for 
the independent variables are known. For the following numerical 
implementation there are 4,976,640 nodes in the mesh. From this mesh 
100 nodes are selected randomly. Using these nodes and the values of the 
following selected multivariate function at these nodes a multivariate data 
set is constructed:  

( ) ∑
=

=
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1
101 ,,

i
ixixxf K

 

(2.31) 

The relative error value and the CPU time spent for this generalized 
form HDMR method are obtained as follows:  

1 1

251.76 10 , 7.69 secss sN t−= × =  (2.32) 

where 1s  corresponds to the univariate GHDMR approximant.  
The last example is given to discuss the performance results of 

GHDMR, FHDMR, and HHDMR methods for the following multivariate 
interpolation problem. The analytical structure of the sought function is 
selected as  

( ) ( )∏
=

+=
5

1
54321 41,,,,

i
ixxxxxxf  

(2.33) 

where the problem has 100 nodes. It has both additive and multiplicative 
features. Hence, it is expected that the HHDMR approximants will give 
better results than GHDMR and FHDMR. To make this comparison the 
following relative error values of all approximants obtained through 
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GHDMR, FHDMR, and HHDMR are calculated, and needed CPU times 
for these calculations are measured:  

1 1

1 1

11 11
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1
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1.84 10 , 2.10 secs

1.03 10 , 2.16 secs
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(2.34) 

2.11 Concluding remarks 

In this work, the basic idea is to partition the given data to less variate data 
and then to interpolate them individually to fit an analytical structure to the  
multivariate function to be determined. The elements of data set are 
assumed to be given at the nodes of a hyperprismatic grid. Certain nodes 
may be missing to locate data or entire nodes are used to specify the values 
of the multivariate function under consideration. If data are given at all 
nodes of a hyperprismatic grid then classical HDMR can be used for 
partitioning. On the other hand, GHDMR should be used instead of 
HDMR when the data have no datum for certain nodes. The nature of the 
sought multivariate function also affects the method in use. Since the 
HDMR expansion has an additive structure, these two methods seem to be 
effective for additive-type functions. As the sought function has not only 
additive but also multiplicative nature, the obtained representation via 
HDMR or GHDMR for the sought function gets worse. Hence, certain new 
methods are needed to determine better representations for the functions 
having multiplicative or intermediate natures. For this purpose, FHDMR 
and HHDMR methods are used.  

As a result, we have HDMR, GHDMR, FHDMR, and HHDMR 
methods to deal with the functions whose nature is additive or 
multiplicative or intermediate type.  

When the results given in the previous section are examined carefully 
depending on the nature of the sought multivariate function the results get 
better while we use the method that best fits. However, when the number 
of nodes or the number of HDMR terms taken into consideration increases, 
more time periods are needed to obtain better results. This brings much 
more CPU time need for the mentioned algorithms. This means that if you 
want the best solution for your problem you have to wait much more for 
the results. On the other hand, if a result obtained by using an approximant 
having less variate terms is sufficient for the given problem, then you may 
spend less CPU time for your work.  
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Chapter 3 

On competition between modes of the onset 
of Marangoni convection with free-slip bottom 
under magnetic field 

N.M. Arifin, H. Rosali 
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Abstract. In this chapter we use a numerical technique to analyze 
the onset of Marangoni convection in a horizontal layer of electrically 
conducting fluid heated from below and cooled from above in the 
presence of a uniform vertical magnetic field. The top surface of a 
fluid is deformably free and the bottom boundary is rigid and free-
slip. The critical values of the Marangoni numbers for the onset of 
Marangoni convection are calculated and the latter is found to be 
critically dependent on the Hartmann, Crispation, and Bond num-
bers. In particular, we present an example of a situation in which 
there is competition between modes at the onset of convection. 

Keywords. Marangoni convection, Magnetic field, Free-slip 

3.1 Introduction 

Convection in a plane horizontal fluid layer heated from below, known as 
the Rayleigh–Benard convection, is the type of convection considered 
most frequently. Rayleigh [6] was the first to solve the problem of the on-
set of thermal convection in a horizontal layer of fluid heated from below. 
His linear analysis showed that Benard convection occurs when the 
Rayleigh number exceeds a critical value. Theoretical analysis of Maran-
goni convection was started with the linear analysis by Pearson [5] who 
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assumed an infinite fluid layer, a nondeformable case, and zero gravity in 
the case of no-slip boundary conditions at the bottom. He showed that 
thermocapillary forces can cause convection when the Marangoni number 
exceeds a critical value in the absence of buoyancy forces. Pearson [5] ob-
tained the critical Marangoni number Mc = 79.607 and the critical wave 
number ac = 1.9929. Linear stability analysis of Marangoni convection 
with free-slip boundary conditions at the bottom was first investigated by 
Boeck [1]. For free-slip case, Boeck [1] obtained the critical Marangoni 
number Mc = 57.598 and the critical wave number ac = 1.7003. 

The effect of a magnetic field on the onset of steady buoyancy and 
thermocapillary-driven (Benard–Marangoni) convection in a fluid layer 
with a nondeformable free surface was first analyzed by Nield [4]. He 
found that the critical Marangoni number monotonically increased as the 
strength of vertical magnetic field increased. This indicates that Lorentz 
force suppressed Marangoni convection. Later, the effect of a magnetic 
field on the onset of steady Marangoni convection in a horizontal layer of 
fluid has been discussed in a series of paper by Wilson [7–9]. The influ-
ence of a uniform vertical magnetic filed on the onset of oscillatory Ma-
rangoni convection was treated by Hashim and Wilson [3] and Hashim and 
Arifin [2]. 

The above investigators pertain their analyses to Marangoni convection 
in the presence of magnetic field with no-slip lower boundary condition. In 
this study, we consider the onset of steady Marangoni convective instabil-
ity in a horizontal fluid layer of electrically conducting fluid with a de-
formable upper free surface and a free-slip lower surface, subject to a uni-
form magnetic field. To the author’s best knowledge this problem has not 
been reported in the literature. The linear stability theory is applied and the 
resulting eigenvalue problem is solved numerically. The effects of the 
Hartmann number and a free surface deformation on the onset of steady 
Marangoni convection are studied. 

3.2 Problem formulation 

Consider a horizontal fluid layer of depth d heated from below, subject to a 
uniform vertical magnetic field and a uniform vertical temperature gradi-
ent. The fluid layer is bounded below by a horizontal solid boundary at 
constant temperature 1T  and above by a free surface at constant tempera-
ture 2T  which is in contact with passive gas at pressure oP  and constant 
temperature T∞ . 
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Fig. 3.1. Geometry of the unperturbed state 

We used cartesian coordinates with two horizontal x- and y-axes which 
are located at the lower solid boundary and a positive z-axis that is directed 
toward the free surface. The surface tension τ  is assumed to be a linear 
function of the temperature: 

( )o oT Tτ τ γ= − −  (3.1)

where oτ  is the value of τ  at temperature oT  and the constant γ  is posi-
tive for most fluids. The density of the fluids is given by  

{1 ( )}o oT Tρ ρ α= − −  (3.2) 

where α  is the positive coefficient of the thermal liquid expansion and oρ  
is the value at the reference temperature oT . 

Subject to the Boussinesq approximation, the governing equations for an 
incompressible, electrically conducting fluid in the presence of a magnetic 
field are  

. =0U∇  (3.3)

. =0H∇  (3.4)

( )1 2. = – .
4t
μν

ρ πρ
∂⎛ ⎞+ ∇ ∇Π + ∇ + ∇⎜ ⎟∂⎝ ⎠

U U U H H  
(3.5)

( ) 2. = .U H H U + H
t

η∂⎛ ⎞+ ∇ ∇ ∇⎜ ⎟∂⎝ ⎠
 

(3.6)

2. =U T T
t

κ∂⎛ ⎞+ ∇ ∇⎜ ⎟∂⎝ ⎠
 

(3.7)

where U is the fluid velocity, H is the magnetic field, T is the temperature, 
ν  is the kinematic viscosity, κ  is the thermal diffusivity, η  is the electrical 
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resistivity, and 2 /8Hp μ πΠ = +  is the magnetic pressure, where p is the 
fluid pressure and μ  is the magnetic permeability. When motion occurs the 
upper free surface of the layer will be deformable with its position at 

( , , )z d f x y t= + . At the free surface, we have the usual kinematic condition 
together with conditions of continuity of the normal and tangential stresses, 
and the temperature obeys Newton’s law of cooling, / ( )k T h T T∞∂ ∂ = −n , 
where k and h are the thermal conductivity of the fluid and the heat transfer 
coefficient between the free surface and the air, respectively, and n is the 
outward unit normal to the free surface. At the lower rigid boundary the 
usual no-slip conditions requires continuity of velocity between the solid and 
the fluid. 

To simplify the analysis, it is convenient to write the governing equa-
tions and boundary conditions in a dimensionless form. In the dimen-
sionless formulation, scales for length, time, velocity, temperature, and 
magnetic field have been taken to be 2, / , / , /d d d dν ν β ν κ , and /Hμ η , 

respectively, where H  is the initial magnetic field strength. Furthermore, 
six dimensionless groups appearing in the problem are the Marangoni 
number 2 /M dγβ ρνκ= , the Hartmann number (the square root of the 
Chandrasekhar number) 1 2( / )H Hdμ σ ρν= , the Biot number 

/B hd k=i , the Bond number 2 /o oB gdρ τ= , the Prandtl number 

1P ν κ=  and the magnetic Prandtl number 2P ν η= , and the Crispation 
number 0rC dρνκ τ= . 

3.3 Linearized problem  

The linearized equations and boundary conditions governing the onset of 
Marangoni convection in an initially quiescent horizontal fluid layer 
bounded above by a deformable free surface and bounded below by a 
thermally conducting planar boundary subject to a uniform vertical mag-
netic field and a uniform temperature gradient have been obtained by sev-
eral authors (see, for example, Hashim and Ariffin [2]) and are given by 

2 2( ) 0D a T w− + =  (3.8) 

2 2 2 2 2( ) 0D a H D w⎡ ⎤− − =⎣ ⎦  (3.9) 
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0w =  (3.10)

( )2 2 2 2 2
1 3 ( ) 0r oPC D a H s Dw a a B f⎡ ⎤− − − − + =⎣ ⎦  (3.11)

0)()( 1
222

1 =−++ fTPMawaDP  (3.12)

0zh =  (3.13)

1 1( ) 0iPDT B PT f+ − =  (3.14)

0w =  (3.15) 

2 0D w =  (3.16) 

0zh =  (3.17) 

0T =  (3.18) 

( ) zw z ACeξ= ,  ( ) zT z Ceξ=  (3.19) 

3.4 Solution of the linearized problem 

subject to  

evaluated on the undisturbed position of the upper free surface 1z = , and  

on 0z =  where the condition of free-slip corresponds to Eq. (3.16). The 
operator ( )/D d dz=  denotes differentiation with respect to the vertical 
coordinate z . The variables , , zw T h , and f  denote, respectively, the verti-
cal variation of the z-velocity, temperature, magnetic field, and the magni-
tude of the free surface deflection of the linear perturbation to the basic 
state with total wave number a in the horizontal x–y plane and complex 
growth rate s. 

In the general case s = 0, we follow the solution approach of Hashim and 
Wilson [3] and seek asymptotic solutions for ,w T  in the form 

where the exponent ξ  and the complex constants A and C are to be deter-
mined. Substituting these forms into Eqs. (3.8) and (3.9) and eliminating 
A and C we obtain a sixth-order algebraic equation for ξ , namely 
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2 2 2 2 2 2 2( ) ( ) 0a a s Hξ ξ ξ⎡ ⎤− − − − =⎣ ⎦  (3.20) 

with six distinct roots, which we denote by 1 6,...,ξ ξ . Where the values of 

1 4,...,ξ ξ  are solutions of the fourth-order algebraic equation  

2 2 2 2 2( ) 0a s Hξ ξ− − − =  (3.21) 

while 5 aξ =  and 6 aξ = − . Denoting the values of A and C corresponding 
to ξ  for 1,...,6i =  by iA  and iC , respectively, we can use Eq. (3.9) to de-
termine iA . We can use Eq. (3.11) to eliminate the free surface deflection 

2 2 2
1

2 2
( 3 )

( )
r

o

PC D a H Dwf
a a B

− −=
+

 
(3.22)

evaluated on 1=z , leaving the six boundary conditions Eqs. (3.10), 
(3.12), (3.14), (3.15), (3.16), and Eq. (3.18) to determine the six unknowns 

1 6,...,C C , and the general solution to the stability problem therefore  

6

1

( ) j z
j j

j

w z A C eξ

=

=∑ , 
6

1

( ) j z
j

j

T z C eξ

=

=∑  
(3.23) 

The dispersion relation between 2, , , ,r oM a C H B , and iB  is determined by 
substituting these solutions into boundary conditions and evaluating the re-
sulting 6 6×  real determinants of the coefficients of the unknowns, which 
can be written in the form 1 2M D D= −  , where the two 6 6×  real deter-
minants 1D  and 2D  are independent of M. 

After some simplification the elements of the determinant 1 ijD d=  are 

given by 

1
i

i id A eξ=  (3.24) 

2
2

i
i i id A eξξ=  (3.25) 

3 ( ) i
i i id B eξξ= +  (3.26) 

4i id A=  (3.27) 
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2
5i i id Aξ=  (3.28) 

6 1id =  (3.29) 

for 1,...,6i = . The coefficients of the determinant 2D  are the same as those 
of 1D  apart from the terms 

2 2 2
2

2 2 2
( 3 )1

( )
ir i i i

i
o

C a H Ad a e
a a B

ξξ ξ⎡ ⎤− −
= −⎢ ⎥+⎣ ⎦

 
(3.30)

2
3

i
i id eξξ=  (3.31)

for 6,...,1=i . Notice that 1D  is independent of rC  and oB  and that 2D  is 
independent of iB . We could express 1D  and 2D , and hence M, explicitly 
in terms of hyperbolic functions, but since its value must then be evaluated 
numerically we gain little over direct numerical evaluation. 

 
Fig. 3.2. Numerically calculated Marangoni number, M, as a function of the 
wavenumber, a, for various values of Crispation numbers, rC , in the case 0H = , 

0iB = , and 0.1oB =  

3.5 Results 

The effect of a magnetic field on the onset of Marangoni convection in a fluid 
layer with free-slip bottom in the case of a deformable free surface ( 0)rC ≠  is 
investigated numerically. Before presenting the numerical results, it is helpful 
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to specify the range for parameters ,i oB B , and rC  which are, respectively, 
given by 3 1 3 110 10 , 10 10i oB B− − − −≤ ≤ ≤ ≤ , and 6 210 10rC− −≤ ≤ for most 
fluid layers of depths ranging from 0.01 to 0.1 cm and are in contact with air. 
All numerical calculations reported in this chapter are done for the case 

0, 0.1i oB B= = , and 1 1P = . 
Figure 3.2 shows the numerically calculated steady marginal stability 

curves plotted for different values of Crispation number rC  in the case 
0H = . The Crispation number rC , associated with the inverse effect of 

the surface tension, represents the degree of the free surface deformability. 
When rC  becomes large (corresponding to weak surface tension), the 
marginal curve has global minimum at zero wave number. In contrast, for 
small values of rC , the marginal curve has global minimum at zero 
wavenumber. At some transition value of rC , the marginal curve has two 
local minima, that is, one at zero wave number and the other at nonzero 
wave number. The transition value of rC  for the case shown in Fig. 3.2 is 

0.0001764rC ≈ . For rC  greater than 0.0001764, the wave number at 
marginal stability suddenly drops from nonzero number to zero. Similar 
competition between different modes was identified by Hashim and Arifin 
[2] in the case of no-slip condition. 

 

Fig. 3.3. Numerically calculated Marangoni number, M, as a function of the 
wavenumber, a, for various values of Hartmann numbers, H, in the case 0rC = , 

0iB = , and 0.1oB =  
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Fig. 3.4. Numerically calculated Marangoni number, M, as a function of the 
wavenumber, a, for various values of Crispation numbers, rC , in the case 

2 100H = , 0iB = , and 0.1oB =  

 
Fig. 3.5. Numerically calculated Marangoni number, M, as a function of the 
wavenumber, a, for various values of Hartmann numbers, H, in the case 

0 001.rC = , 0iB = , and 0.1oB =  

Figure 3.3 shows the numerically calculated Marangoni number, M, as a 
function of the wavenumber, a, for different values of the Hartmann num-
ber, H, in the case 0rC = . From Fig. 3.3 it is seen that the critical Maran-
goni number increases with an increase of the Hartmann number. Thus, the 
magnetic field always has a stabilizing effect on the flow. Numerically 
calculated Marangoni number, M, as a function of the wave number, a, for 
different values of 0rC ≠ in the case 2 100H =  is shown in Fig. 3.4. 
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The figure shows parts of the marginal stability curves in the case 
0.00037115rC =  and 2 100H =  in which zero mode (infinite wavelength) 

and nonzero mode (finite wavelength) occur simultaneously at the onset of 
convection. 

Figure 3.5 shows the numerically calculated Marangoni number, M, as a 
function of the wavenumber, a, for different values of the Hartmann num-
ber, H, in the case 0 001.rC = . In this case, the marginal stability curve has 
a global minimum at the nonzero value of a without a magnetic field. But, 
the marginal stability curve always has a global minimum at zero value in 
the limit of a large magnetic field. We also found that two steady modes 
occur simultaneously at the onset of convection when 2 10H = . 

3.6 Conclusions 

The effect of magnetic field on the onset of steady Marangoni convection 
in a horizontal layer of electrically conducting fluid which is free above 
and rigid below with free-slip condition has been studied. If the free sur-
face is nondeformable, the absence of a magnetic field always has the sta-
bilizing effect of increasing the critical Marangoni number for the onset of 
steady convection. If the free surface is deformable, then all the marginal 
stability curves have two local minima. The linear analysis presented in 
this work revealed a situation in which two steady modes compete at the 
onset of convection. 
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Abstract. The problem of steady laminar forced convection bound-
ary layer flow of an incompressible viscous fluid over a moving thin 
needle with variable heat flux is considered. The governing bound-
ary layer equations are first transformed into non-dimensional 
forms. These equations are then transformed into similarity equa-
tions using the similarity variables, which are solved numerically 
using an implicit finite-difference scheme known as the Keller-box 
method. The solutions are obtained for a blunt-nosed needle (m=0). 
Numerical computations are carried out for various values of the 
dimensionless parameters of the problem, which include the Prandtl 
number Pr and the parameter a representing the needle size. It has 
been found that the wall temperature is significantly influenced by 
both parameter a and Prandtl number Pr . However, the Prandtl 
number has no effect on the flow characteristics due to the decoup-
led boundary layer equations. 

Keywords. Boundary layer flow, Moving thin needle, Variable heat 
flux 
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4.1 Introduction 

Thin needle is a body of revolution whose diameter is of the same order as 
the velocity or thermal boundary layers that it develops. By appropriately 
varying the radius of the needle, the partial differential boundary layer 
equations admit similarity solutions, which are more revealing than the di-
rect numerical integration of the partial differential equations. As it is well 
known, an important aspect of experimental studies for the flow and heat 
transfer characteristics is the measurements of velocity and temperature 
profiles of the flow field. The probe of the measuring devices, such as a 
hot wire anemometer or shielded thermocouple, is often a very thin wire or 
needle. Meanwhile, boundary layer behavior over moving solid surface is 
an important type of flow occurring in a number of engineering processes. 
Aerodynamic extrusion of plastic sheet, cooling of an infinite metallic 
plate in a cooling bath, the boundary layer along a liquid film in condensa-
tion processes, and a polymer sheet or filament extruded continuously 
from a dye, or a long thread traveling between a feed roll and a windup 
roll, are examples of practical applications of continuous surfaces (see [1, 
16]). From an industrial point of view, the wall shear stress distribution is 
perhaps the most important parameter in this type of flow because it di-
rectly determines the driving force (or torque) required to withdraw the 
surface (see [15]). Therefore, the detailed analysis of the flow over such 
moving slender needle-shaped bodies is of considerable practical interest. 

The problems of forced, free, and mixed convection boundary layer 
flows over thin needles have been investigated by many researchers. Chen 
and Smith [6], Narain and Uberoi [13,14], Chen [5], Lee et al. [12], and 
Ahmad et al. [4] have studied various aspects of this problem. Wang [17] 
has studied the problem of mixed convection boundary layer flow on a ver-
tical adiabatic thin needle with a concentrated heat source at the tip of the 
needle. This situation may be applied, for example, to a stick burning at the 
bottom end. Agarwal et al. [2] have investigated numerically the momen-
tum and thermal boundary layers for power-law fluids over a thin needle 
under wide ranges of kinematic and physical conditions. We also notice to 
this end that Gorla [8–10] has studied the boundary layer flow in the vicin-
ity of an axisymmetric stagnation point on a circular cylinder placed in a 
Newtonian or in a micropolar fluid. 

All studies mentioned above on forced, free, or mixed convection 
boundary layer flows over thin needles refer to fixed needles immersed in 
a viscous and incompressible fluid. However, the solutions for mixed con-
vection boundary layer flow past a vertical moving thin needle in a quies-
cent fluid with variable heat flux have been reported recently by Ahmad 
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et al. [3]. The aim of this chapter is to study the problem of steady forced 
convection boundary layer flow over a moving thin needle with variable 
heat flux in a quiescent fluid. It should also be mentioned that due to en-
trainment of the ambient fluid, this flow situation represents an intrinsi-
cally different class of boundary layer flows, which have substantially dif-
ferent type of solutions as compared to the case of a static needle. By the 
similarity transformation, the partial differential equations governing the 
flow and temperature fields are reduced to ordinary differential equations, 
which are solved numerically using an implicit finite-difference scheme 
called the Keller-box method. The influences of the needle size and the 
Prandtl number on the flow and heat transfer characteristics are presented 
in graphical form. 

4.2 Mathematical formulation 

Consider a steady laminar boundary layer flow of an incompressible viscous 
fluid over a moving thin needle in a bulk fluid at a constant temperature ∞T . 
Figure 4.1 shows the slender paraboloid needle whose radius is described by 

( )=r R x , where x  and r  are the axial and radial coordinates, respectively, 
with the -x axis measured from the needle leading edge. 

Fig. 4.1. Physical model and coordinate system 

The needle is considered to be thin when its thickness does not exceed 
that of the boundary layer over it. Under this assumption, the effect of 
transverse curvature is of importance, but the pressure variation along the 
surface due to the presence of the needle can be neglected (see [11]). It is 
assumed that the needle moves horizontally with the velocity ( )U x and is 
subjected to a variable surface heat flux ( )wq x . Under the boundary layer 
approximations, the basic boundary layer equations written in cylindrical 
coordinates are 
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( ) ( ) 0∂ ∂+ =
∂ ∂

r u r v
x r

 
(4.1)

υ∂ ∂ ∂ ∂⎛ ⎞+ = ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

u u uu v r
x r r r r

 
(4.2)

α ⎛ ⎞∂ ∂ ∂ ∂+ = ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

T T Tu v r
x r r r r

 
(4.3)

where u  and v  are the velocity components along the -x and -r  axes, re-
spectively, T  is the local fluid temperature, υ  is the kinematic viscosity, 
and α  is the constant thermal diffusivity of the fluid. We assume that the 
boundary conditions of Eqs. (4.1), (4.2) and (4.3) are 

( )0, ( ), at ( )

0, as ,

wq xTv u U x r R x
r k

u T T r∞

∂= = = − =
∂

→ → → ∞
 

(4.4)

where ( )R x  prescribes the surface shape of the axisymmetric body. 
We introduce now the following non-dimensional variables: 

( )

1/ 2 1/ 2

0 0 0

1/ 2
1/ 2

0 0

( ), , , , ( )

( )( )( ) , ( ) ,w
w

Re Re

Re
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L L U U U

k T Tq xR xR x q x T
L q q L

∞

⎛ ⎞⎛ ⎞= = = = =⎜ ⎟⎜ ⎟
⎝ ⎠ ⎝ ⎠

−⎛ ⎞
= = =⎜ ⎟

⎝ ⎠

 

(4.5)

where L  is a characteristic length of the needle, 0U  is the characteristic velocity, 

0q  is the characteristic heat flux, and Re  is the Reynolds number given by 

0U LRe
υ

=  
(4.6)

Substituting variables Eq. (4.5) into Eqs. (4.1), (4.2) and (4.3), we get 

( ) ( ) 0∂ ∂+ =
∂ ∂

ru rv
x r

 
(4.7)

1∂ ∂ ∂ ∂⎛ ⎞+ = ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠

u u uu v r
x r r r r

 
(4.8)
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1 1T T Tu v r
x r Pr r r r

∂ ∂ ∂ ∂⎛ ⎞+ = ⎜ ⎟∂ ∂ ∂ ∂⎝ ⎠
 

(4.9)

where Pr  is the Prandtl number, with the boundary conditions Eq. (4.4) 
becoming 

0, ( ), ( ) at ( )

0, 0 as

w
Tv u U x q x r R x
r

u T r

∂= = = − =
∂

= = → ∞
 

(4.10)

In order that Eqs. (4.7), (4.8) and (4.9) become similar, we take 
(5 1) / 2( ) , ( ) −= =m m

wU x x q x x  (4.11)

where m  is a constant. We introduce now the following similarity vari-
ables: 

2( ), ( ) ( )ψ η θ η= = mxf T x x  (4.12)

where  
1 2η −= mx r  (4.13)

and ψ  is the stream function which is defined in the usual way as 
(1/ ) /ψ= ∂ ∂u r r  and (1/ ) /ψ= − ∂ ∂v r x . The introduction of the stream 

function automatically satisfies the continuity equation (4.7). The surfaces 
of constant η = a , where a  is a non-dimensional constant and is numeri-
cally small for a slender body, correspond to the surfaces of revolution. 
Setting η = a , Eq. (4.13) prescribes both shape and size of the body with 
its surface given by 

1/ 2 (1 ) / 2( ) −= mR x a x  (4.14)

Of practical interest are pointed bodies and cylinders for which we must 
have, from Eq. (4.14), 1≤m . For example, the body is a cylinder when 

1=m , a paraboloid when 0=m , and a cone when 1= −m . Substituting 
Eqs. (4.12) and (4.13) into Eqs. (4.8) and (4.9), we get the following ordi-
nary differential equations: 

22( ) 0η ′′ ′ ′′ ′+ − =f ff mf  (4.15)
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2 ( ) 2 0f mf
Pr

ηθ θ θ′ ′ ′ ′+ − =  
(4.16)

subject to the boundary conditions 

1/ 2

(1 ) 1( ) , ( ) , ( ) 0
2 2

1( ) , ( ) 0
2

m af a f a f

a aθ θ−

− ′ ′= = ∞ =

′ = − ∞ =
 

(4.17)

where primes denote differentiation with respect to η . 
The physical quantities of interest are the skin friction coefficient fC  

and the wall temperature wT  which are defined as 

( )1/ 2

2
0

,
/ 2

ww
f w

kRe T T
C T

U q L
τ

ρ
∞−

= =  
(4.18)

where wT  is the dimensional wall temperature and the skin friction τ w  is 
given by 

( )

τ μ
=

∂⎛ ⎞= ⎜ ⎟∂⎝ ⎠
w

r R x

u
r

 
(4.19)

Using Eqs. (4.5), (4.12), (4.13), and Eq. (4.19), we get 
1/ 2 1/ 2 28 ( ), ( )m

f x wC Re a f a T x aθ′′= =  (4.20)

where Rex  is the local Reynolds number which is defined as 

( )
x

U x xRe
υ

=  
(4.21)

4.3 Results and discussion 

Generally, as mentioned in the previous section, the body is a cylinder 
when 1m = , a paraboloid when 0,m =  and a cone when 1m = −  (see Chen 
[5]). However, when a solid object of any shape, such as a needle in this 
present problem, exhibits a rectilinear translational motion through a fluid 
medium, then all parts of the solid object (needle) must have the same ve-
locity. This implies that the velocity of its surface U  has to be a constant 
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and therefore only the value 0m =  should be considered in this chapter. 
However, the only exception one may think of is an elastic body. The most 
typical example is an elastic sheet that is being stretched, in which the 
sheet velocity varies along the sheet. Therefore, in the present problem, the 
results for 1m = −  and 1m = +  are not of any physical relevance since 
Eq. (4.11) is inconsistent with a solid needle. Still, these results are solu-
tions of the mathematical problem posed, but without any physical realism. 
According to Eq. (4.14) the value of 0m =  corresponds to a blunt-nosed 
needle or a paraboloid with 1/ 2 1/ 2( )R x a x= . 

The system of decoupled ordinary differential equations (4.15) and 
(4.16) subject to the boundary conditions Eq. (4.17) has been solved nu-
merically using an implicit finite-difference method known as the Keller-
box scheme as described in the book by Cebeci and Bradshaw [7] for 

0m =  (a blunt-nosed needle with variable heat flux) and some values of 
the governing parameter a  (in the range of 0.001 0.1a≤ ≤ ). The solution 
is obtained in the following four steps: 

1. reduce Eqs. (4.15) and (4.16) to a first-order system, 
2. write the difference equations using central differences, 
3. linearize the resulting algebraic equations by Newton’s method and 

write them in matrix-vector form, 
4. solve the linear system by the block-tridiagonal-elimination 

technique. 

We consider that the needle moves in a fluid with different Prandtl 
numbers, i.e., Pr varies in the range of 0.01 100Pr≤ ≤ . It is worth men-
tioning that small values of Pr  ( 1) physically correspond to liquid met-
als, which have high thermal conductivity but low viscosity, while Pr ~1 
corresponds to diatomic gases including air. On the other hand, large val-
ues of Pr ( 1) correspond to high-viscosity oils and 6.8Pr =  corre-
sponds to water at room temperature. Results are presented in six figures. 

 
Fig. 4.2. Variation of the skin friction coefficient with a  for various Pr when 

0=m  
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The variations with a  of the skin friction coefficient 1/ 2
f xC Re  and the 

wall temperature wT , given by expressions Eq. (4.20) for 0m = , are shown 
in Figs. 4.2 and 4.3 for 0.01, 0.1, 0.7,1, 6.8,Pr =  and 10. Due to the de-
coupled boundary layer equations (4.15) and (4.16), it is seen from Fig. 4.2 
that there is only a unique skin friction coefficient for all considered value 
of Pr at different values of a . It can also be seen from Fig. 4.2 that the 
skin friction coefficient decreases with the increase of a  for 

min0.001 a a≤ ≤  where mina  is the value of a  when the skin friction coef-
ficient is minimum. Figure 4.2 also shows that for min 0.1a a< ≤ , the skin 
friction coefficient increases with the increase of a . It is worth mentioning 
that the negative sign of the skin friction coefficient in Fig. 4.2 physically 
implies that the fluid produces a dragging force on the surface. 

Fig. 4.3. Variation of the wall temperature with a  for various Pr  when 0m =  

Fig. 4.4. Variation of the wall temperature with Pr  for various values of a  when 
0m =  
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Figures 4.3 and 4.4 show the variation with a  and Pr, respectively, for 
the wall temperature of a blunt-nosed needle with variable heat flux ( 0m = ). 
It can be seen from those figures that at any fixed values of a , the wall tem-
perature decreases as Pr  increases. Physically, this is because the thermal 
diffusivity in boundary layer becomes higher as Pr  increases. Figure 4.3 
shows that for a fixed value of Pr , the wall temperature decreases with the 
increase of a  for min0.001 ( )a a Pr≤ ≤  where min ( )a Pr  is the value of a  
when the wall temperature is minimum and depending on Pr . On the other 
hand, it is seen from Fig. 4.3 that for min ( ) 0.1a Pr a< ≤ , the wall tempera-
ture increases when a  increases. Furthermore, it can be seen from Fig. 4.4 
that for 0.05,0.1

inPr Pr<  where 0.05,0.1
inPr  is the value of Pr  when the curves 

0.05a =  and 0.1a =  intersect, the wall temperature increases with the in-
crease of a . On the other hand, Fig. 4.4 also shows that the wall temperature 
decreases with the increase of a  when 0.01,0.05

inPr Pr>  where 0.01,0.05
inPr  is the 

value of Pr when the curves 0.01a =  and 0.05a =  intersect. 

Fig. 4.5. Velocity profiles for various values of a  with 0m =  

Fig. 4.6. Temperature profiles for various values of a  with 0.7Pr =  and 0m =  
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The axial velocity profiles ( )f η′  and the non-dimensional temperature 
profiles ( )θ η  for a blunt-nosed needle with variable heat flux ( 0m = ) are 
plotted versus η  in Figs. 4.5 and 4.6, respectively, for three needle sizes, 
namely 0.01, 0.05,a =  and 0.1. Figure 4.5 shows that at any fixed value of 
a , there is only a unique velocity profile for all values of .Pr  It is seen 
from Figs. 4.5 and 4.6 that the velocity and thermal boundary layer thick-
nesses increase with the increase of the needle size a . An inspection of 
these figures clearly shows that the thinner the needle, the smaller the 
value of η  for the free stream conditions to be attained, i.e., the boundary 
layer thickness decreases with the decreasing values of a . It can also be 
clearly seen from Fig. 4.5 that ( ) 0f η′′ →  as η → ∞ , i.e., the shear stress 
vanishes outside the momentum boundary layer. 

Fig. 4.7. Temperature profiles for various Pr with 0m =  and 0.01a =  

Figure 4.7 displays the non-dimensional temperature profiles ( )θ η  for a 
blunt-nosed needle with variable heat flux ( 0m = ) for various values of 
Pr ( 0.01, 0.1, 0.7,1, 6.8,10Pr = ) and 0.01a = . It is shown that the tem-
perature profile decreases as Pr increases. It is also shown that the thermal 
boundary layer thickness decreases with an increase in .Pr Physically, this 
is because, as Pr increases, the thermal diffusivity decreases. This leads to 
the decrease of the energy transfer ability that reduces the thermal bound-
ary layer. 

4.4 Conclusions 

The problem of steady laminar forced convection boundary layer flows of 
an incompressible viscous fluid over a moving thin needle in an ambient 
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fluid is studied. Calculations are carried out for a blunt-nosed needle with 
variable heat flux ( 0m = ), which moves in a fluid with a wide range of the 
Prandtl numbers ( 0.01 100Pr≤ ≤ ). The numerical results are also obtained 
for various values of the dimensionless parameters, which include the 
Prandtl number Pr and the parameter a  representing the needle size. The 
results show that the shape and the size of the needles have strong effects 
on the velocity and thermal characteristics of the problem. Generally, it 
can be concluded that the wall temperature and the temperature profiles are 
significantly influenced by the considered parameters. However, the 
Prandtl number has no effect on the local skin friction coefficient and the 
velocity profiles due to the decoupled boundary layer equations. 
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Abstract. Fifth-order diagonally implicit Runge–Kutta methods 
with a modified sparsity structure suitable for parallel implementa-
tions on three processors are developed. The efficiency of the meth-
ods in terms of accuracy to solve a standard set of problems is com-
pared to an established method. From the results we can conclude 
the new methods are comparable to the existing method. 
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5.1 Introduction 

The primary objective in applying parallelism in numerical computation is 
the significant reduction in time which appears to be one of the contribut-
ing costs in computer execution. Iserles and Nørsett [7] and Jackson and 
Nørsett [9] have presented the idea of developing parallel Runge–Kutta 
methods through sparsity structure which is considered as one of the best 
parallel designs for Runge–Kutta methods. The structure allows the 
evaluation of the functions with independent arguments to be computed on 
different processors at the same time as one single evaluation on one proc-
essor. Furthermore the structures are meant for implicit (IRK) and diago-
nally implicit Runge–Kutta (DIRK) methods where a higher accuracy 
could be achieved as well as it can be applied to solve stiff ordinary differ-
ential equations (ODEs). 

Previous methods using the sparsity structure are fourth-order methods 
suitable to be implemented on two processors [10,8,14,9,3]. In this section, 
we present fifth-order Runge–Kutta methods, where a pattern of DIRK that 
was suggested by Iserles and Nørsett [7] and Jackson and Nørsett [9] is 
developed to permit the implementation of parallel computation using 
three processors. 

5.2 The Runge–Kutta method 

The initial value problem (IVP) for a system of s first-order ODEs is de-
fined by 

0( ) ( , ) , [ , ], ( )y x f x y x a b y a y′ = ∈ =  (5.1)

The general s-stage Runge–Kutta method for problem (5.1) is defined by 

1
1

,
s

n n i i
i

y y h b k+
=

= + ∑  
(5.2) 

where 

1

, , 1,2,...,
s

i n i n ij j
j

k f x c h y h a k i s
=

⎛ ⎞
= + + =⎜ ⎟⎜ ⎟

⎝ ⎠
∑  

(5.3)

assuming the following holds 
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1

, 1,2,...,
s

i ij
j

c a i s
=

= =∑  
(5.4)

In Butcher’ array [4] the coefficients in Equations (5.3) and (5.4) are 
written as 

1c  11a 12a  13a  ... 1sa  

2c  21a 22a 23a ... 2sa

M   M    M  

sc  1sa 2sa 3sa  ... ssa  

 1b  2b  3b  ... sb  

or simply as 

c A 
 Tb

with the s-dimensional vectors c and b and the s × s matrix A denoted by 

1 2 3 1 2 3[ , , , , ] , [ , , , , ] ,T T
s sc c c c c b b b b b= =K K  and ,ijA a⎡ ⎤= ⎣ ⎦  respectively. 

The method is said to be explicit if 0ija =  for i j≤ , semi-implicit if 0ija =  
for ,i j<  and fully implicit otherwise. 

5.2.1  The workload and the needs for parallel computing  

Shampine [12] has noted that the cost of an integration is conventionally 
measured by the number of function evaluations required and in Runge–
Kutta methods this is done at every stage which is represented by ki in 
(5.3). This means that the cost would increase if a higher number of k is 
involved and would continue to increase if we deal with a large problem. 
An example of problem that requires a huge number of calculations is pre-
dicting the motion of the astronomical bodies in space, better known as the 
N -body problem. The N-body problem also appears in modeling chemical 
and biological systems at the molecular level and takes enormous compu-
tational power. Basically there are two reasons for using parallel comput-
ing: to save time and to solve large problem. By having a few processors, 
or sometimes referred to as workers or laborers or slaves, to do calcula-
tions concurrently, large problems could be solved in shorter time. 
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5.2.2  Parallelism of the method 

The theory expressed in Iserles and Nørsett [7] depicted through directed 
digraphs explicitly showed groups of stages which are independent of each 
other. The sparsity pattern as shown in Fig. 5.1 together with its digraph 
has been chosen in developing our method as we intend to implement the 
method on three processors. 

Fig. 5.1. Sparsity structure and digraph for Runge–Kutta methods with six stages 
for three processors 

Initial efforts in deriving the method are based wholly on the array in 
Fig. 5.2 which represents the Runge–Kutta method for the sparsity struc-
ture in Fig. 5.1. However, we found that with certain ija  assigned to zero, 
the freedom in manipulating the system of equations obtained from the or-
der conditions is limited, leading to the lack of unknowns compared to the 
number of equations. These would make it impossible to find the solutions. 

Fig. 5.2. Butcher’s array for Runge–Kutta methods with six stages for three proc-
essors 

To overcome this situation, we decided to add an explicit first stage to 
the method without changing the original sparsity structure. The new ma-
trix is shown in Fig. 5.3 together with its digraph. 
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Fig. 5.3. The modified sparsity structure and digraph for Runge–Kutta methods 
for three processors 

5.3 Derivation of fifth-order parallel Runge–Kutta methods 
for three processors  

In order to derive a fifth-order diagonally implicit Runge–Kutta method, 
17 equations have to be satisfied. The equations associated with the order 
of the method are given in Table 5.1. 

We used four assumptions [4,5] to reduce and simplify the equations so 
that it would be easier to solve. The assumptions are 

     
7

1

1
1

k
i i

i

b c
k=

=
+∑             for  k=0,1,2,3,4 

(5.5)

                        
7

2

1

1
2ij j i

j

a c c
=

=∑              for  i=1,2,…,7 
(5.6)

    
7

2 3

1

1
3ij j i

j

a c c
=

=∑             for  i=1,2,…,7 
(5.7)

    
7

1

(1 )i ij j j
i

b a b c
=

= −∑        for  j=1,2,…,7 
(5.8)

According to Butcher [5], assumption (5.5) usually denoted by ( )B η  is 
necessary to be satisfied for a method to be of order η . Therefore  
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Equations (5.9), (5.10), (5.11), (5.13), and (5.17) have to be satisfied. 
Equation (5.9) is also known as the consistency condition. 

Using Equations (5.6) and (5.7), we removed Equations (5.12), (5.14), 
(5.15), (5.16), (5.18), (5.19), (5.20), (5.22), (5.23), (5.24), and (5.25). Gen-
erally, Equations (5.6) and (5.7) are meant for i = 1,2,…,s. In fact some 
unknowns could be determined when further inspection is done. For ex-
ample when i = 2, Equation (5.6) is simplified to  

2
2

2

2 2

2
0 or 2

cc

c c

α

α

=

⇒ = =
 

But further inspection of Equation (5.7) for i = 2 shows that 2c  is equal 
to either zero or 3α . Since we do not want 2c  to be zero, we assigned 2b  
to zero. The same thing arises for i=3 and 4; therefore, we have 3b  and 4b  
also equal to zero. 

With the same arguments we imposed 

2 2

3 3

4 4

0, 0

0, 0

0, 0

i i i i i

i i i i i

i i i i i

b a b c a

b a b c a

b a b c a

= =

= =

= =

∑ ∑
∑ ∑
∑ ∑

 

Table 5.1. Equations of order conditions for Runge–Kutta methods of order 5 

Order of the tree Tree Elementary weights  

1     • 1ib =∑  (5.9) 

2 
 1

2i ib c =∑  (5.10) 

3 
 2 1

3i ib c =∑  (5.11) 

3 
 1

6i ij jb a c =∑  (5.12) 

4 
 3 1

4i ib c =∑  (5.13) 

4 
 1

8i i ij jb c a c =∑  (5.14) 

4 
 2 1

12i ij jb a c =∑  (5.15) 
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4 
 1

24i ij jk kb a a c =∑  (5.16) 

5 
 4 1

5i ib c =∑  (5.17) 

5 
 2 1

10i i ij jb c a c =∑  (5.18) 

5 
 1

20i ij j ik kb a c a c =∑  (5.19) 

5 
 2 1

15i i ij jb c a c =∑  (5.20) 

5 
 3 1

20i ij jb a c =∑  (5.21) 

5 
 1

30i i ij jk kb c a a c =∑  (5.22) 

5 
 1

40i ij j jk kb a c a c =∑  (5.23) 

5 
 

2 1
60i ij jk kb a a c =∑  (5.24) 

5 
 

1
120i ij jk kl lb a a a c =∑  (5.25) 

As for Equation (5.21), the last assumption (5.8) will be applied where it 
will give values for 5 6, ,c c and 7c  which are 1 ,1 ,α β− −  and 1 ,γ−  respec-
tively. The simplifying processes leave us with a total of 17 equations and 
18 unknowns to be solved. We solved the equations using Mathematica and 
have come out with two sets of solution. The first solution is obtained when 
we set the value of α =0.25 and β =0.5 which will be denoted as 
P3DIRK5(i) and for the second solution α  is 0.5 and β  is 0.75, denoted as 
P3DIRK5(ii). Both solutions are given in Tables 5.2 and 5.3, respectively. 

Table 5.2. The solution for P3DIRK5(i) 
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Table 5.3. The solution for P3DIRK5(ii) 

5.4 Numerical experiments  

All problems tested are non-stiff problems. We compare the accuracy of 
the methods to fifth-order DIRK methods by Al-Rabeh [1]. 

Problem1: 

(0) 1 , 0 20.
y y
y x
′ = −

= ≤ ≤
 

Exact solution: ( ) xy x e−= . 
Source: Artificial problem. 

Problem 2: 

1 1 2

2 1 2

1 2

3

3
(0) 1 , (0) 0, 0 20.

y y y

y y y
y y x

′ = − −

′ = −
= = ≤ ≤

 

Exact solutions: 1 2( ) cos 3 , ( ) sin 3x xy x e x y x e x− −= = . 
Source: Tam [13]. 

Problem 3: 

1 2 1

2 1 2 3

3 2 3

1 2 3

2

(0) 2 , (0) 0, (0) 1 , 0 20.

y y y

y y y y

y y y
y y y x

′ = −

′ = − +

′ = −
= = = ≤ ≤

 

Exact solutions:   
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3
1

3
2

3
3

1 1( ) 1
2 2

( ) 1
1 1( ) 1 .
2 2

x x

x

x x

y x e e

y x e

y x e e

− −

−

− −

= + +

= −

= + −

 

Source: Shampine [11]. 

Problem 4: 

1 2

2 3

3 4

4 2

1 2 3 4

2
(0) 0 , (0) 2 , (0) 0 , (0) 2 , 0 10.

x

y y

y y

y y

y y e
y y y y x

′ =

′ = −

′ =

′ = +
= = − = = ≤ ≤

 

Exact solutions: 
1 2

3 4

( ) , ( ) ,

( ) , ( ) .

x x x x

x x x x

y x e e y x e e

y x e e y x e e

− −

− −

= − + = − −

= − = +
 

Source: Bronson [2]. 

Problem 5: 
1 2

1 3 2 4 3 43 3

2 2
1 2

1 2 3 4

, , , ,

,
(0) 1 , (0) 0 , (0) 0 , (0) 1 , 0 75.

y yy y y y y y
r r

r y y
y y y y x

′ ′ ′ ′= = = − = −

= +
= = = = ≤ ≤

 

Exact solutions: 
1 2 3 4( ) cos , ( ) sin , ( ) sin , ( ) cos .y x x y x x y x x y x x= = = − =  

Source: Dormand [6]. 

The code for the algorithm to run the method is done in C language. 
Tables 5.4 and 5.5 show the performance comparison between P3DIRK5(i), 
P3DIRK5 (ii), and Al-Rabeh in term of maximum error. The step sizes used 
are 210− , 310− , 410− , and 510− . The maximum error is defined as 

( )
1

max ( )i ii steps
y y x

≤ ≤
−  

where iy  is the computed value and ( )iy x  is the true solution of the prob-
lems. 
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Table 5.4. Numerical results for test problems 1–5 using P3DIRK5(i), 
P3DIRK5(ii), and Al-Rabeh with step sizes 210−  and 310−  

 

Table 5.5. Numerical results for test problems 1–5 using P3DIRK5(i), P3DIRK5 
(ii), and Al-Rabeh with step sizes 410−  and 510−  
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5.5 Conclusion 

From Tables 5.4 and 5.5, it was observed that P3DIRK5(ii) gives better 
performance in term of accuracy compared to P3DIRK5(i) and as accurate 
as the method by Al-Rabeh in most of the problems tested except for Prob-
lem 3 where as the step size gets smaller P3DIRK5(ii) performed better. 
As a whole the two new methods are comparable to Al-Rabeh’s method. In 
addition, the methods have the advantage in reducing the cost of computa-
tion since it could be implemented in parallel which is very significant 
when large problems come in hand. 

Acknowledgments. The first author acknowledges Universiti Kebangsaan 
Malaysia and Ministry of Higher Education, Malaysia, for the financial 
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References 

1. Al-Rabeh AH (1993) Optimal order diagonally implicit Runge–Kutta meth-
ods. BIT 33:620–633 

2. Bronson R (1973) Schaum’s outline of modern introductory differential equa-
tions. McGraw-Hill, New York 

3. Burrage K (1995) Parallel and sequential methods for ordinary differential 
equations. Oxford University Press Inc., New York 

4. Butcher JC (1987) The numerical analysis of ordinary differential equations: 
Runge-Kutta and General Linear methods. John Wiley & Sons, Chichester 

5. Butcher JC (2003) Numerical methods for ordinary differential equations. 
John Wiley & Sons, Chichester 

6. Dormand JR (1996) Numerical methods for differential equations: A compu-
tational approach. CRC Press, Inc.Boca Raton 

7. Iserles A, Nørsett SP (1990) On the theory of parallel Runge-Kutta methods. 
IMA J. Numer. Anal. 10:463–488 

8. Jackson KR (1991) A survey of parallel numerical methods for initial value prob-
lems for ordinary differential equations. IEEE Trans. Magn. 27(5):3792–3797 

9. Jackson KR, Nørsett SP (1995) The potential for parallelism in Runge-Kutta 
methods. Part 1: RK formulas in standard form. Siam J. Numer. Anal. 
32(1):49–82 

10. Nørsett SP, Simonsen HH (1987) Aspects of parallel Runge-Kutta methods. 
In: Bellen A, Gear CW, Russo E (eds) Numerical methods for ordinary differ-
ential equations: Lecture Notes in Mathematics. Springer-Verlag, Berlin, pp 
103–107 



66      U.K.S. Din, F. Ismail, M. Suleiman, Z.A. Majid, M. Othman 

11. Shampine LF (1980) What everyone solving differential equations numeri-
cally should know. In: Gladwell I, Sayers DK (eds) Computational techniques 
for ordinary differential equations. Academic Press, New York pp 1–17 

12. Shampine LF (1994) Numerical solution of ordinary differential equations. 
Chapman & Hall, New York 

13. Tam HW (1992) Two-stage parallel methods for the numerical solution of or-
dinary differential equations. Siam J. Sci. Stat. Comput. 13(5):1062–1084 

14. van der Houwen PJ, Sommeijer BP, Couzy W (1992) Embedded diagonally 
implicit Runge-Kutta algorithms on parallel computer. Math. Comput. 
58:135–159 

 



Chapter 6 

Comparative study of production control systems 
through simulation 

K. Onan1, B. Sennaroglu2 

1 Dogus University, Industrial Engineering Department, Acibadem 
Kadikoy 34722 Istanbul TURKEY, konan@dogus.edu.tr 
2 Marmara University, Industrial Engineering Department, Goztepe 
Kadikoy 34722 Istanbul TURKEY, sennaroglu@eng.marmara.edu.tr 

Abstract. The purpose of this chapter is to simulate pull, push and 
hybrid production control systems for a single line, multi-stage and 
continuous production process, which is aluminium casting, in order 
to compare their performances where the current production control 
system is push system. This chapter also provides an approach in 
constructing hybrid system by using TSP in minimizing total setup 
time to obtain optimal sequence of orders. 

Keywords. Production control systems, Pull system, Push system, 
Hybrid system, Simulation, Travelling salesman problem 

6.1 Introduction 

One of the most important issues for managers of manufacturing compa-
nies to decide on is what production control system would be the most ap-
propriate for their companies. The choice is a matter of research and inves-
tigation but choosing the right system is a very important competitive 
advantage for the manufacturing companies.  

Production systems are used to control the movement of product 
through the manufacturing process. A push system is defined by make to 
stock and a pull system is defined by make to order [1]. Materials resource 
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planning is the best and most classical example to push systems, which 
uses past information to forecast the customer demands. Much of the dis-
cussion in the literature focuses on the relative merits of push (e.g. MRP) 
and pull (e.g. Kanban) systems [2]. In the case of a pull system the best 
example is Kanban approach. Although the just-in-time method is gaining 
popularity, the MRP philosophy is still quite compelling, as it not only in-
corporates the relationship between end items and components but also 
uses forecasts of future demand over a reasonable planning horizon. How-
ever, the two philosophies are not necessarily contradictory. Many manu-
facturing systems incorporate a hybrid of the two [3]. The relationship be-
tween MRP/JIT and push/pull strategies, major controversies and related 
literature for their comparison and integration is examined in detail by [4]. 

In the literature one can find studies in which simulation is used as a 
tool to evaluate and compare the performances of push and pull systems 
[5–7]. A hybrid push/pull production control algorithm is developed and 
tested for use in a multi-stage, multi-line, assembly-type repetitive manu-
facturing environment via simulation by [8]. 

The purpose of this study is to compare the performances of push, pull 
and hybrid production control systems for a single line, multi-stage and 
continuous process using simulation as a tool. The study is inspired by a 
production scheduling problem in a large aluminium rolling and process-
ing factory in Istanbul. The production process is aluminium casting and 
the current production control system is a push system. 

6.2 Production process 

The production process takes place on a casting line and continuous pro-
duction is required to avoid reheating a furnace after it cools down since it 
is a long and costly process. The first operation is the casting operation 
whereby ingots or slabs of pure aluminium are melted in a furnace. Then, 
additive elements such as magnesium, and vanadium are added to the fur-
nace in specific amounts, which determine the alloy of the aluminium. The 
melted metal in the furnace flows through a shaper and a rolling mill 
(Fig. 6.1). 

After the casting operation, to obtain the desired width and thickness, 
the metal is fed in coil form through a series of cold rolling mills, which 
successively reduce the metal thickness and recoil it after each rolling 
pass, getting it ready for the next until the required thickness is obtained. 
Annealing may be required between passes, depending on the final temper 
required. This is followed by surface processing and cutting operations 
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which are called secondary operations. According to customer specifica-
tions the coils are rolled to the desired properties through these secondary 
operations.  

Fig. 6.1. Aluminium casting line 

Final products can be used in the manufacturing of aircraft, satellites, 
space laboratory structures, tankers and freight wagons, buses, truck bod-
ies, tankers, radiators, traffic signs and lighting columns, chemical process 
plants, chemical carriers, food handling and processing equipment, pack-
aging, cans, bottle caps, wrapping, packs and containers.  

The products ordered by the customers may have various properties. 
These properties are width, thickness and alloy. The important factors that 
need to be considered are listed below: 
Width: If two consecutively scheduled jobs have different widths, then 
there will be a setup time after the first job. For two consecutive jobs, the 
setup time when the width of the second order is narrower than the first 
order is shorter than the setup time when the first order is narrower than 
the second order. This is because both shaper and roller must be changed 
to process a wider job. 
Thickness: The orders may require different casting thicknesses. However, 
the change in thickness can be handled in a very short amount of time and 
minimally impacts setup in casting scheduling. 
Alloy: If there is an alloy change between two consecutive orders, then a 
setup is required. Most of the time, no significant setup is required to proc-
ess a more composite alloy after a purer alloy (i.e. some additive elements 
are added to the furnace and then production continues). However, in the 
reverse case, i.e. if a purer alloy is to be cast after a composite alloy, the 
furnace must be cleaned thoroughly (i.e. hot cleaning must be done), and 
this process usually takes significantly longer than the previous case. 

FURNACE SHAPER ROLLER COIL

SECONDARY
OPERATIONS

FURNACE SHAPER ROLLER COIL

SECONDARY
OPERATIONS
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Last Job of the Previous Schedule: Since the production is continuous, the 
current month’s schedule should take into account properties of the last job 
of the previous schedule as the initial condition of width, thickness and al-
loy for minimizing total setup time. 

6.3 Simulation models 

This comparative study of production control systems consists of three 
simulation models. The first one is the simulation of the current system 
which is a push system. The second one is the simulation model of the pull 
system. The third one is the hybrid system which starts with a push system 
applied to the casting line and continues with a pull system applied to the 
secondary operations where the roller is the boundary between push and 
pull. The approach used in constructing hybrid model is that production 
orders for casting operation are obtained by applying MRP method with 
TSP optimization, then production goes on with Kanban signal for secon-
dary operations. 

The production control systems are modelled using ARENA simulation 
software which is a SIMAN-based simulation language. BestFit distribu-
tion fitting software is used to find the probability distributions to be used 
in the modules of the simulation models. The following assumptions are 
made: 

 

• The system is a single line, multi-stage and continuous production system. 
• Setup characteristics of the server modules are similar; they all follow 

the same distribution. 
• Transportation time is negligible. 
• Processing on all workstation is carried out without defects, a perfect 

quality conformance is assumed along the system. 
• Each order being manufactured follows the same process routine. 
• Production is assumed to be continuous, without any maintenance or 

failure, but the setup times are included into the probability distributions 
for times. 

6.3.1  Push system model 

Push system is the current production control system in the company. 
There is a master schedule of the production and this schedule is built with 
the MRP method. Orders are forecasted and the materials requirements are 
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planned according to these forecasts. The information flow has the same 
direction as the material flow. 

For push model, probability distribution of arrival time of the orders is 
included in the arrive module. The probability distributions of casting and 
secondary operations’ processing times are included in the involved mod-
ules. These probability distributions are obtained from the original produc-
tion orders data of the manufacturing system. 

6.3.2  Pull system model 

Schedule is being built according to customer demand in the pull system. 
The information flow has the opposite direction to the material flow. Pro-
duction is of make to order type and hence inventory level is affected by 
the changes in customer demands. 

For pull model, probability distribution of arrival time of the orders, 
which are obtained from the real customer demand data, is included in the 
arrive module. The module of secondary operations pulls the materials 
from the casting line module and casting operation module pulls the mate-
rials from the arrive module. Signal module is used to pull the materials 
from the preceding operation. Create, signal and dispose modules are used 
to create the first signal; after the first signal is created the model itself cre-
ates the following signals, which release the material being held in the wait 
module. 

6.3.3  Hybrid system model 

The simulation model of the hybrid system consists of two phases. During 
the first phase orders are being forecasted and these forecasts are turned 
into production plans with MRP method after which the master plan is re-
vised by applying travelling salesman problem (TSP) the method to find 
out the production plan with minimum setup times and then the metal is 
cast according to this revised plan. Then these melted and cast-metal half-
products are stored for secondary operations. After that these half products 
turn into finished products through customer demand, so this second phase 
is a pull system. Therefore, the whole model can be called a hybrid system. 
The production control system is built as an appropriate mixture of the 
push and pull systems. There is a boundary in this model, which separates 
the production system into two parts as push for casting and pull for sec-
ondary operations. This kind of a control strategy is the so-called hybrid. 
The first part of the production is scheduled according to the forecasts, and 
the outputs of this first part are pulled through the secondary operations 
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according to the customer demand. In the push part of the model, informa-
tion flow has the same direction as material flow while in the pull part, 
they are opposite. 

For hybrid model, probability distribution of arrival time of the orders is 
included in the arrive module. Secondary operations pull the materials 
from the wait module and production is being pushed through this wait 
module. The wait module is the boundary between the two parts: push-
oriented part and pull-oriented part. Signal module is used to pull the mate-
rials from the preceding operation. Create, signal and dispose modules are 
used to create the first signal and after the first signal is created the model 
itself creates the following signals, which release the material being held in 
the wait module. 

6.3.4  Travelling salesman problem (TSP) approach 

In the hybrid production control model TSP method was used to minimize 
setup times to obtain a better schedule. Probably the most famous routing 
problem is the travelling salesman problem, which can be described as fol-
lows: A travelling salesman is required to call at each town in his district 
before returning home. The salesman would like to schedule his visits so 
as to travel as little as possible. Thus, the salesman encounters the problem 
of finding a route that minimizes the total distance (or time or cost) needed 
to visit all the towns in the district [9]. 

The cities are considered to be the orders and the distances between the 
cities are considered to be the setup times between the orders. So the route 
acquired from the optimal solution of TSP is also the optimum sequence of 
the orders with the minimum total setup time. 

Although the TSP is so simple to characterize, it is very difficult to 
solve. The TSP belongs to the class of NP-hard problems. Thus it is 
unlikely that any efficient algorithm will be developed to solve it. Because 
of its simplicity, however, the TSP has been one of the most studied prob-
lems in this class [9]. The following is the integer programming formula-
tion of TSP: 
N: number of cities 
for i≠j, cij = distance from city i to city j 
cii = M (a very high distance compared to real distances) 
xij  is identified as 1 or 0 according to the conditions mentioned: 

xij = 1, TSP solution offers to go from city i to city j 
xij = 0, otherwise 

TSP Formulation: 
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The objective function is defined to minimize total setup time (Eq. 
(6.1)). The constraint group (Eq. (6.2)) makes the salesman to visit every 
city just once. The constraint group (Eq. (6.3)) makes the salesman leave 
every city just once. The constraint group (Eq. (6.4)) provides that any 
group of xij, which does not complete the tour, is not a possible solution 
and any group of xij, which completes the tour, is a possible solution [10]. 

In this study Lingo software is used to solve the TSP applied to the 
hybrid system model. This software finds the optimal solution for TSP by 
using branch & bound method with integer programming model. 

6.4 Performance measures 

The performance of the models is compared using the following perform-
ance measures: 

• Total output: Total system output is measured as the average of 100 to-
tal runs which has the run length of 436,320 minutes each. 

• Average number in queue: It is defined for all processing modules and 
measured as the average number of units waiting for each process. 

• Utilization: It is defined as the busyness percentage and gives opinion 
about idle time. 

6.5 Model validation 

The current production system was a push-oriented system and after build-
ing the simulation model it was run. The results were compared to the pro-
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duction data of the current system and the model was validated. It was ob-
served that from run length to the number of products manufactured, there 
is conformance between the model and the system in use (Table 6.1). 

Table 6.1. Push-oriented model and current system in use 

 Push system model Current system in use 
Total run length (min) 436,320 436,320 
Total output (units)  58  60 

6.6 Results 

The results of the runs from simulation models are used to compare per-
formances of push, pull and hybrid production control systems. 

The results in Table 6.2 represent the comparison of three strategies ac-
cording to the performance measures. The pull system seems to have the 
best performance according to the total output. 

Table 6.2. Performance measures for each model 

 Push Pull Hybrid 
Total output 58  61 59 
Avg. # in queue   0.61  0   1.68 
Busyness (%) 82.26 100 81.60 

 
Figure 6.2 is the graphic for comparing the total outputs of the models. 

As mentioned above pull seems to show the best performance. Also there 
are other parameters to be reviewed and the next one is average number of 
entities in casting queues (Fig. 6.3). As a property of the pull system the 
queues before the processing modules are eliminated so the value of the 
average number of entities in casting queue of pull model is zero. And also 
it seems that applying hybrid strategy to this production system causes an 
increase in the number of entities waiting for operation at the point of 
boundary (work in process). But still total output value of the hybrid model 
is better than the push model. 

The last figure to be discussed is the busyness percentage of casting 
module. Again as a characteristic of the pull system, idle time seems to be 
eliminated (Fig. 6.4). 
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Fig. 6.2. Total output 
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Fig. 6.3. Average number of entities in queue 

These last two parameters show that the principal characteristics of pull 
system are observed on the model. So it can be said that the applications 
are valid, effective and successful. When these parameters are compared it 
is obvious that pull model seems to outperform the other models. 
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Fig. 6.4. Busyness percentage of casting line 

To find out the significant differences of the models an ANOVA 
study was performed. Since in the ANOVA output (Fig. 6.5) p-value is 
less (p-value=0) than the level of significance (α=0.05) it is concluded 
that there are significant differences between average total outputs of 
models. Also Tukey’s multiple comparisons procedure was used to in-
dicate pairs which are significantly different and shows that pull is bet-
ter than the others. The important parts and values of the figure are 
highlighted with bold and italic characters (Fig. 6.5). 

Fig. 6.5. ANOVA and Tukey’s multiple comparison results 
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6.7 Conclusion 

Production control systems are one of the most important issues for man-
agers to decide. The choice between different systems is a matter of re-
search and investigation. But choosing the most appropriate system is a 
very important competitive advantage for the manufacturing companies. 
Here, in this study, using simulation the most appropriate production con-
trol system was searched among push, pull and hybrid systems for a multi-
stage single-line continuous production system. Arena simulation software 
was chosen as the simulation tool and BestFit distribution fitter software 
was chosen for the statistics studies such as determining the probability 
distribution of the data. Results of the three systems were compared for the 
performance measures through graphs. The performance measures are total 
output, average number in queue and utilization. It was clear that the pull 
system was the best and push system was the worst choice as a production 
control system. But before a manufacturing organization can enjoy the 
benefits of pull, it must be aware of the fact that the lean manufacturing 
philosophy must be accepted and this may require it to change or modify 
its operating and management procedures; even it may have to make ad-
justments for its plant layout. Therefore, maybe it is better for a manufac-
turing organization to adopt hybrid production control system for avoiding 
vital changes required by pull system. As this study indicates that hybrid 
system outperforms push system by using both MRP and Kanban and also 
the TSP method for minimizing total setup time, this may cause less suf-
ferance for the manufacturing organization. 
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A DEA and goal programming approach to 
demand assignment problem 
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Abstract. Assignment problem has always been a popular problem 
for production and operations research. Many methods and heuris-
tics have been developed for these kinds of problems. This research 
deals with the problem of an automotive company’s driver belt as-
sembly supply from its by-industry suppliers. First, the suppliers are 
evaluated by data envelopment analysis (DEA), which is a mathe-
matical modelling approach finding the relative efficiencies of the 
decision-making units (DMUs). Later on, the suppliers that are 
found inefficient are eliminated and only the efficient suppliers are 
included for the assignment problem. Preemptive goal programming 
(PGP) is applied for the assignment of demand in order to satisfy the 
goals and the demand of the company by taking into account the 
priorities given by the company.  

Keywords. Data envelopment analysis (DEA), Preemptive goal 
programming, Demand  assignment 

7.1 Introduction 

High competition reality in today’s world forces companies to work with 
lower costs, higher efficiencies and higher qualities. This reality is also the 
reason for the companies’ cooperation with suppliers which help them to 
achieve these goals. Selecting the suppliers satisfying this requirement and 
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assigning them the demands lead to assignment problems for the compa-
nies. Especially, in the automotive industry, where just-in-time manufac-
turing is performed, supply problems have a great importance. This chap-
ter proposes a two-step solution to the demand assignment problem of an 
automotive company for driver belt assemblies. 

Assignment problem has always been a popular problem for production 
and operations research. Many methods and heuristics for these kinds of 
problems have been developed. These problems usually include a com-
pany, which is trying to assign the demand to the suppliers, and therefore 
some suppliers, criteria, goals and constraints. In order to solve the as-
signment problems, transportation methods can also be used such as 
northwest corner, minimum cost and vogel methods. The basic assignment 
method is the Hungarian method, which can be efficiently used for solving 
m*m assignment problems [1]. But these are used for the cases where there 
is only one objective, usually cost, distance minimization or profit maxi-
mization. If there are many complex constraints and objectives, superior 
methods are necessary. Actually, once the problem is modelled mathe-
matically, many operations research solving techniques can be applied. If 
there are more than one goal, then goal programming model which is one 
of the mathematical modelling applications can be of use. Since these 
problems also include selecting the right supplier, considering some crite-
ria, multicriteria decision-making (MCDM) methods are also involved in 
the decision process. There are so many MCDM techniques such as ana-
lytical hierarchy process (AHP), TOPSIS (technique for order preference 
by similarity to ideal solution), ELECTRE I, II, III (elimination and choice 
translating reality english), PROMETHEE I,II. When data envelopment 
analysis, which is the technique applied in this research, is compared to 
other MCDM methods, it is seen that it requires less information from de-
cision makers and analysts and it provides ranked alternative valuations 
that may be useful for some decision makers [2]. MCDM techniques are 
not used in the decision process in research, because the main idea of the 
decision is collaborating with the efficient suppliers, which will minimize 
their input values. Therefore data envelopment analysis (DEA), which has 
been employed successfully for assessing the relative performance of a set 
of firms, usually called decision-making units (DMU), which use the same 
inputs to produce the same outputs [3], is applied to the input values of 
suppliers in order to evaluate their relative efficiencies which will help the 
decision of supplier selection before moving to the assignment problem. 
After selecting the efficient suppliers by DEA, preemptive goal program-
ming model is used to solve the multi-objective assignment problem of the 
automotive company. 
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The composition of this chapter includes literature review, first, on sup-
plier evaluation and second DEA and, second, on preemptive goal pro-
gramming. After literature review, problem definition and application of 
the models and their results are presented. Finally results are discussed and 
conclusion and further research ends this chapter. 

7.2 Literature review 

7.2.1 Supplier evaluation and DEA 

Modern supply chain management, which is defined as the coordination 
and integration of the products and information from raw material to the 
final customer, emphasizes the importance of purchasing; additionally im-
plementation of just-in-time production results in the analysis of purchas-
ing management once again [4]. It has been reported that a majority of 
quality problems of an organization are due to defective material, and care-
fully selected, competitive suppliers can go a long way in minimizing ad-
verse impacts and in fact in enhancing positive impacts on the quality of 
output of an organization, which leads to the fact that supplier selection is 
a crucial part of the functioning of an organization [3]. Weber and some 
other researchers scanned many articles on supplier evaluation in 1991 and 
1993 and investigated the effect of JIT strategy over supplier evaluation 
using Dickson’s 23 criteria; among 74 articles, net price, delivery and 
quality were discussed mostly with the percentage of 80, 59 and 54, re-
spectively [5]. Therefore, these three criteria are used as inputs for the 
supplier selection part of the problem, also adding the reputation criteria, 
which has a high importance for the company, applying data envelopment 
analysis (DEA), which is the first step. 

DEA is able to measure multiple inputs and outputs, which means it can 
operate as a multi-criteria decision-making (MCDM) tool, but DEA does 
not require assigned numeric weights or modelling preferences for analy-
sis, although these could be introduced if/when desired [2]. This advantage 
and the objectivity property of DEA with the efficiency calculations is the 
main reason for using DEA for supplier selection which is the first step of 
the problem solution. Charnes et al. [6] first proposed DEA as a generali-
zation of the framework of Farrell [7] on the measurement of productive 
efficiency [8,9]. DEA is a method for mathematically comparing different 
decision-making units’ (DMUs) productivity, based on multiple inputs and 
outputs [8]. It is based on the economic notion of Pareto optimality: a 
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given DMU is not efficient if some other DMU or some combination of 
other DMUs can produce the same amounts of outputs with less of some 
resources and not more of any other [9]. Multiple input, single output DEA 
model, utilizing the Pareto-Koopmans efficiency measure, will be used in 
this study with reference to Weber [10,11]. 

7.2.2 Preemptive goal programming 

Goal programming (GP) which is a multi-objective decision-making 
method was first proposed by Charnes and Cooper in 1961. It was im-
proved by Lee in 1972 and by Ignizio in 1976 [12]. Nowadays GP is ac-
knowledged as one of the most effective strategies used in multi-objective 
optimization problems [13]. GP attempts to reach all the goals at the same 
time, which may affect each other negatively. When one goal reaches the 
targeted value, another one may move away from its own target, therefore 
objective function in GP models is usually to minimize the deficiencies 
from the aimed values. Some priorities can be put for the goals, so that the 
deficiencies that should be minimized have a sequence to be satisfied; this 
type of goal programming models are called preemptive goal programming 
models. In an initial step a first part model is solved which only incorpo-
rates the first-priority goals; if the execution of the initial step leads to 
more than one optimal solution of the first part model, a second part model 
incorporating the second-priority goals is solved keeping the optimal 
achievement level of first-priority goals constant; lower-priority goals are 
not considered unless the higher-priority goals are optimally satisfied and 
this optimal solution is many-valued [14]. Preemptive goal programming 
is used in the second step of the problem, which tries to find the optimal 
assignment of the demand to the efficient suppliers, found in the first step 
by DEA, satisfying the constraints and goals of the company. 

7.3 Problem definition and application of the model 

This chapter proposes a two-step solution to the demand assignment prob-
lem of an automotive company for driver belt assemblies. The company is 
trying to make the assignment of the demand to the suppliers while satisfy-
ing some goals and constraints. There are five suppliers that the company 
works with. Table 7.1 shows the criteria values, which are determined by 
the literature review and company experts, as price, quality (rejection rate), 
delivery (late delivery rate) and reputation. Price is measured in USDs, re-
jection and delivery rates are measured as percentages of total materials 
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supplied by that supplier – which are kept in the database of the company 
– and reputation is measured in a 1–5 scale where 1 denotes the highest 
reputation. The first step is to find the efficient suppliers by using DEA 
and the second step is to assign the demand to the efficient suppliers by 
preemptive goal programming.  

Table 7.1. Input values of the suppliers 

 Supplier 1 Supplier 2 Supplier 3 Supplier 4 Supplier 5 
Price ($) 20 22 23 23 22 
Rejection (%) 1.2 1.5 1 1.5 1.3 
Late delivery (%) 2 7 2 7 3 
Reputation 1 2 2 3 2 

Multiple input, single output DEA model, utilizing the Pareto-
Koopmans efficiency measure, will be used in this study’s first step, refer-
encing to Weber [10]. This form of the model measures the efficiency of 
DMUs by how well they minimize multiple input criteria to produce a sin-
gle unit of output [11]:  
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k ii
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yj ≥ 0 for all j = 1,…,n (7.4) 

si  ≥ 0 for all i = 1,…,m (7.5) 

xk unconstrained but assumed positive (7.6) 

where 
xk is the Farrell’s efficiency measure for supplier k,  
si are input criteria slack variables, 
yj are reference weights associated with vendor j, 
ε is an infinitely small number, 
wij is the input criteria value for the ith criteria and the jth supplier, 
m is the number of criteria, and 
n is the number of suppliers. 
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The model above is written for each supplier k using the data in Table 
7.1. The m and n values are as follows: n = 5, there are five suppliers; 
m = 4, there are four inputs (price, rejection, late delivery and reputation). 
The efficiencies derived after solving all of the five models are seen in Ta-
ble 7.2.  

Table 7.2. Supplier efficiencies 

Supplier Efficiency 
Supplier 1 1.000 
Supplier 2 0.909 
Supplier 3 1.000 
Supplier 4 0.870 

Supplier 5 0.916 

Supplier 1 and Supplier 3 are relatively efficient in the given data set 
compared to other suppliers as their efficiency values are 1.000. Actually, 
the efficiency values of the other suppliers are not very low; Supplier 2 has 
the efficiency value 0.909, Supplier 4 has the efficiency value 0.870 and 
Supplier 5 has the efficiency value 0.916. 

For the second step of the problem, a preemptive goal programming 
model is formed and solved. There are two functional constraints of the 
company. One is about satisfying the demand and the other is about the 
budget. Demand of the company is 10.000 pieces per month (see Eq. 
(7.8)). Budget constraint is $210.000 per month (see Eq. (7.9)). There are 
three goal constraints of the company. The goal about the quality has the 
first priority, and the company does not want the rejection rate to be more 
than 1.1% (see Eq. (7.10)). The second goal of the firm is keeping the late 
delivery rate under 1.5% (see Eq. (7.11)). The last goal of the company is 
about the reputation of the suppliers and its preference is working with 
suppliers having reputation degree of 1 and 2 over 5 (see Eq. (7.12)). 
Equation. (7.7) is the objective function of the preemptive goal program-
ming model. 

=ix Number of driver belt assemblies bought from supplier i; i = 1,2 (1: 
Supplier 1, 2: Supplier 3) 

Min  P1s1
+ , P2s2

+ , P3s3
+ (7.7) 

subject to 

x1 + x2 ≥ 10.000 (7.8) 
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20x1 + 23x2 ≤ 210.000 (7.9) 

1.2 x1 + 1 x2 + s1
− − s1

+  = 11.000 (7.10) 

2x1 + 2x2 + s2
− − s2

+ = 15.000 (7.11) 

1x1 + 2x2 + s3
− − s3

+  = 20.000 (7.12) 

x1, x2, s1
−, s1

+, s2
−, s2

+, s3
−, s3

+  ≥ 0 (7.13) 

After solving the goal model it is found that 6667 belt assemblies should 
be bought from Supplier 1 and 3333 belt assemblies should be bought 
from Supplier 2. This result leads to positive deficiency of 333 from the 
first goal and positive deficiency of 5000 from the second goal and there is 
no positive deficiency from the third goal, therefore the objective function 
results in 5333.  

7.4 Conclusion 

Assignment problem has always been popular for production and opera-
tions research. Many methods and heuristics have been developed for these 
kinds of problems. This chapter represents a two-step solution for the as-
signment problem of an automotive company for purchasing driver belt as-
semblies where these problems have a great importance because of the 
just-in-time manufacturing. First, the five suppliers of the material are 
evaluated by data envelopment analysis (DEA), which is a mathematical 
modelling approach finding the relative efficiencies of the decision-
making units (DMUs).  

The criteria are determined by the literature review and company ex-
perts as price, quality (rejection rate), delivery (late delivery rate) and 
reputation. Multiple input, single output DEA model, utilizing the Pareto-
Koopmans efficiency measure, is used for supplier evaluation. Later on, 
the suppliers that are found inefficient are eliminated and only the two ef-
ficient suppliers are included for the assignment problem. Preemptive goal 
programming (PGP) is applied for the assignment of demand in order to 
satisfy the goals of the criteria by taking into account the priorities given 
by the company and the constraints about budget and demand constraints. 
The solution of the goal model assigns the demand to the suppliers.  

The two-step solution used in this chapter prevents the company from 
making the assignment among all suppliers and allows the company to 
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make the assignment among only the efficient suppliers and DEA is an ef-
fective way of comparing the efficiencies of units. 
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Abstract. Disease mapping is a method used to display the geo-
graphical distribution of disease occurrence. Some traditional meth-
ods of classification for detection of high- or low-risk area such as 
traditional percentiles method and significant method have been 
used in disease mapping for map construction. However, as de-
scribed by several authors, the classification based on these tradi-
tional methods has some disadvantages for describing the spatial 
distribution of the risk of the disease concerned. To overcome these 
limitations, an approach using space–time mixture model within an 
empirical Bayes framework is described in this chapter. The aim of 
this chapter is to investigate the geographical distribution of infant 
mortality in peninsular Malaysia from 1991 to 2000. The analysis 
showed that in the early 1990s the spatial heterogeneity effect was 
more prominent; however, toward the end of 1990s this pattern 
tends to disappear. Indirectly, this may indicate that the provisions 

Keywords. Disease mapping, Space–time mixture model, Infant 
mortality, Geographical distribution, Spatial heterogeneity 
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of health services throughout peninsular Malaysia are uniformly dis-
tributed over the period of the study, particularly toward the year 
2000.  
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8.1 Introduction 

Child health is a central issue amongst the public in many developing 
countries. Infant mortality rate is one of the most common measure used to 
describe the level of services relating to health, socio-economic, and edu-
cation of a country. Since independence in 1957, Malaysia had experi-
enced a very remarkable decline in infant mortality from the rate of around 
100 per 1000 to around 13 per 1000 by the late 1980s. It was reported that 
this rate has been reduced to 9 per 1000 in 2004. This achievement is 
nearly equal to the rate experienced by developing countries such as 
United States and Britain, with 7 and 6 deaths per 1000, respectively. The 
decline in infant mortality rate in Malaysia could possibly be due to the 
prosperous socio-economic situation where the average incomes have in-
creased over the years. Moreover, basic facilities such as water supply, 
electricity, sewage, sanitation, and health services have being improved, 
provided to the wider population of the country. Apart from that, the levels 
of education and health consciousness have increased among Malaysians 
and so too have other factors that directly and indirectly influence the in-
fant mortality in Malaysia such as ethnicity, mother’s education, preceding 
birth interval, and birth place [13]. 

The basic concept of mapping is to group the information in the data for 
all regions in the study area into several components or exclusive groups, 
where individual region in the same component has a similar risk. One 
way of displaying the variability of disease or mortality rate is by a widely 
used technique called disease mapping. It is very useful to produce such 
maps especially for government agencies in resource allocation or identify-
ing hazards that contribute to the disease [9]. Usually, in the context of 
health sector, the authority in charge aims to identify whether the risks for 
a particular disease concerned are uniformly distributed or homogeneous 
for different regions of the country. For example, as mentioned earlier, it is 
fortunate that the infant mortality rate in Malaysia has improved over the 
last few decades, but the issue concerned is whether the improvement is 
uniformly distributed throughout the country. Does every district experi-
ence the same level of improvement or reduction of the risks? Does the 
improvement only occur in certain areas while the other areas still remain 
in the high-risk area category? If there is a huge gap between the high-risk 
areas and the low-risk areas, the disease risks can be divided in to several 
categories or considered as heterogeneous. This is the main issue that will 
be addressed in this chapter in the context of disease mapping of infant 
mortality in Malaysia. 
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In disease mapping, let us divide the study area to be mapped into M 
mutually exclusive districts ( )1,2, ,i M= K . Each district has its own ob-
served number of cases, io , and expected number of cases, iE . The ex-
pected number of cases is calculated as follows: 

i i i iE N o N= ∑ ∑  (8.1) 

where iN  is the population for area i [7]. Here the standardization is done 
on the total population at risk. The standardization can be done on other 
factors such as age and gender, and this method has been discussed by 
several authors [10,14]. 

It is common to assume that the observed number of cases, io , follows a 
Poisson distribution with expectation iEθ  and the probability density 
function is defined as 

exp( )( )
Pr( ) ( , , )

!

Oi
i i

i i i i
i

E E
O o f o E

o
θ θ θ−

= = =  (8.2)

where θ  is the relative risk of disease concerned over the study area. Us-
ing io  and iE  as obtained based on the data, we can have one of the most 
common index to estimate the relative risk for region i, iθ , i.e., Standard-
ized mortality ratio (SMR) defined as 

ˆ i
i i

i

oSMR
E

θ = =  (8.3)

In map construction, the important elements are obtaining smoothed es-
timators of relative risk and categorizing or classifying of all districts into 
several components using shading or coloring to differentiate the level of 
risks for each component. Although SMR has been used commonly as an 
index to measure relative risk, however, it has some weaknesses where the 
variance of SMR, i iEθ , depends on iE . The variance will be large when 
the expected value is small, as contributed by the small population size, 
and the variance will be small when the expected value is large due to the 
large population size. If the observed value is zero such as in the case of 
rare disease, the SMR and the standard deviation will be zero. Another 
limitation of SMR is the instability of the relative risk estimation due to the 
presence of extreme SMR when rare diseases are investigated in small 
population areas [15]. 
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To overcome the drawbacks of the SMR a Bayesian approach has been 
used which allows for the risk to vary between the different districts as 
given by the assumption 

( )i i iO Poisson E θ  (8.4)

and the probability density function is defined as 

exp( )( )
Pr( ) ( , , )

!

Oi
i i i i

i i i i i
i

E E
O o f o E

o
θ θ θ−

= = =  
(8.5)

For example, the empirical Bayes of the relative risks where a random ef-
fects (or mixture) model that assumes a parametric probability density 
function (pdf), denoted as ( )f θ , for the distribution of relative risks be-
tween districts was adopted [16]. This modeling approach has been used in 
many fields including disease data by applying several empirical Bayes 
methods of estimation to smooth the SMR [3,11,12]. Some authors have 
provided discussion on hierarchical Bayesian approach with structured and 
unstructured spatial random effects [8]. Although the Bayesian methods 
can provide estimate on relative risks for each district, the number of opti-
mum classification for categorizing the districts cannot be obtained based 
on them. The most common approach that is widely used by many re-
searchers for categorizing areas in disease mapping is classification based 
on quartiles. However, this method is rather arbitrary and has no guarantee 
in detecting the classification of high-or low-risk areas. Another disadvan-
tage of the Bayesian relative risks estimation is the usage of assumption in 
Eq. (8.4), which will give the number of parameters and the number of dis-
tricts as the same. If the number of districts is large, there might be diffi-
culties in estimating parameters consistently because of too many parame-
ters to be estimated. As an alternative approach, a method has been 
suggested to overcome these drawbacks which include the time factor and 
consider spatial heterogeneity effect will be discussed in this chapter 
known as space–time mixture model within non-parametric approach for 
map construction. This method has appeared to be very attractive for prac-
tical applications and has become a more flexible tool [2]. Infant mortality 
data in peninsular Malaysia from 1991 to 2000 will be applied using this 
approach to examine the geographical distribution of the disease con-
cerned. 

∼
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8.2 Methodology 

Space–time mixture model is an extension model of mixture model by in-
cluding the time factor in order to study the disease pattern in certain pe-
riod of time. This model gives a valuable indication of an emerging pattern 
over time because it looks simultaneously for all space–time components 
[15]. The basic idea of space–time mixture model approach in the context 
of disease mapping is to consider all space–time data as a single data set. 
The same steps of modeling the mixture model will be applied in estimat-
ing parameters, so in this chapter, the discussion on mixture model will be 
presented in application to space–time data. In mixture model, we assume 
that the population comes from several heterogeneous components where 
every component consists of different risk levels of disease. This assump-
tion will give a more heterogeneous case. Assume that the mixture model 
consists of c components and each component has a disease risk jθ , where 

1, ,j c= K . Let jp  denote the proportion of regional areas having jθ  risk. 
This discrete parameter distribution P for describing the level of risk can 
be given as  

1

1

, ,
, ,

c

c
P

p p
θ θ⎡ ⎤

= ⎢ ⎥
⎣ ⎦

K

K
 

(8.6)

Accordingly, we may assume that the observed data in district i of a par-
ticular year t, ito , comes from a non-parametric mixture density identified 
in the following form: 

( ) ( )
1 1

, , , ,
T c

it it j it j it
t j

f o P E p f o Eθ
= =

=∑∑  
(8.7)

where 1 1 , 0, 1, ,c jp p p j c+ + = ≥ =L K  and 1, ,t T= K . itE  is the ex-
pected number of cases in district i of a particular year t. The number of 
parameters to be estimated in the model with c components considered 
above are 2 1c −  which consists of c unknown relative risks 1, , cθ θK  and 

1c −  unknown mixing weights 1 1, , cp p −K  where ( ).f  denotes the Pois-
son density taken from previous assumption [6]. 

One of the basic issue in mixture model is whether the number of com-
ponents, c, is unknown or assumed to be known [18]. They called these 
two cases as flexible support size and fixed support size, respectively. 
However, in both cases, the maximum likelihood approach can be applied 
for the parameter estimation. In the estimation based on flexible support 
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size, a grid containing j sθ  is defined and the corresponding jp  that 
maximized the likelihood function is determined. However, in this chapter, 
the fixed support size is considered and the algorithms used for this esti-
mation is the EM algorithm [19]. 

In EM algorithm, the first step of mixture model involves estimating jθ  
and jp  in each component by giving their initial values. These initial val-
ues and the number of components to be estimated can be obtained from 
the histogram of relative risks or SMR where the height of the bars may be 
used as the estimate for proportion corresponding to relative risks while 
the number of bars may be used as the number of components. We are in-
terested in determining the membership of each district to a particular 
component. Let us denote the full data as ( )1 2, , , , ,it it i t i t icto E x x xK  where 

ijtx  indicate the membership of district   in the  th component for the year 
t. For example, if region i in the year t belongs to the third component, it 
can be written as ( )0,0,1,0, ,0 T

itx = K . Based on the information of the 

initial weights ˆ jp  and relative risks ˆ
jθ  obtained, we can execute the EM 

algorithm which consists of E-step and M-step. The E-step consists of the 
calculation of the probability of each district belonging to jth component 
while the M-step consists of the calculation of the weights and relative 
risks. These two steps will be repeated alternately until the convergence 
criterion is met and can be summarized as follows: 
E-Step 
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M-Step 
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When the convergence is obtained, the next step is to compute the non-
parametric maximum likelihood estimator (NPMLE) that maximizes the 
log-likelihood function which is defined as 

( ) ( )
1 1 1 1 1

log , , log , ,
T M T M c

c it it j it j it
t i t i j

l f o P E p f o Eθ
= = = = =

⎧ ⎫⎪ ⎪= = ⎨ ⎬
⎪ ⎪⎩ ⎭

∑∑ ∑∑ ∑  
(8.10)

Further step is to determine the most suitable number of components by 
computing the difference between the log-likelihood for c components and 

1c +  components, which is known as likelihood ratio statistics (LRS) and 
is defined as follows: 

( )12 2logc cLRS l l θ+= − − = −  (8.11)

The purpose of calculating the LRS is to test this hypothesis: 
oH : number of components is c 

aH : number of components is 1c +  
A problem arises in determining the number of components when the 

solution consists of the log-likelihood values that are nearly the same for 
every component. Conventionally, the LRS test has an asymptotic chi-
square distribution with degrees of freedom equal to the difference be-
tween the number of parameters under the alternative and null hypotheses. 
However, these conventional results for LRS do not hold for mixture, and 
a method proposed to obtain the critical values in determining the number 
of components is via a simulation technique, for example by parametric 
bootstrap [18]. 

Once the optimum number of components is obtained, the final step in 
mixture model approach is to classify the membership of each district to a 
component. Classification can be obtained by applying Bayes’ theorem 
which involves computing the probability of each district belonging to 
each component with the posterior probability given by 
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(8.12)

where 1, , , 1, , ,i M j c= =K K  and 1, ,t T= K . The ith district in the year t 
will belong to the component or subpopulation j if the posterior probability 
of this belonging is highest. 
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8.3 Result 

Data analysis based on space–time mixture model is illustrated using the 
infant mortality data in peninsular Malaysia from the year 1991 to 2000. 
Comparisons of the results obtained by this method throughout the study 
period become easier as all maps for each particular year have the same 
categorization. Table 8.1 below shows the result on how to determine the 
optimum number of components based on log-likelihood, cl , mentioned 
above. 
From this table, the models with four and five components have the lowest 
log-likelihood value, which is the same. Since there is no improvement in 
log-likelihood value for space–time mixture model with five components 
and by considering the parsimony factor, we choose a model with four 
components as the best model to fit the space–time data used in this study. 
Although it has been suggested by some studies that bootstrap method 
should be applied in deciding to choose either c or 1c +  components, we 
based our decision on the previous argument. From the fitted model with 
four components, the first category had the lowest risk with mean of 0.726 
and weight of 0.324 and the highest risk category with mean of 2.199 and 
weight of 0.014. The analysis of the space–time infant mortality data in 
peninsular Malaysia over the last decade leads to the mixture density with 
four components given by 

( ) ( ) ( )
( ) ( )

ˆ, , ,0.726, 0.324 ,1.131, 0.550

,1.630, 0.112 ,2.199, 0.014

it it it it it it

it it it it

f o P J f o J f o J

f o J f o J

= × + × +

× + ×
 

(8.13) 

Corresponding to the results given in the table, we can summarize the 
geographical distribution of infant mortality throughout the study period as 
given in Figs. 8.1, 8.2, and 8.3 by providing the space–time maps for the 
year 1991, 1996, and 2000. As each map obtained throughout the study pe-
riod has the same classification, it is easier to compare and interpret the 
fluctuation of the disease concerned over time. In the early 1990s, it can be 
seen that only about 6% of the districts fall in lowest risk areas; however, 
in the middle and late 1990s, the infant mortality had improved with al-
most 50% or more of the districts belonging to this category. This figure 
also shows that none of the districts were in the highest risk category in 
1996 and 2000 but four districts were in this category in 1991. These 
changes indicate that infant mortality in peninsular Malaysia had improved 
over the last decade and tends to be more homogeneous toward the end of 
the study period. 
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Table 8.1. Result of space–time mixture model 

Number of com-
ponents (c)  

Mean relative 
risks ( )ˆ

jθ   
Weight ( ˆ jp ) Log-likelihood 

( cl ) 
LRS 

5 0.726 0.324 2625.094 0.000 
 1.131 0.550   
 1.630 0.112   
 2.199 0.012   
 2.199 0.002   
4 0.726 0.324 2625.094 72.420 
 1.131 0.550   
 1.630 0.112   
 2.199 0.014   
3 0.749 0.370 2661.304 330.504 
 1.175 0.547   
 1.810 0.083   
2 0.834 0.564 2826.556 1515.370 
 1.374 0.436   
1 1.070 1.000 3584.241 – 

 LRS  likelihood ratio statistics. 

8.4 Discussion 

For quite some time, many researchers have conducted various studies in 
disease mapping using the traditional methods of classification such as 
percentiles method and significant method. However, these methods have 
some deficiencies and potential of misrepresenting the graphical distribu-
tion, and questions regarding whether these classifications give a correct 
interpretation may be raised [18]. An alternative approach suggested is the 
mixture model that could produce a smoother map where the random vari-
ability has been extracted from the data. Other main advantages of using 
the mixture distribution are its discreteness, straight forward map construc-
tion, and providing the optimum number of components. The inclusion of 
space–time factor in mixture model satisfactorily produces maps that are 
easier to interpret and compare by looking at the maps separately since 
maps for each year throughout the study period have the same classifica-
tion. 

Based on the three maps in Figs. 8.1, 8.2, and 8.3, it is very clear that 
the space–time mixture model has removed random variability from the 
map and provides a better and clearer picture of classification for high-and 
low-risk areas. For the period of 10 years, i.e., from 1991 to 2000, we can 
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conclude that the classifications tend to be more homogeneous implying 
that the random variability has reduced with time. Furthermore, toward the 
end of the study period, maps obtained showed that more districts have 
fallen into the low–risk categories which indicate that infant mortality in 
peninsular Malaysia has improved within the last decade. 

There are many factors that contribute to the reduction of infant mortal-
ity. Some literatures stated that infant mortality is more likely to be related 
to the socio-economic level, health behavior, quality of antenatal care, 
support during delivery, postnatal care, nutritional status, education level, 
unemployment, and birth intervals [1,17,21]. These factors were addressed 
in the case of Malaysia as shown by the increase in health of RM17.30 per 
capita in 1970 to RM248 per capita in the year 2000 [4]. The number of 
hospitals increased from 84 public hospitals in 1965 to 116 public hospi-
tals in 2002 along with many private hospitals, health clinics, and rural 
clinics built throughout the country to provide better health system in Ma-
laysia [20]. As the number of hospitals increased, more facilities were up-
graded such as providing more hospital beds. At the same time the number 
of registered doctors, trained nurses, and midwives have also been in-
creased [20]. In general, the health and medical services in Malaysia have 
significantly improved since independence contributing to the improve-
ment in infant mortality rates. The government also has put in a lot of ef-
fort in terms of the quality of service, the advancement of medicine and 
medical technologies, the resolution of the issue of unbalanced distribu-
tions of medical resources between rural and urban areas, the establish-
ment of collaborations among government and private hospitals or medical 
institutions, etc. A lot of campaigns and programs have been organized by 
the local government and the Ministry of Health to educate and increase 
health consciousness among Malaysians. 

In conclusion, as discussed before, even though the space–time mixture 
model has some advantages in estimating the disease risks and provides a 
better and clearer picture of categorization, this approach still has a weak-
ness in which the relative risk for different districts could possibly be cor-
related, i.e., dependent on geographical proximity. An example of the 
model that can be used which includes the neighboring factor among the 
areas is the parametric conditional autoregressive model [3]. 
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Fig. 8.1. Infant mortality map based on space–time mixture model for the year 
1991 
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Fig. 8.2. Infant mortality map based on space–time mixture model for the year 
1996 
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Fig. 8.3. Infant mortality map based on space–time mixture model for the year 
2000 
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Abstract. This chapter focuses on a new version of hybrid high- 
dimensional model representation for multivariate functions. High- 
dimensional model representation (HDMR) was proposed to 
approximate the multivariate functions by the functions having less 
number of independent variables. Toward this end, HDMR 
disintegrates a multivariate function to components which are, 
respectively, constant, univariate, bivariate, and so on in an 
ascending order of multivariance. HDMR method is a scheme 
truncating the representation at a prescribed multivariance. If the 
given multivariate function is purely additive then HDMR method 
spontaneously truncates at univariance, otherwise the highly 
multivariant terms are required. On the other hand, if the given 
function is dominantly multiplicative then the logarithmic HDMR 
method which truncates the scheme at a prescribed multivariance of 
the HDMR of the logarithm of the given function is taken into 
consideration. In most cases the given multivariate function has both 
additive and multiplicative natures. If so then a new method is 
needed. Hybrid high-dimensional model representation method is 
used for these types of problems. This new representation method 
joins both plain high-dimensional model representation and 
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logarithmic high-dimensional model representation components via 
an hybridity parameter. This work focuses on the construction and 
certain details of this novel method.  

Keywords. Multivariate approximation, High-dimensional model 
representation, Logarithmic HDMR 

9.1 Introduction 

High-dimensional model representation (HDMR) was first designed by 
Sobol in 1993 [1]. It is based on the divide-and-conquer philosophy such 
that the original function is additively represented by a constant term fol-
lowed by univariate terms, bivariate terms, and so on. So, an N-dimensional 
multivariate function under consideration can be represented by a constant 
term, N number of univariate terms, N(N−1)/2 bivariate terms, 
N(N−1)(N−2)/6 number of trivariate terms, and so on. Hence, the total num-
ber of HDMR components for a given N-variate function is 2N . Although 
this number is finite it may climb to very high number as N increases. For 
example, it contains 1002 , approximately 1 million, additive components to 
have an exact representation for the case of hundred independent variables. 
This urges us to truncate HDMR at rather small multivariances as long as 
the truncation has a good representation quality. The general tendency is to 
truncate, at most, bivariance. 

The most important advantage of HDMR method is to deal with less 
variate functions instead of highly multivariate functions as we have men-
tioned above. In spite of today's advanced computer technology, the direct 
valuation of multivariate functions in computers is still fairly difficult es-
pecially when the function's dimensionality increases to high values due to 
the physical limitations on memory and processors. This reality stimulates 
mathematicians to develop certain methods based on divide-and-conquer 
philosophy. One of the most recently developed methods in this direction 
is called high-dimensional model representation (HDMR). HDMR and 
some other related algorithms were developed in a more comprehensive 
form by Rabitz and his group [2–5] after Sobol's revolutionary work. 
Sobol’s suggestion was generalized by Rabitz group such that the integra-
tion limits are assumed to be any two real numbers and a weight function 
which is product of univariate factors, each of which depends on a differ-
ent independent variable inserted to the integrand as a multiplicative fac-
tor. Later, product-type weight function is generalized beyond the Rabitz 
group's case by using a nonproduct type of weight function under another 
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auxiliary product-type weight function by Demiralp's group. Demiralp and 
his group developed some other related HDMR methods at the same time 
period.  

Demiralp's group tried to extend HDMR to more general cases to in-
crease its power and efficiency. Amongst the products of these efforts we 
can mention hybrid HDMR (HHDMR) [8, 9] which combines HDMR and 
factorized HDMR [6, 7] via a flexible combination parameter. This type of 
HDMR method works well when the original function has an intermediate 
nature which corresponds to neither an exactly additive nor an exactly 
multiplicative nature. In this work, a new HHDMR expansion including 
logarithmic HDMR instead of factorized HDMR again under a hybridity 
parameter is proposed. The main idea here is to get rid of the main disad-
vantage of the FHDMR structure, which is about the definition of the mul-
tiplicativity measurers. The structure developed in logarithmic HDMR 
method allows us to define new truncation quality measurers which are 
monotonously increasing from 0 to 1 in ascending multivariance. This fea-
ture furnishes us with better understanding of the behaviors and qualities 
of the HHDMR approximants.  

The rest of this chapter is organized as follows. The second section is 
about HDMR to recall the construction details of the method. The third 
section presents the basic idea underlying logarithmic HDMR (LHDMR). 
The fourth section presents the core of this chapter, “A new hybrid ap-
proach in high-dimensional model representations (HHDMR).” The fifth 
section contains simple illustrative applications for this new hybrid ap-
proach in HDMR and the sixth section finalizes the chapter with conclud-
ing remarks.  

9.2 HDMR 

The high-dimensional model representation [1–10] of a multivariate 
function 1( , , )Nf x xK  is given as 

1 1 1 2 1 2

1 1 2
1 2
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(9.1)

where N stands for the number of the independent variables and the right-
hand-side components are orthogonal in an Hilbert space over the 
hyperprism defined by the intervals i i ia x b≤ ≤  (where 1 i N≤ ≤  and ia , 
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ib  are assumed to be given). The inner product in Hilbert space is defined 
as follows for two arbitrary square integrable multivariate functions 

1( , , )Ng x xK  and 1( , , )Nh x xK : 

1

1

1 1 1 1( , ) ( , , ) ( , , ) ( , , )
N

N

bb

N N N N
a a

g h dx dx W x x g x x h x x= ∫ ∫L K K K  
(9.2) 

where 1( , , )NW x xK  stands for a product-type function and it can be given 
as follows: 

)(),,(
1

1 ii

N

i
N xWxxW ∏

=

≡K  
(9.3) 

Here we assume that ( )i iW x  (1 i N≤ ≤ ), the components of 1( , , )NW x xK , are 
given and the integral of these components between ia  and ib is equal to 1. 
These weight factors must be chosen to fulfill the requirement for being true 
weight functions (they should be either always positive everywhere or always 
negative everywhere except at certain finite number of points where they may 
vanish). Otherwise the monotonic increasing nature in truncation quality 
measurers for ascending multivariance may disappear. 

The HDMR components in the right-hand side of Eq. (9.1) can be 
determined uniquely by imposing mutual orthogonality amongst these 
components. This feature allows us to determine constant term 0f  by 
using the following projection operator: 

1

1

0 1 1 1 1( , , ) ( , , ) ( , , )
N

N

bb

N N N N
a a

P g x x dx dx W x x g x x≡ ∫ ∫K L K K  
(9.4)

The orthogonality of all higher than zero-order multivariate components 
to 0f  implies that the integrals of those components over one of their 
independent variables over the related interval under the corresponding 
univariate weight function vanish (vanishing property proposed by Sobol). 
Now if we apply the projection operator 0P  on both sides of Eq. (9.1) and 
then utilize the vanishing properties of the higher than zero variate terms 
and the normalized nature of the weight function factors, we can write 

0 0 1( , , )Nf P f x x= K  (9.5) 

To determine the univariate terms, ( )i if x s, by using the orthogonality 
feature we have to define projection operators iP  (1 i N≤ ≤ ). They are 
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equivalent to 0P 's new forms  obtained after removing the integration over 

ix  and discarding the univariate weight function factor ( )i iW x . If we apply 
the action of iP  on both sides of Eq. (9.1) then the employment of the van-
ishing properties of all HDMR terms except the constant one and the nor-
malization in univariate weight factors enables us to write  

1 0( ) ( , , ) , 1i i i Nf x P f x x f i N= − ≤ ≤K  (9.6) 

As can be easily seen the determination of bivariate and higher multi-
variate HDMR components can be realized by defining other projection 
operators 

1 ki iP L (1 i N≤ ≤ ). We do not intend to explicitly give them here. 
By using these operators the higher order HDMR terms can be obtained in 
a similar manner.  

It is not hard to see from the HDMR equation given in Eq. (9.1) that the 
schemes based on HDMR truncations are finite-step methods. However, 
working with all HDMR components becomes a nightmare when the di-
mensionality increases to high values as we have mentioned above. This is 
because of the exponential growth, 2N , with respect to N in the number of 
HDMR terms. To avoid this problem HDMR equation Eq. (9.1) can be 
truncated at some level of multivariance (preference is at most to keep 
bivariate terms). These truncations are called HDMR approximants and are 
given below:  
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(9.7)

The next step is to measure the quality of these approximants for the 
characterization of the original function within a desired numerical preci-
sion. Entities which are called “additivity measurers” are defined for this 
purpose:  
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Here, 0σ  is called “constancy measurer” and it defines the contribution 
percentage of the constant term to the HDMR expansion's norm square. 1σ  
is called “first-order additivity measurer” and it defines the contribution 
percentage of the constant term and univariate terms to the HDMR expan-
sion's norm square. As a generalization kσ  called “ thk  order additivity 
measurer” defines the contribution percentage of all the terms from con-
stant term to thk -order term inclusive of the HDMR expansion's norm.  

As we mentioned earlier, it is very hard to construct truncation quality 
measurers that monotonically increase as the multivariance ascends in the 
case of FHDMR although it is possible to truncate the finite term product 
at certain level of multivariance. As a matter of fact such measurers could 
not be constructed. To avoid this difficulty the logarithmic HDMR 
(LHDMR) has been developed. 

9.3 Logarithmic HDMR 

Logarithmic high-dimensional model representation method is based on 
the idea of expanding the natural logarithm of a nonnegative multivariate 
function to HDMR instead of the function’s itself. LHDMR formula which 
defines a product-type representation for a given multivariate function can 
be expressed as follows: 
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where ( )1, , Nx xΦ K  is a minorant function to the given function, 

( )1, , Nf x xK , to produce a nonnegative or preferably positive core func-
tion for the logarithm. We call this entity “reference function” since it 
takes somehow the role of the origin in the space of the functions. The 
right-hand-side components of Eq. (9.9) are mutually orthogonal and can 
be determined by tracing the basic rule of the HDMR method.  

If Eq. (9.9) is reorganized the following representation formula for 
LHDMR is obtained: 
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The explicit expressions of LHDMR approximants can be written as fol-
lows when the minorant function is assumed to be vanishing for simplicity 
(otherwise they will be more complicated although a recursive structure 
can be constructed):  
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LHDMR method allows us to define the following truncation quality 
measurers:  
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The following inequality holds for these measurers:  

0 10 1Nν ν ν≤ ≤ ≤ ≤ ≤L  (9.13) 

Until this point we have presented some preliminary information about 
HDMR methods appearing in the new version of the HHDMR. Now we 
have been sufficiently equipped to present the novel version of HHDMR.  

9.4 New version of hybrid HDMR 

The multivariate functions which are neither dominantly additive nor 
dominantly multiplicative push us to develop a hybrid algorithm. Previ-
ously developed hybrid HDMR joins plain HDMR and FHDMR methods 
under a hybridity parameter. In this work, logarithmic HDMR takes the 
role of factorized HDMR. Hence, hybrid HDMR method to be presented 
here has a new expansion including both HDMR and LHDMR expansions 
via a hybridity parameter now: 
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where α  is the hybridity parameter. We can define the following ap-
proximants through this definition:  
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(9.15) 

This approximant is called the ( ), thj k -order hybrid HDMR approxi-
mant. An ( 1) ( 1)N N+ × +  table like Pade Ratios can be constructed and 
then used for approximating the original function:  
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The approximating capability of each HHDMR approximant can be de-
fined as follows:  
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f

−
=  

(9.17) 

which is somehow error bound. The best approximating capability is of 
course 0  for these approximants.  

9.5 Implementations 

To illustrate how HHDMR works we can choose a multivariate function 
whose additivity and multiplicativity can be controlled by a single integer 
parameter as follows:  

1 1( , , ) ( )m
N Nf x x x x= + +K L  (9.18) 

where m  is an integer varying between 0  and N inclusive. The function 
above starts from the constant value when 1m =  and its multivariance in-
creases through univariance, bivariance, and so on as m increases one by 
one as long as the HDMR's geometry is taken as a hyperprism whose one 
corner is located in the origin of the Cartesian space spanned by the inde-
pendent variables. Hence in the case of 1m =  it is purely additive and its 
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multiplicativity increases as m  grows although pure multiplicativity is 
never achieved.  

If we use Eq (9.15) in Eq. (9.17) then we obtain the following formula:  
22

2
2 2 2

( , )
2 ,

0 ,

k jk k jk
jk

sf sf
q

f f f
j k N

λλ λλ
α α

−− −−
= + +

≤ ≤

 

(9.19) 

The optimization of this entity with respect to α  gives the following 
unique result for the optimum value of α : 
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As can be noticed easily this value turns out to be 1 when 0j = , 0k = , 
and f  is a constant. However, it differs from one in the other cases. Al-
though there is no warranty that it will stay between 0  and 1 one can in-
vestigate the situation and try to find which kind of functions gives opti-
mized α  values in [ ]0,1 . Our observations show that our test function 
behaves in this manner. However, this may not be true for some other mul-
tivariate functions which are neither purely additive nor purely multiplica-
tive. We do not intend to further details of this issue here. Also we do not 
report the details of our observations here due to space constraint.  

9.6 Conclusion 

This work is devoted to the construction of a more efficient version of 
HHDMR. This has been necessary to replace FHDMR, which has no trun-
cation quality measurers increasing parallel to the increase in multivari-
ance, with LHDMR which has such kind of measurers. LHDMR is based 
on the expansion of a multivariate function's logarithm to plain HDMR and 
is based on the fact that logarithm converts multiplicativity to additivity 
and this is why it is used here.  

The implementation results encourage us to use HHDMR in the ap-
proximation of the functions which are not dominantly additive or multi-
plicative.  
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Abstract. The aim of this chapter is to explore methodological 
transparency as a viable solution to problems created by existing 
aggregated indices as well as to conduct a detailed analysis on the 
ongoing performance of nations’ competitiveness. For this purpose, 
a methodology composed of three steps is used. To start with, a 
combined clustering analysis methodology is used to assign coun-
tries to appropriate clusters. Unlike the current methods that use a 
single criterion, the proposed methodology uses 135 criteria for a 
proper classification of the countries. Relationships between the cri-
teria and classification of the countries are determined using artifi-
cial neural networks (ANNs). ANN provides an objective method 
for determining the criteria weights, which are, for the most part, 
subjectively specified in existing methods. Finally, the countries are 
ranked based on weights generated in the previous step. As a final 
analysis, the dynamic change of the rank of the countries over years 
has also been investigated. 
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10.1 Introduction 

A nation’s competitiveness can be viewed as its position in the interna-
tional marketplace compared to other nations of similar economic devel-
opment. The capability of firms to survive and to have a competitive ad-
vantage in global markets depends, among other things, on the efficiency 
of their nation’s public institutions, excellence of the educational, health, 
and communication infrastructures, as well as the nation’s political and 
economical stability. On the other hand, an outstanding macroeconomic 
environment alone cannot guarantee a high level of national competitive 
position unless firms create valuable goods and services with a commensu-
rately high level of productivity at the micro-level. Therefore, the micro- 
and macroeconomic characteristics of an economy jointly determine its 
level of productivity and competitiveness. 

Although many view competitiveness as a synonym for productivity [1], 
these two related terms are, in fact, different. Productivity refers to the in-
ternal capability of an organization while competitiveness refers to the 
relative position of an organization vis-à-vis its competitors. Each year, 
some organizations, such as the World Economic Forum (WEF) [2] and 
the Institute for Management Development (IMD) [3], publish rankings of 
national competitiveness among countries. These rankings serve as 
benchmarks for national policy makers and interested parties in judging 
the relative success of their countries in achieving competitiveness as rep-
resented by well-known and accepted indices. However, for the last quar-
ter-century, the WEF has led in evaluation of the competitiveness of na-
tions through its publication, The Global Competitiveness Report [2].  

With the 2006–2007 report [2], WEF decided to use the global competi-
tiveness Index (GCI) [4], as the main competitiveness indicator. The GCI, 
albeit simple in structure, provides a holistic overview of factors that are 
critical to driving productivity and competitiveness and groups them into 
nine pillars that are different from the 2004–2005 report [5] where 12 pil-
lars are assumed. Combining some of the pillars and separating a pillar re-
sult in such a decrease.  

The nine pillars are measured using both hard data from public sources 
(such as inflation, Internet penetration, and school enrolment rates) and 
data from the World Economic Forum’s Executive Opinion Survey, which 
is conducted annually among top executives in all of the countries as-
sessed. The survey provides crucial data on a number of qualitative issues 
(e.g., corruption, confidence in the public sector, quality of schools) for 
which no hard data exist. 
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In addition to the change in the number of pillars, there are also changes 
on the variable configuration and structure of the pillars. In the recent re-
port the total number of variables is decreased from 177 to 137.  

Although there are changes in the pillars and variables in the 2006–2007 
report, the basic approach to the evaluation procedure remains unchanged. 
The pillars are still used as sub-index for three main dimensions of com-
petitiveness: basic requirements (the first four pillars), efficiency enhan-
cers (fifth to seventh pillars), and innovation and sophistication factors 
(last two pillars).  

An important characteristic of the GCI is that it explicitly takes into ac-
count the fact that the countries around the world are at different levels of 
economic development. What is important for improving the competitive-
ness of a country at a particular stage of development will not necessarily 
be the same for a country in another stage. Thus GCI separates countries 
into three specific stages: factor-driven, efficiency-driven, and innovation-
driven. Therefore, in the calculation of the final GDI, the weights of the 
three dimensions are determined according to the stage that country be-
longs to [2]. Unfortunately, this classification tends to be rather subjective 
or is based solely on per capita income. Subjectivity is also present when 
creating the threshold used to separate one stage from another. Some de-
gree of objectivity is possible, however, if countries are clustered as a 
function of their similarities on selected criteria. By doing so, important 
factors underlying the competitiveness position of each stage, and of par-
ticular countries at various stages, can be revealed. It will thus be easier to 
understand the internal dynamics of each stage and to provide useful and 
objective guidelines to countries as they attempt to improve their positions 
with respect to those located at higher stages.  

Section 10.2 of this chapter introduces our proposed methodology to 
cluster countries into stages and to generate criteria weights that are critical 
at each stage of the procedure. In Sect. 10.3, a composite index is calcu-
lated using the calculated weights. The results are then compared to those 
of the GCI of the WEF to determine whether the weights adopted by the 
WEF incorrectly penalize some countries and/or reward others. Besides, in 
this section the change of the nations’ competitiveness rank is also ana-
lyzed. This chapter closes with conclusions and suggestions for further im-
provements of the proposed methodology. 

10.2 Proposed methodology 

The aim of this research is, first, to provide an objective clustering of 
countries according to their values/scores on selected criteria and, second, 
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to propose an objective weighting procedure to calculate an aggregated 
index. For these purposes, a three-step methodology is proposed. Finally 
the results are compared with our previous study’s [6] findings to track the 
changes in the competitiveness of the countries between 2005 and 2007. 

The proposed methodology considers 135 criteria in the clustering 
process. The criteria are the hard data and survey data used in the WEF 
report [2]. Two of the criteria have been removed from consideration due 
to lack of available data. 

In particular, a hierarchical cluster analysis is used to determine the 
“best” number of clusters; this number is then used as a parameter to 
determine the appropriate clusters of countries using self-organizing maps 
[7]. Next, relationships between the criteria and the classification of 
countries are determined in an objective manner using artificial neural 
networks (ANN). Importantly, existing methodologies generally assess 
criteria weights/importances subjectively. Finally, in the third step of our 
procedure, countries are rank-ordered based on the ANN-generated 
weights and the dynamic change in the rank of countries is analyzed. The 
proposed methodology can also be used to identify those attributes a 
country should focus on in seeking to improve its position relative to other 
countries, i.e., to transition from its current cluster to a better one. 

10.2.1 Classification of countries 

In the first part of this research, countries are grouped based on their 
similarity of characteristics. Cluster analysis is used for this purpose.  

10.2.1.1 Cluster analysis 

Cluster analysis involves grouping similar objects into mutually exclusive 
subsets referred to as clusters [7]. The cluster definition problem is NP-
complete, so a computationally efficient, exact solution method, to the best 
of the authors’ knowledge, does not exist. However, a number of heuristic 
methods have been proposed for this purpose, including agglomerative 
techniques [7]. All hierarchical agglomerative heuristics begin with n 
clusters, where n is the number of observations. Then, the two most similar 
clusters are combined to form n−1 clusters. On the next iteration, n−2 
clusters are formed with the same logic, and this process continues until 
one cluster remains. Only the rules used to merge clusters differ across the 
various heuristics.  

In order to improve the accuracy of, and reduce any subjectivity in, the 
cluster analysis, we employ a self-organizing map (SOM) neural network, 
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as suggested by Mangiameli et al [8]. The SOM is thus not taken as an 
alternative, but rather as a complementary analysis that follows 
hierarchical clustering. The focus is on improved accuracy in the 
assignment of observations to appropriate clusters, given that the number 
of clusters in the data is known. The SOM’s network learns to detect 
groups of similar input vectors in such a way that neurons physically close 
in the neuron layer respond to a similar input vector [9].  

10.2.1.2 Determining the country clusters  

The basic drawback of any study based solely on ranking is that the ordinal 
scale does not reflect the appropriate competitiveness level of a country 
relative to other countries. The most accurate position of a country within 
the total configuration can only be determined after the grouping of nations 
is performed, and similarities to the evaluated country in terms of 
competitiveness are identified. 

In the current study, the Ward hierarchical method, an agglomerative 
clustering technique, and the Euclidean distance measure were selected as 
most appropriate based on evaluations using MATLAB [10]. In Ward’s 
method, the distance is the ANOVA sum of squares between two clusters 
summed over all variables [7]. An analysis of the dendrogram and 
ANOVA were thus used to test the significance of differences between the 
cluster means, producing three significant clusters. Dendrogram analysis 
generates a dendrogram plot of the hierarchical, binary cluster tree. It 
consists of many U-shaped lines connecting objects in a hierarchical tree. 
The height of each U represents the distance between the two objects being 
connected. Each leaf in the dendrogram corresponds to one data point. As 
can be seen from Fig. 10.1, the countries can be grouped into three 
different U-shaped clusters according to 2006–2007 data.  

Fig. 10.1. Dendrogram of the country clusters  
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Next, the appropriate number of clusters generated in the first stage was 
used to repeat the analysis using SOM and MATLAB software. Since we 
sought to categorize the countries into three classes, there were three 
outputs in the ANN’s configuration. This generated a 3*1 matrix of the 
weight vector. The topology function used was “HEXTOP,” which means 
that the neurons were arranged in a hexagonal topology at the Kohonen 
layer, while the distance function was “MANDIST,” i.e., the Manhattan 
(city block) distance. The training of a self-organizing map using 
MATLAB involved two steps: ordering phase and tuning phase. In the 
former, the ordering phase learning rate and neighborhood distance are 
decreased from the rate and maximum distance between two neurons to the 
tuning phase learning rate and tuning phase neighborhood distance, 
respectively. The ordering phase lasts for a given number of steps. At the 
tuning phase, the learning rate is decreased much more slowly than in the 
ordering phase, while the neighborhood distance stays constant [11]. In the 
current study, the ordering phase learning rate, ordering phase steps, and 
tuning phase learning rate were taken as 0.9, 1000, and 0.02, respectively. 
The countries contained within the resulting clusters are determined by the 
end of this first stage of the method. The resulting clusters as well as the 
related countries that are found by 2006 data are given in Table 10.1. 

Table 10.1. Clusters of countries 

2004 2006 
High competitive (HC) Competitive (CO) Non-competitive (NC) 

HC Australia, Austria, Bel-
gium, Canada, Denmark, 
Finland, France, Ger-
many, Iceland, Ireland, 
Israel, Japan, Luxem-
bourg, Netherlands, New 
Zealand, Norway, Singa-
pore, Sweden, Switzer-
land, Taiwan, UK 

Chile, Czech Republic, 
Estonia, India, Korea 
Rep., Malaysia, Portu-
gal, Slovenia, Spain, 
Tunisia, United Arab 
Emirates 

 

CO  Bahrain, Brazil, Costa 
Rica, Cyprus, Egypt, 
Greece, Hungary, Indo-
nesia, Italy, Jordan, 
Kuwait, Lithuania, 
Malta, Mauritius, Slo-
vak Rp, S. Africa, Thai-
land 

Colombia, Croatia, El 
Salvador, Jamaica, Mexi-
co, Panama, Poland, Tur-
key, Uruguay 

NC  Botswana, China, 
Morocco, Namibia 

Algeria, Angola, Argen-
tina, Bangladesh, Bolivia, 



A decision support system to evaluate the competitiveness of nations      119 

Bosnia and Herz., Bulga-
ria, Chad, Dominican Rp, 
Ecuador, Ethiopia, Gam-
bia, Georgia, Guatemala, 
Honduras, Kenya, Mace-
donia, Madagascar, Ma-
lawi, Mali, Mozambique, 
Nicaragua, Nigeria, Pa-
kistan, Paraguay, Peru, 
Philippines, Romania, 
Russian Fd, Serbia and 
Montenegro, Sri Lanka, 
Tanzania, Trinidad and 
Tobago, Uganda, Ukrai-
ne, Venezuela, Vietnam, 
Zambia, Zimbabwe 

Comparison of the results with our previous findings [6] shows that 
Turkey, our home country, has shown an impressive improvement in the 
competitive performance moving up from the non-competitive to competi-
tive countries. Colombia, Croatia, El Salvador, Jamaica, Mexico, Panama, 
Poland, and Uruguay have also shown a similar transition. However, 
China, Morocco, Namibia, Botswana have moved from the competitive to 
non-competitive stage. Finally, Chile, Czech Republic, Estonia, India, Ko-
rea, Malaysia, Portugal, Slovenia, Spain, Tunisia, United Arab Emirates 
moved up from the competitive to highly competitive stages. None of the 
countries previously assigned to highly competitive cluster moved down to 
a lower stage.  

10.2.2 Identification of basic criteria underlying country stages 
through ANN  

At this step of the study, the basic factors underlying the reasons a country 
belongs to a specific cluster is analyzed using ANN. The feed-forward 
back propagation algorithm is used for this purpose. 

10.2.2.1 Artificial neural networks  

ANN techniques have been applied to a variety of problem types and, in 
many instances, provided superior results to conventional methods [12]. 
The literature [e.g., 13–15] suggests the potential advantages of ANN 
versus classical statistical methods. The basic ANN model consists of 
computational units that emulate the functions of a nucleus in a human 
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brain. The unit receives a weighted sum of all its inputs and computes its 
own output value by a transformation, or output, function. The output 
value is then propagated to many other units via connections between 
units. The learning process of ANN can be thought of as a reward and 
punishment mechanism [16]. When the system reacts appropriately to an 
input, the related weights are strengthened. As a result, it becomes possible 
to generate outputs, which are similar to those of the previously 
encountered inputs. In contrast, when undesirable outputs are produced, 
the related weights are reduced. The model will thus learn to give a 
different reaction when similar inputs occur. In this way, the system is 
“trained” to produce desirable results while “punishing” undesirable ones. 

In multilayer networks, all inputs are related to outputs through hidden 
neurons–i.e., there is no direct relationship among them. As a result, 
specification of the characteristics of each input neuron and the strength of 
relation between input Xi and output Oi can be found using the method 
proposed by Onsel et al. [17]: 
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(10.1)

In this expression, RSji represents the strength of relation between input i 
and output j. Wki is the weight between the jth output Ujk and the kth hidden 
neuron. RSji is thus the ratio of the strength of relation between the ith 
input and jth output to the sum of all such strengths. The absolute value in 
the denominator is used to avoid positive relations canceling the impact of 
negative ones.  

10.2.2.2 Determining basic criteria weights 

Output from the SOM in the previous stage helps generate the clusters of 
countries. These data are then used as the output of the multilayer feed-
forward ANN while the 135 criteria are treated as inputs. 

About 68 countries are used for training, 22 countries for validation, and 
again 22 countries for testing stages. In order to obtain robust results based 
on different trials, for each hidden neuron number, the ANN is computed 
10 times, and the best results obtained from each taken. In this way, an 
attempt is made to detect different points of weight space corresponding to 
the network via several experiments. The optimal hidden neuron number is 



A decision support system to evaluate the competitiveness of nations      121 

found as 5. The tangent sigmoid function (tansig) is used to show the 
relation between the input-hidden and the hidden-output layers. The 
training algorithm is a gradient-descent method with momentum and an 
adaptive learning ratio (traingdx). The validation vectors are used to stop 
training early if further training on the primary vectors will hurt 
generalization to the validation vectors [11]. Test vector performance can 
be used to measure how well the network generalizes beyond primary and 
validation vectors. The mean square error, selected as the performance 
measurement, was found to be 0.00017. The importance of the inputs 
(criteria), playing the dominant role in allocation of countries to the three 
clusters, was obtained using the modified Onsel et al. [17] formula. The 
most important five criteria in each cluster are as follows: 

High-Competitive Countries: inflation, local equity market access, reli-
ance on professional management, personal computers, local supplier 
quantity 

Competitive Countries: judicial independence, pervasiveness of illegal 
donations to political parties, medium-term business impact of tuberculo-
sis, medium-term business impact of malaria, informal sector. 

Non-competitive Countries: Local equity market access, favoritism in 
decisions of government officials, degree of customer orientation, local 
supplier quantity, pay and productivity 

10.3 Ranking countries based on the proposed weighted 
criteria index 

At the third step of this research, the weights of 135 criteria for each 
cluster calculated in the previous step are used to rank the countries. For 
this purpose, initially, the weights are normalized. The score obtained by 
each country from each of the criteria is then multiplied by the normalized 
weight of that criterion. The 112 countries are subsequently ranked 
according to these weighted index values.  

The top 10 ranked countries are (in the order of rank) Switzerland, 
Finland, Denmark, Germany, Sweden, Singapore, Japan, Netherlands, 
Hong Kong SAR, UK, Austria, and United States.  

The rankings found with the proposed approach are compared with that 
obtained with 2004–2005 data. This dynamic comparison will also show 
which countries have dealt with the key determinants of competitiveness at 
their level of development such as macroeconomic stability or education 
and health. It is also possible to underline the additional factors over which 
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the countries should focus in order to switch to higher clusters of 
development.  

In Fig. 10.2, the countries that have an improvement or decline by 10 
points with respect to 2005 ranking can be seen. Accordingly, India had 
the most dramatic improvement moving from 49th to 29th in ranking. Po-
land (+17) and Guatemala (+20) constitute the other countries having the 
most important improvement in ranking. Besides, our home country, Tur-
key, moving from 49th to 60th is among the most improved seven coun-
tries.  

On the other hand Namibia is a country which shows a dramatic de-
crease with respect to previous analysis ranking (from 78th to 39th). It is 
interesting to note that China (−17) and Brazil (−16) which are accepted as 
emerging countries as well as Bulgaria which has recently accessed EU 
countries are among countries with worst competitiveness performance 
change with respect to 2004 ranking.  

 
Fig. 10.2. Countries that show important changes in ranking (2004–2006) 

The rankings found with the proposed approach are compared with that 
obtained using the WEF’s GCI. According to WEF, the countries having a 
GDP below a threshold level are accepted as Stage 1 countries and their 
key factors are assumed to be the basic requirement factors.  
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However, this is a non-compensatory approach and there may be some 
countries showing very good performance in terms of basic requirements 
while still having a low level of GDP. Therefore, it may be unfair to assign 
a country to a stage based solely on its GDP level and it may be more ac-
curate to use a compensatory approach for this purpose. 

A country may be unfairly rewarded due to its high GDP level, although 
it has poor performance even in terms of its basic requirement factors. For 
example, the United States does not score well (27th) in terms of basic re-
quirements. However, it is the world’s leader in both efficiency enhancers 
and innovation and sophistication factors. This is mainly due to the fact 
that the United States is in the third stage of development (the innovation 
stage) and the weight of the basic requirements is relatively minor. There-
fore the high values that it receives from the other two sub-indexices put 
this country in the leading position.  

It is important to emphasize that the subjectivity of the WEF clustering, 
as well as of the weighting process, sometimes results in contradictory re-
sults with respect to the WEF’s index. In particular, important discrepan-
cies may occur between the stage to which a country is assigned and the 
rank that it receives based on the GCI. When a country is assigned to a 
stage, logically, it is not expected to be ranked lower than the countries in 
worst stages nor higher than the ones in better stages. 

WEF results show some contradictions according to this perspective 
while our methodology provides a complete parallelism between the stage 
to which a country is assigned and its place with respect to the global rank-
ing. For example, Taiwan is assigned by WEF to transition stage between 
Stage 2 (efficiency-driven economies) and Stage 3 (innovation-driven 
economies), while it is found to be the 13th country according to the GCI. 
However, our method assigned Taiwan to high-competitive country cluster 
and found appropriately that its rank is 18th. Tunisia is assigned by WEF 
as in transition stage between 1 and 2 while its rank is 30 which is too high 
for such a low-stage cluster. However, our method correctly classified it as 
high-competitive country and assigned it to 30th rank.  

Contrarily, Italy, Kuwait, Cyprus, and Greece were assigned by WEF as 
Stage 3 (high-competitive) countries, but their ranks are between 42nd and 
47th. However, our method correctly assigned them to competitive rather 
than high-competitive stage as expected. 
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10.4 Conclusion and further suggestions 

Despite attempts to provide objectivity in the development of indicators 
for the analysis of the competitiveness of countries, there are obviously 
subjective judgments about how data sets are aggregated and what 
weighting is applied. Generally, either equal weighting is applied to 
calculate the final index or subjective weights are specified. The same 
problem also occurs in the subjective assignment of countries into different 
clusters. For example the WEF assigns countries to different stages of 
development mainly on the basis of their GDP level and the application of 
different subjective weights for each stage. These subjectivities may create 
a bias, as selecting specific data simultaneously overestimates the level of 
competitiveness of some countries, making them look unrealistically good, 
while underestimating that of others.  

The aim of this chapter is to explore whether methodological 
transparency can be an adequate solution to the above-given problems 
posed by the current aggregated indices. For this purpose, a methodology 
is proposed to objectively group countries into clusters as well as to 
specify the weight of the criteria that play the dominant role in each 
cluster. A new composite index that uses calculated weights has been 
created. By doing so, the criticism that it is simply an attempt to make 
some countries more competitive than they actually are can be avoided. 
What is more, by focusing on the criteria necessary to move a country into 
a higher cluster, the index can be used by both policy makers and 
executives responsible for making their countries more competitive. 

Moreover, the dynamic structure of the changes in the rankings of the 
countries’ competitiveness level is also analyzed in detail.  

As a further study a panel data analysis can be conducted in order to see 
the evolution of competitiveness of the countries.  
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Abstract Solution of ODEs set describing the pyrolysis of wood 
biomass, on the basis of cellulose, hemicelluloses, and lignin con-
tent of investigated materials is proposed as simple but effective tool 
for estimating the yield of pyrolysis of various biomasses available 
as by-products of typical agricultural activities in South of Italy. The 
pyrolysis of wood biomass represents a valid technique for recover-
ing biofuel from residues of forestry and other activities, in agricul-
ture as in industry, where wood and other plant residues are avail-
able. Wood biomass is essentially a composite material, the major 
constituents being cellulose, hemicellulose, lignin, organic extrac-
tives, and inorganic minerals. The weight percent of cellulose, 
hemicellulose, and lignin varies in different species of wood biomass. 
Results show that hazelnut shells and poplar prunings give high yield in 
fuel (gas and tar vapors) between 700 and 900 K, both for conven-
tional slow pyrolysis and for fast pyrolysis, whereas olive tree prun-
ings and chestnut wood residues give an appreciable yield (higher 
than 70%) only for temperatures above 900 K for fast pyrolysis. 
Sunflower residues, characterized by higher content of non-CHL 
compounds, give the lower yield in fuel for all the investigated con-
ditions. 

Keywords. Biomass, Pyrolysis, CHL model, Rate estimation, Bio-
gas yield, Numerical analysis 
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11.1 Introduction 

The development of the pyrolysis process for the biomass conversion and 
the design of required equipments demand the acquaintance of various as-
pects: the understanding of the mechanisms governing the process; the 
acquaintance of the most meant parameters to be estimated during the 
pyrolysis and their effect on the process; the determination of the devola-
tilization rate.  

In many cases, the description of the pyrolysis rate through relatively 
simple models is extremely useful from an engineering point of view. In 
other cases, instead, it is necessary to look at more complex models char-
acterized by an important number of parameters, leading to higher compu-
tational costs. It is in the case of models where the pyrolysis of the wood 
biomass single components (that are essentially, cellulose, hemicellulose, 
and lignin) is described: in this case one speaks about CHL (Cellu-lose- 
Hemicellulose-Lignin) model. 

The numerous existing studies on the mechanisms of pyrolysis of the 
biomass and its components [1–5] and on process rate modeling [6–8] 
have produced various reasonable rate models, all from the analysis of 
several woody materials and from experiments conducted in a wide range 
of operating conditions. 

The reasons for the different approaches reside in some parameters, 
such as the particular nature of the processed material; the composition 
that influences the rates of biomass pyrolysis; the rate of the devolatiliza-
tion process that depends strongly on the operating conditions, in particu-
lar temperature, speed of heating, and time of residence. In fact, there are 
several important variables, such as the biomass species, chemical and 
structural composition of the biomass, particle size, temperature, heating 
rate, atmosphere, pressure, and reactor configuration that affect the yield. 
In this chapter only the composition of biomass in terms of cellulose, 
hemicellulose, and lignin (CHL) was considered in order to estimate the 
pyrolysis yield in volatile compounds, gas and tar vapors, suitable as fuels.  

11.2 Problem formulation 

The biomass pyrolysis rate was related to wood biomass composition, in 
order to set up a model useful for all wood materials.  

Defining x, y, and z as the percentage of cellulose, hemicellulose, and 
lignin, respectively, and indicating with vi, the thermal degradation rate of 
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each of the considered components with respect to its initial mass, one can 
write  

LHCBIOMASS vzvyvxv ⋅+⋅+⋅=  (11.1)

and, then, if Yi is the mass fraction of pyrolysis products with respect to the 
mass of each component, one can write as follows: 

LHCBIOMASS YzYyYxY ⋅+⋅+⋅=  (11.2)

This assumption also considers that all the possible interactions among 
biomass components have a negligible effect on the advance of the pyrolysis. 

In 1979, Bradbury et al. [1] introduced a new model for the description 
of the rate of wood biomass pyrolysis (it was developed, in particular, for 
the cellulose); other authors [3, 7] improved the model and extended it to 
other biomass components (hemicellulose and lignin). 

 
Fig. 11.1. Model of pyrolysis mechanism with intermediate compound 

According to Fig. 11.1, the model previews an initial reaction (R1) that 
describes the global result of all reactions happening below 473 K. Below 
this temperature, one can observe transformation and a preliminary de-
polymerization of the starting material, which becomes an active interme-
diate. This first step is considered as a zero-order rates model [4]. The in-
termediate active compound is then subjected to further decomposition, 
following two competitive reactions, leading to gaseous products (gas and 
tar vapors, as in reaction R2, of order n2) and char (as in reaction R3, of 
order n3).  

Equations describing the model are as follows: 
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where YB, YB+, YG, YT and YC are the mass fraction (that is kg of product 
with respect to kg of fed biomass) respectively of biomass, intermediate 
compound, gas, tar vapor and char. 

A similar set of equations can be used for each single component: In this 
way, we do not refer to the whole biomass, but to cellulose, hemicellulose, 
and lignin.  

Initial conditions (t=0) are 

1=BY  (11.7)

0====+ CTGB YYYY  (11.8)

In order to evaluate the theoretical yield of pyrolysis products, the bio-
mass is considered to be reduced to particles having a size so small that in-
ternal profiles of mass or internal profiles of temperature can be neglected. 
According to this hypothesis, the linear heating rate of whole biomass is 
described as follows: 

( ) tHRTT ⋅+= 0  (11.9)

where HR is the heating rate and T0 is the initial temperature. 
When all the biomass is converted (YB=0), Eq. (11.3) and the first term 

in Eq. (11.4) are omitted. In isothermal conditions (T=T0=constant) as well 
as in non-isothermal ones, Eqs. (11.3), (11.4), (11.5), and (11.6) represent 
a system of ordinary differential equations, non-linear, that can be solved 
using a Runge–Kutta algorithm. 

11.2.1 Model parameters 

Literature [4] states that reactions R2 and R3 are often of order n2=n3=1.5. 
In such a case, the fitting of TGA results with results of model for each 
component allows us to calculate the rate parameters (activation energy, 
k0,i, and frequency factor, EA,i), as reported in Table 11.1. These values 
were used to evaluate the model results in terms is of yield of gas, vapour 
of tar, and char. 
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Table 11.1. Rate parameters for CHL model in the temperature range 573 K < T < 
873 K [4] 

Component Reaction n k0,i [s−1] EA,i [kJ/mol] 
 R1 0 2.2e14 167.5 
Cellulose R2 1.5 9.4e15 216.6 
 R3 1.5 3.1e13 196.0 
 R1 0 3.3e6 72.40 
Hemicellulose R2 1.5 1.1e14 174.1 
 R3 1.5 2.5e13 172.0 
 R1 0 3.3e12 147.7 
Lignin R2 1.5 8.6e8 137.1 
 R3 1.5 4.4e7 122.1 

11.2.2 Materials and methods 

As materials for investigation, biomasses available as by-products of typi-
cal agricultural activities in South of Italy were considered. Materials and 
their composition are shown in Table 11.2. 

Furthermore, in order to test the hypothesis of an overall reaction order 
of 1.5, 12 mg samples of beech wood residues (composed of 50.5% cellu-
lose, 29.6% hemicellulose, and 12.7% lignin, being the 7.2% non-CHL 
components) were subjected to thermogravimetric analysis between 520 
and 640 K in a current of nitrogen, using a TA Instruments Q500 TGA. 
Beech wood residues were used which are available as fine dry powder 
(average dimension less than 0.08 mm) from a local industry. 

Table 11.2. CHL composition for some common biomasses available as by-
products of typical agricultural activities in South of Italy 

Material Cellulose Hemicel. Lignin Non-CHL 
Hazelnut shells 25.9 29.9 42.5 1.7 
Poplar prunings 42.3 31.0 16.2 10.5 
Olive tree prunings 22.2 21.1 45.0 11.7 
Chestnut wood residues 41.1 16.0 22.8 20.1 
Sunflowers residues 27 18 27 28 

11.3 Results 

Thermogravimetric analysis on 12 mg samples of fine powder obtained 
from beech wood residues at a heating rate of 20 K s−1, in a current of pure 
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nitrogen gave the results shown in Fig. 11.2. TGA data were used in order 
to evaluate an overall rate for the pyrolysis reaction. 

In fact, for an overall n-order rate, the weight decay with the process 
time is given by the following equation: 

nRT
E

Wek
dt

dW A−
−= 0  

(11.10)

where W is the sample weight and the rate constant is expressed according 
to the Arrhenius law. 

Equation (11.10) can be rearranged in terms of logarithms and it gives 
the following expression: 
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Guessing the value of n using the TGA data, it is possible to plot the 
first term versus 1/T: the data will be on a straight line with best correla-
tion factor corresponding to the best value guessed for n. 

The results of this analysis are reported in Fig. 11.3, where the first term 
of Eq. (11.11) was plotted against the inverse of temperature. The best cor-
relation is given when n=1.5, according to quoted literature [4]. 

 
Fig. 11.2. TGA of beech wood residues at a heating rate of 20 K s−1 
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Fig. 11.3. Elaboration of TGA data for the evaluation of overall reaction rate order 
of beech wood residues show slow pyrolysis 

This overall model cannot give any indication about the yield in terms 
of char and volatile products obtained by the pyrolysis of biomass. For this 
purpose, the rate model with active intermediate is used. 

First of all, theoretical yields of char and gas and tar vapor were calcu-
lated for a hypothetical biomass constituted of only cellulose, of only 
hemicellulose, and of only lignin, respectively.  

Results calculated at 700 K are shown in Fig. 11.4. The higher yield of 
volatile compounds (gas and tar vapour) is given by 100% cellulose bio-
mass, whereas the higher yield of char. is given by 100% lignin biomass. 

 
Fig. 11.4. Theoretical yields of char and volatile products of cellulose, hemicellu-
lose, and lignin at 700 K 
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It is expected that the higher is the content of cellulose with respect to 
hemicellulose and lignin, the higher the yield in volatile products. 

For this purpose, the materials listed in Table 11.2 can be divided into 
two groups: the first one is composed of  poplar prunings and chestnut 
wood residues, with the higher cellulose content (42.3 and 41.1%, respec-
tively); the second one is composed of hazelnut shells, olive trees prun-
ings, and sunflower residues, with a lower content of cellulose (25.9, 22.2, 
and 27%).  

In the first group, poplar prunings show higher hemicellulose content 
with respect to the chestnut wood residues, and also a lower content of 
non-CHL components. In the second group, hazelnut shells and olive tree 
prunings show similar content of lignin (42.5 and 45%, respectively), but 
hazelnut shells are characterized by the lowest content of non-CHL com-
ponents. 

Figures 11.5 and 11.6 show the theoretical yields of char and volatile 
products of considered biomasses, evaluated by solving the CHL model in 
isothermal conditions at 700 and  900 K, respectively. 

Higher yields of volatile products are given by hazelnut shells and poplar 
prunings for both analyzed temperatures (69% at 700 K and 75% at 900 K). 

Higher yields of char are given by hazelnut shells and olive tree prun-
ings, for both analyzed temperatures (25% at 700 K and 18% at 900 K). 

Hazelnut shells also show the highest overall yield (almost 95%), 
whereas the lowest is the one which refers to sunflower residues (almost 
71%). Obviously, the overall yield is lower when the content of non-CHL 
components is higher. 

 
Fig. 11.5. Theoretical yields of char and volatile products of considered bio-
masses evaluated by solving the CHL model in isothermal conditions at 700 K 
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Fig. 11.6. Theoretical yields of char and volatile products of considered bio-
masses, evaluated by solving the CHL model in isothermal conditions at 900 K 

 
Fig. 11.7. Theoretical yields of gas and tar vapors of considered biomasses, evalu-
ated by solving the CHL model as a function of heating rate (HR) 

Figure 11.7 summarizes the theoretical yields of gas and tar vapors ob-
tained solving the model in non-isothermal conditions. During pyrolysis 
process, in fact, the material is heated in order to reach temperature values 
between 800  (conventional pyrolysis) and 1000 K (fast pyrolysis). Eight 
different heating rate (HR) values were considered: four values below 100 
K/s, considered as slow or conventional pyrolysis conditions, and four 
from 100 up to 1000 K/s considered as fast pyrolysis, with residence time 
between 0.5  and 5 s. Results show that hazelnut shells and poplar prunings 
give higher yields in gas and tar vapors for all the heating rates investi-
gated; olive tree prunings and chestnut wood residues give an appreciable 
yield (around 70%) only for temperatures above 900 K for fast pyrolysis 
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conditions. Sunflowers residues, characterized by higher content of non-
CHL compounds, give the lower yield in fuel (always less than 60%) for 
all the investigated conditions. Almost for all considered materials, there is 
a maximum yield for heating rate of 500 K/s.   

11.4 Conclusions 

For the estimation of volatile product yield of pyrolysis of wood and plant 
biomass, a CHL model was presented. Investigation on five biomasses 
available as by-products of typical agricultural activities in South of Italy 
allowed us to characterize the role of composition and heating rate on the 
final yield. Among the considered biomasses, hazelnut shells and poplar 
prunings gave high yield in fuel (gas and tar vapors) between 700 and 900 
K both for conventional slow pyrolysis and fast pyrolysis, whereas olive 
tree prunings and chestnut wood residues gave an appreciable yield (higher 
than 70%) only for temperatures above 900 K for fast pyrolysis. Sunflower 
residues, characterized by higher content of non-CHL compounds, give the 
lower yield in fuel for all the investigated conditions.  
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Abstract. The frequent pattern tree (FP-tree) is an efficient data 
structure for association-rule mining without generation of candi-
date itemsets. It, however, needed to process all transactions in a 
batch way. In addition to record insertion, record deletion is also 
commonly seen in real applications. In this chapter, we propose the 
structure of pre-large trees for efficiently handling deletion of re-
cords based on the concept of pre-large itemsets. Due to the proper-
ties of pre-large concepts, the proposed approach does not need to 
rescan the original database until a number of records have been de-
leted. The proposed approach can thus achieve a good execution 
time for tree construction especially when a small number of records 
are deleted each time. Experimental results also show that the pro-
posed approach has a good performance for incrementally handling 
deleted records. 

Keywords. Data mining, FP-tree, Pre-large-tree algorithm, Pre-
large itemsets, Record deletion 
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12.1 Introduction 

Many algorithms for mining association rules from transactions were pro-
posed, most of which were based on the Apriori algorithm [1], which gen-
erated and tested candidate itemsets level by level. This may cause itera-
tive database scans and high computational costs. Han et al. proposed the 
frequent-pattern-tree (FP-tree) structure for efficiently mining association 
rules without generation of candidate itemsets [2]. Both the Apriori and the 
FP-tree mining approaches belong to batch mining. That is, they must 
process all the transactions in a batch way. In real-world applications, new 
transactions are usually inserted into databases incrementally. 

One noticeable incremental mining algorithm was the fast-updated algo-
rithm (called FUP), which was proposed by Cheung et al. [3] for avoiding 
the shortcomings mentioned above. Although the FUP algorithm could in-
deed improve mining performance for incrementally growing databases, 
original databases still needed to be scanned when necessary. 

In the past, Hong et al. thus proposed the pre-large concept to further 
reduce the need for rescanning original database [4]. A pre-large itemset 
was defined based on two support thresholds. The algorithm did not need 
to rescan the original database until a number of new transactions had been 
inserted. Since rescanning the database spent much computation time, the 
maintenance cost could thus be reduced in the pre-large-itemset algorithm. 

Hong et al. also modified the FP-tree structure and designed the fast-
updated frequent pattern trees (FUFP trees) to efficiently handle newly in-
serted transactions based on the FUP concept [5]. The FUFP-tree structure 
was similar to the FP-tree structure except that the links between parent 
nodes and their child nodes were bi-directional. Besides, the counts of the 
sorted frequent items were also kept in the Header_Table of the FP-tree al-
gorithm.  

In this chapter, we proposed the structure of pre-large tree for handling 
the deletion of records based on the concept of pre-large itemsets [4]. A 
structure of a pre-large tree is to keep not only frequent items but also pre-
large items. Based on the pre-large itemsets, the proposed approach can ef-
fectively handle cases in which itemsets are small in both an original data-
base and deleted records. The proposed algorithm does not require rescan-
ning the original databases to construct the pre-large tree until a number of 
deleted records have been processed. Experimental results also show that 
the proposed algorithm has a good performance for incrementally handling 
deleted records. 
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12.2 Review of related works 

In this section, some related researches are briefly reviewed. They are the 
FUFP-tree algorithm and the pre-large-itemset algorithm. 

12.2.1 The FUFP-tree algorithm 

The FUFP-tree construction algorithm is based on the FP-tree algorithm 
[2]. The links between parent nodes and their child nodes are, however, bi-
directional. Bi-directional linking will help fasten the process of item dele-
tion in the maintenance process. Besides, the counts of the sorted frequent 
items are also kept in the Header_Table.  

An FUFP tree must be built in advance from the original database be-
fore new transactions come. When new transactions are added, the FUFP-
tree maintenance algorithm will process them to maintain the FUFP tree. It 
first partitions items into four parts according to whether they are large or 
small in the original database and in the new transactions. Each part is then 
processed in its own way. The Header_Table and the FUFP tree are corre-
spondingly updated whenever necessary. 

12.2.2 The pre-large-itemsets algorithm 

Hong et al. proposed the pre-large concept to reduce the need of rescan-
ning original database [4] for maintaining association rules. A pre-large 
itemset is not truly large, but may be large with a high probability in the 
future. Two support thresholds, a lower support threshold and an upper 
support threshold, are used to realize this concept. The upper support 
threshold is the same as that used in the conventional mining algorithms. 
The support ratio of an itemset must be larger than the upper support 
threshold in order to be considered large. On the other hand, the lower 
support threshold defines the lowest support ratio for an itemset to be 
treated as pre-large. An itemset with its support ratio below the lower 
threshold is thought of as a small itemset. Pre-large itemsets act like buff-
ers and are used to reduce the movements of itemsets directly from large to 
small and vice versa.  

Considering an original database and some records to be deleted by the 
two support thresholds, itemsets may fall into one of the following nine 
cases illustrated in Fig. 12.1. 

Cases 2, 3, 4, 7, and 8 above will not affect the final association rules. 
Case 1 may remove some existing association rules, and cases 5, 6, and 9 
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may add some new association rules. If we retain all large and pre-large 
itemsets with their counts after each pass, then cases 1, 5, and 6 can be 
handled easily. Also, in the maintenance phase, the ratio of deleted records 
to old transactions is usually very small. It has been formally shown that an 
itemset in case 9 cannot possibly be large for the entire updated database as 
long as the number of transactions is smaller than the number f shown be-
low [4]: 
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where f is the safety number of deleted records, Su is the upper threshold, Sl 
is the lower threshold, and d is the number of original transactions. 

 
Fig. 12.1. Nine cases arising from and the original database and the deleted re-
cords 

12.3 The proposed deletion algorithm 

A pre-large tree must be built in advance from the initially original data-
base before the records are deleted from the original databases. The data-
base is first scanned to find the large items which have their supports lar-
ger than the upper support threshold, and the pre-large items which have 
their minimum supports lie between the upper and lower support thresh-
olds. Next, the large and the pre-large items are sorted in descending fre-
quencies. The database is then scanned again to construct the pre-large tree 
according to the sorted order of large and pre-large items. The ordered fre-
quency values of large items and pre-large items are kept in the 
Header_Table and Pre_Header_Table, respectively. Besides, a variable c is 
used to record the number of deleted records since the last rescan of the 
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original database with d transactions. The details of the proposed algorithm 
are described below. 
 
The pre-large-tree deletion algorithm:  
INPUT: An old database consisting of (d − c) transactions, its correspond-

ing Header_Table and Pre_Header_Table, its corresponding pre-
large tree, a lower support threshold Sl, an upper support threshold 
Su, and a set of t deleted records. 

OUTPUT: A new pre-large tree after records are deleted by using the pre-
large tree deletion algorithm.  

STEP 1: Calculate the safety number f of deleted records according to the 
following formula [4]:  
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STEP 2: Scan the deleted records to get all the items and their counts.  
STEP 3: Divide the items in the deleted records into three parts according 

to whether they are large (appearing in the Header_Table), pre-
large (appearing in the Pre_Header_Table), or small (not in 
the Header_Table or in the Pre_Header_Table) in the original 
database.  

STEP 4: For each item I which is large in the original database, do the fol-
lowing substeps (Cases 1, 2, and 3): 

Substep 4-1: Set the new count SU(I) of I in the entire updated da-
tabase as follows: 

SU(I) = SD(I) −  ST(I), 
where SD(I) is the count of I in the Header_Table 
(original database) and ST(I) is the count of I in the 
deleted records. 

Substep 4-2: If SU(I)/(d − c − t) ≥  Su, update the count of I in the   
Header_Table as SU(I) and put I in the set of Re-
duced_Items, which will be further processed in 
STEP 6;  
Otherwise, if Su > SU(I)/(d − c − t) ≥  Sl, remove I 
from the  Header_Table, put I in the head of 
Pre_Header_Table with its updated frequency SD(I), 
and keep I in the set of Reduced_Items; 
Otherwise, item I is still small after the database is 
updated; remove I from the Header_Table and con-
nect each parent node of I directly to its child node in 
the pre-large tree. 



142      Chun-Wei Lin, Tzung-Pei Hong, Wen-Hsiang Lu 

STEP 5: For each item I which is pre-large in the original database, do the 
following substeps (Cases 4, 5, and 6): 

Substep 5-1: Set the new count SU(I) of I in the entire updated da-
tabase as follows:  

SU(I) = SD(I) − ST(I). 
Substep 5-2: If SU(I)/(d − c − t) ≥  Su, item I will be large after the 

database is updated; remove I from the 
Pre_Header_Table, put I with its new frequency 
SD(I) in the end of Header_Table, and put I in the set 
of Reduced_Items;  
Otherwise, if Su > SU(I)/(d − c − t) ≥  Sl, item I is still 
pre-large after the database is updated; update I with 
its new frequency SD(I) in the Pre_Header_Table and 
put I in the set of Reduced_Items; 
Otherwise, remove item I from the 
Pre_Header_Table. 

STEP 6: For each deleted record with an item J existing in the Re-
duced_Items, subtract 1 from the count of J node at the corre-
sponding branch of the pre-large tree. 

STEP 7: For each item I which is neither large nor pre-large in the original 
database but small in the deleted records (Cases 9), put I in the set 
of Rescan_Items, which is used when rescanning the database in 
STEP 8 is necessary. 

STEP 8: If t + c ≤  f or the set of Rescan_Items is null, then do nothing;  
Otherwise, do the following substeps for each item I in the set of 
Rescan_Items:  

Substep 8-1: Rescan the original database to decide the original 
count SD(I) of I. 

Substep 8-2: Set the new count SU(I) of I in the entire updated da-
tabase as follows:  

SU(I) = SD(I) −  ST(I). 
Substep 8-3: If SU(I)/(d − c − t) > Su, item I will become large after 

the database is updated; put I in the set of 
Branch_Items and insert the items in the 
Branch_Items to the end of the Header_Table ac-
cording to the descending order of their updated 
counts; 
Otherwise, if Su > SU(I)/(d − c − t) ≥  Sl, item I will 
become pre-large after the database is updated; put I 
in the set of Branch_Items, and insert the items in the 
Branch_Items to the end of the Pre_Header_Table 
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according to the descending order of their updated 
counts. 
Otherwise, do nothing. 

Substep 8-4: For each original transaction with an item J existing 
in the Branch_Items, if J has not been at the corre-
sponding branch of the pre-large tree for the transac-
tion, insert J at the end of the branch and set its count 
as 1; otherwise, add 1 to the count of the node J. 

STEP 9: If t + c > f, then set d = d −  t −  c and set c = 0; otherwise, set c = 
t + c.  

In STEP 8, a corresponding branch is the branch generated from the 
large and pre-large items in a transaction and corresponding to the order of 
items appearing in the Header_Table and the Pre_Header_Table. After 
STEP 9, the final updated pre-large tree is maintained by the proposed al-
gorithm. The records can then be deleted from the original database. 

12.4 An example 

In this session, an example is given to illustrate the proposed deletion algo-
rithm for maintaining a pre-large tree when records are deleted. Table 12.1 
shows a database to be used in the example. It contains ten transactions 
and nine items denoted a–i. 

Table 12.1. The original database in the example 

Old database 
TID Items 
1 b, c, e 
2 b, c, e, g 
3 a, b, d, e, h 
4 a, b, e, g, h 
5 a, e, g 
6 a, b, e 
7 b, d, e, g 
8 a, b, c, f 
9 a, c, d, f 
10 c, f, i 

Assume the lower support threshold Sl is set at 30% and the upper one 
Su at 50%. Here, not only the frequent items are kept in the pre-large tree 
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but also the pre-large items. For the given database, the large items are b, 
e, a, and c, and the pre-large items are d, g, and f, from which the 
Header_Table and the Pre_Header_Table can be constructed. The pre-
large tree is then formed from the database, the Header_Table and the 
Pre_Header_Table. The results are shown in Fig. 12.2. 

 
Fig. 12.2. The Header_Table, Pre_Header_Table, and the pre-large tree con-
structed 

STEP 1: The safety number f for deleted records is calculated as follows: 
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STEP 2: The three records are first scanned to get the items and their 
counts.  

STEP 3: All the items a to i are divided into three parts, {a}{b}{c}{e}, 
{d}{f}{g}, and {h}{i} according to whether they are large (ap-
pearing in the Header_Table), pre-large (appearing in the 
Pre_Header_Table), or small in the original database. 

STEP 4: The items in the deleted records which are large in the original da-
tabase are first processed. In this example, items a, b, c, and e (the 
first partition) satisfy the condition and are processed. Take item a 
as an example to illustrate the substeps. The count of item a in the 
Header_Table is 5, and its count in the deleted records is 2. The 
new count of item a is thus 5 − 2 (=3). The new support ratio of 
item a is 3/(10 − 0 − 3), which lies between 0.3 and 0.5. Item a is 
removed from the Header_Table and put into the head of the 
Pre_Header_Table with its updated frequency value and into the 
set of Reduced_Items. The new count of item c is thus 5 − 3 (=2). 
The new support ratio of item c is 2/(10 − 0 − 3), which is lower 
than 0.3. Item c will become small after database is updated. The 
item c is thus removed from the Header_Table and pre-large tree. 
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The new count of item b is 7–1 (=6). Item b is thus still a large 
item after database is updated. The frequency value of item b in 
the Header_Table is thus changed as 6, and item b is then put into 
the set of Reduced_Items. Item e is similarly processed. After 
STEP 4, the Reduced_Items = {a, b, e}. 

STEP 5: The items in the deleted records which are pre-large in the origi-
nal database are processed. They include items d, f, and g. Take 
item d, f, and g as an example to illustrate the substeps, respec-
tively. The count of item d in the Pre_Header_Table is 4, and its 
count in the deleted records is 1. The new count of item d is thus 
4−1 (=3). The new support ratio of item d is 3/(10 − 0 − 3), which 
lies between 0.3 and 0.5. Item d is thus still a pre-large item after 
the database is updated. The frequency value of item d in the 
Pre_Header_Table is thus changed as 4, and item d is then put 
into the set of Reduced_Items. The count of item f in the 
Pre_Header_Table is 3, and its count in the deleted records is 3. 
The new count of item f is thus 3 − 3 (= 0). The new support ratio 
of item f is then 0/(10 − 0 − 3), which is smaller than 0.3. Item f 
will become small after database is updated. Item f is thus re-
moved from the Pre_Header_Table and from the pre-large tree. 
The count of item g in the Pre_Header_Table is 4, and its count in 
the deleted records is 0. The new count of item g is thus 4−0 (=4). 
The new support ratio of item g is then 4/(10-0-3), which is larger 
than 0.5. Item g will become large items after database is updated. 
Item g is removed from the Pre_Header_Table and put in the end 
of Header_Table with its new frequency. The frequency value of 
item g in the Header_Table is thus changed as 4, and item g is 
then put into the set of Reduced_Items. After STEP 5, Re-
duced_Items = {a, b, d, e, g}. 

STEP 6: The pre-large tree a updated according to the deleted records with 
items existing in the Reduced_Items. In this example, Re-
duced_Items = {a, b, d, e, g}. The final results after STEP 6 are 
shown in Fig. 12.3. 

STEP 7: Since the items h and i are neither large nor pre-large in the origi-
nal database (not appearing in the Header_Table and in the 
Pre_Header_Table) and small in the deleted records, it is put into 
the set of Rescan_Items, which is used when rescanning in STEP 
7 is required. After STEP 7, Rescan_Items = {h, i}. 

STEP 8: Since t + c = 3 + 0 < f (=4), rescanning the original database is 
unnecessary. Nothing is done in this step.  

STEP 9: Since t (= 3) + c (= 0) < f (= 4), set c = t + c = 3 + 0 = 3. 
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Fig. 12.3. The Header_Table, the Pre_Header_Table, and the pre-large tree after 
STEP 6 

After STEP 9, the pre-large tree is updated. Note that the final value of c 
is 3 in this example and f −  c = 1. This means that one more record can be 
added without rescanning the original database for Case 9. Based on the 
pre-large tree shown in Fig. 12.3, the desired large itemsets can then be 
found by the FP-growth mining approach as proposed in [2] on only the 
large items. 

12.5 Experiments 

Experiments were made to compare the performance of the batch FP-tree 
construction algorithm, the FUFP-tree deletion algorithm, and the pre-
large-tree deletion algorithm for record deletion. The experiments were 
performed in C++ on an Intel x86 PC with a 3.0 GHz processor and 512 
MB main memory and running the Microsoft Windows XP operating sys-
tem. A real data set called BMS-POS [6] was used in the experiments. The 
minimum threshold was set at 1 − 5% for the three algorithms, with 1% in-
crement each time. Two thousand transactions were then deleted from the 
database. For the deletion algorithm of pre-large tree, the upper minimum 
support threshold was set at 1 − 5% (1% increment each time) and the 
lower minimum support threshold was set at 0.2, 1.2, 2.2, 3.2, and 4.2%, 
respectively. The execution times and the number of nodes obtained from 
the three algorithms were compared. Figure 12.4 shows the execution 
times of the three algorithms for different threshold values. 
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Fig. 12.4. The comparison of the execution times for different threshold values 

The comparison of the numbers of nodes for the three algorithms is 
given in Fig. 12.5. 

Fig. 12.5. The comparison of the number of nodes for different threshold values 

It can be seen that the three algorithms generated nearly the same sizes 
of trees. The effectiveness of the pre-large tree deletion algorithm is thus 
acceptable. 

12.6 Conclusion 

In this chapter, we have proposed the pre-large-tree maintenance algorithm 
for record deletion based on the concept of pre-large itemsets. Using two 
user-specified upper and lower support thresholds, the pre-large items act 
as a gap to avoid small items becoming large in the updated database when 
transactions are deleted.  

Experimental results also show that the proposed pre-large-tree mainte-
nance algorithm runs faster than the batch FP-tree and the FUFP-tree algo-
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rithm for handling deleted records and generates nearly the same number 
of frequent nodes as them. The proposed approach can thus achieve a good 
trade-off between execution time and tree complexity. 
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Abstract. Using the arbitrary Lagrangian–Eulerian (ALE) method, 
an accurate description of the melt flow and impurity distribution in 
a time-dependent domain Ω(t), t∈[0, T], is performed. The proce-
dure is developed for a crystal fiber grown from the melt by the 
edge-defined film-fed growth (EFG) technique, on the basis of the 
finite-element method using COMSOL multiphysics software. For 
this, an EFG system without melt replenishment (the melt level in 
the crucible decreases in time) is considered. By coupling three ap-
plication modes − incompressible Navier–Stokes, moving mesh ar-
bitrary Lagrangian–Eulerian, and convection–diffusion − it is illus-
trated, in the time-dependent case, how the pull of the crystal, with a 
constant rate vin, generates the fluid flow, and it is shown how the 
resulting fluid flow and deformed geometry determine the impurity 
distribution in the melt and in the crystal. 

Keywords. Arbitrary Lagrangian–Eulerian method, Finite-element 
technique, Free boundary problems, Edge-defined film-fed growth 
technique, Single crystal fiber  
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13.1 Introduction 

Numerical simulations of viscous incompressible fluid with free bounda-
ries have been receiving more attention over the past few decades. These 
types of problems arise frequently in several important industrial applica-
tions, such as melting and solidification, crystal growth, glass and metal 
forming processes. 

A fundamentally important consideration in developing a computer code 
for simulating problems of these types is the choice of an appropriate kin-
ematical description of the continuum, which determines the relationship 
between the deforming continuum and the finite grid or mesh of comput-
ing zones and which provides an accurate resolution of material interfaces 
and mobile boundaries. Algorithms usually use two classical descriptions 
of motion: the Lagrangian description and the Eulerian description [3, 4]. 
The Lagrangian description is preferred for “contained fluids” in which 
there is only small motion or for solid mechanics where the displacements 
are relatively small, whereas the Eulerian description is preferred for any 
flow model (except moving boundaries, free surface) in which the mesh 
would be highly contorted if required to follow the motion. The main dis-
advantage of the Lagrangian algorithm is its inability to follow large dis-
tortions of the computational domain without recourse to frequent re-
meshing operations. The disadvantages of the Eulerian algorithm are (i) 
material interfaces lose their sharp definitions as the fluid moves through 
the mesh and (ii) local regions of fine resolution are difficult to achieve. 

A hybrid approach which combines the best features of both the Lagran-
gian and Eulerian descriptions while minimizing their disadvantages is the 
arbitrary Lagrangian–Eulerian (ALE) technique [5, 6, 8]. This is the topic of 
this chapter. 

In this chapter, an accurate description of the melt flow and impurity 
distribution in a time-dependent domain Ω(t), t∈[0, T], on the basis of the 
finite-element method, is performed using COMSOL multiphysics soft-
ware. Because the geometry (actually the mesh) changes shape, the ALE 
algorithm is involved. Thus, for determining the impurity distribution in 
the melt and in the crystal when the fluid domain changes in time, three 
application modes are coupled in the time-dependent case: incompressible 
Navier–Stokes (NS), moving mesh ALE, and convection–diffusion (CD). 
This coupling procedure is developed for a crystal fiber grown from the 
melt by edge-defined film-fed growth (EFG) technique without melt re-
plenishment, and it demonstrates the ability of COMSOL to simulate flow 
and concentration evolutions with the help of the moving mesh. 
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The mathematical model is formulated in two dimensions in a cylindri-
cal-polar coordinate system, attached to the center of the capillary channel, 
for an Al-doped Si fiber grown from the melt by the EFG method with a 
central capillary channel shaper (CCC) and without replenishment [1, 
2, 7]. 

13.2 ALE kinematics description 

Two configurations are commonly used in continuum mechanics – mate-
rial configuration and spatial configuration – which are taken as the refer-
ence for Lagrangian and Eulerian descriptions. In the ALE description of 
the motion, neither the material configuration nor the spatial configuration 
is taken as reference. Thus, a third domain is needed: the referential con-
figuration P where reference coordinates m are introduced to identify the 
grid points (see Fig. 13.1): 

 
Fig. 13.1. ALE kinematics  

We are interested in describing the physical motion between the mate-
rial configuration Ω(0) and the spatial configuration Ω(t), i.e., we want to 
solve the deformation mapping φt: Ω(0)→ Ω(t) for each time t∈[0, T]. For 
this purpose, we consider two additional mappings  χt: Ω(0)→ P (material 
motion) and ψt: P → Ω(t) (mesh motion). Then the physical motion φt may 
be expressed as φt = ψt○χt

−1, clearly showing that these three mappings are 
not independent. 
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Since the choice of the reference configuration is arbitrary, one tries to 
capture the advantages of both Lagrangian and Eulerian descriptions while 
minimizing their disadvantages. In particular, the Lagrangian description 
can be defined as a special case of the ALE description by setting the ref-
erence configuration P equal to the material configuration Ω(0). Mathe-
matically, this can be obtained by the choice χt = id, so that the physical 
motion is equal to the mesh motion, i.e.,  φt = ψt (see Fig. 13.2). 

 
Fig. 13.2. Lagrangian kinematics  

Also, the Eulerian description can be defined as a special case of the 
ALE description. By setting the reference configuration P equal to 
the spatial configuration Ω(t) we obtain that the physical motion is equal to 
the inverse of the material motion φt = χt

−1 (see Fig. 13.3). 

 
Fig. 13.3. Eulerian kinematics 

In the general ALE case, the mapping φt: Ω(0)→ Ω(t) from the material 
configuration to the spatial configuration can be understood as the motion 
of the grid points in the spatial domain. Denoting the velocity of the domain 
by w, in the Eulerian approach w is zero, and in the Lagrangian approach w 
is equal to the velocity of the fluid particles. In the ALE approach, w is 
equal to neither zero nor the velocity of the fluid particles, but varies 
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smoothly and arbitrarily between both of them. This arbitrary mesh veloc-
ity keeps the movement of the meshes under control according to the 
physical problem, and it depends on the numerical simulation. More pre-
cisely, this method seems to be the Lagrangian description in zones and di-
rections where “small” motion takes place and the Eulerian description in 
zones and directions where it would not be possible for the mesh to follow 
the motion of the fluid. 

13.3 Mathematical description 

The fluid flow and impurity distribution in the crucible, in the capillary 
channel, and in the meniscus are described in a time-dependent domain 
Ω(t), t∈[0, T], by the incompressible Navier–Stokes and conservative 
convection–diffusion equations, 
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for which axisymmetric solutions are searched in the cylindrical-polar co-
ordinate system (rOz) (see Fig. 13.4). In the system (13.1), u =(ur, uz) is 
the velocity vector, c is the impurity concentration, F =(0, − glρ ) is the 
volume force field due to gravity, ρl is the melt density, p is the pressure, η 
is the dynamical viscosity, t is the time, and D is the impurity diffusion. 

 
Fig. 13.4. Schematic diagram of the EFG system and boundary regions 
used in the numerical model 
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The evolution of 
Ω(t) = {(r(R, Z, t), z(R, Z, t))⏐(R,Z)∈  Ω(0)} 

is described by the system of partial differential equations corresponding 
to the Laplace smoothing (Poisson equations): 
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Here R, Z represent the reference coordinates in the reference frame 
(ROZ), i.e., the fixed frame used for the description of Ω(t) and of the 
mesh velocity, as represented in Fig. 13.4(a, b). The solution (r(R, Z, t), 
z(R, Z, t)) satisfies the condition (r(R, Z, 0), z(R, Z, 0)) = (R, Z). 

The coupled system (13.1–13.2) is considered in the 2–D domain 
Ω(t) with boundaries (Ω1)–(Ω12), and for solving it, the ALE technique 
is used. The moving mesh (ALE) application mode solves the system 
of partial differential equations (13.2) for the mesh displacement. This 
system smoothly deforms the mesh given by constraints on the bounda-
ries. By the Laplace smoothing option (which has been chosen), the 
software introduces deformed mesh positions as degrees of freedom in 
the model. 

For solving the coupled system of PDE (13.1–13.2), boundary condi-
tions on Ω1 to Ω12 are imposed, with the Oz-axis being considered as a line 
of symmetry for all field variables: 
• Flow (NS) conditions: On the melt/solid interface, the condition of 

outflow velocity is imposed, i.e., u / kl sρ ρ= ⋅  
, where k represents the 

unit vector of the Oz-axis. On the melt level in the crucible Ω9 and on 
the intern boundary Ω8, we set up the neutral condition, 

( )( )[ ] 0nuupI
T

=∇+∇η+− , where n  is the normal vector. The 
other boundaries are set up by the non-slip condition 0u = . 

• Moving mesh (ALE) conditions: The domain Ω(t) is divided into two 
subdomains (labeled 1 and 2 − see Fig. 13.4(a, b)). For subdomain 1, we 
impose no displacement (i.e., subdomain 1 is fixed), and for subdomain 
2 we impose free displacement (is free to move). Hence, the mesh 
displacement takes place only in subdomain 2, and it is constrained by 
the boundary conditions on the surrounding boundaries Ω7, Ω8, Ω9, and 
Ω11. The displacement in subdomain 2 is obtained by solving the system 
(13.2). The boundary conditions involve variables from the NS 
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application mode. To obtain convergence, it is important for the 
boundary conditions to be consistent. The usual point-wise constraints 
or ideal constraints for ALE cause unwanted modifications of the 
boundary condition for the other two application modes (NS and CD). 
For this reason, in the ALE application mode, we must use non-ideal 
weak constraints on the boundaries: 
 the mesh displacements in the r-direction and z-direction on Ω9 are dr 

 the mesh displacement in the r-direction on Ω7UΩ11 is dr = 0; the 
mesh displacement dz in the z-direction is not specified, i.e., the mesh 
will follow the fluid movement; 

 the mesh displacements dr and dz in the r-direction and z-direction 
are not specified on Ω8 (the mesh follows the fluid flow). 

• Concentration (CD) conditions: On the melt/solid interface, the flux 
condition is imposed, which expresses that impurities are rejected back 

into the melt according to ( )cK
D
vc in

01
n

−−=
∂
∂ . On the inner boundary Ω8, 

we set up the continuity condition (flux difference is zero), 
i21 uN,0)NN(n iiii ccD +∇−==−⋅ , where i = 1 for subdomain 1 and i 

= 2 for subdomain 2. The other boundaries are set up by the no-impurity 
flux condition, i.e., insulation: 0cn

n
c =∇⋅=

∂
∂ . 

Besides the above boundary conditions, we have to add the initial condi-
tions: 

 for the fluid flow:  u(t0) = 0, v(t0) = 0 in subdomain 1 and u(t0) = 0, 
v(t0) = vn in subdomain 2 (the fluid velocity should be equal to the 
mesh velocity, according to  [5, 6, 8]); 

 for the pressure: ( ) zgPtp l ⋅⋅−== ρ00  in subdomain 1 and p(t0) = 0 
in subdomain 2; 
for the initial impurity distribution: ( )00 tcCc ==  in both 
subdomains; 

 for the mesh displacement: r(t0)=R, z(t0)=Z. 

– 

 – 

– 

– 

– 

 – 

 – 

= 0, dz = vn×t, where 2 2 2
0* /n cv R R R= − − ⋅ inv  (the mesh velocity 

should be equal to the fluid velocity, according to  [5, 6, 8]); 
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Details concerning the significance of these quantities and their values for 
the Al-doped Si rod are presented in Table 13.1 and Fig. 13.4(c). 

Table 13.1. Material parameters for silicon 

Nomenclature Value 
c impurity concentration (mol/m3)  
C0 alloy concentration (at %) 0.01 
D impurity diffusion (m2/s) 5.3×10−8 
Dl die length (m) 0.04 
g gravitational acceleration (m/s2) 9.81 
h meniscus height (m) 0.5×10−3 
K0 partition coefficient 0.002 
η dynamical viscosity (kg/m×s) 7×10−4 
p pressure (Pa) 0 
R crystal radius (m) 1.5×10−3 
Rcap capillary channel radius (m) 1.5×10−3 
Rc inner radius of the crucible (m) 23×10−3 
R0 die radius (m) 2×10−3 
ρl density of the melt (kg/m3) 2500 
ρs density of the crystal (kg/m3) 2300 
u  velocity vector  
vin pulling rate (m/s) 10−6 
z coordinate in the pulling direction  

13.4 Numerical results 

Numerical investigations are carried out for an Al-doped Si rod of radius 
R* = 1.5 ×10−3 m, grown in terrestrial conditions with a pulling rate vin = 
10−6 m/s. The boundaries presented in Fig. 13.4 are determined from the 
particularities (characteristic elements) of the considered EFG growth sys-
tem. Thus, a crucible with inner radius Rc = 23 ×10−3 m is considered in 
which a die of radius R0 = 2×10−3 m and length 40 ×10−3 m is introduced, 
such that 2/3 of the die is immersed in the melt. In the die, a capillary 
channel is manufactured with a radius Rcap = 1.5 ×10−3 m, through which 
the melt climbs up to the top of the die. A seed is placed in contact with 
the melt; due to the heat transfer, this seed melts, and a low meniscus with 
height h = 0.5×10−3 m is developed. These above values define the initial 
geometry Ω(0) in the fixed reference frame (ROZ), at t = 0. 

We then start the growth process of the Al-doped Si rod with a constant 
pulling rate vin. Because the EFG system is without melt replenishment 
(the melt level in the crucible decreases in time) and the crystal is pulled 
with a constant rate vin (at the boundary Ω3), a fluid flow in the crucible is 
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induced. Hence, the melt height in the crucible decreases, i.e., the length 
of the boundaries Ω7, Ω11 decreases and the boundary Ω9 goes down. In 
this way, the initial geometry Ω (0) changes in time as Ω (t) ={(r(R, Z, t), 
z(R, Z, t))⏐(R,Z)∈ Ω(0)} with respect to the reference frame (ROZ). The 
new reference frame will be the one determined by the spatial coordinates 
r, z of the ALE-frame in which the mesh is moving, i.e., (r, z)∈ Ω(t). 

In order to evaluate in which way the resulting fluid flow and the de-
formed geometry determine the impurity distribution in the melt and in the 
crystal, using COMSOL multiphysics 3.2 software, we solve the coupled 
NS-ALE-CD application modes in the ALE-frame (rOz). COMSOL 
multiphysics solves the math necessary to manipulate, move, and deform 
the mesh simultaneously with the boundary movement, as required by the 
other coupled physics (see Fig. 13.5). 

 
Fig. 13.5. Mesh deformation in the ALE application mode for vn = − 4.65×10−8 
m/s at three different instants of time, 0 < t1 < t2 < t3 <T 

The employed mesh is considered with maximum element size of 1e-3 
and manually refined along the boundaries 2, 6, 7, 8, 9, 10, 11, and 12 
(maximum element size is 1e-4), i.e., along the free surfaces and their 
neighborhood boundaries. According to the considered geometry, 1703 
triangular mesh elements are used. By the NS-CD-ALE equations and 
Laplace smoothing option software, 23,397 degrees of freedom are intro-
duced for these meshes. 

The dependence of the impurity distribution on the geometry changes is 
presented in Fig. 13.6(a– c). 
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Fig. 13.6. Dependence of the impurity distribution on the decrease of the melt 
level in the crucible  

Computations show that at the beginning, if the melt level decreases in 
the crucible, then the concentration increases starting from the initial value 
C0 = 0.01 mol/m3. Moreover, there exists a certain time after which the 
impurity concentration becomes constant, even if the melt level still de-
creases in the crucible.  

13.5 Conclusions 

The arbitrary Lagrangian–Eulerian (ALE) method for coupled Navier–
Stokes and convection–diffusion equations with moving boundaries has 
been implemented for a melting–solidification process. The effect of the 
deformed geometry on the impurity distribution has been studied for an 
Al-doped Si fiber grown from the melt by the edge-defined film-fed 
growth (EFG) technique. 

Acknowledgment. We are grateful to the North Atlantic Treaty Organisa-
tion (Grant CBP.EAP.CLG 982530) for support of this project. 
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Abstract. The purpose of this chapter is to present curricula devel-
opment at Polish-Japanese Institute of Information Technology 
(PJIIT) embracing e-learning methods. We will discuss the current 
state of development and the conclusions which can be drawn from 
the 5 years of experience of running online courses at PJIIT. We de-
velop further methods described earlier in [1–3].  
In the first part we will describe the methodology we use and show 
PJIIT's e-learning platform EDU, developed by our own specialists. 
We will also discuss the specific issues connected with undergradu-
ate, graduate, and postgraduate curricula offered by PJIIT. One of 
the key features of education at PJIIT is the possibility of choosing 
between stationary and distance way of learning a subject.  
We will also present the use of the EDU system in teaching station-
ary courses because both the methodology and the technology can 
be applied not only in distance education but also to enhance tradi-
tional studies as well. It seems that the differences in stationary and 
distance education are not becoming more pronounced with the de-
velopment of new technologies. 
In the second part of this chapter we present basic assumptions of 
the UNDP project aiming at establishing similar curricula in 
Ukraine in cooperation with local universities. The project, entitled 
"Transfer of Information Technology to Ukraine" was coordinated 
by Polish-Japanese Institute of Information Technology under the 
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auspices of United Nations Development Program (UNDP) and fi-
nanced with the funds donated by the government of Japan. It began 
in mid-2004 and was completed in December 2006. This extends 
the ideas presented earlier in [4] and [5]. 

Keywords. Online learning, Distance learning, Blended learning, 
Learning management system, Platform EDU, International e-
learning projects, Curricula, Methodology 

14.1 Introduction 

Polish-Japanese Institute of Information Technology (PJIIT) is the leading 
Polish university specializing in computer science. It was founded in 1994 
as a result of the agreement between the governments of Poland and Japan. 
The institute offers undergraduate, graduate, and postgraduate courses in 
the main fields of computer science.  

Over the last 8 years the lectures at PJIIT have been gradually moved to 
electronic format (mostly PowerPoint). What is more, the Internet has be-
come a powerful medium of communication between students and faculty. 
We have arrived at a conclusion that the time has come to introduce the 
new form of studies based on the Internet in addition to regular stationary 
courses. In the year 2001 we started teaching online courses on an experi-
mental basis in cooperation with the University of North Carolina, Char-
lotte. The participants of the courses were graduate students from both the 
universities.  

In June 2000 the Senate of PJIIT took a decision to start preparation for 
online studies toward B.Sc. degree in computer science. The new studies 
commenced in September 2002 with 42 students enrolled. In 2006 they 
were extended with the studies toward M.Sc. degree in computer science. 
Their curriculum comprises basic knowledge in computer science enabling 
our graduates to find jobs as administrators, analysts, system designers, 
programmers, multimedia, or network designers. Our graduates should 
possess the ability to set up information systems running over the Internet 
and the ability to work and cooperate over the Internet. Building the last 
two skills is inherent in the nature of the courses themselves, i.e., being 
conducted online. We believe this is the advantage e-studies have over 
other forms of tuition and we are convinced this advantage needs to be ex-
plored. Moreover, after completing studies toward M.Sc. degree in com-
puter science our graduates can design e-learning solutions for higher edu-
cation and business and do research in the area of IT and its applications. 

The curriculum of the new studies is almost identical to the curriculum 
of stationary studies toward the B.Sc. and M.Sc. degrees in computer 
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science at the Polish-Japanese Institute of Information Technology. The 
only difference is greater emphasis placed on Internet technologies. In par-
ticular, the course "Application of e-learning in higher schools and busi-
ness" is required for online students and optional for others.   

From October 2008 we plan to start our online postgraduate studies in 
computer science. The studies will be offered for IT specialists as well as 
specialists in other domains who want to apply IT solutions supporting 
their everyday activities at work, specifically in conducting software pro-
jects. The ideal candidates are the persons who possess basic IT knowl-
edge and have some experience in using IT tools and who want to enhance 
their knowledge and abilities in the area of design and build information 
systems, applications, and databases. These studies are supposed to im-
plement the idea of lifelong learning. 

Each online student has to come to the institute for 1-week stationary 
sessions two or three times a year. During these visits they take examina-
tions and participate in laboratory courses requiring specialized equipment. 
The new studies are based on the educational, multimedia materials avail-
able both online and on CDs produced and supplied by PJIIT.   

The courses run either exclusively over the Internet or in the mixed 
mode: lectures over the Internet and laboratory classes at the institute's 
premises. Each course comprises 15 units treated as lectures. The content 
of one lecture is mastered by students during 1 week. At the end of the 
week the students send the assignments to the instructor and carry out 
tests, which are automatically checked and graded by the system. The 
grades are entered into the gradebook – each student can see only his or 
her own grades. 

Besides home assignments and tests there are online office hours held 2 
hours a week; seminars and live class discussions. Bulletin boards, timeta-
bles, discussion forums, and FAQ lists are also available.  

It is important that during their studies the students have remote access 
to the PJIIT's resources such as software, applications, databases, an ftp 
server, an e-mail server.   

Partial grades obtained during the semester (coming mainly from home 
assignments and tests) contribute to the final grade for online classes. Of 
course, besides this grade we have always the second grade resulting from 
the examination administered in the PJIIT building. 
It should be emphasized that in our form of studies the attendance of lec-
tures and classes has been replaced by the necessity of systematic, week-
by-week, individual work. An online student has to be more responsible, 
systematic, and self-driven than a stationary student. Every week they are 
required to demonstrate the understanding of a part of the material by do-
ing homework assignments and tests. It is an exacting form of studies, 
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difficult for many students as the analysis of students' performance shows. 
Those students who survive the first semester, they number about 50%, 
seem to learn endurance and systematic work and they are able to continue 
their hard work during the next semesters. 

14.2 Format of lecture materials 

Course materials used in the online studies take the form of electronic 
textbooks in the HTML format, with navigation implemented by means of 
scripts of JavaScript language. They include (1) material which during tra-
ditional lectures is normally displayed on the screen, usually consisting of 
text and figures; (2) explanations given by the lecturers during their lec-
tures; (3) multimedia presentations whose aim is to help the students to 
understand the most difficult parts of the course; (4) auxiliary material 
such as glossary of terms and index; (5) bibliography and webgraphy; (6) 
references to other materials; (7) homework assignments to be done by 
students and short questions embedded in the text. For each course there is 
a syllabus presenting its most important points such as a description of 
course content, prerequisites, obligatory and recommended textbooks, 
grading policy. 

The form of course materials described above is easily transferable to 
arbitrary learning environments whose lecture materials are of the form of 
HTML documents with navigation based on JavaScript language. 

14.3 Help in creating virtual community  

We have found out that the students who contact one another and the lec-
turers perform much better. Therefore, before starting online studies, we 
try to help in creating virtual community between students and faculty. Af-
ter coming to the institute for the first time, the new students attend the 
meeting with teachers at the institute's premises. They spend their first 
week at the institute's premises on a 5-day course devoted to working and 
collaborating on the Internet. Their first totally online course is optional 
and concerns High School Math with two aims in mind: equalizing the 
level of mathematical preparation and providing exercises in online learn-
ing before the basic courses start.  
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14.4 Internet-based system for online studies 
management 

System EDU was created by PJIIT students and staff. The software 
was written in the programming languages Visual Basic, Java, and 
ASP. The data are stored in the Microsoft SQL Server database.   

The system consists of the following modules: 
Main Page – The module enabling presentation of the list of courses to 

which the user has been granted access and all the new information con-
cerning these courses (such as new announcements). 

Course – The module enabling the instructor to present basic informa-
tion about the course such as the instructor's e-mail address, brief course 
description, and selection of modules to be used by students during the 
course. The instructor decides whether the course is disabled or enabled to 
the students (for example, disabling the course when major modifications 
take place). The module includes the display of the list of the students of 
the course with their e-mail and web page addresses. The course partici-
pants including the instructor can send e-mail messages to groups of stu-
dents by selecting their e-mail addresses. 

Calendar – Before starting the course, the instructor prepares the course 
calendar in the form of a list of events each accompanied by a date. The 
events are the deadlines for homework assignments, tests, dates of online 
seminars, and so on. 

Announcements – The instructor can publish current announcements 
concerning the course. Announcements are sorted by date. New an-
nouncements (last 30 days) are also shown on the Main Page in the section 
"New announcements." 

WWW – The module is a collection of links to WWW pages concern-
ing the course – including pages presenting the instructor and all the stu-
dents in the course. 

Chat – The module enables direct online communication among stu-
dents and instructors. The instructor can carry out office hours, seminars, 
and lectures online. On specific dates students and instructor enter the 
class chatroom and conduct online sessions. On the right-hand side of 
the window they can see the list of all the participants who have entered 
the chatroom. Every participant can write text messages visible to all in the 
chatroom. 

In addition, students and instructors can use whiteboards 

• to draw images,  
• to display e-content stored in files including text and graphics.   
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Fig. 14.1. Main course page of EDU 

 
Fig. 14.2. Chat module 

The instructor can restrict the number of students who can enter a spe-
cific chatroom, making possible private consultations. 

Forum – The module enables off-line communication among students 
and instructors. Forum is organized by main topics or threads, called 
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"threaded discussions." The instructor can carry out lessons in the form of 
discussions on selected topics. 

FAQ – Frequently asked questions is the list of questions and problems 
frequently asked by students (e.g., by e-mail or forum) with explanations 
given by the instructor. 

Tasks Folders, Working Folder – The areas for exchanging files 
among students and the lecturer. There are two types of folders: Working 
Folder – files in this folder may be downloaded by every user in the course 
and Tasks Folders – files in this folder may be uploaded by students, but 
only the instructor has a privilege to download them – the folder is mainly 
used to collect homework assignments. 

Lectures – Each lecture is an HTML presentation including graphics 
and multimedia all combined into one learning structure. System EDU 
makes it easy for a lecturer to make changes in the files forming the lecture 
presentation. When the student enters the module, a new browser window 
is opened with the lecture presentation inside. 

Materials – Educational materials provided by the instructor for the 
students to help them in their studies. System EDU does not restrict type of 
materials. It may by any file. If a student selects a file, which is saved in 
format recognizable by his or her browser (e.g., html), then the material 
will be opened in a browser window. But if it is of unrecognizable format, 
then students will be asked if they want to save the file or open it from cur-
rent location. 

Textbooks – This is the list of textbooks recommended by the instructor 
of the course. The information goes with title, author, publisher, and de-
scription. Attribute "Main" determines if the book is obligatory or supple-
mentary for the course. 

Tests – Using this module the instructor prepares tests to be taken by 
students. Every test may be taken only once (it counts when the student 
saves the test so he or she can first get acquainted with the test questions 
and, possibly, during another session provide solutions to them). There are 
five types of test questions: text, multi-line text, yes/no, options (only one 
answer is true), and multi-options (there may be more than one answer 
true). 

Grades – The instructor enters the students' grades received for doing 
specific tasks such as homework assignments, tests, discussions, projects. 
The instructor can attach additional comments and remarks explaining ob-
served achievements, errors, and shortcomings. The student can see only 
his or her grades and additionally, how he or she stands in the ranking in 
comparison to other students. The instructor can print course protocols 
automatically filled with final grades. 
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Fig. 14.3. Lecture presentation 

Lessons – In this module the instructor can design a programed course 
consisting of interactive lessons. The student studies the programed course 
by reading materials and answering test questions after the end of each 
section, each lesson, and the whole course. The student moves to the next 
lesson only after getting enough points for the test ending the previous les-
son. The instructor decides about the number of points to pass the lesson 
and the whole programed course, respectively. The default threshold is set 
at 50%. 

Notes – In this module users can enter and store text notes. Every note 
is visible only to its author in the current course along with the date of its 
creation. 

Register – Every entry to a course in the EDU system is stored in the 
database. Using this module, the instructor can monitor how many times 
each student used the system and can find the date and time of every visit. 
Moreover the instructor can display the number of visits at each module 
for each student.   

14.5 Analysis of using the EDU system 

All entries to the courses and their modules in the EDU system are regis-
tered. Therefore it is possible to monitor the activity and performance of 
students. In particular, by analyzing the number of entries, we can get 
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information about students who ceased to participate actively in the online 
course. The following conclusions can be drawn:  

1. The average student enters each course 3–5 times a week.   
2. The students use the test module most frequently, often look into their 

grades, and often read lectures. Because the students get their 
lectures, on the CDs as well, the statistics does not reflect fully the 
students sinterest in the content.   

3. The students who use the system regularly perform much better than 
others.  

14.6 Significance of the new form of studies for the 
Institute as a whole 

The introduction of Internet-based studies has had a stimulating impact on 
the whole institute. As a side effect the textbooks based on lecture materi-
als originally prepared for the online studies are published by our institute's 
publishing unit. It is regarded as the most valuable publishing initiative in 
computer science in Poland. We have observed that the electronic materi-
als prepared for the online studies exert influence on the way ordinary lec-
tures are presented – improving greatly their quality and visual attractive-
ness. The automatic system of tests prepared for the online studies is used 
also to carry out ordinary examinations for stationary courses. Moreover, 
the stationary students who have not passed a course can repeat it enrolling 
in the online mode, without the need of repetition of classes in the PJIIT 
building. It has become a popular form of catching up. Another interesting 
phenomenon is that persons who stopped their studies at the PJIIT several 
years ago come back and resume their studies as Internet students. 

14.7 Using online methods for stationary courses 

The differences between stationary and non-stationary studies seem to di-
minish along with the development of online learning methods. We have 
found the following valuable elements of electronic methods for stationary 
courses: possibility of online studying of lectures instead of coming to at-
tend lectures at the university, enabling computer-aided individual work of 
students, diversifying contacts with teachers and other students.   

The following Edu modules are used for stationary courses: Announce-
ments, Task Folders, Working Folders, Lecture materials, Tests/exams at 
the Institute premises, Discussion Forum, Chat. 
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14.8 Conclusions 

Summing up, in our version of internet-based studies we teach most of the 
courses exclusively over the Internet. Such courses include among others 
programming, software engineering, networks, databases, and mathemat-
ics. only few subjects require highly specialized technical equipment and 
such courses are organized in the PJIIT laboratories. These courses include 
computer graphics, multimedia, and electronics. Internet-based studies 
have been positively evaluated by most of our students – such a conclusion 
can be drawn from our standard evaluation check carried every semester. 
We have noticed that such a form of studies is of particular importance for 
those students who either stay abroad a lot or who cannot participate regu-
larly in stationary classes because of health, job, or family reasons.  

14.9 UNDP project 

The UNDP project was sponsored by the Japanese Government, managed 
by UNDP, and conducted by PJIIT and Ukrainian technical universities in 
Kiev and Lviv in the years 2004 – 2006. Its aim was to transfer the cur-
riculum of online undergraduate studies in computer science at PJIIT to the 
e-education centres established at selected Ukrainian universities and to 
transfer the System Edu for management of online courses to the estab-
lished e-centres. 

There were the following premises of moving online undergraduate cur-
riculum to Ukraine: IT knowledge is general enough, it requires only trans-
lating didactic materials into Ukrainian, universal form of applied technol-
ogy during development of content makes it easy to move them to another 
program of studies, modern technology based on Internet and on tele/video 
conferences is available. 

At the beginning we conducted the analysis of Ukrainian education 
market in order to find institutions which might host e-centers in coopera-
tion with PJIIT. Comparison of curricula of PJIIT and Ukrainian universi-
ties was made. 

We found that Ukraine experienced need for IT specialists and for the 
international diploma of completing the studies in IT. Technical universi-
ties of Kiev and Lviv were introducing techniques of e-education to their 
teaching activities.  

In February of 2005 the agreements were signed for cooperation be-
tween PJIIT and technical universities of Kiev and Lviv and for creating 
two e-centers at those universities. 
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A training course on e-learning methods was conducted in the PJIIT 
building on July 11–15, 2005, with 20 Ukrainian academic teachers taking 
part (from Kiev, Lviv, and Odessa technical universities).  

Purchasing and instalment of hardware and software in the Ukrainian 
centers took place. The Ukrainian version of the Edu System was prepared 
and installed in  both the Ukrainian e-centers (Fall 2005). 

During the years 2005 and 2006 the multimedia materials for online 
courses were translated from Polish into English and next into Ukrainian 
language. 

In the spring semester of the academic year 2005/2006 two pilot courses 
of the selected subjects for the selected groups of Ukrainian students were 
prepared and conducted.  

In addition to the UNDP project another project sponsored by the Polish 
Ministry of Foreign Affairs was also run in the year 2006 whose aim was 
to include Odessa Polytechnic into the framework of the UNDP project e-
centers, to train next group of Ukrainian academic teachers in e-learning 
methods, and to prepare multimedia materials for 11 humanistic courses 
which are obligatory in the Ukrainian academic curriculum. 

In the year 2007 a similar project sponsored by the Polish Ministry of 
Foreign Affairs was run whose aim was to include Kharkiv University of 
Radioelectronics  into the framework of the UNDP project e-centres and to 
train next group of Ukrainian academic teachers in e-learning methods. 

It is expected that the Ukrainian e-centers in cooperation with PJIIT will 
start online studies from the academic year 2008/09. 
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Abstract. Road accident is an unfortunate event which is a matter of 
serious concern to the authority. A proactive measure taken in re-
ducing the rate of accidents is to identify hazardous locations for 
treatment. In order to allocate resources wisely when treating acci-
dent locations, engineers usually rank accident locations based on 
the mean number of accidents observed over a period of time. Iden-
tification, ranking, and selecting hazardous accident locations from 
a group under consideration is a fundamental goal for traffic safety 
researchers. The search of a better method to carry out such tasks is 
the main aim of this study in order to improve road safety in the 
country. The number of accident varies within and between loca-
tions, hence making Bayesian hierarchical model suitable to be ap-
plied when allowing for these two stages of variation. This study 
will illustrate the use of posterior mean to rank accident blackspots.  

Keywords. Bayesian hierarchical model, posterior mean, accident 
blackspots, gamma distribution, Poisson distribution, traffic safety 
research 
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15.1 Introduction 

Since 1990 Ministry of Science, Technology and Environment have been 
funding research programs to improve the accident data collection and 
analysis system in Malaysia. The programs also aim to encourage wider 
usage of the system to assist in the identification of accident blackspots 
prior to any effective treatment given in order to improve road safety in the 
country [9]. The current method used in the country to identify such haz-
ardous locations is not based on specific probabilistic approach. Since ac-
cidents are random and multi-factor events, the use of probability and tools 
of statistics in such road safety research is more appropriate. Recently, 
empirical Bayes methods have been used in road safety studies to identify 
dangerous locations arguing that adjusting historical data by statistical es-
timates yields improved predictability [4, 7]. Furthermore, the recent use 
of ranking procedures based on a hierarchical Bayes approach has been 
proposed in literature [5, 6, 10], since this method can handle uncertainty 
and variability in accident data by producing a probabilistic ranking of the 
accident locations. This chapter will highlight the use of Bayesian hierar-
chical approach to produce an alternative ranking method in identifying 
the hazardous accident locations. In addition, it could enable to determine 
the impact on the ranking when alternative criteria are used. The hierarchi-
cal Bayesian method proposed by Schlüter [10] is reviewed and some ad-
justments have been made by including the fatal and serious injury acci-
dent categories and also the ratio of the cost of fatal accidents as compared 
to serious injury accidents. 

15.2 Data 

The Royal Malaysian Police has classified accident into four types: fatal, 
serious injury, slight injury, and damage to the vehicles or properties only 
[2]. Due to the problem of misclassification of the type of injury accidents, 
only the accident data for the fatal and serious injury accidents are consid-
ered in this study. The analysis made to illustrate the proposed ranking 
method is based on accident data collected over a 3-year period from 1996 
to 1998 for 30 locations. Since the details pertaining to cost of a particular 
accident may not be readily available, a sample of insurance claims for fa-
tal and serious injury accidents are used for estimating the accident cost 
and the ratio between these insurance claims will be used as a scaling fac-
tor, treated as the nuisance factor in the Bayesian modeling. 
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15.3 Cost ratio of fatal to serious injury accident 

We assume that the insurance claim for fatal accident (C1) and the insur-
ance claim for serious injury accident (C2) follow gamma distributions 
with parameters 1 1 2 2, and , ,γ η γ η  respectively. 

Consider a new variable 
2

1

C
CA = . By using the method of transforma-

tion of variables, the conditional probability of a given 2121 ,,, ηηγγ  could 
be written as 
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Based on the maximum likelihood method, the estimates for the pa-
rameters 2121 ,,, ηηγγ  are obtained, where =1̂γ 1.0951, =2γ̂ 1.1825, 

=1̂η 12481.8508, and =2η̂ 704.1688. These values are substituted in Eq. 
(15.1), and by numerical method the median and mean values are found to 
be 1.31 and 8.6, respectively [8]. 

15.4 The hierarchical Bayesian model 

Consider two discrete random variables Xij and Yij, each representing the 
number of fatal accidents and the number of non-fatal accidents occurring 
at locations i = 1,2,…,k in j = 1,2,…,ti years. Since each location observed 
two accident categories, random variables Xij and Yij are assumed to have a 
mean number of accident per year of λ1i and λ2i2, respectively. Since both 
Xij and Yij satisfy the characteristics of a Poisson process, it is reasonable to 
assume that both variables are following Poisson distribution with mean 
λ1i and λ2i, respectively.  

Let the number of fatal accidents occurring in location i in the period ti 

year be denoted as Xi = ∑
=

it

j
ijX

1

, and the number of serious injury accidents 

occurring at location i in ti year be denoted as Yi = ∑
=

it

j
ijY

1

. Hence, random 
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variable Xi and Yi, respectively, are assumed to be having Poisson distribu-
tion with mean number of accidents of tiλ1i and tiλ2i given as follows: 
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for i=1,2,…,k where λ1i > 0 and λ2i > 0. 
In the following explanation to obtain the mean posterior, t will be ex-

cluded since it is regarded as a constant term. 
Assume that the uncertainties in the mean number of fatal and serious 

injury accidents are modeled as gamma distributions, which are also com-
monly known as the conjugate priors. 

Based on the elicitation of expert opinions and referring to some previ-
ous studies [1, 3, 5], it reveals that the expected cost for fatal accident is 
more than the expected cost of serious injury accident. Since the true cost 
of each type of accident is not known, we consider that the ratio of claims 
for fatal accident and serious injury accident as obtained in Eq. (15.1) 
could be used as a scaling factor for scaling up the expected number of fa-
tal accidents, thus adjusting the hazardous level of each location. 

The joint posterior distribution of λ1i, λ2i and a  conditional on Xi, Yi 
could be obtained through the Bayes theorem mechanism given as 
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Since the parameters λ1i, λ2i, and a  are assumed independent, Eq. (15.3) 
could be simplified as follows: 
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Let iii a 21 λλλ +=′  represent the prioritized score to be used in ranking 
the accident locations. Hence, a will be regarded as a nuisance factor and it 
should be integrated out. 

The posterior mean of iλ′ which is the required prioritized score could 
be obtained as 

),|(),|(),|(),|( 21 iiiiiiiii YXEYXEYXaEYXE λλλ +=′  (15.5)

On the other hand, if the factor a is regarded as a constant, then Eq. 
(15.5) will be further reduced as follows: 
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),|(),|(),|( 21 iiiiiiiii YXEYXaEYXE λλλ +=′  (15.6) 

For comparison on the sensitivity of the results to the choice of the prior 
distributions, four different prior distributions are considered. The prior 
distributions are  
(i) Prior 1: Ratio of two gamma distributions (see Eq. (15.1)). 
(ii) Prior 2: Improper prior.   
(iii) Prior 3: Median value (1.31). 
(iv) Prior 4: Mean value (8.6). 

15.5 Discussion of results 

From Table 15.1, it appears that the results slightly change when different 
prior distributions are used. As expected, the results based on the choice of 
improper prior are similar to those obtained based on not allowing for fac-
tor a in the model. When factor a is considered as a constant, with allow-
ance of the median value of A=1.31 and mean of A=8.6, respectively, it is 
found that the uncertainty of the estimated posterior mean is much larger 
in the case when the later prior is used. Thus, when the two measures of A 
are compared, median is a better choice. On the average, it is found that 
the posterior standard deviation for the estimated posterior mean that is 
based on prior 1 is smaller compared to when other priors are used. We be-
lieve that allowance for cost of accident is a prudent way of ranking of 
blackspots. 

15.6 Conclusions 

As mentioned by Schlüter [10], the ranking based on the posterior mean 
will differ from the ranking based on observed rates; hence, making the hi-
erarchical Bayesian approach more appealing since it is more flexible 
when the variations in the data are taken into account. The results show 
that the cost of accidents should be considered in the selection and ranking 
of hazardous accident locations. The ranking using posterior mean values 
can provide policy makers with a scientific instrument which is statisti-
cally sound to select hazardous road locations. By allowance for cost of 
accident in addition to the number of accidents, accident locations can be 
ranked more precisely. It is hoped that this proposed method will assist the 
authority in identifying the blackspots which require prompt attention.  
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Table 15.1. Posterior mean ),,|( aYXE iiλ′  for 30 locations using several priors 
for factor a 

Location X Y Prior 1 Prior 2 Prior 3 Prior 4 Without factor a 

L[1] 8 12 4.808 5.383 5.679 7.491 5.367 
L[2] 4 19 6.135 6.625 6.837 8.107 6.598 
L[3] 6 17 5.883 6.379 6.621 8.193 6.354 
L[4] 11 10 4.579 5.259 5.627 7.819 5.262 
L[5] 3 16 5.307 5.766 5.968 7.066 5.766 
L[6] 3 17 5.555 5.996 6.195 7.334 6.021 
L[7] 8 13 5.09 5.642 5.927 7.761 5.639 
L[8] 4 19 6.164 6.638 6.818 8.119 6.62 
L[9] 9 12 4.907 5.521 5.807 7.799 5.513 
L[10] 8 10 4.315 4.895 5.18 6.994 4.904 
L[11] 3 15 5.082 5.522 5.698 6.834 5.518 
L[12] 3 17 5.531 5.999 6.222 7.36 6.005 
L[13] 3 19 6.041 6.515 6.656 7.831 6.493 
L[14] 4 12 4.442 4.9 5.122 6.401 4.9 
L[15] 8 10 4.33 4.916 5.192 6.987 4.913 
L[16] 5 18 6.001 6.511 6.767 8.131 6.494 
L[17] 2 19 5.899 6.376 6.528 7.549 6.388 
L[18] 3 14 4.809 5.246 5.487 6.642 5.271 
L[19] 2 18 5.656 6.125 6.298 7.341 6.145 
L[20] 2 18 5.686 6.137 6.323 7.29 6.131 
L[21] 5 9 3.801 4.296 4.546 5.973 4.312 
L[22] 0 20 5.827 6.374 6.496 7.261 6.381 
L[23] 4 12 4.451 4.919 5.111 6.415 4.917 
L[24] 2 16 5.188 5.633 5.822 6.819 5.648 
L[25] 2 17 5.421 5.869 6.068 7.08 5.881 
L[26] 3 13 4.566 5.022 5.235 6.359 5.052 
L[27] 8 5 3.095 3.681 3.973 5.777 3.684 
L[28] 1 17 5.268 5.768 5.924 6.794 5.777 
L[29] 3 15 5.057 5.517 5.72 6.824 5.518 
L[30] 4 13 4.808 5.152 5.368 7.491 5.177 

Prior 1: Ratio of two gamma distributions  
Prior 2: Improper Prior 
Prior 3: Median value (a = 1.31) 
Prior 4: Mean value (a = 8.6) 
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Part 2 

Circuits, systems, electronics, control 
and signal processing  

Neural networks represent a powerful data processing technique that has 
reached ripeness and broad application. When clearly understood and ap-
propriately used, they are a compulsory component for the best use of the 
available data, in order to build models, make predictions, process signals 
and images, recognize shapes, etc. This part is written by experts in the 
application of the neural networks in different areas. The chapters in this 
part cover the problems of the application of the artificial neural networks 
like handwriting knowledge based on parameterization for writer identifi-
cation, identification surfaces family, neuro-fuzzy models and tobacco 
control, PNN for molecular level selection detection, automatically fine-
tune artificial neural networks parameters, a neuro-fuzzy network for sup-
porting detection of diabetic symptoms, and empirical assessment of LR-
and ANN-based fault prediction techniques. 
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Impulsive noise removal image ehancement 
technique 
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Abstract. Several areas like remote sensing, biomedical analysis, 
and computer vision require good image contrast and details for bet-
ter interpretations and diagnoses’s. In the literature various image 
enhancement algorithms have been proposed to improve the percep-
tual aspects of the image for poorly contrasted images. The percep-
tual appearance of an image may be significantly improved by 
modifying the high-frequency components to have better edge and 
detail information in the image. The proposed scheme is a modifica-
tion of simple unsharp mask image enhancement technique. Com-
parative analysis on standard images at different noise conditions 
shows that the proposed scheme, in general, outperforms the exist-
ing schemes. 

Keywords. Image enhancement, Contrast enhancement, Unsharp 
masking, Impulsive noise removal 

16.1 Introduction 

Image enhancement algorithms are used to increase the visibility of images 
for their specific applications. A good number of methods are available in 
the literature for enhancing different properties or components of images 
[1, 2]. Contrast enhancement techniques can be classified into intensity-
based techniques and feature-based techniques. Intensity-based techniques 
can be modeled using the relation (see Eq. 16.1) 

Lecture Notes in Electrical Engineering 11, DOI 10.1007/978-0-387-76483-2_16,  
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( ) ( )( )yxIfyxI ,, =′  (16.1)

where ( )yxI ,  is the original image and ( )yxI ,′  is the output image after 
enhancement and f  is the transformation function applied to the whole 
image. Contrast stretching [2], histogram equalization [3] are the popular 
members within this category. Histogram equalization is a widely accepted 
image enhancement technique. Variations of this algorithm like bihisto-
gram equalization [4], multipeak histogram equalization [5], adaptive his-
togram equalization are also available in the literature. Adaptive histogram 
equalization (AHE) [6] is the widely accepted version of histogram equali-
zation which overcomes the pitfalls of general histogram equalization. The 
objective of feature-based enhancement technique is to enhance the high-
frequency component or the image details of a poor-contrast image. Fea-
ture-based methods can be expressed using the relation 

( ) ( ) ( )yxHyxLyxI ,.,, λ+=′  (16.2)

where L  and H  represent the low-frequency and high-frequency compo-
nents, respectively. λ is the enhancement gain or amplification factor re-
quired for amplifying the high-frequency components of the image for bet-
ter perception.  

16.1.1 Linear unsharp masking 

Linear unsharp masking (UM) [1] is an important scheme in the feature-
based image enhancement category. In the UM technique, a high-pass fil-
tered scaled version of the original input image is added to itself as shown 
in Fig. 16.1 to obtain an enhanced version. 

  

 
 
 

Fig. 16.1. Simple linear unsharp masking 

Although this simple method works well in many applications it suffers 
a major drawback which limits its performance in certain applications. 
There is every possibility that the noise is also amplified along with the 
edge and detail features of the image since we are using a scaled version of 
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Pass Filter 

λ

+

+

jiH ,

jiX , jiY ,′′
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the high-frequency components of an image. So the objective is to remove 
impulsive noise followed by applying unsharp masking while preserving 
edge details. In our proposed scheme we use a FLANN to determine im-
pulse noise threshold so that we can apply selective filtering on the noisy 
pixels only and prevent unnecessary loss of image details. 

In what follows the detail of the proposed scheme along with the algo-
rithm is presented in Sect. 16.2. Adaptive threshold selection using CV is 
discussed in Sect. 16.3. Finally, Sect. 16.4 presents the simulation results 
and Sect. 16.5 gives the concluding remarks. 

16.2 Proposed scheme 

The proposed scheme consists of impulse detection and iterative filtration 
followed by image contrast enhancement as shown in Fig. 16.2. 
 
 
 
 

 
 
 
 
 
 
Fig. 16.2. Proposed model for image contrast enhancement 

16.2.1 Impulse detection 

Images are frequently contaminated by impulsive noise due to noisy sen-
sors or channel transmission errors [1,2]. Since use of high-pass filter in 
unsharp masking (UM) [1] the scheme becomes highly sensitive to noise. 
There are many types of impulsive noise. Let jiX ,  be the gray level of an 
original image X  at pixel location ( )ji,  and [ ]maxmin ,nn  be the dynamic 
range of X . Let jiY ,  be the gray level of the noisy image Y  at pixel ( )ji, , 
and then the random-valued impulsive noise may be defined as  
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⎩
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(16.3) 

where [ ]maxmin, ,nnR ji ∈  and p  is the noise ratio. Whereas for fixed-valued 
impulsive noise (better known as salt and pepper noise) { }maxmin, ,nnR ji ∈ . 
It is usually seen that removal of salt and pepper noise is easier in com-
parison to RVIN since behavior of RVIN pixels and its surrounding pixels 
is very similar. In this chapter we focus only on random-valued impulsive 
noise where jiY ,  can be of any value from minn  to maxn .  

In the proposed scheme an impulsive noise detector based on second-
order difference is used to determine the threshold for impulse noise detec-
tion. Median filtration is performed selectively based on the decision of the 
threshold. The following mathematical formulation describes whether to 
filter or to skip a pixel located at ( )ji,  of a test window:  

⎩
⎨
⎧

=
=

=
0
1ˆ

,,

,,
,

jiji

jiji
ji dZ

dY
Y  

(16.4) 

where =jiZ , median { }WlkY ljki ∈−− ),(,,  and W is a predetermined 
window, usually of size 3×3 or 5×5 [2]. The filtration is performed selectively 
based on the decision index jid ,  which controls the filtering operation. 

Algorithm 

Pass one 

1. Choose a test window )(TY  of size 53×  centered at ),( ji  of Y  
Choose a sub window )(WY  of size 33×  centered at ),( ji  of ( ) .TY  

2. Compute the first-order 43×  difference matrix .fd  

)(
1,

)(
,,

T
ljki

T
ljkiljki YYfd −++++++ −=  (16.5) 

where 1 ,0 ,1−=k  and 2 ,1 ,0 ,1−=k  
3. Compute the second-order 33×  difference matrix sd  from .fd  

sjrisjrisjri fdfdsd +++++++ −= ,1,,  (16.6) 

where 1 ,0 ,1−=r  and 1 ,0 ,1−=s  
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4. Compute the decision parameter d  

⎪⎩

⎪
⎨
⎧ >=

otherwise1
 if0 1,

,
θji

ji
sdd  

(16.7) 

If jid ,  is zero, replace the jiY ,  pixel with the median value of its 
neighborhood, otherwise leave it as it is. 

5. Repeat the above steps for each window from top-left to bottom-right 
corner of the noisy image. 

Pass two 

The window )(TY  selected is of size 35 × centered at ( )ji,  of Y  and 
sub window )(WY  of size 33× centered at ( )ji,  of ( ) .TY  The first-and 
second-order differences are calculated in vertical fashion and the decision 
index is determined, followed by selective filtration similar to the steps de-
scribed earlier. The threshold values taken here in this pass is 2.θ  The 
threshold values 1θ  and 2θ  are obtained using FLANN as described in 
Sect. 16.3.  

All the steps in the second iteration are repeated for each test window 
column wise from top-left to bottom-right corner of the image obtained 
from pass one. Then we perform image enhancement as described in Sect. 
16.2.2. 

16.2.2 Image contrast enhancement  

The filtered image output jiY ,
ˆ  is fed into a high-pass filter to separate the 

high-and low-frequency components. We can choose a suitable gain factor 
for amplification of image detail regions like sharp edges depending on the 
application. So this can be represented using the relation given as follows: 

jijiji HYY ,,,
ˆ λ+=′  (16.8) 

where jiH ,  is the output of a linear high-pass filter (see Eq. 16.9). 

1,1,,1,1,,
ˆˆˆˆˆ4 +−+− −−−−= jijijijijiji YYYYYH  (16.9) 

λ  is the positive gain factor that controls the level of enhancement re-
quired by an application, this may vary from one application to other. Us-
ing the proposed filtering scheme we are able to preserve the image edge 
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and detailed features. Adaptive histogram equalization (AHE) technique is 
further applied on jiY ,′  for better visual perception to obtain the desired im-
age jiY ,′′ . 

16.3 Adaptive threshold selection  

Artificial neural networks (ANN) has emerged as a powerful learning 
technique to perform complex tasks in highly nonlinear dynamic environ-
ments. Once trained under supervision, the ANN has the capability to gen-
eralize and predict the output for any given input in similar type of prob-
lems [7]. Numerous structural variations of ANN are available in the 
literature [8]. A variation of ANN is the functional linked artificial neural 
network (FLANN), which is a flat net without any hidden layers [8, 9]. 
The advantage of using a reduced neural network like FLANN is less 
costly and faster in operation. Training of FLANN by BPA is very simple 
having lesser computational load and faster convergence rate. The func-
tional expansion increases the dimension of the input vector that in turn 
improves discrimination capability of the hyper planes generated by the 
FLANN.  

The proposed impulsive noise detector is shown in Fig. 16.1, which is a 
two-layered structure. The input to the network is a global coefficient of 
variance (CV) [1] of the noisy image calculated using the relation (see Eq. 
16.10)  

μσ /CV =  (16.10) 

σ , μ  are the global standard deviation and mean, respectively, of the im-
age. The input CV is functionally expanded in the input layer with the 
trigonometric polynomial basis function (see Eq. 16.11). 

( ) ( ) ( )
( ) ( ) ( )

1, sin , sin 2 ,..., sin ,

, cos , cos 2 ,..., cos

CV CV N CV

CV CV CV N CV

π π π
π π π

 
(16.11) 

In order to determine the error we compare the actual output of the net-
work with the desired output. As per the error value we update the weight 
matrix between input and output layers using back propagation algorithm. 

We take an image say pepper that is corrupted with impulsive noise of 
noise density between 0.01 and 0.30 in steps of 0.05. Each corrupted im-
age is subjected to the proposed filter varying the threshold from 0 to 1 in 
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steps of 0.01 and the corresponding mean squared error (MSE) value is 
computed using Eq. (16.12). 

( ) ( )( )∑∑
= =

−=
M

x

N

y

yxfyxf
MN 1 1

,ˆ,1MSE  
(16.12) 

where ( )NM ×  is the size of the image jiX ,  and jiY , , which represents the 

pixel values at ( ), thi j  location of original image and restored image, re-
spectively. The minimum MSE and the corresponding threshold value 
called optimum threshold ( )optimumθ  are recorded. Since the MSE requires 
the original image for computation we cannot use it for threshold detection 
in real-time applications. Here we use CV in place of mean and variance 
which can be easily computed from the noisy image available and is used 
for threshold prediction using a FLANN (Fig. 16.3). 

 
Fig. 16.3. FLANN structure for adaptive threshold selection 

For training the FLANN the input–output patterns ( )( )OptimumCV θ→  
for different noise levels are generated for different images like Lena, Lisa, 
Boat, etc. The training convergence for functional link artificial neural 
network (FLANN) is shown in Fig. 16.4. 
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Fig. 16.4. Convergence characteristics of FLANN 

16.4 Simulation results 

The superiority of the proposed scheme is demonstrated by conducting two 
experiments. Peak signal-to-noise ratio (PSNR) in dB, as defined in 
Eq. (16.13) is the metric used to compare the noise removal capability of 
the proposed scheme with the existing schemes. 

( )dBMSE255log10PSNR 2
10=  (16.13) 

where MSE is the mean squared error as defined in Eq. (16.12). Subjective 
results for Lena, Boat, and Pepper are shown for comparing image en-
hancement procedure. 

16.4.1 Experiment I 

Lena image is corrupted with noise ranging from 0.01 probability to 0.30. 
Various standard schemes like progressive switching median(PSM) [10], 
adaptive center weighted median filter (ACWMF) [11], two-pass (2-pass) 
[12], switching median (SWM(5×5)), accurate noise detector (AND) 
[13], two-output nonlinear filter (2-OUTPUT) [14], median rational hy-
brid filter-II (MRHF2) [15], detail preserving impulsive noise removal 
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Fig. 16.5. PSNR obtained from various schemes for Lena image 

Table 16.1. Comparative results in PSNR (dB) of filtering images corrupted with 
15% of noise 
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Lena 30.05 32.21 31.88 29.71 28.23 20.21 25.47 26.62 31.73 32.89 33.89 
Lisa 29.09 31.78 31.34 28.31 26.98 20.95 26.90 27.38 30.50 30.84 31 .63 
Boat 26.78 28.87 29.33 28.34 25.19 20.27 25.14 25.87 29.25 29.93 30.49 
Clown 21.70 22.56 22.84 24.06 21.31 17.76 19.24 20.99 23.02 24.24 25.13 

(DPINR) [16], median rational hybrid filter-II (MRHF2) [17], impulse de-
tection based on pixel-wise MAD(PWMAD) [16], FLANN-based adap-
tive threshold selection for detection of impulsive noise in Images 
(FLANN-ATS) [18] are simulated along with the proposed scheme. PSNR 
obtained from various schemes for Lena image are plotted and shown in 
Fig. 16.5. Table 16.1 depicts the comparative study of PSNR values for 
standard images, viz. Lena, Lisa, Boat, and Clown, that the performance of 
the proposed noise removal scheme is superior to existing schemes. 
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16.4.2 Experiment II 

To visualize the subjective image enhancement performance, the enhanced 
Lena, Boat, Pepper images are compared with the results of the simple lin-
ear unsharp masking [1] and is shown in Fig.16.6. Since we do not have 
any quantitative evaluation measure for image enhancement because of ab-
sence of any ideal image we are forced to go for subjective evaluation. 
And it can be easily realized that since we are not amplifying the noise and 
also preserving the image details while filtering the proposed method is 
much better in comparison to simple unsharp masking. Further we apply 
AHE for better visual perception. So the proposed scheme gives better per-
formance in comparison to simple unsharp masking. 

Fig. 16.6. Subjective comparison of enhanced images for Lena, Boat, and Pepper  

16.5 Conclusions 

This chapter has proposed a novel filtering scheme for suppressing impul-
sive noise from contaminated images along with provision for better image 
contrast. Since we are using selective median filtering this scheme is able to 
preserve the image details for further image enhancement after impulse 
noise removal. Through exhaustive computer simulations it is observed that 
the proposed scheme exhibits superior performance over other schemes.  

  
(b) Linear unsharp masking(a) Low contrast (c) Proposed
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Abstract. A significant proportion of out of vocabulary (OOV) 
words are named entities and technical terms. Typical analyses find 
around 50% of OOV words to be named entities. Yet these can be 
the most important words in the queries. For example, in the list of 
queries for TREC 2001 cross-language track, all 25 queries con-
tained proper names. Cross-language retrieval performance (average 
precision) reduced more than 50% when named entities in the que-
ries were not translated. One way to deal with OOV words when the 
two languages have different alphabets is to transliterate the un-
known words, that is, to render them in the orthography of the sec-
ond language. Transliteration is the process of formulating a repre-
sentation of words in one language using the alphabet of another 
language. In the present study, we present different approaches for 
transliteration of proper noun pair’s extraction from parallel corpora 
based on different similarity measures between the English and the 
romanized Arabic proper nouns under consideration. The strength 
of our new system is that it works well for low-frequency proper 
noun pairs. We evaluate the presented new approaches using two 
different English–Arabic parallel corpora. Most of our results out-
perform previously published results in terms of precision, recall, 
and F-Measure. 
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17.1 Introduction 

Recently, much research has been done on machine transliteration for 
many language pairs, such as English/Arabic [1,2], English/Chinese [3], 
English/Japanese [4], and English/Korean [5]. Most of the above ap-
proaches require a pronunciation dictionary for converting a source word 
into a sequence of pronunciations. However, words with unknown pronun-
ciations may cause problems for transliteration. On the other hand, much 
research has focused on the study of automatic bilingual lexicon construc-
tion based on bilingual corpora. Proper nouns and corresponding translit-
erations can often be found in parallel corpora or topic-related bilingual 
comparable corpora. However, many methods dealt with this problem 
based on the frequencies of words appearing in corpora, an approach 
which cannot be effectively applied to low-frequency words, such as trans-
literated words [6]. Fung used different approaches to create translation 
pairs from parallel and comparable corpora [7–9]. For instance, in [7], she 
presented a pattern matching method for compiling a bilingual lexicon of 
nouns and proper nouns from unaligned, noisy parallel texts of Asian/Indo-
European language pairs. Although the simplicity of the used approach the 
recall was very small. On the other hand, Fattah et al. [6] presented two al-
gorithms and their combination to automatically extract an English/Arabic 
bilingual dictionary from parallel texts that exist in the Internet archive af-
ter using an Arabic light stemmer as a preprocessing step. Both Fung and 
Fattah approaches do not require pronunciation dictionary for converting a 
source word into a sequence of pronunciations and they give reasonable 
results. Therefore, we have exploited the pattern matching method of Fung 
[7] and Fattah’s approach to extract transliteration pairs from English– 
Arabic parallel corpus and we used them as baseline methods. 

17.1.1 Pattern matching approach 

In pattern matching approach, tagging information of one language is used. 
Word frequency and position information for high- and low-frequency words 
are represented in two different vector forms for pattern matching. 

17.1.2 Combination of algorithms 1 and 2 by Fattah et al. [6] 

The first algorithm of Fattah et al. uses a similarity metric S(a, e) between 
words in Arabic language (A) and words in English language (E) based on 
statistical co-occurrence and the frequency of each Arabic and English 
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word. Then, it computes the association scores for a set of translation pairs 
(a, e) ∈(A, E). Depending on a certain threshold, the translation pairs 
whose association score exceeds this threshold become the entries in the 
translation lexicon. The second algorithm of Fattah et al. is based on statis-
tical co-occurrence and the frequency of each Arabic and English word 
too. However, it can extract translation pairs from two sentence pairs only. 
This algorithm can capture dependencies between groups of words to get 
word/phrase translation pair which was the problem of many statistical ap-
proaches like the first algorithm. Using the first algorithm, we can achieve 
high precision with low recall. However, it is difficult to handle the trans-
lation of compound nouns. The second algorithm does not have the disad-
vantages of the first algorithm since it can handle the translation of com-
pound nouns. Moreover the precision and recall are higher than that of the 
first algorithm. However, the processing time required for the second algo-
rithm is higher than that of the first one. This led us to use a certain combi-
nation of algorithm 1 and algorithm 2 to gain the advantages of both of 
them and avoid the disadvantages as much as possible. 

17.2 The proposed English–Arabic proper noun 
transliteration pairs creation approach 

The proposed English–Arabic proper noun transliteration pair’s creation 
system extracts all proper nouns from the English sentence using the 
CLAWS4 POS tagger http://www.comp.lancs.ac.uk/computing/research/ 
ucrel/claws/trial.html. It also extracts all proper nouns from the associated 
Arabic sentence using the Buckwalter Arabic Morphological Analyzer 
Version 1.0. All the Arabic proper nouns are romanized using the table in 
http://archimedes.fas.harvard.edu/mdh/arabic/arabic-loc.pdf. The similarity 
(based on different similarity measures as will be illustrated in the coming 
sections) between every English and romanized Arabic proper noun pair is 
measured. The English–Arabic proper noun pair which has similarity score 
above a certain threshold (th) is extracted. The system repeats this step for 
all English and Arabic proper nouns that exist in the sentence pair. The 
system applies the previous steps on all remaining sentence pairs to create 
all possible transliteration pairs available in the corpus under considera-
tion. The following pseudo-code illustrates the previously mentioned 
methodology steps. 

The Methodology Pseudo-Code 
Set ie = ia = n = 1 
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E: Extract proper nouns of English_Sentence(n) and Ara-
bic_Sentence(n) 

R: Romanize Arabic_Proper_Noun(ia) 
Score = SIM (Romanized_Arabic_Proper_Noun(ia), Eng-

lish_Proper_Noun(ie)) 
 If Score >= th 
  Copy Arabic_Proper_Noun(ia) & Eng-

lish_Proper_Noun(ie)with the score value  in a file 
 End 
  ia= ia +1 
 if ia <= na 
 GOTO R 

End 
Set ia = 1 & ie = ie + 1 

if ie <= ne 
 GOTO R 

End 
Set ia = ie = 1 & n = n + 1 

If n <= N 
 GOTO E 
 End  
Here, na and ne are the total number of Arabic and English proper 

nouns in the Arabic and English sentence number n, respectively. “th” is a 
predefined threshold. SIM is the similarity measure that will be defined in 
the following sections. N is the total number of English–Arabic sentence 
pairs. The Arabic proper noun consonant and long vowel letters are roman-
ized according to the table in http://archimedes.fas.harvard.edu/mdh/ arabic/ 
arabic-loc.pdf. 

The following sections describe Dice’s similarity coefficient besides 
two proposed different similarity measures to measure the similarity be-
tween English and romanized Arabic proper nouns. 

17.2.1 Dice’s similarity coefficient 

Dice’s similarity coefficient was originally developed in the field of biol-
ogy to describe the degree of similarity between two species of plants ac-
cording to the number of features (such as hairy stems) that they had in 
common. McEnery and Oakes [10] used Dice’s similarity coefficient to 
describe the degree of similarity between a word in one language and its 
translation in another. 
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17.2.2 Similarity measure 1 (SIM1) 

Most Arabic words have a syllable of CV. Most of the Arabic words con-
tain a short or long vowel between two consonant letters. Take the Arabic 
word “ دمحم ” “mohammad” as an example. The short vowels ‘o’, ‘a’ and ‘a’ 
existed between the consonants “m, h,” “h, m”, and “m, d,” respectively. 
Moreover the short vowels do not appear on the Arabic words in almost all 
Arabic documents. Hence, Dice’s approach to measure similarity between 
English–Arabic transliteration pairs does not work well. We have decided 
to use our proposed similarity measure called “SIM1.” Using SIM1, the 
system specifies the similarity score between the English and the roman-
ized Arabic words by matching the consonant characters of the English 
word with the romanized Arabic characters. The system excludes the effect 
of vowel between two successive consonants and the repeated consonants 
by using the following algorithm to specify SIM1: 

Set SIM1 = 0 
Set ia = ie = 0 
R:   Read the Romanized Arabic character(ia) 

Read the English character(ie) 
If (the Romanized Arabic character(ia) = the English character(ie)) 

  SIM1 = SIM1 + 1 
 End 

Else ie = ie + 1 & Read the English character(ie) 
If (the Romanized Arabic character(ia) = the English char-

acter(ie)) 
   SIM1 = SIM1 + 1 

End 
  Else If(English character(ie - 2)= English character(ie - 

1))) 
    ie = ie+1 & Read the English character(ie) 

If (the Romanized Arabic character(ia) = 
the English character(ie)) 

     SIM1 = SIM1 + 1 
End 

End 
ia = ia + 1 & ie = ie + 1 
if (ia < Length (Romanized Arabic word)) 

GOTO R 
End 

SIM1 = SIM1/(max_Length(Romanized Arabic word, English word)) 
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17.2.3 Similarity measure 2 (SIM2) 

Using SIM2, the system restricts the extracted transliteration pairs only to 
the pairs that have all romanized Arabic characters matched with some or 
all English proper noun characters to increase the precision. We achieve 
that by modifying the algorithm mentioned in Section 17.2 to set the simi-
larity score to zero if any romanized Arabic character does not match with 
any English character. Therefore, for using any threshold value (th) > 0, 
the transliteration pairs that do not have all romanized Arabic characters 
matched with some or all English proper noun characters are excluded. 

17.2.4 Similarity measure 3 (SIM3) 

Arabic vowels and diacritics exist extensively in the Arabic text but do not 
appear on words in almost all Arabic documents. Therefore, considering 
these vowels and diacritics when the system specifies the transliteration 
pair matching score value will decrease it. Modifying the algorithm men-
tioned in Section 17.2 so that if the algorithm found a certain short vowel 
between two successive consonants (‘a’ = ‘’َ, ‘o’ = ‘’ُ, ‘i’ = ‘’ِ, ‘e’ = ‘’ِ) or a 
repeated consonant (‘’ّ), the algorithm does not consider them at all. 
Hence, the only modification will be in the last step of the algorithm to 
specify the new similarity value SIM3 as follows: 

SIM3 = SIM3/(Max_Length(romanized Arabic Word, English Word(after 
excluding short vowel between two successive consonants and repeated 
consonant))). 

17.3 Experimental results 

We have applied our transliteration techniques on the “Arabic English Par-
allel News Text Part 1,” Linguistic Data Consortium (LDC) catalog num-
ber LDC2004T18 and ISBN 1-58563-310-0. This corpus contains Arabic 
news stories and their English translations LDC collected via Ummah 
Press Service from January 2001 to September 2004. It totals 8,439 story 
pairs, 68,685 sentence pairs, 2M Arabic words, and 2.5M English words 
(http://www.ldc.upenn.edu/Catalog/CatalogEntry.jsp?catalogId=LDC2004
T18). This corpus contains 8827 English proper nouns specified by using 
the CLAWS4 POS tagger. 
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17.3.1 Experimental results using pattern matching approach 

We treat the transliteration compilation problem as a pattern matching 
problem in [7]. We applied the approach on the English–Arabic corpus. 
We achieved precision and recall of 68.3 and 67.4%, respectively, for the 
best matched pairs. We also achieved precision and recall of 71.6 and 
69.7%, respectively, for the top three Arabic transliterations for an English 
proper noun, respectively. Then we did little modification in the first step 
of the approach to increase precision. In the first step of the algorithm, we 
did not tag the English half of the parallel text only we also tagged the 
Arabic half in order to restrict the matching process to as few words as 
possible to increase precision. We achieved precision and recall of 71.4 
and 66.5%, respectively, for the best matched pairs. We also achieved pre-
cision and recall of 73.8 and 68.2%, respectively, for the top three Arabic 
transliterations for an English proper noun, respectively. We found that 
many mistaken transliterations resulted from insufficient data. 

17.3.2 Experimental results using algorithms 1 and 2 
combination of Fattah et al. [6] 

We have applied algorithms 1 and 2 combination of Fattah et al. on the 
Arabic English Parallel News Text Part 1 corpus after stemming and pre-
processing steps that were mentioned in Fattah et al. We achieved preci-
sion of 89.3% and recall of 74.6%. The precision is better than that of Fat-
tah et al. However, the recall is deteriorated. The reason of low recall is 
that many proper nouns are compound nouns such as the Arabic proper 
name “عبد القادر” and the English transliteration of it “Abdel Qader.” The 
first algorithm of Fattah et al. fails to capture dependencies between 
groups of words and the second algorithm of Fattah et al. can extract the 
word and phrase translation of one word only. Hence, algorithms 1 and 2 
combination failed to extract the compound nouns such as “عبد القادر” and 
“Abdel Qader” which deteriorates the recall. 

17.3.3 Experimental results using algorithms 1 and 2 
combination of Fattah et al. [6] 

We have applied the proposed approach using Dice’s similarity coefficient 
on the English–Arabic parallel corpora to extract all possible transliteration 
pairs.  

Apply the previous pseudo-code on the English–Arabic corpora and use 
Dice’s smilarity coefficient to measure the similarity between the English 
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proper noun and the romanized Arabic proper noun. We extract all translit-
eration pairs of similarity scores that exceed the threshold “th” value. 
Table 17.1 shows the precision, recall, and the harmonic mean of precision 
and recall (F-Measure) for the transliteration pairs extracted as a function 
of the threshold “th.” 

As shown in Table 17.1, the precision is high especially for “th ≥ 0.7”; 
however, the recall is too small in all values of “th” except “th” = 0.0. As 
“th” decreases, the precision decreases and the recall increases as well. For 
“th” = 0.0, the system creates all possible transliteration pair combinations 
included in a sentence pair. Hence, at “th” = 0.0, the precision is minimum 
while the recall is maximum. At “th” = 0.0, the recall is not 100% since 
there is some error caused by the English tagger and the Arabic morpho-
logical analyzer tools. The precision and recall at “th” = 0.0 are fixed for 
any similarity measure used. From Table 17.1 we can see that the recall is 
low in general since Dice’s approach is not the best way to measure simi-
larity between an English proper noun and the romanized Arabic proper 
noun. That is because the Arabic diacritics are not typed in most of the 
Arabic documents. Take the following example to illustrate this point. 

The Arabic proper noun “ دمحم  = Mohammad” is written in a very few 
documents (such as Muslim holy book) as “ دمَّحَمُ ” whereas it is written as 
“ دمحم ” without any short vowel or diacritic in almost all other documents. 
The diacritics appearing on the Arabic proper noun “ دمحم ” are ‘a’ = ‘’َ, ‘o’ 
= ‘’ُ, and a repeated consonant ‘m’ that is considered as a diacritic ‘’ّ. The 
correct transliteration of “ دمَّحَمُ ” is “Mohammad,” where the romanization 
of “ دمحم ” is “mhmd.” If we use Dice’s approach to measure the similarity 
between “Mohammad” and “mhmd,” the score will be 0 
(SIM(“mohammad,” “mhmd”) = 2*0/(3+7) = 0). Hence many correct 
transliteration pairs have low Dice’s similarity coefficient value that forces 
the system to discard them. 

Table 17.1. The results using Dice’s similarity coefficient 

th 1.0 0.9 0.8 0.7 
Precision 100% 100% 95.9% 86.7% 
Recall 2.3% 2.3% 6.2% 15.3% 
F-Measure 4.5% 4.5% 11.6% 26.0% 
th 0.6 0.5 0.3 0.0 
Precision 72.1% 61.3% 42.8% 24.2% 
Recall 22.6% 28.7% 36.5% 98.1% 
F-Measure 34.4% 39.1% 39.4% 38.8% 
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17.3.4 Experimental results using SIM1 

As illustrated in the previous section, Dice’s approach to measure similar-
ity between English–Arabic transliteration pairs does not work well. It 
leads us to use another approach of similarity called “SIM1” as illustrated 
in Section 17.2.  

Apply the algorithm of Section 17.2 on the transliteration pair “mhmd = 
دمحم , mohammed,” SIM1 = 4/8 = 0.5 instead of 0 in the case of using 

Dice’s approach. Hence, if the threshold “th” = 0.5, the transliteration pair 
“mhmd = دمحم , mohammed” will be included in the final file. Table 17.2 
shows the results when we apply the algorithm in Section 17.2 to specify 
SIM1 as a similarity score for the transliteration pair under consideration. 

It is clear from Table 17.2 that the recall has been improved compared 
with Table 17.1. However, the precision is slightly decreased. For th = 1, 
all the romanized Arabic characters are matched such as “alahram, الأهرام” 
(the romanization form of “الأهرام” is “alahram”), “mark, مارك”, and “taba, 
 ”.طابا

For th = 0.9, almost one character in a long word is not mapped prop-
erly, such as “kazakhistan, آازاخستان = kazakhstan,” only the short vowel ‘i’ 
does not appear in the Arabic word. The same word “kazakhistan” appears 
in th = 1 as “kazakhstan, آازاخستان.” 

Table 17.2. The results using SIM1 similarity coefficient 

th 1.0 0.9 0.8 0.7 
Precision 100% 100% 92.4% 75.7% 
Recall 2.3% 6.5% 26.7% 45.2% 
F-Measure 4.5% 12.2% 41.4% 56.6% 
th 0.6 0.5 0.3 0.0 
Precision 61.8% 36.3% 22.1% 24.2% 
Recall 57.1% 62.4% 78.7% 98.1% 
F-Measure 59.4% 45.9% 34.5% 38.8% 

For th = 0.8, most of the errors occurred with short words that have 
matching score equal to or more than 0.8. For instance in the transliteration 
pair, “aladl, الامل = alaml,” four characters are matched and this translitera-
tion is not correct. It is better to match all consonant and long vowel char-
acters of the converted word to avoid this kind of error. Examples: “ala-
lam, الإسلام = alaslam.” Another problem is “salam, سالم = salm,” when, all 
the converted word characters are matched, the transliterated pair is not 
correct. Some others have more than one transliteration and all are correct 
such as “tahir, طاهر = tahr, taher.” This occurs since the Arabic language 
has only three short (‘a’, ‘e’, ‘o’) and three long (‘a’, ‘y’, ‘w’) vowels. 
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Hence the language does not differentiate between the English vowels ‘i’ 
and ‘e.’ Another example occurred because of different pronunciation of 
the people such as “alsobah,  احالصب  = alsbah, alsabah.” For th = 0.5, the 
correct pairs are few such as “Mohammad,  ”. دمحم

17.3.5 Experimental results using SIM2 

As we notice in the previous section, in the transliteration pair “aladl, 
 is converted to English alphabet, it will ”الامل“ when the Arabic word ”,الامل
be “alaml.” If we match “aladl” with “alaml,” only ‘d’ and ‘m’ do not 
match. So the similarity score is SIM1 = 0.8. And the pair is not correct. 
Hence, it is required that the system restricts the extracted transliteration 
pairs only to the pairs that have all romanized Arabic characters matched 
with some or all English proper noun characters to increase the precision. 
We achieve that by modifying the algorithm mentioned in Section 17.2 to 
set the similarity score to zero if any romanized Arabic character does not 
match with any English character. Hence we use a new similarity measure 
called SIM2. SIM2 = 0 if any romanized Arabic character does not match 
with any English character. Using SIM2 as a similarity measure, we 
achieved the results in Table 17.3. 

Table 17.3. The results using SIM2 similarity coefficient 

th 1.0 0.9 0.8 0.7 
Precision 100% 100% 98.9% 94.5% 
Recall 2.3% 6.5% 24.6% 42.3% 
F-Measure 4.5% 12.2% 39.4% 58.4% 
th 0.6 0.5 0.3 0.0 
Precision 88.6% 56.1% 34.2% 24.2% 
Recall 53.4% 60.3% 66.4% 98.1% 
F-Measure 66.6% 58.1% 45.1% 38.8% 

The drawback of this restriction is that the recall is slightly decreased. 
Although the precision is increased in general, there are some errors. For 
instance, “hamdi, حامد = hamd.” However, when romanized Arabic 
characters are matched with some English characters, the transliteration 
pair is not correct. 

17.3.6 Experimental results using SIM3 

In the example, “Mohammad, دمحم  = mhmd,” the score SIM2 = 0.5. If th is 
higher than 0.5, this transliteration pair will be discarded and consequently 
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it decreases the recall. It is well known that short vowels and diacritics do 
not appear on the Arabic word. For instance, “ دمَّحَمُ ” is written as “ دمحم ” 
without any short vowels or diacritic. Hence, we consider SIM3 as in Sec-
tion 17.4. 

In the previous example “Mohammad, دمحم  = mhmd.” If we applied the 
algorithm in Section 17.2 after modification, the new similarity score 
“SIM3” will be 4/4=1 instead of 0.5. Applying this approach, and do not 
restrict the extracted transliteration pairs only to the pairs that have all 
romanized Arabic characters matched with the English proper noun char-
acters, we achieved the results in Table 17.4. 

Table 17.4. The results using SIM3 similarity coefficient 

th 1.0 0.9 0.8 0.7 
Precision 99.3% 99.1% 96.3% 87.5% 
Recall 25.6% 26.0% 56.4% 68.2% 
F-Measure 40.7% 41.2% 71.1% 76.7% 
th 0.6 0.5 0.3 0.0 
Precision 81.2% 51.1% 31.1% 24.2% 
Recall 76.9% 77.3% 83.4% 98.1% 
F-Measure 79.0% 61.5% 45.3% 38.8% 

17.4 Conclusions 

In this study, we presented a new system to create English–Arabic translit-
eration pairs from parallel corpora based on different similarity measure 
approaches. The strength of our new system is that it works well for low-
frequency transliteration pairs. The system could extract some correct 
transliteration pairs of frequency equal to 1. We found that the similarity 
measure must be specified based on the characteristics of the two language 
pairs under consideration. We have evaluated the presented new ap-
proaches using the English–Arabic parallel corpora. Most of our results 
outperform previously published results in terms of precision, recall, and 
F- Measure. We believe that the presented approach will improve the pre-
cision and recall in cross-language information retrieval system. 

In the future work, we will use the resulted transliteration pairs in cross-
language information retrieval and machine translation systems. 
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Chapter 18 

Heart rate variation adaptive filtering based on a 
special model  
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Abstract. The low- and high-frequency components of an RR heart 
rate signal must be adequately separated to provide accurate heart 
rate variability indices of sympathetic and parasympathetic activity. 
Adaptive filters can separate the low-frequency sympathetic and 
high-frequency parasympathetic components from an ECG RR in-
terval signal, enabling the attainment of more accurate heart rate 
variability measures. For the raised case, this chapter suggests an ef-
ficient (short size) case-based model and illustrates its performance 
in adaptive filtering of heart rate signal. This method renders analo-
gous results to what a higher order conventional FIR model adaptive 
filter may yield. The advantage of this model lays in its ability to 
accommodate the phase difference between breathing signal and the 
HF component of HRV using a low-order tunable filter. Simulation 
results supporting the proposed scheme are presented.  

Keywords. Adaptive filter, FIR model, First-order equalizer, HRV 
filtering 

18.1 Introduction 

Heart rate variability (HRV) is a measure of alterations in heart rate de-
rived by measuring the variation of RR intervals. HRV parameters have 
been shown to aid assessment of cardiovascular disease [1]. Heart rate is 
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influenced by both sympathetic and parasympathetic (vagal) activity. The 
influence and balance of both branches of the autonomic nervous system 
(ANS) have been termed sympathovagal balance and is reflected in the RR 
interval changes. A low-frequency (LF) component of HRV has been pro-
posed as reflecting both sympathetic and parasympathetic effects on the 
heart and generally occurs in a band between 0.04 and 0.15 Hz. The influ-
ence of vagal efferent modulation of the sinoatrial node can be seen in the 
high-frequency band (HF), loosely defined between 0.15 and 0.4 Hz and 
known as respiratory sinus arrhythmia (RSA) because it occurs at the res-
piratory frequency. The magnitude of this high-frequency band has been 
demonstrated to be associated with the extent of cardiac parasympathetic 
activity in pharmacological autonomic blockade studies [2], respiratory si-
nus arrhythmia, cardiac vagal tone, and respiration within and between-
individual relations. 

The ratio of power in the LF and HF components (LF/HF) has been 
used to provide an estimate of cardiac sympathovagal balance, although 
this measure remains indisputable [3]. Nevertheless, several studies have 
indicated that when considered jointly, HF and LF HRV may provide use-
ful information about both sympathetic and parasympathetic influences 
upon the cardiac cycle [4]. 

Spectral HRV is a measure of power in various frequency bands. To de-
termine the RSA amplitude over a period of time, frequency domain, time 
domain, and phase domain approaches have been analyzed [5]. Presented 
in [6] is an adaptive filter that separates the LF and HF components and 
therefore yields distinct spectral analysis measures for each band. The sug-
gested order for the used FIR filter is 20. In this chapter an adaptive filter 
with a new model structure, with just a few parameters, is introduced 
which behaves similar to the higher order FIR model adaptive filter in fac-
ing RSA filtering.  

In Section 18.2 the high-frequency component of HRV signal is briefly 
analyzed. Section 18.3 embodies a short description of adaptive filter and 
in Section 18.4 the basis of the proposed model is presented. Section 18.5 
contains simulation results and finally conclusion comes in Section 18.6.  

18.2 HF HRV signal analysis 

18.2.1  RSA frequency 

Simultaneous oscillation of heart rate (HR) and blood pressure (BP) at the 
breathing frequency was first observed by Hales in 1733. The respiration-related 
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fluctuation of HR has been named “respiratory sinus arrhythmia” (RSA), 
and it manifests as increasing HR upon inspiration and decreasing HR 
upon expiration [7]. On the other hand, parallel oscillation of RR intervals 
with nerve activity in the absence of lung movements have also been re-
ported [8] that indicates the association between the central respiratory 
drive and respiratory-related cardiovascular oscillation, thus, it would be 
wise to regard HRV oscillation even in the absence of lung movement. 

Related to the importance of respiration, the logical conclusion is that 
once the actual breathing rate is known, detection of the HF power should 
be centered around the fundamental respiration frequency and not a default 
fixed frequency which is the case with traditional HRV analysis. This also 
implies that breathing pattern (Vt) is a good signature for removal of HF 
component from HRV. 

18.2.2  RSA phase shift 

The results of a synchronized respiration-heart beat experiment shows that 
there is a variable phase difference (delay) between HF HRV signal and 
the respiratory signal (Vt) that changes when subject shifts from sitting po-
sition to supine position [9]. Vaschillo et al. [10] also measure the fre-
quency response of HF HRV versus the stimulus (breathing) and show that 
phase varies monotonically with frequency and its value is approximately 
0 at 6 min–1. 

18.3 Conventional adaptive filtering 

In order to separate the LF and HF components of an RR interval signal, 
prior to spectral analysis, the RR interval (RR) and the tidal volume (Vt) 
signals are applied to an adaptive filter with FIR model shown in Fig. 18.1. 
In this, H(z) is an FIR tunable filter as follows:  

1

0
( ) ( )

N

i t
i

y k wV k i
−

=

= −∑  
(18.1) 

where W=[w0,…,wN-1] is its parameter vector, Vt(k) is input, and y(k) is its 
output. In the HRV adaptive filtering, the parameters of H(z) are to be 
tuned by an algorithm such as LMS in such a way that the output y(k) re-
sembles to RSA, the trace of Vt(k) in RR. This happens when the mean 
square error between y(k) and RSA (laid in RR) is minimized by computing 
optimally the filter coefficients. 
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In LMS, the weights are updated on a sample-by-sample basis as follows: 

 
Fig. 18.1. Adaptive filter with FIR model 

[ ]( 1) ( ) 2 ( ) ( ) ( ) 0,..., 1i i t RW k W k V k i R k y k i Nμ+ = + − − = − (18.2)

where N is the filter order. This is a practical approach to obtaining esti-
mates of the filter weights (W) in real time without having to perform ex-
tensive computations. The algorithm does not require prior statistical 
knowledge of the signal and instead uses instantaneous estimates. There-
fore, the weights obtained by the LMS algorithm are estimates that gradu-
ally improve over time as the filter weights are adjusted as the filter learns 
the characteristics of the signal and eventually converge. 

In the implementation, the set of weights is first initialized to zero. 
Then, for each subsequent sampling instants k, the filter output is com-
puted using the FIR filter expressed by Eq. (18.1), where the output y(k), 
predicting the respiratory or RSA component in the RR interval signal, is 
the filtered tidal volume (Vt). Having the predicted RSA, it is now possible 
to linearly subtract it from RR interval signal, RR. The error estimate is the 
algorithm output and is computed by 

( ) ( ) ( )Rz k R k y k= −  

where z(k) is the LF component and y(k) is the predicted HF or RSA com-
ponent. The filter weights W are updated based on this error expressed by 
Eq. (18.2), where µ controls the rate of convergence and the stability of the 
algorithm.  

18.4 The proposed model 

Having a close look at the oscillatory nature of the two signals, Vt(k) and 
RR(k), it guides us to a better model structure for adaptive filter. If it is as-
sumed that most of the Vt(k) power is in its fundamental frequency, as it is 
the case, it can be modeled by a cosine function, 

( ) cos( )tV k A kω=  
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Then, its trace in the RR interval, RSA(k), will also be a type of shifted co-
sine with certain amplitude, 

( ) cos( )SAR k B kω ϕ= −  

For exact cancellation of RSA(k) from RR(k), y(k) has to be, 

( ) cos( )y k B kω ϕ= −  

In this chapter, for generating the required y(k) out of Vt(k), the method 
of summation of Vt(k) with its arbitrary shifted version is suggested as fol-
lows: 

1 2[ cos( )] [ cos( )] cos( )A k A k B kα ω α ω δ ω ϕ+ − = −  

This can also be written in vector form 
0

1 2[ ] [ ]j j jAe Ae Beδ ϕα α − −+ =  

The solution to this equation is, 

1 2
sin sin( )
sin sin

B B
A A

ϕ δ ϕα α
δ δ

−= =  

The solution does not set a specific value for δ, except that it must be 
nonzero. One conclusion may be that a first-order FIR model adaptive fil-
ter (which has two parameters) can also be able to filter the signal. But it 
never happens. Even FIR filter with order 8 has difficulty in successful 
removal of RSA. The reason is that the choice of δ noticeably determines 
the rate of convergence of the underlying LMS algorithm, when the LMS 
algorithm for online optimal tuning of the filter parameters is used. This is 
the advantage of the proposed method, which this chapter tries to exhibit.  

 
Fig. 18.2. Adaptive filter with a special model 

This type of model can also be expressed in geometrical concept. A co-
sine function can be represented by a vector, where its angle equals the co-
sine phase shift. Since in a plane, any vector can be formed by summation 
of two out-of-phase variable length vectors (with probable minus sign), 
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any shifted phase cosine can also be generated by summation of two dif-
ferent phase-shifted cosine. 

The way that this idea is accommodated in adaptive filtering is shown in 
Fig. 18.2. In this structure, input Vt is injected into the algorithm through 
two branches. From the first branch, it directly enters and forms vector 1, 
Vt=Dej0, that is, in phase with Vt. From the second branch, vector 2, 
Vtd=Dejϕ, is formed, that is, a phase-shifted version of Vt. To do so, Vt is 
passed through a known allpass filter, G(z) 

1

1( )
1
zG z

z
β

β

−

−

−=
−

 

This filter has unity amplitude and inserts necessary phase shift in the 
input signal, so that Vt = Dej0 is transformed to Vtd = Dejϕ. Then the two 
branches enter the tunable parameter block and are summed together. 

0 1t tdy w V wV= +  

This output provides the desired shifted version of Vt needed for sub-
traction from RR interval to remove RSA signature. This is achieved, once 
weights have got properly adjusted.  

The choice of β alters the shape of cost function hyperspace an manages 
the rate of convergence of the LMS algorithm. Experiments support this 
proposition. Note that by setting β=0, the proposed scheme turns to the 
conventional adaptive filter. Therefore, β has to be set appropriately. For-
tunately, in this case, sensitivity of the algorithm to the value of β is low. 
For respiratory signal frequency between 0.15 and 0.4 Hz, real-world span 
of the signal, and under various phase shifts, a value between 0.6 and 0.9 
for β can fulfill the job. Search for an optimal value for β can easily be 
embedded in the LMS algorithm, but for this case is not really needed.  

18.5 Simulations 

18.5.1 Experiment 1 

In this experiment, harmonics of the signals are ignored or assumed to 
have already been filtered.  

The tidal volume data may be collected from the LifeShirt. The 
LifeShirt contains two inductive plethysmography (IP) sensors encircling 
the ribcage and abdomen used to measure tidal volume. Tidal volume 
simulation signal [6] can be 
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( ) cos(2 )hVt t D f t Eπ= +  (18.3)

where tidal volume is expressed by D, and E is a DC offset whose values 
depend on ribcage and abdominal cross-sectional area, which varies with 
changes in posture and mass. The LifeShirt also contains a single lead 
ECG sampled at 200 Hz, which is linearly interpolated to 1 kHz, and heart 
rate is determined based on R wave locations. The RR interval signal for 
simulation may be represented by [6]: 

( ) sin(2 ) sin(2 )h h l ls t A f t B f t Cπ α π α= + + + +  (18.4)

where A is the peak-to-peak RSA amplitude per breath, expressed in msec, 
B is the LF/HF ratio, expressed as a fraction of A, and C is the mean RR 
interval. The parasympathetic (HF) component and sympathetic (LF) com-
ponent have frequencies fh, fl, and phases αh, αl, respectively. Based on the 
discussion in Section 18.2, RSA component of RR has the same frequency 
as Vt with a (variable) phase difference. Both signals are assumed to be 
sampled in 5 ms intervals. 

18.5.1.1  FIR Model adaptive filter 

The simulated RR interval signal is illustrated in Fig. 18.3 for a parameter 
set with high and low frequencies of 0.18 and 0.15 Hz, respectively, where 
power leakes from the LF band into the adjacent HF band. 

No phase variation is applied to this signal. An RSA amplitude of 
A = 200 msec is used with B=100 to give a 50% LF/HF ratio. These sig-
nals are applied to the adaptive filter. Figure 18.4 shows the predicted HF 
component within the RR signal, predicted-based on the reference signal 
Vt. It is evident from the trace that it takes approximately 50 s for the filter 
to tune and adapt to simulation characteristics. The weighting parameters 
are as follows: 

w = [–0.0542,  −0.0093,  0.0361,  0.0797,  0.1192,  0.1526,  0.1783,  
0.1949,  0.2015,  0.1979] 

 
Fig. 18.3. Simulated RR interval signal and its spectrum 
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Fig. 18.4. Predicted HF and its spectrum using FIR model with N=10 

 
Fig. 18.5. Predicted LF and its spectrum using FIR model with N=10 

The LF signal is derived by linearly subtracting the HF signal from the 
original raw signal. Figure 18.5 shows the separated LF signal and its 
spectrum. It is obvious that the HRV has been accurately decomposed. 
These results are obtained with filter order of N=10, after removal of the 
RR interval and Vt means. Increasing the filter order does not improve the 
results as is the case with LMS. Decreasing it below N=6 leads to algo-
rithm complete failure. The step size parameter, µ=6*10−4 produced the 
best result. This value appears to be very small, as the input signals have 
not been normalized. This is one drawback using the ordinary LMS adap-
tive filter, since when heart rate and respiratory amplitude vary the updat-
ing parameter requires retuning. This is resolved with the normalized least 
mean squares (NLMS), which is common in most software packages. This 
approach has been shown to increase accuracy when applied to current 
HRV spectral analysis techniques. However, when applying linear subtrac-
tion, although the predicted signal may be nearly perfect, any slight phase 
variation creates large artifact in the resultant signal [6]. 

This result is the reproduction of the investigation reported in [6], done 
with FIR model of order N=20. Apparently, the reason for using N=20, as 
we noticed in our simulations, is due to the DC offset of Vt signal that 
probably had not got removed. 



Heart rate variation adaptive filtering based on a special model      215 

18.5.1.2 The proposed model adaptive filter 

This time the simulated RR interval and Vt(k) signal are applied to the pro-
posed model with β=0.8. In this simulation the LP filter, M(z), is not 
needed and can be ignored, since in this experiment the signals are as-
sumed to be free of harmonics. Figures 18.6 and 18.7 show the results. The 
optimum filter parameters are W=[0.1353, 1.0316]. In the simulation, the 
RR interval and Vt signals' average have been removed. The acceptable re-
sult with µ=5*10−3 is obtained. 

As the graphs show, the proposed model having just two parameters 
works analogous to the FIR filter with N=20 as reported in [6] or FIR filter 
with N=10 that we used for the reproduction of the results of [6]. 

What is important with this model, as our experiments indicate and the 
model structure suggests, is that this model is able to strongly tackle the 
phase shift variation in αh, what the conventional adaptive filter fails to 
accomplish easily. This is, of course, true for the encountered case and the 
capacity of this model to manage other situations has to be investigated.  

 
Fig. 18.6. Predicted HF and its spectrum using the proposed model with N=2 

 
Fig. 18.7. Predicted LF and its spectrum using the proposed model with N=2 
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18.5.2  Experiment 2 

In this experiment, the first harmonic of the signals is also included. Figure 
18.8 depicts the Vt(k) and its spectrum showing breathing fundamental fre-
quency and its first harmonic. In this simulation, for test purposes, the fre-
quency of the LF is 0.17 Hz and RSA frequency is given as 0.15 Hz, 
which is in band with the LF frequency. Since RSA frequency is variable 
and is in band with the LF frequency, the traditional method of filtering 
cannot be pursued, instead adaptive filtering is a valuable choice. 

 
Fig. 18.8. Vt(k) and its spectrum in experiment 2, containing a 0.15 Hz and its 0.3 
Hz first harmonic 

18.5.2.1 FIR model adaptive filter 

Figure 18.9 is the output of LMS adaptive filtering with N=8 and Fig.18.10 
is its output by filter order of 10. The result with N=8 shows failure of 
LMS in removing RSA(k) from RR(k) appropriately. 

 
Fig. 18.9. Predicted LF and its spectrum in experiment 2: LMS with N=8 
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Fig. 18.10. Predicted LF and its spectrum in experiment 2: LMS with N=10 

18.5.2.2  The proposed model adaptive filter 

This time the simulated RR interval and Vt(k) signal are applied to the pro-
posed model with β=0.8. The LP filter, M(z), used for harmonic rejection 
is a second-order elliptic filter. The passband edge of the filter is the LF 
HRV upper limit and stopband edge is the frequency of the first harmonic 
of the HF HRV lower limit, 0.3 Hz. Using a fixed filter for harmonic rejec-
tion is a good choice, since harmonics of Vt(k) and RSA(k) are no longer in 
band with the LF frequency. With this provision, the load of online tuning 
still remains very low, just adjusting two parameters. Figure 18.11 shows 
the result. The optimum filter parameters are w=[−0.3282, 1.0364]. As the 
graphs show, the performance of the proposed model has nothing less than 
what the FIR model with filter order of 10 yields, besides its ability to 
track the variability of the phase shift of RSA is an important asset. 

 
Fig. 18.11. Predicted LF and its spectrum in experiment 2: the proposed method 
with N=2 

18.6 Conclusion 

In this chapter a new model structure for adaptive filtering, based on the 
nature of the involved signals, is introduced that gives similar performance 
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as what a higher order FIR model adaptive filter in removing RSA compo-
nent of HRV may yield. The trace of Vt signal in RR interval (RSA) is an 
unknown shifted phase of Vt with, generally, unknown amplitude. On this 
basis, the proposed model is designed with the capability of tracking the 
phase-shifted breathing pattern in the RR interval. This is accomplished by 
summing together Vt signal with its arbitray shifted version through a set of 
optimally adjusted weights. The algorithm is not too much sensitive to the 
variation of amounts of shift; however, the appropriate value of shift im-
proves the convergence rate of the algorithm as the simulation results indi-
cate. 
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Abstract. The random access control (MAC) technique of standard 
WLANs is called the distributed coordination function (DCF) [3]. 
DCF is a carrier sense multiple access based on collision avoidance 
(CSMA/CA) scheme with binary slotted exponential backoff. This 
exponential backoff makes the system more complex, and fairness 
[3−13] among the stations is a major concern. This chapter shows 
one possible evolution of WLANs where exponential backoff is not 
employed. In the new techniques herein users transmit randomly but 
adapt themselves to traffic conditions, thus improving throughput 
and delay while guarantying fairness. Users in the first technique are 
controlled by a table which is derived from traffic measurements 
(table driven). In the second, users’ transmission activities are func-
tion of their buffer contents. 

Keywords. MAC, Table-driven WLANs, Buffer-adaptive WLANs 

19.1 Introduction 

Wireless local area networks (WLANs) have been widely deployed for the 
past decade. Their performance has been the subject of intensive research. 
In [1] improvement of throughput and fairness is shown by optimizing the 
backoff. Xuejun et al. [1] use a measure called the average idle interval 
which does not consider the number of collisions. In [2], the authors pro-
posed a MAC layer-based WLAN technique in which they gave higher 
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priority to access the channels so as to improve the throughput and the 
channel utilization. Xuejun et al. and Liang et al. [1, 2] discuss the fairness 
problem of the exponential backoff. Bharghvan [3] proposes a technique 
based on collision avoidance and fairness to improve the channel utiliza-
tion. Few WLAN standards have been adopted, e.g., IEEE 802.11 [4] 
which uses collision avoidance scheme with binary slotted backoff. Bianchi [4] 
expresses how the throughput deteriorates with increasing the number of 
nodes. Tay and Chua [5] use an analytic model to study the channel capac-
ity – i.e., maximum throughput – when using the basic access (two-way 
handshaking) method. Kim and Lee [6] consider three kinds of CSMA/CA 
protocols, which include basic, stop-and-wait, and four-way handshake 
CSMA/CA, and introduce a theoretical analysis for them. Cali [7] pointed 
out that depending on the network configuration, DCF may deliver a much 
lower throughput compared to the theoretical limit. In [8] a contention-
based MAC protocol named fast collision resolution is presented. Wu et al. 
[10] propose a model named DCF+ which shows the fairness performance. 
Chnaya and Gupta [11] present the performance evaluation of the decen-
tralized nature of communication between nodes in IEEE 802.11, in the 
presence of “hidden” nodes. Estiaghi et al. [13] show the performance 
evaluation of multihop ad hoc WLANs. Thus extensive research has been 
conducted on WLANs [1–13]. Fairness index was only discussed in [1], 
[2], [7], and [10].  

This chapter tries to investigate simultaneously the four performance in-
dexes, i.e., throughput, delay, delay variance, and fairness, which are not 
considered in previous studies [1–13]. In the table-driven technique we 
consider both idle periods and number of collisions (Table-driven tech-
nique) which show the actual load on the network. In the second, we em-
ploy buffer-adaptive technique which guaranties fairness and provides 
smaller delay variance. 

19.2 The IEEE 802.11 MAC protocol 

 
Fig. 19.1. IEEE 802.11 MAC mechanism 
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Figure 19.1 shows one of many transmission scenarios possible with the 
IEEE 802.11 DCF mode. In this mode a node with a packet to transmit ini-
tializes a backoff timer with a random value selected uniformly from the 
range [0, CW-1], where CW is the contention window in terms of time 
slots. After a node senses that the channel is idle for an interval called 
DIFS (DCF interframe space), it begins to decrease the backoff timer by 
one for each idle time slot observed on the channel. 

 
Fig. 19.2. RTS/CTS access mechanism in DCF 

When the channel becomes busy due to other nodes’ transmission ativi-
ties the node freezes its backoff timer until the channel is sensed idle for 
another DIFS. When the backoff timer reaches zero, the node begins to 
transmit. If the transmission is successful, the receiver sends back an ac-
knowledgment (ACK) after an interval called the SIFS. Then, the transmit-
ter resets its CW to CWmin. In case of collisions the transmitter fails to re-
ceive the ACK from its intended receiver within the specified period, it 
doubles its CW subject to maximum value CWmax, chooses a new backoff 
timer, and starts the above processes again.  

In 802.11, DCF also provides a more efficient way of transmitting data 
frames that involve transmission of special short RTS and CTS frames 
prior to the transmission of actual data frame. As shown in Fig. 19.2, an 
RTS frame is transmitted by a node, which needs to transmit a packet. 
When the destination receives the RTS frame, it will transmit a CTS frame 
after SIFS interval immediately following the reception of the RTS frame. 
The source station is allowed to transmit its packet only if it receives the 
CTS correctly. Note that all the other stations are capable of updating their 
knowledge about other nodes’ transmission duration by receiving a certain 
field in RTS, CTS, ACK, and packets transmission called network vector 
allocation (NAV). This helps to combat the hidden terminal problems. In 
fact, a node that is able to receive the CTS frames correctly can avoid col-
lisions even when it is unable to sense the data transmissions directly from 
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the source station. If a collision occurs with two or more RTS frames, 
much less bandwidth is wasted when compared with the situations where 
larger data frames are in collision, thus justifying the case for RTS, CTS 
mode of operation. 

According to the protocol new users typically get the access before ex-
isting users who may collide with each other leading to fairness problems 
[3–13]. 

19.3 System analysis for the ideal standard case without 
backoff 

Let p be the transmission probability of each node and M be the number of 
active stations. Assuming no backoff and each user tries to transmit ran-
domly in each slot following the DIFS period, only one user tries his RTS 
which is then followed by CTS and a successful packet; the probability of 
successful transmission is thus given by the following 

1)1( −−= M
s pMpP  

(19.1)

The probability of an idle slot is 
M

o pP )1( −=  
(19.2)

and probability of unsuccessful transmission RTS (collision) is 

osc PPP −−= 1  
(19.3)

Let i be the number of idle periods (cycles) to success shown in 
Fig. 19.3 and j be the number of idle slots in each idle period lengths 
( )1 2,,W W . So the efficiency ( 1η ) is given by Eq. (19.7). 

It is easily seen that the average length of each idle period except the 
last one before packet success is given by 
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The last idle period has an average of 
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The average number of cycles is given by 
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(19.6)

All cycles leading to no success (RTS heard but no CTS) will each have 
a cost of Wi+TRTS+TDIFS+TSlot+TSIFS seconds. 

1
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(19.7)

The number of collisions is 1C I= − . Thus C  and IW  are calculated 
from different values of M and p and stored in two tables (not shown for 
space consideration). So for particular values of M and p there is a particu-
lar value of C  and IW . 

From Eq. (19.7) the efficiency 1η  can be calculated for different values 
of M and p as in Fig. 19.4. Table 19.1 depicts the probabilities at which the 
maximum efficiency occurs for different values of M. 

 
Fig. 19.3. Transmission activity on the wireless channel 
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Fig. 19.4. Efficiencies for different probabilities and different number of stations 

Table 19.1. Optimum efficiencies for different probabilities and different number 
of stations 

No of stations Probability Optimum efficiency 
1 0.9 0.914494552 
2 0.25 0.903305479 
3 0.15 0.901342654 
4 0.11 0.900459291 
5 0.1 0.89970777 
6 0.1 0.898158644 
7 0.1 0.895995929 
8 0.1 0.893367296 
9 0.1 0.890347837 
10 0.1 0.886975732 

19.4 Table-driven WLANs 

In this new protocol, if the nodes sense that the channel is idle for an inter-
val called DIFS (DCF interframe space), they try to send RTS of a packet 
with a probability p which is dependent on the traffic condition, i.e., the 
number and activities of the nodes as follows.  

The users continuously monitor the channel in each idle slot following 
the DIFS idle period. If the previous slot is idle, it calls a uniform random 
generator (0,1). If the value of this generator is less than or equal to p, it 
tries to start its RTS transmission in the given next slot. If the value is 
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larger than p, the users persist on listening and repeat RTS transmission 
trials as stated. However, if the channel is sensed busy the user defers his 
transmission till the next DIFS idle period heard.  

The nodes measure the number of collisions 1C I= −  and the length WI 
of the last idle period sliding (by monitoring the channel over a large 
enough window), they can then use the tables formulated in Section 19.3 
to obtain the corresponding p and M. 

Users having a non-empty queue start by monitoring the channel for the 
first n transmission periods. This active user will average the length of the 
idle period preceding the correct packet transmission over n transmission 
periods, i.e., IW  and 1C I= − , i.e., the average number of collision over 
the same period. Aided with these values the users obtain the operating 
values of p and M and use p to control their activities for the head of line 
packet in their queue. Active users continuously monitor the channel and 
use a sliding window technique to estimate WI and I and hence obtain M, p. 
For example, the first sliding window averages WI and C of the first n 
transmission periods. The second window averages WI and C  of the 

2,3,..., 1l n= +  transmission periods, the third to (n+2) transmission peri-
ods. The sliding window averaging process reflects the changing traffic, so 
transmission activity of active users is dependent only on the current traffic 
and not on past history. 

It is possible that the tables relating ( ),M p  to ( ),IW I  yield more than 
one possibility for M, p for certain ,IW I measurement values from the slid-
ing window. In this case, the users average the obtained values of M and 
use Table 19.1 to find the optimum p at this averaged value of M. This 
Table 19.1 is obtained from Fig. 19.4 in an evident manner. The operation 
of this table-driven technique is similar to the DCF standard IEEE protocol 
[4] except for using this optimized transmission probability p and discard-
ing the timers and backoff windows. The active users just estimate M, p 
from the traffic conditions (by sensing the channel) in a sliding window 
fashion transmission, one period after another. 

We note that both old and fresh users measure the traffic and adopt to 
same traffic condition fairly and obtain same p. However, having same p 
does not mean all users will repeatedly collide in the same slot, since feed-
ing a random number generator with p yields different slot numbers to start 
transmitting the RTS each time it is called. 
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19.5 Buffer-adaptive WLANs 

In the buffer-adaptive technique, each node’s probability of transmission’s 
trying is calculated based on the number of packets stored in the buffers. 

The probability of trying, ,p  of each node is 
maxBu

Bu
, where Bu is the 

number of packets stored in the buffers at each node and maxBu  is the user 
buffer capacity. The buffer-adaptive technique is simple, it is similar to the 
IEEE 802.11 RTS/CTS, DCF mode except for the elimination of timers 
and exponential backoff. It is also similar to the table driven technique ex-
cept for the elimination of table construction simply the users adjust their 
random transmission probability p  following the standard DIFS period, 
continuously based on the queue size. This technique does need neither 
traffic measurement nor table establishments. 

19.6 Simulation results 

For numerical calculations the following parameters are used:  
TPayload=10msec; PHYheader=128bits; ACK=112bits+PHY header; 
RTS=160bits+PHY header; CTS=112bits+PHY header; Channel bit rate= 
1 Mbits/s; Slot time (TSlot)= 50 µs; TSIFS=28 µs; TDIFS =128 µs. 

In the table-driven technique, as per the standards, following the obser-
vance of each DIFS, users try to transmit with probability p obtained from 
the above table which is obtained from the traffic measurements. So all us-
ers with non-empty buffer try to transmit a packet with a probability ob-
tained from the table. If two or more stations try to transmit at the same 
time, collisions occur. If no stations transmit (Fig. 19.3), the number of 
idle slots will increase. If one station is successful after a certain number of 
idle and collision period, the transmission period ends. As a result the total 
time for one successful packet transmission includes TDIFS, TSIFS, TRTS, 
TCTS, TIdle, TPayload. The efficiency is calculated at the end of the simulation 
at certain values of M, λ , p, i.e.,  

( )n
Payload

Time
simulationwholetheinPeriodsonTransmissiofNoT ×

=η
 

where ( )nTime  is the total simulation time which depends on TDIFS, TSIFS, 
TRTS, TCTS, TSlot, TPayload. 
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Initially ( )n
DIFSTime T=  and subsequently increased based on the user’s 
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In the case of the buffer-adaptive technique, the simulation time is cal-

culated in the same way as per user’s activity above. However, no table is 
constructed and sliding windows do not apply.  

In the table-driven technique described in Section 19.4 the active stations 
estimate the value of M. At certain traffic the curve shown in Fig. 19.5 is 
linear, which means the offered and the estimated values of the number of 
active stations are the same. 

 
Fig. 19.5. Estimated M at a certain traffic 
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Fig. 19.6. Throughput and input traffic corresponding to the number of transmis-
sion periods 

The table-driven technique can be considered as a load adaptive system. 
That means it has the capability to adapt to the input traffic as quickly 
as possible. Figure 19.6 shows a case where the input traffic suddenly 
increases from 5 packets/s to 10 packets/s. In this case the throughput 

( )( )Input traffic rateη λ×  (Fig. 19.6) is shown to follow the offered traffic λ .  
Figure 19.7 shows the efficiency curve for different offered loads for the 

table-driven technique for different window sizes. This shows that the effi-
ciency rises and becomes saturated at higher values of the load. The win-
dow size has small effects on the efficiencies at different loads. 

Figure 19.8 depicts the packet delay corresponding to different loads for 
the table-driven technique for different window sizes. The window sizes 
have little effect on the packet delay corresponding to different loads. 
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Fig. 19.7. Efficiency corresponding to different offered traffic using different 
window size 

 
Fig. 19.8. Delay corresponding to different offered traffic using different window 
size 

As the efficiency rises with the increased load, excess numbers of pack-
ets are left in the buffers. This results in a large packet delay at higher 
loads. 
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Figures 19.9 and 19.10 show the efficiency and the delay performance 
at different loads for the buffer-adaptive technique. From 2 packets/s to 
4 packets/s, the efficiency of the buffer-adaptive technique and the table 
driven technique is more or less the same. Beyond four packets/s, in the 
buffer-adaptive technique the efficiency becomes very small, because all 
stations transmit their packets with higher probability which results in high 
amount of collision and no success. In these figures efficiency and delay 
are calculated for different buffer capacities, such as 30, 100, 300. 

 
Fig. 19.9. Efficiency at different loads for buffer-adaptive system for different 
capacities 

 
Fig. 19.10. Delay curves at different loads for buffer-adaptive system for different 
capacities 
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Fig. 19.11. Fairness index for the table-driven technique for different window 
sizes 

Figure 19.10 shows that the delay performance degrades as the capacity 
of the buffer increases. However, the efficiency increases as the buffer 
capacity increases (Fig. 19.9). 

 
Fig. 19.12. Fairness index of the buffer-adaptive technique for different buffer 
capacities 
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Fig. 19.13. Fairness index for different number of stations for different cases 

Fairness is another important issue. To express this, we take the fairness 
index defined in [2] to measure the fair packet capacity allocation. That is, 
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where FI is the fairness index, n  is the number of stations, ix  is the pack-
ets transmitted by the ith  active station during the simulation time (current 
traffic in which the offered traffic λ  is same for all stations). 

Figure 19.11 shows that the fairness index decreases as the window size 
is decreased for the case of table-driven technique. 

Figure 19.12 shows the fairness index of the buffer-adaptive technique. 
From this we can observe that the stations can be fairly operated when the 
buffer capacity is made high. 

Figure 19.13 shows a comparison of the fairness index between the 
buffer-adaptive technique and the protocol proposed in [2]. We conclude 
that the buffer-adaptive technique yields the same fairness index as in [2] 
which uses modified exponential backoff.  

Figure 19.14 shows a comparison between table-driven technique and 
buffer-adaptive technique along with the protocol proposed in [2]. It can 
be observed that for all the cases up to 20 active stations the performance 
is the same. Beyond that load, the fairness of the table-driven technique 
degrades. 
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Fig. 19.14. Fairness index for different number of stations for different cases 

Now let us introduce the delay variance for the two different new tech-
niques. Delay variance is calculated by  

( )2

1=

−
=
∑

n

i average
i

D D
DV

n
, 

where DV  is the delay variance, iD  is the average packet delay of the  thi  
station, and averageD  is the average packet delay of all stations. 

 
Fig. 19.15. Delay variance for the buffer-adaptive technique for different buffer 
capacities 
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Fig. 19.16. Delay variance for the table-driven technique for different window 
sizes 

Figure 19.15 shows the delay variance for the buffer-adaptive technique 
for different buffer capacities. It is observed that the delay variance in-
creases in accordance with the number of stations as well as the buffer ca-
pacity. 

Figure 19.16 shows the delay variance of the table-driven technique for 
different window sizes. The delay variance performance is worse than the 
case of buffer-adaptive technique. 

19.7 Conclusion 

In this chapter two new techniques (table-driven and buffer-adaptive) were 
presented, modeled, and compared.  

Simulation results show that the table-driven technique performs well 
for faster load variations, whereas the buffer-adaptive technique does not. 
But the buffer-adaptive technique has FI (fairness index) and DV (delay 
variance) performances better than the table-driven technique making it 
suitable for real-time application (voice, video, etc). The buffer-adaptive 
technique does not scale well at higher loads as compared to the table-
driven technique. The throughput and delay performances are better in the 
case of table-driven technique making it suitable for data application. 
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Abstract. BSS is one of the well-known methods of signal process-
ing. This method is based on recovering of original sources from 
observed mixtures without any further information about mixing 
system and original sources. In many applications, mixtures are 
combination of non-Gaussian and time-correlated components. 
MCOMBI algorithm is known as a method for separation of these 
kinds of sources. The performance and accuracy of this algorithm 
are noticeable but the high computational cost is one of the most 
significant limitations of MCOMBI algorithm, especially for high-
dimensional data sets like high-density electroencephalographic 
(EEG) or magnetoencephalographic (MEG) recordings. In this 
chapter, we propose a new algorithm which uses combination of 
WASOBI and EFICA algorithms. In addition we use clustering 
method to decrease computational cost. In contrast with MCOMBI 
algorithm, the proposed algorithm decreases run time of separation 
and it has high accuracy close to MCOMBI algorithm. Thus, this al-
gorithm is suitable for real high-dimensional data sets. In this chap-
ter we use our algorithm for separation of artifacts in real MEG 
data. 
Keywords. Statistical signal analysis, biomedical signal processing, 
blind source separation, independent component analysis, Non-
Gaussianity, time-correlation, MEG data 
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20.1 Introduction 

Blind source separation (BSS) is one of the famous methods in signal 
processing. This method estimates original sources only from the observed 
mixtures and separating operation performed without any prior informa-
tion about the mixing system. In this chapter we consider the most com-
mon BSS problem in which the sources are assumed to be independent and 
the mixing system is assumed to be linear and instantaneous. The BSS 
model can be expressed as follows: 

)()()(
1

tAstsatx j

d

j
j ==∑

=
 

(20.1)

where ],...,[ 1 daaA =  is an unknown mixing matrix, T
d tststS )](),...,([)( 1=  

are the original unobserved sources, and T
d txtxtX )](),...,([)( 1=  are the ob-

served linear and instantaneous mixtures. The BSS problem consists in es-
timating a separating matrix WAW =≈ −1)

such that the mixing process A  
can be inverted and the sources S  recovered: .SASWXWS ≈==

)))
 

Different methods to solve the BSS problem usually differ in the statis-
tics measuring the independence of the source signals and the estimators of 
those statistics. In fact the suitable choice for independence measure is 
more important than the selection of accuracy of the estimator. The opti-
mal choice for independence measures depends on the generating model of 
the source signals. Non-Gaussianity and cross-correlation are two of the 
most common choices for measuring independence. When the original 
source signals are independent and identically distributed (i.i.d) processes 
with non-Gaussian distribution, we can perform separating operation by 
using maximizing measure of the estimated sources. Non-Gaussianity can 
be measured using marginal entropy for which several accurate estimators 
have been proposed in the BSS [1, 2]. EFICA [3] and FastICA [1] are best 
algorithms in the sense of speed and accuracy that are categorized in this 
group. On the other hand, the original sources can be identified by mini-
mizing cross-correlation and maximizing auto-correlation in the estimated 
sources when the sources are time series with non-zero auto-correlation for 
time lags greater than zero. SOBI/TDSEP [4, 5] and WASOBI [6–8] are 
well-known algorithms in this group. In many real applications, mixtures 
are combination of non-Gaussian and time-correlated sources. Thus only 
some of the sources (not all of them) can be separated by applying al-
gorithm that use only one of the independence measures. Probably a 
more accurate approach is to use algorithms based on combination of 
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non-Gaussianity and cross-correlation measures. Methods based on this 
idea are EFWS [9], COMBI [9], and MCOMBI [10]. A practical limitation 
of all these combination approaches is that their computational cost is un-
affordable for high-dimensional mixtures like the ones found in high-
density electroencephalography (EEG) and magnetoencephalography 
(MEG).  

In this chapter, we propose a new algorithm that uses a combination of 
WASOBI and EFICA algorithms (like MCOMBI algorithm). In addition 
we use clustering method to decrease computational cost. In contrast with 
MCOMBI algorithm, the proposed algorithm decreased run time of separa-
tion with high accuracy close to MCOMBI algorithm. We show that apply-
ing of this algorithm is suitable for real high-dimensional data sets. In this 
chapter we use this algorithm for separation of artifacts in real MEG data. 

20.2  Multidimensional independent components 

Standard BSS assumes that the 1-D unknown sources in Eq. (20.1) are mu-
tually independent according to the independency contrast used. A gener-
alization of this principle assumes that not all the d  sources are mutually 
independent but they form M  higher dimensional independent compo-
nents [11, 12]. Let ld  denote the dimensionality of the l th multidimen-
sional component that groups together the 1-D source signals with in-
dexes .,...,1 ldll  Then, the thl  multidimensional component is given by 

,],...,[
1

T
lll

ld
ssS =  where Ml ,...,1=  and 1 2

... .Md d d d+ + + =  Therefore, we 

can rewrite the sources data matrix S  in Eq. (20.1) as 
T

M
T

d SSQssS ],...,[],...,[ 11 ==  where Q  is a permutation matrix. Using the 
above notation and dropping matrix Q  under the permutation indetermi-
nacy of ICA, we can reformulate Eq. (20.1) as follows: 

T
M

T
M SSXWXWWXS ],...,[],...,[ 11 ===  (20.2) 

The goal of multidimensional BSS is to estimate the sub-matrices 
MllW ,...,1}{ =  each of which is of dimension .ddl ×  Since the sub-

components of a multidimensional independent component are arbitrarily 
mixed, we can recover MllW ,...,1}{ =  only up to an invertible matrix factor 
[12]. A multidimensional component according to certain independency 
contrast (e.g., non-Gaussianity) might be separable into 1-D components 
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using an alternative independency measure (e.g., cross-correlations). This 
suggests a procedure for combining complementary independency criteria 
[10]: 

1. Try BSS using certain independency criterion. 
2. Detect the presence of multidimensional components in the source 

signals estimated in step 1. 
3. Try BSS using an alternative independency contrast in each 

multidimensional component found in step 2. 

This is the basic idea underlying proposed algorithm which combines 
the complementary strengths of the Non-Gaussianity criterion of EFICA 
and the criterion based on cross-correlations of WASOBI. 

20.3 Detection of multidimensional independent 
components 

A common way of evaluating the accuracy of the separation produced by 
any BSS algorithm is the matrix of interference-to-signal ratios (ISR ma-
trix). Element wise, the ISR matrix is defined as kkklkl GGISR 22 /=  where 

AWG
)

= . W
)

 is the estimated separating matrix and A  is the true mixing 
matrix. klISR  measures the level of residual interference between the k th 
and l th estimated components. The total ISR of the k th estimated source is 
defined as follows: 

.
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(20.3)

EFICA and WASOBI share the rare feature of allowing the estimation 
of the obtained ISR matrix through simple empirical estimate of ][ISRE  
using the estimated sources .S

)
This means that EFICA and WASOBI per-

mit us to estimate ][ISRERSI ≈
)

. It has been shown that the estimations 
RSI
)

 obtained by WASOBI and EFICA are quite accurate even when the 
respective assumptions about the sources are only partially fulfilled [10]. 
The information provided by RSI

)
 is crucial for detecting the presence of 

multidimensional components within the estimated sources which is the 
reason for us to choose EFICA and WASOBI in our combined BSS 
method. 
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If the ISR  matrix is known, or if it can be estimated, we can easily assess 
the presence of multidimensional independent components by grouping 
together components with high mutual interference. This is done by defin-
ing a symmetric distance measure between two estimated components as 
follows:  
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Using the distance metric ,D  we cluster together the estimated compo-
nents whose distance from each other is small. For this task we use ag-
glomerative hierarchical clustering [13] with single linkage. By single 
linkage we mean that the distance between clusters of components is de-
fined as the distance between the closest pair of components. The output of 
this clustering algorithm is a set of di ,...,1=  possible partition levels of 
the estimated sources. At each particular level the method joins together 
the two clusters from the previous level which are closest in distance. 
Therefore, in level 1=i  each source forms a cluster whereas in level di =  
all the sources belong to the same cluster. For assessing the goodness-of-fit 
of the 1,...,2 −= di  partition levels, we propose using the validity index 
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iD int  and er
iD int  roughly measure, respect-

tively, the average intra-cluster and inter-cluster distances. They are de-
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where ji,Γ  is the set of indexes of the sources belonging to the j th cluster 

at the i th partition level and )( , jiCard Γ  determines the number of elements 
in ji,Γ . We also define max1 /1 ISRI =  where maxISR  is the maximum entry 
in the ISR  matrix. We set 10=dI . Finally we choose the best cluster parti-
tion to be that one corresponding to the maximum of all local maxima of 
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the cluster validity index I . By setting 10=dI  we consider that the separa-
tion failed completely (there is just one d-dimensional cluster) if 

10int <er
iD , .1,...,2int −=∀ diD era

i  The definition max1 /1 ISRI =  means that 
the estimated sources will be considered to be 1-D (perfect separation) if 

)./1(min 2max ii IISR ><  Therefore, since 10=dI , we require the maximum ISR 
between two 1-D components to be in any case below −10 dB. In order to 
ease the explanation of proposed algorithm in the next section we will use 
the following MATLAB notation to refer to the hierarchical clustering al-
gorithm described in this section: [ , ] ( )i I hclus ISR=  where the input pa-
rameter is the estimated ISR  matrix, the first output parameter is the se-
lected partition level and the second output parameter is a )1(1 +−× id  cell 
array such that }{kI  is a vector containing the indexes of the sources be-
longing to the kth cluster. 

20.4 Proposed algorithm 

The proposed algorithm is described using MATLAB notation as below: 
function  [B]  =  proposed-fun (X,ARorder) 
[d, L]  =  size(X) ; 
[B, ISRwa]  =  WASOBI (X,ARorder) ; 
[iwa, Iwa]  = hclus(ISRwa) ; 
if   iwa = = 1 ,  return; end 
for  i = 1: (d-iwa+1) , 
      if  length (Iwa{i}) = = 1,  continue;  end 
      index =  Iwa{i};  di  =  length(index) ; 
      [Bef, ISRef]  =  EFICA (B(index, :)*X) ; 
      [ief,  Ief] = hclus(ISRef) ; 
      if  (ief < di)  ||  ... 
         (min(sum(ISR(index,index),2))  >  ... 
          min (sum(ISRef,2))), 
                B(index,:) = Bef*B(index,:) ; 
      end 
end 

This algorithm starts by applying WASOBI on the input data. The rea-
son for using WASOBI first instead of EFICA is that the former is consid-
erably faster than the latter for high-dimensional mixtures, which is the 
main application of our algorithm. Subsequently, EFICA is applied on 
each multidimensional component of sources found in the output of 
WASOBI. Finally, we decide whether EFICA was able to improve the 
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separation of the sources within the cluster or not. In our implementation of 
the algorithm we include a third step (not shown in the MATLAB code 
above) that consists in running WASOBI again on the cluster of unresolved 
components in the output of EFICA (if such a cluster exists). This last step is 
helpful only in the rare cases when, in the first run of WASOBI, we were not 
able to detect the correct clusters. If EFICA was able to separate some non-
Gaussian sources we expect the accuracy of WASOBI to improve by apply-
ing it only to the cluster of Gaussian components that was not correctly sepa-
rated by EFICA. WASOBI requires the user to specify the order of the AR 
model that best fits the unobserved sources. However, the performance is 
not critically dependent on this parameter and it is enough to select an order 
high enough to model appropriately the source signals. 

20.5  Separation via proposed algorithm 

In this section we use proposed algorithm for separation of artifacts in 
MEG data. Moreover we compare speed and accuracy of this algorithm 
with MCOMBI algorithm. 

20.5.1 Introducing used MEG data 

Magnetoencephalography (MEG) is a noninvasive technique by which the 
activity or the cortical neurons can be measured with very good temporal 
resolution and moderate spatial resolution. When using a MEG record, as a 
research or clinical tool, the investigator may face a problem of extracting 
the essential features of the neuromagnetic signals in the presence of arti-
facts. The amplitude of the disturbances may be higher than that of the 
brain signals, and the artifacts may resemble pathological signals in shape. 

In this chapter we employ our algorithm to separate brain activity from ar-
tifacts. The approach is based on the assumption that the brain activity and 
the artifacts (e.g., eye movements or blinks, or sensor malfunctions) are ana-
tomically and physiologically separate processes and this separation is 
reflected in the statistical independence between the magnetic signals gener-
ated by those processes. The MEG signals were recorded in a magnetically 
shielded room with a 122-channel whole scalp Neuromag-122 neuro-
magnetometer. This device collects data at 61 locations over the scalp, using 
orthogonal double-loop pickup coils that couple strongly to a local source 
just underneath. The test person was asked to blink and make horizontal sac-
cades, in order to produce typical ocular (eye) artifacts. Moreover, to pro-
duce myographic (muscle) artifacts, the subject was asked to bite his teeth. 
Yet another artifact was created by placing a digital watch 1 m away from 
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the helmet into the shielded room. In Fig. 20.1 we present a subset of nine 
observed MEG signals from the frontal, temporal, and occipital areas. 

 

Fig. 20.1. Nine observed signals from MEG data 
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20.5.2 Experimental results 

We applied proposed algorithm on MEG data (introduced in the last sec-
tion) to separate artifacts from it. Figure 20.2 shows eight estimated inde-
pendent components (ICs) that were found from the recorded data after 
applying proposed algorithm. The first two ICs (i.e., IC1, IC2) are clearly 
due to the muscular activity originating from the biting. IC3 and IC4 show 
the horizontal eye movements and the eye blinks, respectively. IC5 repre-
sents the cardiac artifact that is very clearly extracted. Sixth independent 
component (i.e., IC6) is due to breathing. To find the remaining artifacts, 
the data were high-pass filtered, with cutoff frequency at 1 Hz. Next, the 
independent component IC7 was found. It shows clearly the artifact origi-
nated at the digital watch, near the magnetometer. The last independent 
component IC8 is related to a sensor presenting higher RMS (root mean 
squared) noise than the others. To evaluate the overall separation perform-
ance of proposed algorithm and MCOMBI, we used the average of the ISR 
obtained for the individual sources, i.e., 
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where d  indicates number of multidimensional components and kisr  can 
be obtained from Eq. (20.3). In Fig. 20.3 we show the average signal-to-
Interference Ratio (SIR) obtained for different number of data samples of 
the sources, to compare accuracy of two algorithms. In this figure, dashed 
line (--) and solid line present avgSIR  which is computed from MCOMBI 
and proposed algorithm, respectively. According to Fig. 20.3, the proposed 
algorithm is almost as accurate as MCOMBI algorithm. 
On the other hand, the clustering method is used to decrease computational 
cost and running time of our algorithm with respect to MCOMBI algo-
rithm. For comparing the speed of two algorithms, we have evaluated run-
ning time of them and presented results in Table 20.1. It can be understood 
from this table that the computation time of applying our algorithm on 
MEG data is clearly smaller than the computation time of applying 
MCOMBI. The major advantage of our algorithm is the possibility of us-
ing it with very high-dimensional data sets. It is noticeable that the ob-
tained running time is an average of ten times iteration of two algorithms 
individually, and the implementation of two algorithms is performed using 
MATLAB v7.0.4 software in computer with below system properties, Intel 
Pentium 4 CPU 1.70 GHz/512 MB of RAM
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Fig. 20.2. Independent components (artifacts) estimated using proposed algorithm 

 
Fig. 20.3. Average signal-to-interference ratio (SIRavg) obtained for different num-
ber of data samples of the sources. Dashed line (--) and solid line present SIRavg 
that was computed from MCOMBI and proposed algorithm, respectively 
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Table 20.1. Running time of MCOMBI and proposed algorithms 

Type of algorithm Running time in seconds 
MCOMBI 330 
Proposed algorithm 42 

20.6 Conclusions 

We proposed a new BSS algorithm that is a combination of WASOBI and 
EFICA algorithms. This algorithm simultaneously separates non-Gaussian 
and time-correlated sources. Moreover we used clustering method for de-
creasing computational cost and running time. We applied our algorithm 
and MCOMBI algorithm on the real MEG data with high-dimensional data 
sets in order to separate artifacts from it. Furthermore, we demonstrated 
that this algorithm is almost as accurate as the MCOMBI algorithm. More-
over, because of using clustering method, our algorithm has lower compu-
tational cost with respect to MCOMBI. Thus, the proposed algorithm is 
suitable for the high-dimensional data sets. 
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Abstract. Light source temperature measurement has been an im-
portant aspect in many industrial applications. The aim of this study 
is to determine the temperature of different sources like flames, in-
candescent lamps. The sensor installation is difficult in these 
sources. Imaging these sources to correlate with the temperature is 
attempted. A digital still camera is used to capture the source im-
ages. The optical characteristics of CCD sensor are not mentioned in 
the camera specifications. It is desired that the device bandwidth 
should be greater than the source bandwidth. Hence, the optical 
characteristics of the camera are also obtained. As incandescent 
lamp is the most familiar light source, its photographs are taken. 
The images are taken at known excitation voltages in a dark room 
with camera settings unaltered. Filament temperature is a function 
of intensity. Intensity difference of two consecutive images is found 
out by image subtraction. Unwanted part of image, like reflection 
from the shell, is removed by thresholding and segmentation. The 
colour temperature of the filament can be found out with reference 
to black body radiations. If these values are compared with standard 
temperatures, source temperature values can be predicted. 

Keywords. Non-contact temperature measurement, Imaging, Digital 
camera photography 
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21.1  Introduction 

This study deals with the determination of temperature in sources like fur-
nace and incandescent lamp. The installation of sensor in above-mentioned 
sources is difficult. If the image of these sources is acquired by some 
means and post-processing is carried out, it is possible to predict the tem-
perature. Most of the light sources emit light as a function of temperature. 
The light emitted by an incandescent source is a mixture of light with dif-
ferent wavelengths. The light from a black body is a mixture of light with a 
continuous range of wavelengths. An incandescent lamp is very nearly a 
black body radiator. This is the most commonly used light source. The dis-
tribution of power in the wavelengths it produces can be described by the 
temperature of a black body radiator whose light would appear to the hu-
man eye to be of the same colour [1]. The development of digital cameras 
has opened up possibilities for powerful new diagnostic techniques em-
ploying two-dimensional imaging. Digital still cameras (DSCs) have 
gained significant popularity in recent years [2]. Digital photography is the 
easily available fast technique and requires no other sensor. It is also pos-
sible to acquire the image to get total temperature distribution. Qualitative 
visualization for the temperature measurement is done using digital camera 
[3]. A Sony-make digital still camera DSC-S60 is used to acquire images. 
The optical characteristics of CCD sensor are not mentioned in the camera 
specifications. The proposed work is to obtain the characteristics of the 
digital camera and to obtain filament temperature of incandescent lamp by 
image processing.  

21.2  Camera characteristics 

In the proposed work a Sony-make digital still camera DSC-S60 is used to 
capture the images of various sources. As the optical characteristics are not 
mentioned in the specifications, different sources are used to cover 
the wide bandwidth ranging from IR to UV. It is desired that the device 
bandwidth should be greater than the source bandwidth. To verify if the 
camera is having adequate bandwidth, it is necessary to plot the camera 
characteristics. 

21.2.1 Experimental setup 

While designing the setup it is ensured that the effect of stray light is 
minimized and reflection of light is avoided. We have used following 



Visible light source temperature estimation using digital camera      251 

sources for our experimentation: 

• 5 W, 12 V Lumina-make tungsten filament lamp 
• LED: Colour (R, G, B), UV and IR 

Enclosure length is adjusted so as to match camera minimum distance 
specifications. The setup photographs are shown in Fig. 21.1. 

 

                            
 

                       

Fig. 21.1. Setup photographs 

Fig. 21.2. Filter and LED images 
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Photographs of colour filters (red, green and blue) are taken where the 
source intensity is changed without affecting its white light nature. Similar 
technique is applied for LED array (red, green and blue).  

The images obtained are shown in Fig. 21.2 

21.2.2 Images obtained 

Source: Filter 

21.2.3 Processing 

The colour values (red, green and blue) of the images acquired are sepa-
rated as shown in Fig. 21.2. The values are compared with standard digital 
values. Red coloured images are compared with (255, 0, 0), green and blue 
are compared with (0, 255, 0) and (0, 0, 255), respectively. The processing 
is carried out using MATLAB software.  

After processing the images and comparing the colour values with the 
standard values, it is observed that the obtained values are fairly matching 
with the standard values for R, G and B. 

21.3 Source image acquisition  

After obtaining the characteristics of camera, images of lamp filament are 
taken in a dark room with known excitation voltages. Figure 21.3 shows a 
filament image at a typical excitation voltage. In this photograph, section 
(a) is the filament image and section (b) is filament reflection from shell. 

 

Fig. 21.3. Incandescent lamp filament image 

(a) 

(b) 
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The block schematic of the proposed system is given in Fig. 21.4. 

 
Fig. 21.4. Block schematic of the proposed non-contact source temperature meas-
urement system  

 
Fig. 21.5. Graph of intensity RMS value vs excitation voltage 
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dimmer. As the dimmer is turned up, the voltage increases and the lamp’s 
filament becomes warmer and warmer until it begins to glow cherry red. 
As the voltage continue to increase, the filament gets hotter and hotter, 
glows more brightly and becomes less and less red [1]. The filament im-
ages of a 40 W Philips-make lamp are captured on digital camera. Incan-
descent lamps emit light solely because of their temperature. Tungsten 
wire temperature is a function of flow of electric current [4]. To avoid am-
bient light effect, the images are taken in a dark room. Images acquired 
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using digital camera are used in further processing. Camera settings are not 
changed till all images are captured.  

The graph of RMS value of intensity vs the excitation voltage is shown 
in Fig. 21.5. The intensity varies linearly with excitation voltage. The im-
ages obtained are converted to grey for further processing. Unwanted parts 
are removed using segmentation algorithm. The change in colour or inten-
sity can be co-related with the filament temperature [5]. The temperature 
values can be compared with standard temperatures. 

21.4  Image processing 

The images acquired using a digital camera of known resolution are having 
natural colour components red, green and blue [6]. The intensities of two 
consecutive images are compared to view the change with respect to exci-
tation voltage. Figure 21.6 shows this intensity comparison of images at 
100 and 120 V. 

These RGB components are converted to grey scale for further process-
ing. To find out the intensity difference, images are converted to matrix 
form. The intensity component of every image is separated [6]. By sub-
tracting the intensity matrices of two consecutive grey images intensity 
difference is obtained.  

 
Fig. 21.6. Intensity comparison of two consecutive images 

Figure 21.7 shows the difference between two images. Images (a) and (b) 
are the images at excitation voltage 200  and 230 V, respectively. Image 
(c) is the intensity difference between above-mentioned images.  
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Fig. 21.7. Intensity difference between two images 

In the images under study, along with the filament image, shell reflec-
tion is also seen. Hence, pre-processing of the images is required. In the 
analysis of area of interest in image, it is essential to distinguish between 
the object of interest, i.e. filament from the rest. Most commonly used 
techniques for segmenting foreground from the background are threshold-
ing and edge detection. No segmentation technique is perfect and there is 
no universally applicable technique that works for all images [8]. Because 
of its intuitive properties and simplicity of implementation, image thresh-
olding enjoys a central role in this application. 

The proposed work is based on histogram-based thresholding. The 
brightness histogram of an image at typical excitation is shown in Fig. 21.8. 
In this histogram, X-axis represents the intensity of the pixels, whereas 
Y-axis represents the number of pixels having same intensity values. 

Fig. 21.8. Intensity histogram of image at typical excitation 

The histogram of the image is examined for locating peaks and valleys. 
A parameter “θ” called threshold is chosen and applied to the image a 
[m, n] as follows:  
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      If     a [m, n] ≥ θ       a [m, n] =  Lamp Filament = 1 
      Else                          a [m, n] = Background = 0 

The threshold is chosen from the brightness histogram of the region that 
is expected to segment [9]. 

Following observations are made after studying the brightness histo-
gram: 

The histogram is multimodal. The largest peak in the histogram depicts 
the background and smaller ones represent filament and reflection from 
shell. The peaks at higher brightness representing the filament are the ob-
jects of interest.  

A threshold is selected iteratively by examining local neighbourhood 
histogram. This threshold value is used to filter out unwanted data. The 
filament images obtained after thresholding are shown in Fig. 21.9. Images 
(a) and (b) are the filament images at 100 and 120 V, respectively, ob-
tained after thresholding. 

Fig. 21.9. Filament images after thresholding 

Intensity difference is observed in the above filament images. Filament 
temperature changes with change in intensity. The colour temperature of 
the filament can be found out with reference to black body radiations [9]. 
According to Stefan–Boltzmann’s law, the energy emitted by a black body 
per unit area and unit time is proportional to the power “four” to the abso-
lute temperature of the body. The “grey” body is represented by the fila-
ment of an incandescent lamp whose energy emission is investigated as a 
function of the temperature. The energy emitted per unit area and unit time 
at temperature T and wavelength λ within the interval dλ is designated by 
dL(T, λ) / dλ. Planck’s formula states, 

 
2 52d ( , )

d 1exp( )
hL T
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kT

cλ
λ λ

λ −

=
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(21.1)

where c= velocity of light (3 × 108 m/s), 

(a) 

(b) 
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           h= Planck’s constant (6.62 × 10–34), 
           k=Boltzmann’s constant (1.381 × 10 –23). 

Integration of this gives the relation of intensity and temperature, i.e. 
Stefan–Boltzmann’s law. 

Thc
TkTL 4
32

44

15

52
)(

4
σ=

Π
=  

(21.2)

where σ = 5.67 × 10−8. 
On the basis of these laws, temperature can be related with the intensity 

of the source. Temperature–intensity co-relation is shown in Fig. 21.10. If 
these temperature values are calibrated using a standard, filament tempera-
ture can be predicted [9]. 

 
Fig. 21.10. Intensity–temperature co-relation 

21.5  Results and conclusion 

The optical characteristics of the camera used for image capturing are ob-
tained. From these results, it is observed that the digital camera used to 
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capture source images is having enough bandwidth to cover visible range 
(400–700 nm). 

Filament images of a typical 40 W incandescent lamp are captured using 
digital camera of known resolution. Desired image segment is selected for 
processing using thresholding. Intensity change can be correlated with 
temperature. Using a standard, temperature–intensity relation is estab-
lished. Using this relationship for a known intensity value, filament tem-
perature can be predicted. 
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Abstract. A new approach for the design of discrete decentralized 
observation schemes for large-scale interconnected systems is con-
sidered. The design is based on stability result that employs the no-
tion of block diagonal dominance in matrices and the reasonable 
bound estimates for the discrete Lyapunov matrix equation. The ma-
jor contribution of this chapter is the demonstration of how the ob-
server’s gains can be tailored systematically to the existing inter-
connection pattern within the overall system. Although the present 
results are developed in the context of decentralization observation, 
they can be extended to the design of decentralized stabilization and 
to the design of decentralized model reference adaptive identifica-
tion schemes. Simulation results on a numerical example are given 
to verify the proposed design. 

Keywords. Large-scale system, Diagonal dominance, Continuous 
Lyapunov equation, Discrete Lyapunov equation, Decentralized 
control 

22.1 Introduction 

Large-scale interconnected systems can be found in such diverse fields 
as electrical power systems, space structures, manufacturing process, 
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transportation, and communication. An important motivation for the de-
sign of decentralized schemes is that the information exchange between 
subsystems of a large-scale system is not needed; thus, the individual sub-
system’s controllers are simple and use only locally available information. 

Decentralized control of large-scale systems has received considerable 
interest in the systems and has benefit from numerous studies. Early work 
in the area can be found in [1–3]. More recently, Sundareshan and Elbanna 
[4,5] present a systematic constructive procedure based on a stability  
result that employs the notion of block -diagonal dominances in matrices. 
But the implementation of these controllers is very complicated and the 
obtained gains are very high. 

To reduce the controller’s gains, Elmarjany and Elalami [6] studied the 
decentralized stabilization via eigenvalues assignment and developed the 
sufficient condition under which exponential stabilization with prescribed 
convergence rate is achieved. The obtained gains are smaller than those 
found in other designs. Zazi and Elalami [7] extended the previous work to 
discrete-time systems and developed a new and simple approach for the 
design of discrete decentralized controllers of large-scale interconnected 
linear systems. 

In many practical situations, complete state measurement is not avail-
able at each individual subsystem for decentralized control; consequently, 
one has to consider decentralized feedback control based on measurements 
only or design decentralized observers to estimate the state of individual 
subsystem that can be used for estimated state feedback control. There has 
been a strong research effort in literature toward the problem of designing 
observers. Some applications of these designs have been made to the ob-
servation problems arising in such diverse areas as spacecraft control and 
control of industrial manipulators. 

An approach to decentralized observation that has yielded useful results 
[5] is to first construct a set of local observes for the independent subsys-
tems and then to incorporate compensatory signals in order to account for 
the presence of interconnections among the subsystems. The objective of 
this chapter is to extend this work to discrete-time systems and develop a 
new and simple algorithm for the design of discrete decentralized observ-
ers of large-scale interconnected linear systems.  

22.2 Problem formulation 

Consider a large-scale discrete system s described as an interconnection of 
N subsystems, s1,s2,…,sN, by 
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ni
ix ℜ∈  is the state of subsystem si, mi

iu ℜ∈  is its input vectors and 
pi

iy ℜ∈  is its output vectors. 
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 is the term due to interconnection of the order subsystems. Ai, Bi 

and Ci are matrices of appropriate dimensions. 
It is assumed that all pairs (Ai, Bi) are controllable and (Ai, Ci) are com-

pletely observable for all i, j=1, 2, …, N. 
Let us also consider the observation scheme 
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where ji nn
ij Rl ×∈  are the observer gains suitably selected. 

When ≠ijH 0, the selection of ijij H=Γ  results in the dynamics of the 
estimation error being governed by 

∑
≠
=

+−=+
N

ij
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1
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(22.3)

The problem of interest then is the choice of li such that the overall error 
system 

e(k+1) = (A+H−lC) e(k) (22.4)

where e=[e1
T e2

T …eN
T], A=diag [A1A2…AN], l=diag [l1 l2….lN], and 

C=diag [C1 C2….CN], is asymptotically stable. 
Recognition of this relation between the stability of the error system and 

the design of the observation scheme enables one to employ the available 
results from the stability and the stabilization of large-scale systems to the 
observer design problem. 

We first show how to find a local controller in the continuous- and dis-
crete-time case. 

Consider a large-scale continuous-time system: 
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The objective is to find a decentralized linear constant feedback control 
ui(t)= −Ki xi(t) to exponentially stabilize the system (22.5). 

Applying the i controller to the plant (22.5) gives 
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Let minλ (X) and maxλ (X)= 1λ  (X), respectively, denote the minimum 
and the maximum of reel matrix X, the notations λ  (X) and σ  (X) denote 
the eigenvalue and singular value of the matrix X. Also for any 

P )()( 11 PPPP Tmn σλ ==ℜ∈ × , let μ  (.) denote the matrix measure 
induced by some vector or matrix norm and defined by the formula 
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The matrix measure induced by the 2-norm is denoted by 2μ (A), and 
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where niniiiA ×ℜ∈ and njni
ijA ×ℜ∈ , i, j=1,2,…,n. If Aii are non-singular and 
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then A is said to be block diagonal dominant relative to the partitioning in 
(22.9). If strict inequality holds in (22.10), then A is strictly block diagonal 
dominant. 

Lemma 1 Let the matrix A partitioned as in (22.9) satisfy the conditions (i) 
A=AT, (ii) Aii=1, 2,….,n are positive definite, and (iii) A is strictly block di-
agonal dominant. Then, all the eigenvalues of A are real positive. 

Lemma 2: Let M be a positive definite matrix satisfying Mμ (Fi) <0. Let 
spec (Fi) ⊂  LHP, ∀ i=1, 2,….,N and let Pi be the symmetric matrix solu-
tion of the Lyapunov equation 

Fi
TPi+ Pi Fi + Qi = 0. (22.11) 

For an arbitrarily selected symmetric matrix niniiQ ×ℜ∈  
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In particular, if 2μ  (A) < 0, then we have 
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Theorem 1 Let spec (Fi) ⊂ LHP, i=1,2,…,N, and let Pi be the symmetric 
matrix solution of the Lyapunov equation (22.11). For an arbitrarily  
selected symmetric matrix niniiQ ×ℜ∈ , (22.5) is asymptotically stable if 
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Proof: See [3] 
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The objective of this chapter is to extend this work to discrete systems, 
for that we must initially seek the sufficient condition for the existence of 
discrete decentralized controllers. 

Let us consider a discrete large-scale system described as interconnec-
tions of N subsystems by 

)()()1(
1

kxHkxFkx j

N

ijiii ∑+=+  
(22.15)

where Fi is an asymptotically stable matrix. 

Theorem 2: Let Fi be an asymptotically stable matrix, i=1, 2,…,N, and let 
Pi be the symmetric solution of the discrete algebraic Lyapunov matrix 
equation, 

Fi
T Pi Fi – Pi +Qi =0 (22.16) 

For an arbitrarily selected symmetric matrix Qi, then (22.15) is asymp-
totically stable if 
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Proof Selecting V(x(k))= xT(k) P x(k), P=diag(P1, P2,…, PN), as a discrete 
Lyapunov function and evaluating its variation along the trajectories of 
(22.15) 

Δ V(x)=V(x(k+1))−V(x(k)) 

=xT(k) (FT P H+HT P F+HT P H−Q ) x(k) 
= −xT(k) W x(k) 

(22.18)

where Q=diag(Q1,Q2,…,QN), F=diag(F1,F2,…,FN), H=[Hij]i, j=1,…,N (22.19)

W=Q-FT P H-HT P¨F- HT P H satisfies W=WT 

The diagonal element 
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It is simple to observer that for i ≠ j 
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If condition (22.17) is checked, then Wii > 0 and ∑
≠
=
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N
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11 f , 

from Lemma 1, W is positive definite. For more details see [7]. 
Many researchers have developed results of upper bounds for discrete 

Lyapunov matrix FTPF – P +Q = 0. All the existing results are based on 
the assumptions of 1)(1 pTFFλ . This is obviously restrictive because 
the stability of F does not guarantee this assumption. 

To cover the case that )(1
TFFλ  is not inside the unit circle, Dong-Gi 

Lee, et al. [8] use the similarity transformation and set 

TFTFTQTQTPTP TT 1ˆ,ˆ,ˆ −=== . 
(22.21) 

Then the modified Lyapunov equation is obtained  

(TT FT T-T)(TT P T) (T-1 FT) –TT P T+TT Q T=0. (22.22) 

Theorem 3 Let the positive-defined matrix P be the solution to (22.16), if 
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22.3 An algorithm for discrete decentralized observation  

As discussed earlier, the error system is described by 
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Theorem 4 Let Fi be an asymptotically stable matrix and let Pi be the solu-
tion of the discrete Lyapunov equation. For an arbitrarily selected Qi, 
where Qi is a positive definite matrix, (22.24) is asymptotically stable if 
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Proof  From Theorem 2, the system (22.24) is asymptotically stable if the 
condition (22.17) is satisfied. From Theorem 3, the solution has an upper 
bound (22.23), through which we obtain the following inequality: 
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The system (22.24) is asymptotically stable if the condition 
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is satisfied. This condition is most robust than the condition (22.17). 
The implementation of this observer by using Theorem 4 is very com-

plicated because the resolution of equation of algorithm imposes constrain-
ing conditions on the interconnection matrices and leads to restricted 
classes of the interconnected system. Moreover, the obtained gains are 
very high. In this chapter, we propose a new and simple algorithm for de-
centralized observation.  

Let us consider the following transformation 

)()(),()( kukUkxkX i
k

ii
k

i
−− == γγ  (22.28) 

γ  is a positive scalar ( 1≥γ ) 
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Then the estimation error of the modified system is governed by 
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The goal is to select the observation gain Li and the required scalarγ , 
such that the overall error system (22.30) is asymptotically stable. 

From Theorem 4, the system (22.30) is asymptotically stable if 
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We shall now give the procedure for the construction of the observer 
gains li. 
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Step 1: γ =1 selected Li such that spec (Ai–Li Ci) is inside the unit circle. 
This selection can be made by a standard pole placement design. 
Step 2: Choose an arbitrary matrix positive Qi. 
Step 3: If condition (22.31) is checked, then calculate li1 such that  
spec (Ai–li1 Ci) = spec ( 1−γ (Ai–Li1 Ci)). 
Step 4: If condition (22.17) is checked, then li =li1. 
If not, γ =γ +1 and go to step 3. 
If not, γ =γ +1 and go to step 3. 

7.4 Illustrative example 

We consider the following example which was treated by Sundershan and 
Elbanna [5]. 

The discrete-time model is obtained from its continuous-time model by 
discretizing it using MATLAB c2d with the sampling period T=0.1. 
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[ ] )(02.10)( 22 kxky = . 

The resulting local observer gain matrices defined in (22.24) are 

[ ]Tl 1873.80409.12365.197089.11 −=  

[ ]Tl 1746.44032.20386.12 −= . 

 

For comparison, observed gains determined in [5] are  
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which are considerably higher. 
From the simulation results, we can notice that each estimation error is 

asymptotically stable (Figs. 22.1 and 22.2). 

Fig. 22.1. Estimation error of the first subsystem 

Fig. 22.2. Estimation error of the second subsystem 
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22.5 Conclusion 

This chapter has presented a procedure for designing linear decentralized 
observer for discrete large-scale systems. Compared with existing results, 
our approach is more simple and easier to use and the gains obtained are 
smaller. The present results are developed in the context of decentralized 
observation; they have a wider application in that they can be extended to 
the design of decentralized model reference adaptive identification 
schemes. Future research is directed to the application of this approach to 
linear large-scale uncertain systems. 
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Abstract. The simple technique of iterative blind deconvolution of 
two convolved functions has been improved in this chapter. The 
proposed improvement imposes some new constraints to the itera-
tive algorithm making the result more accurate and more visually 
appealing. The proposed scheme has also been equipped with a 
stopping criterion ensuring the convergence of the algorithm which 
was missing in the original work. As a result, one need not look into 
the image produced after every iteration to decide the termination of 
the algorithm. Simulations indicate that the restored images of the 
proposed version of the scheme are more close to the true image. 

Keywords. Image restoration, Blind image deconvolution, Point 
spread function, Motion blur 

23.1 Introduction 

Degradation of original image due to convolution is one of the frequently 
encountered problems in image processing. The convolution ( )yxg ,  of 
two functions, ( )yxf ,  and ( )yxh , , can be written as  

( ) ( ) ( ) ( ) ( )∑ −−=∗=
nm

nymxhnmfyxhyxfyxg
,

,,,,,  (23.1) 

21 

2 

1 

3 4 

3 

4 

Lecture Notes in Electrical Engineering 11, DOI 10.1007/978-0-387-76483-2_23,  
© Springer Science+Business Media, LLC 2009 

N. Mastorakis, J. Sakellaris (eds.), Advances in Numerical Methods,  



272      Pankaj Kumar Sa, Ratnakar Dash, Banshidhar Majhi, Ganapati Panda 

where ( )yxf ,  is the true image and ( )yxh ,  is the linear- shift-invariant 
blur known as point spread function (PSF) [1− 3]. 

If ( )vuF , , ( )vuH , , and ( )vuG ,  are the Fourier transforms of ( )yxf , , 
( )yxh , , and ( )yxg , , respectively, then Eq. (23.1) can otherwise be ex-

pressed as 

( ) ( ) ( )vuHvuFvuG ,,, =  (23.2) 

Deconvolution is performed for image restoration in many applications 
such as astronomical imaging, medical imaging, and remote sensing. 
When one of the function ( )yxf ,  or ( )yxh ,  is known, the other function 
can be determined by inverse filtering or Wiener filtering. In classical lin-
ear image restoration problem, the PSF ( )yxh ,  is assumed to be known 
prior to the deconvolution process. To write in other words, when the blur 
function is known, the degradation process is inverted to get back the true 
image. However, in many practical situations the blur is often unknown, 
and little information is available about the original image [3−5]. 

Therefore, the image ( )yxf ,  must be identified directly from the con-
volved signal ( )yxg ,  using partial or no information about the blurring 
process and true image. Such an estimation problem, assuming the linear 
degradation model, is called blind deconvolution. Blind image restoration 
is the process of estimating both the true image and the blur from the de-
graded image characteristics using partial information about the imaging 
system. In this work, one such image restoration technique has been im-
proved for better and definite result. 

Rest of the chapter is organized as follows. The blur model is described 
in Section 23.2. The reported scheme for deconvolution is reviewed in 
Section 23.3. The proposed scheme is detailed in Section 23.4 followed by 
simulation results in Section 23.5. Finally, Section 23.6 provides the con-
cluding remark.  

23.2 Blur model 

Suppose that a scene to be recorded undergoes a planer motion relative to 
the sensor. Assume the relative motion to be of uniform velocity v  at an 
angle θ  with the horizontal axis. If T  is the duration of exposure, then the 
blur length is vTL = , and the motion blur PSF may be expressed as 
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( )
⎩
⎨
⎧ =≤≤

=
otherwise0

sin;cos0 if1
,

θθ LyLxL
yxh  

(23.3) 

If the motion is along horizontal direction, that is, 0=θ , the above 
equation may then be expressed as 

( )
⎩
⎨
⎧ =≤≤

=
otherwise0

0;0 if1
,

yLxL
yxh  

(23.4) 

23.3 Review of IBD 

The iterative blind deconvolution (IBD) algorithm [5] iteratively estimates 
the original image as well as the PSF. IBD makes use of spatial domain as 
well as frequency domain constraints. In spatial domain, non-negativity 
constraint is used on both image as well as PSF. Non-negativity is used 
in spatial domain because image pixel intensity values are always positive. 
Similarly, PSF values are observed to be always positive. The Fourier 
domain constraint may be described as constraining the product of the 
Fourier spectra of ( )yxf ,  and ( )yxh ,  to be equal to the Fourier spectra 
of ( )yxg , , in agreement with Eq. (23.2). 

The basic deconvolution method consists of the following steps. First, a 
non-negative-valued initial estimate of the PSF ( )yxh ,  is input into the it-
erative scheme. The size of the PSF must be known before starting the al-
gorithm. However, the PSF values can be random numbers. Now ( )yxh ,  
is Fourier transformed to yield ( )vuH , , which is then inverted to form an 
inverse filter and multiplied by ( )vuG ,  to form the first estimate of the 
original image spectrum ( )vuF , . This estimated Fourier spectrum is in-
verse transformed to obtain ( )yxf , . The image domain constraint of non-
negativity is now imposed by putting zero to all pixels of the image 

( )yxf ,  that have a negative value. A positive-constrained estimate 

( )yxf ,ˆ  is formed that is Fourier transformed to obtain the spectrum 

( )vuF ,ˆ . Now ( )vuG ,  is divided by ( )vuF ,ˆ  to get the next spectrum es-
timate ( )vuH , . A single iterative loop is completed by inverse Fourier 
transforming ( )vuH ,  to obtain ( )yxh ,  and by constraining this to be non-



274      Pankaj Kumar Sa, Ratnakar Dash, Banshidhar Majhi, Ganapati Panda 

negative, yielding the next PSF estimate ( )yxh ,ˆ . The iterative loop is re-
peated until a satisfactory restored image is obtained. 

The calculations involved here are quite straightforward and simple. 
However, the output is not definite, the algorithm may run into infinite 
loop without converging. In order to get the approximation of the true im-
age the initial estimate of the PSF should not vary much with the original 
PSF, which in itself is a difficult task to realize in practical situation. The 
proposed scheme, described in the next section, is an improvement upon 
the IBD. 

23.4 Proposed improvement 

The drawbacks of the IBD are alleviated in the proposed scheme by im-
posing some more constraints. A convergence criterion has also been in-
corporated into the algorithm. The constraints used in the iterative decon-
volution scheme are having substantial influences on the number of 
iterations required for the satisfactory restoration of the blurred image.  

Support: Support is the smallest rectangle which encompasses the image 
area in the original image. So the pixel values outside the support are con-
sidered as the background color. After every iteration, the pixel values out-
side the support are made equal to the background color. 

Non-negativity: Non-negativity constraint is applied on the image esti-
mate and the PSF estimate. The negative values appearing in these esti-
mates are replaced with zero. Also, the sum of the PSF values is made 
equal to 1 after every iteration. 

minh : The spatial domain value of the PSF is always made more than the 
threshold value. 

( ) ( )
( )⎩

⎨
⎧ <

=
otherwise,

, if
, minmin

yxh
hyxhh

yxh  
(23.5) 

maxF : The upper limit of the frequency domain values of the image are al-
ways set to maxF . 

( ) ( )
( )⎩

⎨
⎧ >

=
otherwise,

, if
, maxmax

vuF
FvuFF

vuF  
(23.6) 
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maxf : The upper limit of the spatial domain values of the image are fixed 
at maxf . 

( ) ( )
( )⎩

⎨
⎧ >

=
otherwise,

, if
, maxmax

yxf
fyxff

yxf  
(23.7) 

These constraints are found to be indispensable for approximating the 
true image from the degraded observations. 

23.4.1 Algorithm 

I. Get the initial PSF ( )yxh ,0  with random values. 

II. Find ( )vuHk ,ˆ  by taking Fourier transform of ( )yxhk , . 

III. Compute ( )vuFk ,  from ( )vuG ,  and ( )vuHk ,ˆ  as 

( ) ( ) ( )vuHvuGvuF kk ,ˆ,, = . 
IV. Compute the inverse Fourier transform of ( )vuFk ,  to obtain 

( )yxfk , . 
V. Impose the image constraint of non-negativity, support and maxf  on 

( )yxfk ,  to obtain ( )yxfk ,ˆ . 

VI. Obtain ( )vuFk ,ˆ  after Fourier transforming ( )yxfk ,ˆ . 

VII. Compute ( )vuHk ,  from ( )vuG ,  and ( )vuFk ,ˆ  as 

( ) ( ) ( )vuFvuGvuH kk ,ˆ,, = . 

VIII. Compute the inverse Fourier transform of ( )vuHk ,  to obtain 
( )yxhk , . 

IX. Impose the minh  and PSF constraints on ( )yxhk , . 
X. Compute power of the image for the  thk  iteration as  

( )∑∑
= =

=Ρ
M

x

N

y
kk yxf

1 1

2,ˆ  
(23.8) 

XI. Determine the standard deviation of power ( )σ  for the last s  itera-
tions. If the computed σ  is less than a predetermined threshold 
value then stop the iteration, otherwise repeat from step II. 
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23.5 Simulation results 

The proposed improved version of the iterative blind image deconvolution 
(IIBID) is simulated along with the reported iterative blind deconvolution 
(IBD) scheme. Number of iterations required for convergence and the peak 
signal to noise ratio (Eq. (23.9)) are the two performance metrics consid-
ered for the comparison. Simulations are carried out in MATLAB 7 in  
Intel Core 2 duo, 2.13 GHz machine. 

( )2
10PSNR 10log 255 MSE dB=  (23.9) 

( ) ( )( )∑∑
= =

−=
M

x

N

y
yxfyxf

MN 1 1
,ˆ,1MSE  

(23.10) 

where MN  is the size of the image, and ( )yxf ,  and ( )yxf ,ˆ  represent 
the pixel values at ( ) th,x y  location of original and restored image, respec-
tively. Two different binary images are blurred and restored with both the 
IBD and the IIBID. The results are shown in Figs. 23.1 and 23.2. 

Fig. 23.1. Restoration of Hello image. (a) True image, (b) motion blurred with 
60L = , 30θ = , (c) restored with IBD in 126 iterations (PSNR=17.13 dB), (d) re-

stored with IIBID in 50 iterations (PSNR=20.57 dB) 

(b)(a)

(d)(c)
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Fig. 23.2. Restoration of NITRKL image. (a) True image, (b) motion blurred with 
50L = , 45θ = , (c) restored with IBD in 638 iterations (PSNR=13.23 dB), (d) re-

stored with IIBID in 206 iterations (PSNR=22.88 dB) 

23.6 Conclusions 

The improved iterative blind image deconvolution is an improvement of 
the classic iterative blind deconvolution scheme. The proposed scheme is 
incorporated with some more constraints to get a good restored image in 
reasonable amount of time. The scheme works very well for binary im-
ages, more suitable for astronomical imaging where images are obtained 
from a dark background. The improvement in the restored image quality is 
also substantial when compared with the earlier version. 
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Abstract. In this study, the design procedure and the performance 
analysis of a linear quadratic gaussian controller (LQGC) are 
presented. The controller is expected to regulate the produc-
tion−inventory process of a manufacturing system along a pre-
determined trajectory within the plant hierarchical control system; 
the hierarchical control structure is also described briefly in this 
chapter. The LQGC is based on a dynamic, discrete-time, and a sto-
chastic model, aggregating products, and production processes. The 
simulation results show that the LQGC is well -suited for the in-
tended purpose. 

Keywords. Production planning and control, Linear quadratic 
Gaussian control, Hierarchical control, Systems engineering 

24.1 Introduction 

The concept of production planning and control and its dependence on the 
technology and the organizational forms were studied by many researchers 
in the past [1, 21, 7, 11, 13]. The most common finding of these studies is 
that the new technologies yield higher productivity, provided that they are 
implemented through appropriate organizational forms [1, 21]. This aspect 
is particularly emphasized in [21] where the contribution of new technolo-

21 

2 

1 

Lecture Notes in Electrical Engineering 11, DOI 10.1007/978-0-387-76483-2_24,  
© Springer Science+Business Media, LLC 2009 

N. Mastorakis, J. Sakellaris (eds.), Advances in Numerical Methods,  



280      M.K. Yurtseven, B. Agaran 

gies without sound management systems was found to be limited; the con-
clusions reported were based on an empirical study where four major fac-
tors of automation technology were evaluated for 15 machinery firms. 
Hence, a system engineering point of view of production planning and 
control appears to be more beneficial, compared to purely technological or 
purely managerial approaches. The present study is a typical example for 
the use of systems engineering techniques in handling production planning 
and control problems in a manufacturing process. 

The application of control systems engineering techniques to manufac-
turing systems can be traced to [22,10,6] all of which fall within the body 
of classical control theory, which has its limitations when it comes to deal-
ing with multi-input multi-output systems, time-varying systems, or non-
linear systems. These were partially overcome with the application of 
modern control theory to the analysis and design of production−inventory 
systems, broadening the scope of applications [9,8,14]. The model devel-
oped in this study has been borrowed from control systems engineering 
area and was adopted earlier for production planning and control purposes 
[15,23]. Later, Yurtseven modified and extended the model to design a 
hybrid production planning and control system for a manufacturing 
process [24], and Yurtseven and Buchanan then proposed a similar 
model that could be used for assessing the effect of new technologies on 
production [25]. There has been a growing interest in the application of 
control system engineering techniques to the modeling and control of sup-
ply chain systems. The work reported by Perea et al. employs some ideas 
from process control to modeling and control of supply chains [20]. Lin 
et al. report a controller design study and its use on the reduction of bull-
whip for a model supply chain [19]. The modeling approach is based on 
the Z-transform and the controller design is achieved in the frequency domain. 
Hoberg et al. apply linear control theory to study the effect of various poli-
cies on order and inventory variability which is considered to be the key 
drivers of supply chain performance [16]. Agaran, Buchanan, Yurtseven 
believe that the dominant dynamic characteristics of a complex system, 
such as a supply chain or a complex production–inventory system, can be 
modeled and controlled effectively with the powerful analytical tools of 
modern control theory, as opposed to the classical control theory [2]. They 
state the advantages of modern control theory over its classical counter-
part: the latter is limited to the analysis of relatively simple systems that 
are linear, time-invariant, and small dimensioned (i.e., with small number 
of inputs and outputs). In modern control theory one can handle large-scale 
systems with several inputs and outputs without too much difficulty. In 
addition, the powerful techniques developed for linear and time-invariant 
systems can be extended to non-linear, time-varying, and stochastic 
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systems effectively. In addition, it is possible to filter stationary or non-
stationary noise present in signals through high-performance filters such as 
Kalman filters, design optimal control policies, and make use of adaptive 
techniques to update model parameters and control policies for more effec-
tive control. 

The control-theoretic approach, like the other analytical tools, suffer 
from a major disadvantage; it is almost impossible to formulate complex 
issues such as organizational resistance to change, inter-functional or inter-
organizational conflicts, team-oriented performance measures, customer 
relationship management etc., adequately. Min and Zhou suggest that the 
analytical tools alone are not sufficient to represent the realities of complex 
systems [17]. According to them, the traditional mathematical program-
ming techniques can be used to model inter-functional integration, but re-
alistic representations of such systems can be found through IT-based 
models that make use of model-based decision support systems (DSS). 
Such DSS have the potential of representing all the analytical and non-
analytical aspects of complex systems in a more realistic manner. Hence, 
the work reported here is seen as part of an ongoing research where the 
overall objective is to develop a DSS for managing the manufacturing sys-
tem under study. In other words, the model and the associated controller 
developed in this study will be a part of a DSS; it will be integrated with 
some other analytical/non-analytical tools within the DSS to cope with the 
ill-structured, strategic, and behavioral issues involved in the system. 

The work reported in this chapter will be presented in the following or-
der: The principles adopted in the design of the overall hybrid production 
planning and control system will be summarized in the next section. De-
scriptions of the plant model, the LQG controller structure, and the con-
troller design procedure will follow this.  

24.2 Principles of design 

The reader will find here only a summary of the ideas considered during 
the design of the hybrid production and planning control system; details 
can be found in [24]. The hybrid control structure proposed is shown in 
Fig. 24.1. This structure is based on a concept developed by Kohn et. al. 
[18]. The plant or process under consideration is a workshop. The produc-
tion strategies developed by the top management are translated into a set of 
production targets by Translator I and then fed into the production plan-
ning unit. Typically, weekly production plans are prepared within this unit. 
Note that the function of Translator I is to formulate production strategies 
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set by the top management, which may be a mixture of quantitative and 
qualitative statements, into quantitative production targets in a specific 
format. Translator II translates these production plans into a specific form 
acceptable by the Scheduler. In turn, the Scheduler has the task of produc-
ing specific, typically daily schedules. Translator III transforms these 
schedules into specific control settings or production trajectories that are 
used by the controller. The hybrid nature of the control structure provides 
the “glue” between the event-based systems and continuum systems in the 
control hierarchy. The design of the control hierarchy, with its coherent 
control objectives and coordination schemes, requires a formal design pro-
cedure. The models that are used for production planning, scheduling, and 
controlling activities will have to be different; they normally have an in-
creasing size, complexity, and level of detail as one goes down the hierar-
chy. Similarly, the time horizon considered by these models will need to 
decrease with decreasing level of hierarchy. Some discussion related to 
this topic can be found in [18, 5]. 

 
Fig. 24.1. The proposed hybrid production planning and control structure 

24.3 The controller structure 

The objective of the controller is to ensure that the production schedules 
prepared by the Scheduler are implemented properly. The controller may 
also be used as a pre-planning tool, providing the opportunity to systems 
engineers to test the possible contributions of the newer technologies 
and/or organizational forms into production [24]. The controller design is 
based on a dynamic model, providing the opportunity to investigate the 
variations in production under different control policies, at different pro-
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duction stages, as time progresses. The model is a discrete-time type, 
hence well suited to the discrete nature of the manufacturing process. Fur-
thermore, its stochastic nature allows the systems engineer to incorporate 
the uncertainties involved in the process, providing some flexibility in the 
modeling of such complex phenomena. In order to keep the model at a rea-
sonable size, products and production processes are aggregated. The ag-
gregate aspect of the model allows the systems engineer to suppress the 
details and bring out the dominant characteristics of the production proc-
ess, providing a systems perspective. 

A block diagram of the LQG controller is shown in Fig. 24.2. The input 
to the controller is the vector of production trajectories. The controller 
generates the optimum control vector with components of u11(k), u12(k), 
u21(k), and u22(k), in period k. The former two represent increased or de-
creased number of machines at stages 1 and 2, respectively, and the latter 
two are the amount of overtime or under-time work exercised, at stages 1 
and 2, respectively. The plant output y(k) is the available measurements. 
Due to the difficulties and cost involved in the measurement process, it is 
assumed that only x21(k) and x22(k) can be measured, which are the inven-
tory levels at stages 1 and 2, respectively, in period k. A Kalman estimator 
is employed to estimate x1e and x2e, which are the best estimates of x1 and 
x2, respectively. The vector r1(k) is a stochastic variable representing the 
unpredictable variations in the number of disabled or repaired machines 
during the period k. Similarly, the vector r2(k) is another stochastic vari-
able, representing the unpredictable variations in demand to the products in 
period k. 

 
Fig. 24.2. A block diagram of the LQG controller 

The objective of the controller is to regulate the plant around the nomi-
nal operating conditions. The linear model equations that represent small 
deviations from the nominal operating conditions are given by [23]. 
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The transition of the number of machines in two successive periods is 
given by 

x1(k+1) = x1(k) + u1(k) + r1(k),   k = 0, 1, 2,…, N–1 (24.1) 

where the variables are as defined above. 
The corresponding vectors are defined in the forms of 
x1 (k) = (x11(k),…, x1j(k))´  
u1(k) = (u11(k),…, u1j(k))´  
r1 (k) = (r11(k),…, r1j(k))´  
where x1j(k), u1j(k), and r1j(k) represent these quantities at the jth produc-
tion stage in period k = 0, 1, 2,…, N−1. Note that the symbol ´ indicates a 
matrix transposition operation. 

The inventory level at the beginning of period k is given by 

x2(k+1) = x2(k) + p(k) – r2(k),   k = 0, 1, 2,…, N–1 (24.2) 

where the variables are as defined earlier. The vectors have the forms of: 
x2(k) = (x21(k),…, x2i(k))´  
p(k) = (p1(k), …, pi(k))´ 
r2(k) = (r21(k),…, r2i(k))´ 
x2i(k), pi(k), and r2i(k) represent these quantities at the ith production stage 
in period k = 0, 1, 2,…, N−1. 

The relation between the production time and the amount of products 
can be described by a linear approximation as 

t p(k) = bp(k)  (24.3) 

where bp(k) is the production time in period k with bp(k) = (bp1(k),…, 
bpj(k))´ , bpj(k) representing this quantity at production stage j; t is the 
machining matrix with t = (tij) with a dimension of jxi; tji represents the 
time required to produce one unit of product i (=1,2,…,I) at stage 
j (=1, 2,…, J). 

The amount of products can then be written as 

p(k) = (t+) bp(k) (24.4) 

where (t+) is the pseudo inverse of t.  t is a square matrix when the number 
of products is equal to the number of production stages, and its inversion is 
easy. However, in some cases this is not a square matrix and its inverse has 
to be calculated through a special algorithm [23].  

The production time in period k is calculated as follows: 

bp(k) = rp  x1(k)  +  u2(k),   k = 0, 1, 2,…, N−1 (24.5) 

where u2(k) is the vector of overtime or under-time with u2(k) = (u21(k),…, 
u2j(k))´, u2j(k) representing this quantity at production stage j. rp represents 
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the regular working time matrix with rp = diagonal (rpj), with a dimension 
of j×j, rpj  being the regular working time at stage j = 1, 2,…, J.  

Substituting Eq. (24.4) and (24.5) into (24.2) yields 

x2(k+1) = x2(k) + (t+ ) rp x1(k) + (t+) u2(k) – r2(k) 

k =  0, 1, 2,…, N−1 

(24.6) 

The vector-matrix form of Eq. (24.1) and (24.6) can be written as 
follows: 

x(k+1) = a x(k) + b u(k) + c r(k),   k = 0, 1, 2,…, N−1 (9.7) 

where 
x(k) = [x1(k)  x2(k)]’, u(k) = [u1(k)  u2(k)]’,  r(k) = [r1(k)  r2(k)]’ 
a = [I  0; (t+)rp  I],  b = [I  0; 0  (t+)], c = [I  0; 0  –I]  

Note that the symbol′ denotes matrix transposition, as defined earlier, 
and the symbol; separates the rows of the corresponding matrix (as used in 
MATLAB)  

24.3.1 The design procedure 

The mathematics of the LQG control is well known; hence they will not be 
repeated here. Instead, the design approach adopted and the criteria used in 
the selection of the critical design parameters will be explained, followed 
by a discussion on how simulation experiments were performed, and the 
results obtained. The reader will find the full information related to LQG 
control design in [3, 12, 4]. The system vector-matrix equations and data 
that are used during the simulation studies for various purposes are given 
in the Appendix. All design and simulation studies were performed using 
MATLAB.  

The solution to the stochastic optimal control problem at hand is found 
through the well-known separation theorem or certainty equivalence Prin-
ciple. According to this theorem, first an optimum estimator estimates the 
states of the model, ignoring the optimum control problem, and optimum 
control is then computed treating the estimated states as deterministic 
quantities. A two product–two stage case is considered in this study, with 
the following data: 

⎥
⎦

⎤
⎢
⎣

⎡
=

23
5.01

t           ⎥
⎦

⎤
⎢
⎣

⎡
=

100
04

pr  

Here, t represents the machining time matrix, and rp represents the regu-
lar working time matrix. The reader should note that rp is a diagonal  
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matrix, whereas t is an off-diagonal matrix, as expected. The plant state-
space and measurement equations are put into the following standard form 
to be able to perform the design: 

x (k+1) = A x(k) + B u(k) + G w(k) (24.8) 

y(k) = C x(k) + D u(k) + H w(k) + v(k) (24.9) 

where w (k) and v (k) are the random processes associated with process 
noise and measurement noise, respectively. A, B, G, C, and D are the cor-
responding system matrices, as given in the Appendix. C was chosen so 
that only the third and fourth state variables are available for measurement. 
The reader should note that the uncontrolled plant is unstable.  

First, the (deterministic) LQ controller was designed, ignoring the noise 
processes. This was achieved through the use of MATLAB’s dlqr com-
mand. The optimal control law is then computed to minimize the loss func-
tion Jc, where Jc = ( x′ Qc x + u′ Rc u ). Qc and Rc represent the weighting 
matrices for the state and control vectors, respectively. Several combi-
nations of Qc and Rc were simulated in order to tune the controller’s 
performance. First, the steady-state optimal control law was calculated 
through the command dlqr. The Kalman estimator was designed through 
MATLAB’s KALMAN command. The execution of this command re-
quires the formulation of a quadratic loss function, similar to the one given 
above. This loss function contains Qn and Rn, which are the process noise 
and measurement noise covariance matrices, respectively. Once again, 
their values were chosen after some tedious tuning studies. A steady-state 
Kalman estimator was designed, as opposed to a time-varying one, since it 
satisfies the requirements of the regulator under consideration. The reader 
should also note that the stochastic variables r1(k), given in Eq. (24.1), and 
r2(k), given in Eq. (24.2), are included into the expression Gw(k). 

24.4 Conclusions 

The design and performance analysis of a LQG controller for a complex 
manufacturing system were presented. The controller is intended to oper-
ate in a hybrid production planning and control structure where three trans-
lators serve as the “glue” between various subsystems of the production 
planning, scheduling, and control activities in the structure. In this chapter, 
a brief description of the proposed hybrid control structure was given, and 
the design procedure and performance analysis of the LQG controller was 
presented, fully. It was shown how products and production stages can be 
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aggregated to construct a dynamic, discrete-time, and a stochastic model 
and how a LQG controller can be designed. Preliminary simulation studies 
conducted show that the resulting controller is able to regulate the plant 
under considerable noise or uncertainty reasonably successfully. Further-
more, more research needs to be conducted in the direction of designing 
the remaining components of the hybrid production planning and control 
system and test system’s performance under realistic operating conditions.  
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Abstract. Engineering drawings are mostly represented in drawing 
exchange file (DXF) format for information interchange. DXF for-
mat is recognized by CAD tools only and results in a large file size, 
requiring heavy loading time. In this chapter, we have extended our 
previous work for the 3D reconstruction of engineering drawings in 
DXF and a new aspect is added to represent isometric views of these 
drawings in SVG format. The discussion is concluded on a compari-
son of SVG with DXF, proving the former suitable, specially for 
World Wide Web. 

Keywords. Isometric views, SVG, DXF, 3D reconstruction, Engi-
neering drawings 

25.1 Introduction 

Engineering objects are represented through engineering drawings from 
three standard orthographic views. These engineering drawings are used in 
the industry for manufacturing, machining, and production of engineering 
components. These drawings may be manual or computerized. Different 
computer-aided designing (CAD) tools have evolved in the past decades to 
develop computerized drawings. However, the computerization of older 
manual drawings is a vital research area addressed by different researchers. 
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The main research focus is on the vectorization of these manual drawings 
in raster formats from camera perspectives or scanned projections. Con-
verting manual drawings into a format supported by various CAD applica-
tions is also an area of interest to researches. The most widely used format 
supported by CAD tools for information interchange is drawing exchange 
file (DXF) format. DXF is basically a vector format. Representation of en-
gineering documents on World Wide Web has recently gained popularity 
in the research circles. Scalable vector graphics (SVG) is an XML-based 
standard [1] of World Wide Web Consortium (W3C) evolved to represent 
different graphical objects across World Wide Web. Yet another active re-
search area is to produce 3D models from these 2D orthographic projec-
tions. Different 3D reconstruction techniques have been evolved in the past 
decades for this purpose. In this chapter, we are dealing with 2D drawings 
and the output is a 3D drawing fully editable in DXF format. Moreover, 
our approach is capable of producing 3D isometric views in SVG format. 
A survey on different 3D reconstruction techniques is discussed in our 
previous work [2, 3]. Our approach for 3D reconstruction is discussed in 
our previous papers [4, 5], a summary of which is presented in Section 
25.2. 

Different algorithms have been proposed for raster to SVG conversion 
mostly depending on data-dependent triangulation (DDT), wavelet-based 
triangulation (WBT), and watershed decomposition (WD). DDT approach 
is discussed in [6], while WBT is used in [7]. WD technique for raster to 
SVG conversion is presented in [8, 9]. A good comparison of these tech-
niques is discussed in [9, 10]. 

Another issue while dealing with the representation of engineering ob-
jects in SVG format is that engineering objects are nested into each other. 
It complicates the situation when arbitrary view points or page sizes are to 
be supported in a Web browser. Scaling is not guaranteed to maintain rela-
tive association of the objects loaded in pages of different sizes. A solution 
to this problem is constraint SVG [11–13]. 

While representing engineering documents over World Wide Web, dif-
ferent flavors of browsers [14] are to be handled. Bandwidth of the me-
dium imposes serious limitations on the size of the document to be trans-
mitted between different sites. Vector format SVG with its small file size 
plays a very important role in this regard; however, a suitable compression 
technique [15] can also be used. 

Section 25.2 demonstrates our approach while Section 25.3 is dedicated 
to a comprehensive comparison of DXF and SVG formats from different 
critical aspects. The discussion is summarized in Section 25.4 followed by 
future recommendations in Section 25.5. 
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Fig. 25.1. Execution sequence of our approach 

25.2 3D Reconstruction and isometric representations 

Here, we use scanned manual drawings as input. These drawing images are 
binarized and gray scaled followed by a boundary trace. Our system is ca-
pable of generating output in both DXF and SVG formats. The flow of se-
quences is depicted in Fig. 25.1. DXF is generated by using our previous 
approach [5]. For isometric representation in SVG, the pseudocode is as 
follows: 

Input: Scanned drawing in bmp 
 Top view 
 Front view 
 Side view 

1. Grayscale conversion 
2. Binarization 
3. Boundary Extraction 
4. Rotate Top view about x-axis at an angle of 900 clock-

wise. 
5. Rotate Top view about z-axis at an angle of 300 clock-

wise. 
6. Rotate Side view about y-axis at an angle of 900 clock-

wise. 
7. Rotate Side view about z-axis at an angle of 300 clock-

wise. 
8. Rotate Front view about z-axis at an angle of 300 clock-

wise. 
9. Translate Boundaries to align with the hypothetical cu-

boid as presented in [5]. 
10. Convert these boundaries in SVG entities. 

Output: SVG file 

Here, first of all scanned projections of engineering drawings, namely 
top, side, and front, are taken as input. Then the operations from 1 through 
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10 are performed. While binarizing the image, threshold value can be 
specified by the user. So the user has a great control over choosing the de-
tails of the drawings. The output is generated as an SVG file viewable in 
any Web browser with suitable plug-ins. 

The interface and the interaction of our application are shown in Fig. 25.2. 
Figure 25.3 is an AutoCAD 2005 view of a sample 3D drawing in DXF 
format generated by our algorithm, while Fig. 25.4 is the SVG output (in 
isometric) of our algorithm viewed using Adobe SVG viewer 3.03 plug-in 
for Internet Explorer. 

25.3 Comparison between SVG and DXF 

We have compared both DXF and SVG formats on the basis of different 
parameters such as size of output file, time to load the document, support 
of 3D modeling, animation and rendering, user interactive editing, and the 
provision of different entities, layers, and dimensions. 

 

Fig. 25.2. Interface of the application 
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Fig. 25.3. DXF output in AutoCAD 

 
Fig. 25.4. SVG Output in Web browser 

Our experiments showed that an SVG file is one-fourth of the DXF file 
in size, on average. A diagrammatic representation is shown in Fig. 25.5. 
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Fig. 25.5. Comparison between SVG and DXF w.r.t. file size 

Our analysis resulted in another interesting fact about SVG format that 
its loading time is approximately one-sixth of DXF format loading time as 
shown in Fig. 25.6. 

 
Fig. 25.6. Comparison between SVG and DXF w.r.t. loading time 

It is worthy to mention that the loading time is not directly proportional 
to SVG file size; instead a logarithmic increase in time with increase in file 
size is observed and is shown in Fig. 25.7. 

The above facts favor the suitability of SVG format to represent engi-
neering drawings over World Wide Web. 

There are some limitations of SVG, for example, it does not support 3D 
modeling implicitly; however, it does support rendering and animation. 
DXF format is capable of handling 3D features, layers, and dimensions of 
the line drawings. User interactive editing can be introduced in SVG 
documents with the help of CSVG [7–9]. Both formats support different 
entities with DXF being capable of handling 3D entities as well. Both 
types of documents can be rendered. The comparison is summarized in 
Table 25.1. 
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Fig. 25.7. Effect of SVG file size on loading time 

Table 25.1. Comparison between SVG and DXF formats 

Parameters SVG DXF 
File size Less (approximately one-fourth) More 
Loading time Less (approximately one-sixth) More 
3D provision No Yes 
Rendering Yes Yes 
User interaction Yes (with CSVG) Yes 

25.4 Summary 

In this chapter, we have developed a technique to represent isometric engi-
neering drawings in SVG format. Our technique can generate 3D DXF 
representation as well. We have concluded that SVG representations are 
more suitable for the distribution of engineering documents over World 
Wide Web after an exhaustive comparison on the basis of critical features 
of these formats. SVG representations are more appropriate from the point 
of view of file size and loading time. 

25.5 Future recommendations 

Our approach can be extended to 3D visualization of engineering draw-
ings. Interested readers may consult [16, 17]. Another extension of our 
work may be the representation of different frames of a multipaged engi-
neering document. Reading of [18] is recommended. Both these future rec-
ommendations can be implemented in a mobile-computing environment [19]. 
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Implementation of the box-counting method in 
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Abstract. In recent years, there has been a growing interest in the 
physics and physical chemistry of fractals. Fractal systems show 
new physical properties and anomalous behavior. The box-counting 
method is an appropriate method of fractal dimension evaluation for 
images with or without self-similarity. The objective of this chapter 
is the introduction of the fractal theory and the fractal dimension in 
the radiographic images, and the implementation of the box-
counting method for the segmentation of the images. However, this 
technique, including processing of the image and definition of the 
range of box sizes, requires a proper implementation to be effective 
in practice. 

Keywords. Box-counting method, Fractal, Fractal dimension, Ra-
diographic images, Side length, Self-similarity 

26.1 Introduction 

The name fractal was coined in 1975 by Benoit B. Mandelbrot, the founder 
of modern fractal science. It is derived from the Latin verb frangere: to 
break (fractum: broken), cf. words like fraction, fracture, fragment, etc. 

A fractal is defined as a mathematical point set or a physical (chemical, 
biological, etc.) system with a fractional geometrical (spatial) dimension 
(more exactly: dimensionality). This dimension is called the fractal dimension 

2 1

1 2 
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or Mandelbrot dimension d . Its rigorous and general mathematical founda-
tion is given by the Hausdorff dimension dH [1]. There also exist typical 
fractals which (by chance) carry integer dimensions, e.g., certain Viscek 
fractals or the Wiener trajectory of a Brownian particle during normal dif-
fusion ( d = 2). This fact indicates difficulties to give a suitable definition 
of the fundamental concept “fractal” which is not too narrow and not too 
wide, these difficulties being shared by definitions of many other basic no-
tions. Objects embedded in our common (Euclidean) space are character-
ized by (topological) dimensions d = 1, 2, or 3. 

Historically, it is in the work of the mathematicians Cantor and Peano, 
at the end of the 19th century, where one finds the first references to sets 
often considered as pathological, whose geometry is particularly complex 
and is structured. 

In 1919, Hausdorff proposed a new definition of the dimension of a set 
which can take non-integer values and which makes it possible to account 
for the degree of irregularity of these objects. One of the greatest merits of 
Mandelbrot is to have known that “the exception is often the rule” and to 
have shown that these fractured structures (singular) are in fact very pre-
sent in nature. The profiles of our mountains, the various ramified geome-
tries that the trees constitute, the rivers, or the overlaps of the bronchi in 
the lungs are as many examples as one can apprehend within the definite 
federator framework by Mandelbrot. 

A fractal is a geometrical figure or a natural object which combines the 
following characteristics: 

1. Its parts have the same form or structure that the whole, with this 
close which they are on a different scale and can be slightly 
deformed. 

2. Its form, either extremely irregular, or extremely is stopped or split up 
with the remainder, in any scale of examination. 

3. It contains “distinctive elements” whose scales are very fast varied 
and cover a large range.  

26.2 The dimension and fractals 

In order to understand the notion of a fractional dimension attributed to a 
physical system, let us consider some specific fractal structures. A good in-
troductory example is a solid surface with defects like steps, dislocations, 
cavities with regard to its capacity to adsorb say atoms (Fig. 26.1). With 
increasing number of defects, the adsorptive capacity becomes larger and 
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larger and approaches that of a sponge, to which can be assigned a dimen-
sion d = 3. Therefore, it makes sense to introduce an effective dimension 
d  regarding adsorption, where 2 < d  < 3. The topological dimension of 
the surface is now d = 2 as before: One indeed deals with a surface, even if 
curvature and many twists are present. The embedding dimension (or 
Euclidean dimension) of the system is dE = 3. 

 
Fig. 26.1. A real solid surface shows a larger capacity to adsorb atoms than an 
ideal flat surface 

The surface of a real solid is a typical stochastic fractal; In principle, one 
has to distinguish two types of fractals:  
• Regular, deterministic or ideal fractals, model fractals; these fractals are 

constructed as mathematical objects according to a well-defined 
(unique) prescription or algorithm. 

• Irregular, random or stochastic (or statistical) or real fractals; they are 
objects of nature or in the laboratory, yet they can be constructed 
theoretically as well. 
The fractal systems of interest in physical science can be divided into 

three classes, typical representatives of which are 

1. Natural objects (systems with mass) like solid surfaces, enzyme 
surfaces, irregular porous solids, e.g., catalysts, polymer systems, 
percolation networks, irregular particle aggregates. 

2. Particle trajectories of classical Brownian motion (Wiener process), 
particle trajectories of anomalous diffusion, e.g., on fractal systems 
(the so-called fractional Brownian motion [2]) or due to time 
correlations in non-Markovian stochastic processes, quantum mechanical 
state vectors (wave function) of disordered electronic systems. 

3. Sets in state diagrams, in particular boundaries of attractors and 
attractor basins of chaotic systems, i.e., classical dissipative 
dynamical systems with deterministic chaos, and sets of complex 
zeros of partition functions in the frame of statistical thermodynamics 
(Lee–Yang theorem). 

 10 ... 100 nm 

d

d
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In order to define and investigate the basic properties of these systems, it is 
convenient to consider ideal deterministic fractals. A typical example is the 
elementary Sierpiński fractal (Sierpiński network, lattice, triangle, or gas-
ket); its construction is indicated in Fig. 26.2. With growing number n of 
construction steps the structure becomes finer and finer; nevertheless, one 
has nothing else than a surface with holes, i.e., an object with the geomet-
rical (topological) dimension d = 2. Only in the limit n → ∞ is a fractal 
generated; its dimension is d  = ln3/ln 2 = 1.5849 . . . < 2. The Sierpiński 
fractal is a prototype of a model for the physics of fractals and renders 
good services in the exploration of the new and sometimes strange phe-
nomena occurring in fractal systems. 

Fig. 26.2. Construction of a Sierpiński gasket; n: number of construction steps. 
Sketched are prefractals; the proper fractal is created in the limit n →∞ 

A known method to measure a length, a surface, or a volume consists in 
covering sets with paving stones (then it is only a question of counting the 
number of paving stones to obtain the length, surface, or volume of the 
set), of which the length, surface, or volume is taken as measuring unit. 

If ε is the side (length standard) of a paving stone, measurement ob-
tained is [1] 

M = N . ε d = N μ (26.1) 

where μ is the unit of measure (length, surface, or volume). 
Mandelbrot postulates that there are curves of intermediate size between 

1 and 2 of surfaces of size higher than 2 and that these objects precisely 
have the property to have no length or a precise surface, not more than one 
volume does not have a surface or a square does not have a length. This 
dimension, intermediary between the integer values, was baptized neolo-
gism “fractal” so that no confusion is made between a traditional surface 
(of D = 2 dimension). 

One is brought to believe that a geometrical object, about scale, can also 
generate the small as well as the big details. Such an object will be known 
to have an internal homothety or to be self-similar. It is known that if one 
transforms a line by a homothety of arbitrary ratio, whose center belongs 

n n n
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to it, one finds this same line, and it is the same for any plane and entire 
Euclidean space. One can generalize even for non-integer dimensions, as 
this definition indicates it. 

If a fractal object S is divided in N objects similar to S in a homothety 
1/r, the dimension of homothety or fractal dimension is the ratio 

log
log1/

ND
r

=  
(26.2) 

It should be checked that the curves do not have double points. It is not 
the same with other curves which have a double infinity of points. It fol-
lows that for them, the concept of paving changes significance and that the 
definition of the homothety dimension becomes debatable. 

26.3 The box-counting method 

Linear fractal images are the outcome of absolute generating processes and 
the information related to each step of the process can be calculated ex-
actly [2, 3]. For instance, in a linear fractal image like Koch boxes, seven 
new segments, three times smaller than the previous segment, are gener-
ated at each step in the generating process. Therefore, an exact mathemati-
cal calculation procedure follows. After the first step, the image contains 
seven segments whose size is 1/3 that of the initial value; after the second 
step, the image contains 49 segments of size 1/9; and so on. In linear frac-
tals, even after two steps of the generating process, the fractal dimension 
can be calculated exactly. 

In non-linear fractal images, because of the existence of random ele-
ments there is a statistical (i.e., not deterministically mathematical) gener-
ating process and the information available at each step of the generating 
process is not exact [4]. Natural fractals fall into this category of fractals. 
For this reason, an appropriate method is needed to estimate the fractal di-
mension of non-linear images. 

Among the techniques discussed by Mandelbrot [5], the box-counting 
method is found the most adapted for the estimate of fractal dimension [6]. 
Voss, Keller and Sarkar [7–9] carried out a box-counting method, the pur-
pose of which is to consider the average number, noted N (r), of cubic 
boxes with fixed side length r, necessary to cover the image, considered as 
a surface in R3 space. For that we estimate P (m, r), the probability that one 
box of size r, centered on an arbitrary point of surface, contains m points 
of the set. We have thus [10] 



304      K. Harrar, L. Hamami 

∑
=

=∀
Np

m
rmPr

1
1),(,  

(26.3) 

where Np is the number of possible points in the cube. 
The estimate of the average number of disjoined boxes to cover surface 
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The estimate by the least squares method of the slope of the group of 
dots (log (r), − log (N (r))), obtained with boxes of increasing size r, gives 
the estimate of fractal dimension. The Algorithm 26.1 [10] presents this 
calculation:  
Initialization: 
FOR r =1 to rmax and m = 1 to r

3 DO 
 P(m,r) = 0 
FOR any site s of the image DO 
 BEGIN 
 For r = 1 to rmax DO 
    BEGIN 
       - Center a cube with dimension r on [s,A[s]] 
      - Count the number m of pixels of the image  
             which belong to this cube 
      -  Increment P(m,r) by 1 
    END 
 END 
FOR  r = 1 to rmax DO 

        ∑
=

=
Np

m m
rmPrN

1

),()(  

Estimate by the method of least squares the slope D of the 
curve (log (r), -log (N(r))) 

Algorithm. 26.1. The box-counting method algorithm 

Recent work on the fractal dimension using the box-counting method in 
the radiographic images was done by  Imai et al. [11], who have conducted 
a fractal analysis (with the box-counting method for a binary images) of 
low-dose digital chest phantom radiographs and calculated fractal-feature 
distance using the fractal dimension. This method uses a lot more materials 
and methods than it offers. 

 Podsiadlo et al.  [12] have also studied differences in trabecular bone 
texture between knees with and without radiographic osteoarthritis de-
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tected by fractal methods. A newly developed augmented Hurst orientation 
transform (HOT) method was used to calculate texture parameters for re-
gions selected in X-ray images of non-OA and OA tibial bones. This 
method produces a mean value of fractal dimensions, FDs in the vertical 
(FDV) and horizontal (FDH) directions and along a direction of the rough-
est part of the tibial bone (FDSta), fractal signatures, and a texture aspect ra-
tio (Str). 

 
Fig. 26.3. Radiographic image of the hand  

In what follows we will apply the method for the image X-ray test (Fig. 
26.3) of size 256 × 256 pixels in gray scale and see the results of the calcu-
lation of fractal dimension. For that we propose to plot curves giving the 
number of boxes versus their side length r, then the straight regression line 
which estimates as well the possible log (N(r)) versus log (1/r); the plot 
will be done on all the points and outdistance between the size of boxes is 
equal to 1. 

Figure 26.4 represents the number of boxes according to their sizes (r), 
in this case r = 1 –50. We notice that the smaller the r, the more the num-
ber of boxes, and inversely, the more we increase r, the smaller the number 
of boxes. In addition, we see a sharp fall of number of boxes after length r 
= 1. When r reaches 40 or beyond, it becomes increasingly challenging to 
count the number of boxes, for this we give a table of some values of r and 
the number of the boxes (Table 26.1). 
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Fig. 26.4. The plot of the number of boxes versus the side length r for the radio-
graphic image 

Table 26.1. Some values of the number of boxes according to the side length r  

r N(r) 
1 
2 
3 
5 
10 
15 
30 
40 
50 

7181 
951 
136 
74 
20 
6 
3 
2 
1 

r side length of the boxes, N(r) number of the boxes 

 
Fig. 26.5. The plot regression of the curve log N(r) versus log (1/r) by the method 
of least squares 
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In this experiment, we obtained a dimension D = 2.72 for r = 1–50, the 
plot of regression is illustrated in Fig. 26.5. The only parameter which can 
influence the calculation of fractal dimension is the actual range of the 
sizes of the windows (boxes); this point will be expanded in the next 
section. 

26.4 The range of box sizes 

In using the box-counting method, challenges arise when the range of box 
sizes is to be determined. In particular, defining the largest and smallest 
box sizes to use requires extreme care. In addition, the positioning of the 
grid to superimpose on the image has a critical effect on resulting estimate 
of fractal dimension. Therefore, both factors should be verified [13, 14]. 

To find fractal dimension, it is challenging to choose the sizes of the boxes 
for complex images like the radiographic images. Several tests were carried 
out on different sizes and the values of fractal dimension were obtained. 
The change in range is illustrated in Fig. 26.6, followed by the plot of re-
gression (Fig. 26.7), and we notice that the number of boxes changes. 

The change in range resulted in different results for the same images 
compared to the previous range, the fractal dimension in this case is D = 
1.84 and for this rmin = 2 and rmax = 40. Therefore, we can conclude that 
there are four possibilities:  

rmin (small, large),  rmax (small, large) 
Of course, it is necessary that they are sufficiently isolated to avoid the 

effect of overlapping. 

 

Fig. 26.6. The box-counting method with rmin =2, rmax = 40 
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Fig. 26.7. The regression of the curve log N(r) by the least squares method 

We give in Table 26.2 certain values of fractal dimension corresponding 
to the range of box sizes: 

Table 26.2. Some examples of the fractal dimension 

rmin    –  rmax D 
1–50 
1–40 
2–40 
2–50 
3–50 

2.72 
2.66 
1.84 
2.03 
1.48 

rmin–rmax  range of box sizes, D fractal dimension. 

26.5 Choice of box sizes 

If we see Table 26.2, we notice a variability of the values for the fractal 
dimension; an improvement of the original method can be implemented by 
the choice of rmin and rmax. 

Up to now, it is difficult to choose the side length r of the boxes consid-
ering the complexity of the images, but we can always take a compromise 
between rmin and rmax. These two parameters are not only influential to one 
another, but more importantly on the calculation of the fractal dimension. 
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For the choice of rmin and after several tests carried out, it is safe to say 
that we can choose r from 2; this will give us a greater probability of find-
ing at least one box; so, for rmin = 1, we are confronted with the problem of 
the pixel size, where a 1×1 box cannot be centered due to its single pixel 
point. The isolated pixels at rmin = 1 should not be taken into consideration, 
so rmin = 2 is a good choice to find a box and to detect pixels going up to 4 
(2×2). 

For rmax, it is fixed in the following way: As soon as N(r) get too close 
or overlap each other, we stop the process; from there, an extraction of the 
maximum value of r is carried out. We can also fix it from the moment 
when the number of windows (boxes) decreases toward 0 (this number 
must stop at 1); from this moment it is not necessary to repeat the itera-
tions for larger sizes, it is a waste of time, from the optimization of the 
computing time. In addition, the value of rmax should not exceed the 
framework of the image, where 

• If the horizontal size of the image (x) ≤ the vertical size of the image: 
rmax < x/2. 

• If the vertical size of the image (y) ≤ the horizontal size of the image: 
rmax < y/2. 

For these reasons the choice of, the range, the beginning, and the end of 
the side length r are very important to calculate the fractal dimension in 
any image. 

26.6 Determination of breakpoint in the log–log plot 

We considered two procedures to verify the breakpoint between points 
used to fit a straight line in the first part of the log–log plot and the rest of 
the points in the plot. The first procedure consists in fitting a regression 
line over all points and then eliminating points one by one, starting from 
the smallest box size to the largest box size, until a regression line with 
almost all points attached is obtained. The last point on this regression line 
will be the breakpoint that defines the best smallest size for the range of 
box sizes. In this procedure, more sizes may sometimes be needed. For in-
stance, using this procedure for data of Fig. 26.8, a few more box sizes be-
tween the fifth and sixth were indicated since the regression lines fitted to 
the first five and first six points were attaching almost all the points, with 
little deviation for the first six points.  

Another procedure that we considered is based on dummy variables 
used in a regression analysis with two regression lines [15]. This procedure 
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provided identical results for the data of Fig. 26.8. Since it is expected that 
the log–log plot cannot satisfy two straight lines for some images, this pro-
cedure must be applied with caution. 

 

Fig. 26.8. Illustration of the breakpoint 

26.7 Conclusion 

Throughout this chapter, we studied the fractal dimension for the radio-
graphic images with two dimensions; after an introduction on the theory of 
the fractals and its dimension, we discussed that these images were com-
plex and non-linear. For the calculation of their fractal dimension it would 
have been necessary to find a method that can be freed from the existence 
of the phenomenon of the statistical random elements that these images 
present. For that the box-counting method is up to the task and gave good 
results. 

We did not only calculate the fractal dimension but also noticed that the 
range of the box sizes influenced much of the calculation of this dimen-
sion, for that we presented some calculations of fractal dimension corre-
sponding to a certain range of r; however, extreme care must be taken in 
the choice of this range for the analysis. 

The choice of size for these boxes is worked out for better calculation of 
the fractal dimension. 
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The importance and usefulness of the fractal concept can be summarized 
as follows: 

1. Fractals possess mathematically strange properties and imply very 
interesting novel physical phenomena. 

2. Fractals are suitable to model complicated real systems. 
3. Fractals allow for the application of rigorous scaling and 

renormalization methods without approximations. 
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Abstract. The aim of this chapter is to compute dynamic stresses 
acting on wind turbine blades. These stresses are essential in pre-
dicting fatigue of the rotor. 
The turbine rotor is exposed to wind loading of a cyclic nature, 
making it vulnerable to cumulative fatigue damage.  
The approach used in this chapter is based on the analysis of the 
blade movement, by solving the blade motion equation, in order to 
obtain dynamic stresses.    
In the first part of this chapter, modal analysis of the blades is car-
ried out in order to compute the frequencies and the mode shapes. 
The results obtained in the modal analysis are used to compute dy-
namic stresses, for different wind loads, at the root region of the 
blades. 

Keywords. Wind energy, Structural dynamics, Aerodynamics, 
Numerical analysis 

27.1 Introduction 

The prediction of the dynamic behavior constitutes one of the most impor-
tant processes in the design of wind turbines, because it can be useful in 
estimating the energetic performance of the wind turbine as well as in pre-
dicting fatigue and structural problems of this machine. The study of this 
dynamic behavior can be undertaken by various analysis methods [1].  

Lecture Notes in Electrical Engineering 11, DOI 10.1007/978-0-387-76483-2_27,  
© Springer Science+Business Media, LLC 2009 
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The aim of dynamic analysis is to compute dynamic loads and stresses; 
these stresses are essential in predicting fatigue. 

This analysis has a particular importance knowing that the major cause 
of wind turbine failure is fatigue. The turbine blades are exposed to wind 
loading of a cyclic nature making them vulnerable to cumulative fatigue 
damage.  

The fatigue estimation of the blades is useful in preventing blade break-
age; however, the difficulty in predicting fatigue is in large part due to an 
insufficient knowledge of the dynamic behavior of these machines [2]. 

The dynamic analysis for a rotating blade must go through several steps 
of calculations: among them are the calculation of mode shapes and fre-
quencies and the computation of displacements and stresses acting on the 
blades. 

The approach used in this work is based on the study of the blade 
movement, by solving blade motion equation, in order to obtain the dy-
namic stresses. The aerodynamic consideration implies that load calcula-
tion is dependent on the shape (the form) of the blade; on the other hand, 
these loads will cause deformation of the blade. 

This interdependence between the aerodynamic load and the shape of 
the blade is a special characteristic of aeroelasticity problems. This factor 
complicates the solution of the problem.    

Once the dynamic stresses are calculated, the fatigue of the blades can 
be estimated using the cumulative damage theory [3]. 

27.2 Calculation of bending frequencies 

The equilibrium equations for a blade element having a length l are given 
as follows [4] (Fig.27.1): 
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Fig. 27.1. Loads applied on a blade element 

where 
Vn the shear force at the node n, Mn the bending moment at node n, Gn the 
centrifugal force at the node n, Zn the deflection of the node n, M the linear 
mass, andω the natural frequencies. 

After assembling all the blade elements the sequences V, G, and M can 
be transformed to a matrix equation of the form 

2( / ) 0 A I Zω− =  (27.4)

The natural frequencies ω are determined from the eigenvalues of the 
matrix A. 

27.3 Resolution of the flapwise motion equation 

In this section, the dynamic stresses are calculated using a numerical ap-
proach to solve the blade motion equation, where the blade is considered 
as a continuous system. 

The blade motion equation in the flapwise direction can be expressed by 
the following equation [4]:  

2 2 2

2 2 2   –  Z Z Z FEI G m
x x x x t x
⎛ ⎞∂ ∂ ∂ ∂ ∂ ∂⎛ ⎞+ =⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠

 
(27.5)



316      Z.L. Mahri, M.S. Rouabah, Z. Said 

where  ² ,
L

x

G m  x dx= Ω∫  t  is time, and   F   is the aerodynamic load. 

27.3.1 Resolution of the free vibration equation (calculation of 
the blade mode shapes)  

The mode shapes can be calculated in case of free vibrations (if the blade 
is not exposed to external loads) using Eq. (27.5), which can be written as: 

2 2 2

2 2 2   – 0Z Z ZEI G m
x x x x t
⎛ ⎞∂ ∂ ∂ ∂ ∂⎛ ⎞+ =⎜ ⎟ ⎜ ⎟∂ ∂ ∂ ∂ ∂⎝ ⎠⎝ ⎠

 
(27.6)

By taking = ( ). ( ) Z S x tϕ  and using the method of variable separation, 
a set of two ordinary differential equations is obtained: 

2 2
2

2 2 –  –    0d d S d dSEI G m S
dx dx dx dx

ω⎛ ⎞ ⎛ ⎞ =⎜ ⎟ ⎜ ⎟
⎝ ⎠⎝ ⎠

 
(27.7)

2
2

2 +    = 0  
t

d
d

ϕ ω ϕ  
(27.8)

The values of the frequencies ω are taken from the preceding method. 
The boundary conditions of Eq. (27.7) are the following: 
• At the fixed end of the blade: 

Displacement = 0          (0) 0    S⇒ =  (27.9)

Slope = 0               0dS(0)
dx

⇒ =  
(27.10)

• At the free end of the blade: 

Bending moment = 0          0d²S(L)
dx²

⇒ =  
(27.11)

Shear force = 0           0
3

3

dS (L)
dx

⇒ =  
(27.12)

The numerical solution of Eq. (27.7) is complicated by its special 
boundary problem, having two initial values, at the fixed end (Eqs. (27.9) 
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and (27.10)), and two final values, at the free end (Eqs. (27.11) and 
(27.12)). 

In order to start a numerical solution of Eq. (27.7), the initial val-

ues
s(0)d²

dx²
 and 

s(0)3

3

d
dx

 must be known. If a first guess of these values is 

made, a solution S(x) can be obtained using a numerical technique, but in 
this case the solution obtained does not necessarily satisfy the given 
boundary conditions. It is obvious that different initial values will give dif-
ferent solutions. 

It has been verified that the predictor corrector method (Adam’s for-
mula) [5] can solve Eq. (27.7) with a good convergence, while the Runge–
Kutta method  has failed to reach convergence [6]. 

Taking 1 2
² (0) (0)   and  x

²

3

3

d S dSx
dx dx

= =  

also 

1 2
² ( )( , )

²
d S Lf x x

dx
=  

(27.13)

3

1 2 3

( )( , ) dS Lg x x
dx

=  
(27.14)

This boundary condition problem can then be formulated as a problem of 
solving a set of two equations [7]: 

1 2( , ) 0f x x =  (27.15)

1 2( , ) 0g x x =  (27.16)

Since the analytical expressions of the functions f and g are unknown 
but their numerical values can be obtained by the predictor corrector 
method, the secant method is used to obtain x1 from Eq. (27.13) and x2 
from Eq. (27.14). This iterative procedure is repeated using the new values 
of x1  and x2 until convergence is reached. 

This approach is advantageous in the calculation of the mode functions, 
since a larger number of points can be determined. 

A Fortran computer program was implemented to perform these compu-
tations. The mode shapes obtained, using this approach, are represented by 
Figs. 27.2, 27.3, and 27.4 
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Fig. 27.2. First flapwise mode shape 

Fig. 27.3. Second flapwise mode shape 

Fig. 27.4. Third flapwise mode shape 
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27.3.2 Resolution of the forced vibration equation (calculation 
of the blade dynamic stresses)  

The forced vibration of a blade subjected to aerodynamic load is expressed 
by Eq. (27.5). 

The solution Z (the displacement) can be expressed as follows: 

=1
= ( ). ( ) 

n

i i
i

Z S x tϕ∑  
(27.17)

where iS  is mode shape i and  n   is the number of modes. 
These mode shapes verify the orthogonal property defined as [4]  

  
0

. ( ). ( ). 0
L

i jm S x S x dx =∫                       if      i≠j                   

  
0

. ( ). ( ). ( )
L

i jm S x S x dx f i=∫                 if     i=j 

In order to solve Eq. (27.5) the response functions ( )i tϕ  must be de-
termined. If the expression of Z, given by Eq. (27.17), is substituted into 
Eq. (27.5), the following expression is obtained:   

2 22

2 2 2
=1 =1

(x) (x) (t) (t) –    + S (x).  ( ) ( )
n n

i i i
i i

i i

d S dSd d FEI G m
dx dx dx dx t x

ϕϕ ⎡ ⎤ ∂ ∂=⎢ ⎥ ∂ ∂⎣ ⎦
∑ ∑  (27.18)

According to Eq. (27.7) the expression between brackets can be re-
placed by 2 ( )im S xω , then Eq. (27.18) becomes 

2
2

2
1

( ) 1( + ( )) (x)  = 
t

n
i

i i
i

d t Ft S
d m x
ϕ ω ϕ

=

∂
∂∑  

(27.19)

Equation (27.19) is multiplied by ( )imS x and then integrated from 
0 to L with respect to x. Taking the mode orthogonally into account, 
one obtains 

2
2

2 0

( ) 1+ ( ) = . (x)
t f(i)

L
i

i i
d t Ft S dx

d x
ϕ ω ϕ ∂

∂∫  
(27.20)

By solving Eq. (27.20), the response functions ( )i tϕ  and thereafter the 
displacements Z can be determined.  

The previous simplification appears to succeed in separating the modes 
since Eq. (27.20) contains only one mode; however, the right member of 
this equation includes the aerodynamic loads F, which depend on the 
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shape of the blade (the displacement Z) and thereby of all the modes. Thus, 
each mode is dependent on the rest of the modes.  

This interdependence between the load and the shape of the blade 
(deformation) will complicate the solution of Eq. (27.20).  

To start the resolution of Eq. (27.20), one should assume an initial blade 
form, such as a simple rigid (linear) deformation. Then the right member 
of this equation is computed for each mode. Then Eq. (27.20) becomes 

2
2

2

( ) + ( ) = 
t
i

i i
d t t C

d
ϕ ω ϕ  

(27.21)

where Ci  is the value of the right member calculated for the ith mode.  
Each value Ci will be supposed constant, for a small time interval ∆t. 

The solution of Eq. (27.21), in this case, will be 

0
02

C (1 cos ) cos sin  i t t tϕϕ ω ϕ ω ω
ω ω

′
= − + +  

(27.22)

where 0ϕ   and 0ϕ′  are the initial values.  
The new modes calculated, using Eq. (27.22), are used to determine the 

displacements Z (a new form of the blade), which allows the calculation of 
the aerodynamic load and thus the new values Ci. This approach is re-
peated using the following iterative formulas derived from the solution 
(27.22): 

1 2 (1 cos ) cos sin  ji
j j

C t t t
ϕ

ϕ ω ϕ ω ω
ω ω+

′
= − Δ + Δ + Δ  

(27.23)

1
C sin sin cos  i

j j jt t tϕ ω ωϕ ω ϕ ω
ω+′ ′= Δ − Δ + Δ  

(27.24)

It should be noted that the subscript j, in this case, represents the calcu-
lation step number. 

At the beginning, this calculation procedure is repeated, until conver-
gence is reached (in order to correct the initial form of the blade).  

Afterward, this calculation is carried out for each sequential step of 
time [7].  

The torsion motion equation is solved in a similar manner as the flap-
wise equation. 
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27.4 Equation of coupled movement 

The two equations (bending–torsion) must be coupled in order to deter-
mine stresses and displacements. This is done using the equation of Brooks 
[4], which has the form 

2 2 2 2

2 2 2 2   ( ) – ( ) (x , ,  )Z Z Z FEI G m Ft
x x x x t t x

∂ θθ
∂

∂ ∂ ∂ ∂ ∂ ∂+ + =
∂ ∂ ∂ ∂ ∂ ∂

 
(27.25)

where Ft is a known function. 
In this equation, the effect of torsion on bending is taken into account.  

The particular difficulty encountered in the resolution of the coupled equa-
tion is due to the fact that the wind load depends upon the shape of the 
blade (deflection), since this load is a function of the incidence angle; on 
the other hand, the load deforms the shape of this blade. This interdepend-
ence between the aerodynamic load and the blade deflection is a source of 
nonlinearity that complicates the numerical resolution. 

To solve this equation, an initial deflection is supposed and then an it-
erative method is used to correct this shape.  

Results: Figure 27.5 represents the maximum normal stress and Figs. 27.5 
and 27.6 represents the maximum shear stress for a wind speed of 3 m/s. 

 
Fig. 27.5. Maximum normal stress at the fixed end 
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Fig. 27.6. Maximum shear stress at the fixed end 

27.5 Conclusion 

The dynamic stresses are calculated using a numerical approach to solve 
the blade motion equation, where the blade is considered as a continuous 
system. 

The interdependence between the aerodynamic load and the blade de-
flection is a source of nonlinearity that complicates the numerical resolu-
tion. 

The dynamic stresses calculated may be used to estimate the fatigue of 
the blade by the cumulative damage theory [8]. 

This fatigue estimation can be helpful in preventing blade breakage, 
which is a very frequent problem for wind turbines. 
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Abstract. This chapter introduces a new optimization of the event-
based control model for the time-delay problem. With the waiting-time 
defect in traditional event-based teleoperation under consideration, this 
chapter presents the simulated force directly to the teleoperator. The 
buffer sequence mechanism is accepted at the telerobot end. This 
method ensures command execution in the sequencing event. 
Experimental results show that the control effect is satisfactory. 

The main direction of bilateral research in teleoperation systems 
includes the studyof manipulation force and the sense of touch as 
measured by the robot sensor, etc. Because of the time-delay 
influence, it proposes an extremely incisive question to the control 
method: Namely, the existence of a time delay causes the system’s 
performance to decrease, makes the entire teleoperation system 
unstable, and makes synchronism difficult. At the same time, the 
time delay has a variable time characteristic, so research on a time-
delay robot control model is extremely necessary. 

Keywords. Teleoperation, Time delay, Manipulator, Event-based 
control model, Control system 
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28.1 Introduction 

With the exploration of space and the deep sea, and other faraway places, 
teleoperation research has become more important than ever before. With 
the progress in accelerating computer networks and building new technology, 
and with the convenience of the Internet, research into robot teleoperations 
is becoming much more essential. In the meantime, forms of teleoperaton 
robotics have been used in many areas, including  deep sea exploration, 
telemedicine, and so on. With the application requirement increment 
of Internet-based teleoperation, such as space exploration, hazardous 
environment working, researches, entertainment and education. Based on 
the research from current teleoperation techniques, this chapter discusses 
key technologies, such as bilateral, Internet properties, and time delay. 

28.2 Control model 

By analyzing existing telerobot system control models based on the variable-
wave method or the scattering-theory control method, we concluded that the 
rationale of the system control model is passive theory. When a system’s 
power input is bigger than its output, the system is stable. But this method 
does not consider the system’s internal characteristics and structure. A model 
was designed by computing the input and output in order to eliminate the 
network transmission time delay. But this model changes the system’s 
characteristics and increases the time delay [1–4]. 

The control method based on the evasion of network transmission time 
makes the whole system no longer influenced by time, keeping the original 
system’s stability. From stable theorem based on the event,  we know that the 
system stability needs two premises. First, the original robot assembly system 
itself is stable and controllable. Second, it is not related time that designed 
reference model s. This model function must be monotone increasing along with 
time t; it guarantees that controls and feedback use the same event reference. To 
guarantee that controls and feedback use the same event reference, reference 
model s must meet the requirement mentioned above. For instance, it may put 
the operation distance or the sequence number as the reference. In Ref. [1], s ∈ 
[1,2,3,…]; this method is actually time-delay discretion. It can maintain the 
original system’s stability. But because of the time delay, there are significant 
differences between the far-end operator and the local operator. For a fixed-
length time delay, many say the track performance is much better; but in an 
actual network, the time delay is variable, sometimes even losing bag or 
overtime. At the moment, the difference between the master–slave manipulator 
position and the force track is quite large [5–8]. 
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Figure 28.1 depicts a flowchart of an event-based robot teleoperation 
bidirectional force feedback control system. In this system, the master 
teleoperator had the force feedback function control handle in order to obtain 
the telepresence. The slave teleoperator is the manipulator. In order to make 
the master–slave manipulator track well, it adopted the speed control way. The 
two flowcharts in Fig. 28.1 stand for the far-end client server and the robot 
server. The event reference is the sequence number. Note that the robot’s 
original control system in Fig. 28.1 is invariable; the robot server end has two 
pieces of feedback information: One is the force, and the other is the image 
information. In Fig. 28.1, the force and the image are fed back together to the 
operator to maintain the image and the bilateral uniformity. In fact, the 
standard picture frame frequency is 25/s; therefore, the feedback times of the 
robot image data must be greater than the force feedback times. Because of the 
large amount of data, one needs to consider more effective compression 
algorithms and transport protocols. 

 

Fig. 28.1. Flowchart of event-based teleoperation system with bilateral force feedback 
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28.2.1 Optimized control model 

An event-based control model adopted a reference model that was not 
time-related and took it as the control basis. It shielded the time and 
guaranteed the system’s stability, but the time-delay’s influence still 
existed in the system. When system realized control way based on time, it 
must need to use the transmission-waiting the way. Each operation needs 
waiting time. Thus, the key idea of our improved algorithm is to reduce the 
waiting time. 

28.2.1.1 Optimizing a control model based on an event 

Based on the question mentioned above, we designed a new control model: 
a control network based on the event-designed event reference model s, 
which can slow down or smooth the time delay’s influence. According to 
an examination network of the real-time state (QoS), the new control 
model joins one kind of forecast mechanism to enable the operator to 
respond quickly to the sensation operation force. After the actual force, 
position, and image are fed back, it simultaneously renovates the force and 
image. The system’s design is shown in Fig. 28.2. 

Fig. 28.2. An enhanced event-based teleoperation system 

In the actual operation process, the remote operator needs to carry 
outthe decide the next movement according to its vision (image) and 
feeling (force feedback handle). Therefore, we considered vision when 
creating our design. Because the visual information is quite large, on the 
one hand, it can cause a serious time delay; on the other hand, it is very 
difficult to establish a model. The supervisor control mode based on an 
event is the same as in Ref. [2]. In an actual operation, the master control 
operator asks the system for permission to operate it. The operation is 
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completely carried out according to the operator’s request; the system not 
only responds fast, but also asks to be autonomous. 

This model increased a simulation predictor at the operator’s end. Its 
goal is to directly simulate the position or force, which must be operated 
according to the network time delay (including statistical network jam 
condition, bandwidth situation, and QoS). If the model received the actual 
feedback from the far-end robot, the actual data are adopted; otherwise, the 
simulation result is directly fed back to the operator. After the actual 
position or strength information is fed back in time, it is input to the 
predictor and processed. This function has two points: First, it revises the 
simulator and feed backs the real result and the simulation result given to 
the operator after a smooth handle; second, according to the returns result 
to order the sequence and the group information, it renews the 
transmission instruction queue. This process is the counterprocess of the 
far-end robot sequence processing module. 

28.2.1.2 Predictor model 

1. The position predictor is adopted in the following way: 

 )),(()( thptp d=         (28.1) 

where ))(( thpd  is the expectation position according to the time-delay 
model )(th . 
2. Computation force or force. 

The computation force or the force in the mixture control is hard to 
compute. The position and the speed state predictor in Ref. [2] have been 
designed. In our model, the simulation force computation asked system 
performance is high. Because the system dynamic model is complex, the 
client-end procedure is limited to a kind of robot. Because of network reason, 
when the system does not respond, it can give the user a false strength, leading 
the user to believe that the system network does not have a problem. If the 
forecasting model is not ideal, then the influence on the system can be larger. 

Regarding an unknown system, the method we used was to calculate a 
virtual force based on a simplifying model for the present system, for 
instance, assuming each arm to have a regular, calculable physique, and 
then making dynamic adjustments according to the robot operation force 
returned from the real environment and making equation CFF ≤~

less 
tenable. If the simulated computation force CF  is smaller than the actual 

force F~ , it may guarantee forecasting the feedback force to gradually 
enhance the actual feedback strength. 
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28.2.2 Stability analysis 

The previously stated prerequisite of an improved algorithm  satisfied the 
control mode’s stability principle based on an event. Namely, the original 
robot assembly system was stable: 

  ( )ttutXfx ),(),(= .         (28.2) 

When preparing the figures, it is very important that the technical 
requirements are taken into consideration in order to obtain high-quality 
print output.  

( ) 0)(lim)(lim =−=
∞→∞→

d

tt
XtXte                     (28.3) 

In the improved model, an operator end (local) and a control end 
(remote) both have an order sequence. Both sequences are SL = (X1Ld, 
X2Ld, …, XLd), SR = (X1Rd, X2Rd,…, XRd), respectively. The reference 
sequences are SL(i) = (1, 2, …, L), SR(i) = (1, 2, …, R), respectively, 
where L ≥ R. Suppose the time delay of the ith operation (i ≤ R) is Tci, the 
forecasting time delay is Tpi, but the smallest time interval that satisfies the 
stability condition is Tsi. The event-based control method in Ref. [5]  needs 
Tsi ≤ Tci to be satisfied. In improved models, if Tpi ≤ Tci, then when Tsi ≤ 
Tpi is satisfied, the stability of the amended model will be obvious. 

It is easily known that Tci changes at random, but Tpi can be predicted 
according to the characteristic of the network time delay and QoS 
situation. We only guarantee that Tsi ≤ Tpi, and we choose the shortest 
possible prediction time delay. The system place trace performance is fine 
and stabilization. 

28.2.3 The improvement controls an event-based model 
procedure  

In a real operation, the order’s initial time and QoS execution time need to 
be recorded in each starting order. In this way, the robot execution end gets 
an important reference. 

(1) On the telerobot end, on the basis of the original planner, the model 
increases its queue management and the filtration module. In fact, it is one 
kind of expansion of the planner. Regarding the remote operation robot, all 
far-end operations and all results feedback must pass through the 
sequence/filter module. The processing step is as follows: 

Step 1: Wait to receive and deal with the order; determine whether or 
not there are orders in the sequence to be handled. If there are 



      Time-delay telerobot system control model research     331 

orders, go to step 2; otherwise, circulate. At this moment, the 
state is set up as vacant. After the order has been received and 
put into sequence, it must be numbered. 

Step 2: Obtain the foremost effective order in the waiting sequence. 
Suppose the order number is k, and send out an operating order 
to the planner. Set the event state as the waiting order state at 
the same time. 

Step 3: The robot deals with the corresponding order. 
Step 4: The robot returns the handling results and order number k to the 

sequence. 
Step 5: Based on feedback order k and the result, the processing 

module feeds back the robot image to the code stream and 
sends the processing result and operating order number in the 
group to the remote operator. 

Step 6: The remote operator renews the image according to the 
feedback processing result, adjusts the position and feedback 
force, and carries out the following operation. 

Step 7: Repeat step 1. 

(2) On the distant operator’s end, the processing flow is as follows: 
Step 1: Through the operation’s contact surface—the keyboard, mouse, 

or feedback force handle—the remote operator starts to operate 
the far-end robot; it sends out the position and the speed 
instruction to the forecast processing module queue, carries out 
the corresponding operation, and waits for the far-end robot’s 
feedback. 

Step 2: The forecast processing module puts the order into the queue 
according to the former network’s statistical value and the 
current condition and forecasts the time-delay value of the 
instruction feedback. Under this time delay, ifno information 
was fed back, the simulated computation force was fed back to 
the teleoperator. At the same time, it informed the operator that 
the current force was the simulated computation force. The user 
can decide whether or not to operate slowly. If the actual 
processing result was fed back, first the forecast processing 
module needs to judge this instruction serial number and the 
group instruction number, the renewed instruction waiting 
queue, and the forecast model. Simultaneously, it compares the 
calculating force and returns the difference and value feedbacks 
to the remote operator. 

Step 3: Repeat step 1 
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28.3 Simulation 

We use a teleoperation control system with two degrees of freedom as an 
example. 
 

The kinematics equation is 

  1 1 2 12

1 1 2 12

,
,

x l c l c
y l s l s

= +⎧
⎨ = +⎩

        (28.4) 

where c1 , s1, c12, and s12 stand for cos θ1, sin θ1, cos(θ1+ θ2), and sin(θ1+ θ2), 
respectively. 

The kinematics equation is 

 ).(),()( qGqqhqqD ++=τ                     (28.5) 

We adopt the PD control method, 

( ) .)()(),()()()( 21
1 VqJqGqqhqqJVqJqD T

hhh +++−= −τ     (28.6) 

Figure 28.3 shows the force curve comparison, based on the time and 
event positions. 

Fig. 28.3. Simulation curves of 2-degree-of-freedom manipulator 
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A six-degree-of-freedom telerobot system simulation is adopted: 

         ( ) 21
1 )()(),()()()( VqJqGqqhqqJVqJqD T

hhh +++−= −τ ,     (28.7) 
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Based on the event control, the reference sequence is 1, 2, …. Controls 
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Simulation mainly verifies the simulation force, the actual force (calculate 
with the PUMA560 library function), and the trace state of the master–slave 
hands under the time-delay forecast model. A simulation appears in Fig. 
28.4 in detail. In order to contrast the measuring force curve of the forecast 
mechanism’s control mode, we only list X - direction simulation force. 

 
Fig. 28.4. Event-based curves of manipulation with predictive model 
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28.4 Conclusion 

The time delay is a question that needs to be addressed and solved. This 
chapter first analyzed the existing control method teleoperation system. 
We proposed a buffer mechanism processing method on the basis of 
existing event-based telerobot systems. At the same time, we also 
proposed a design for the event-based reference state s. Finally, we carried 
out analysis and a simulation test of changed fixed-length time delay. 
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Chapter 29 

Hardware implementation of a multidimensional 
signal analysis system 
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Abstract. Hardware implementation of the system for multidimen-
sional (space/spatial–frequency (S/SF)) signal analysis is developed. 
Multiple clock cycle hardware implementation (MCI) of this system 
is proposed in [6]. Based on the two-dimensional S-method (2-D 
SM) definition and its relationship with the 2-D short-time Fourier 
transformation (STFT), the proposed system is developed. By shar-
ing functional kernel, known as the STFT-to-SM gateway, [5,7], 
within the execution, developed design optimizes critical design 
performances of the multidimensional systems, such as hardware 
complexity, energy consumption, and cost. Moreover, it can imple-
ment almost all commonly used S/SF distributions (S/SFDs). 

Keywords. Space/spatial–frequency signal analysis, Multiple clock 
cycle hardware implementation 

29.1 Introduction 

Conventional tools used in time (space/spatial)–frequency signal analysis, 
the spectrogram (SPEC) and the pseudo-Wigner distribution (WD), exhibit 
serious problems: low SPEC concentration around analyzed signals’ instan-
taneous (local) frequency and the emphatic interference effects in the case of 
multicomponent signal analysis by using WD. These problems seriously 
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limit applicability of these conventional tools. Consequently, almost all meth-
ods, proposed in the past two or three decades, are defined to retain high reso-
lution of the WD and, at the same time, to alleviate interference effects when 
the multicomponent signals are analyzed. The SM [12,13] represents a very 
successful and very popular [3,5]–[7,9]–[11, 14–17] attempt in overcoming 
the above-noted problems. In the case of multidimensional (m-dimensional) 
signal analysis, the SM can be written in the following vector notation, [6,17]: 

*

( , )

( ) ( , ) ( , )
i

SM n k

P i STFT n k i STFT n k i= + −∑r

rr

r rr r rr r  
(29.1)

where ( )P i
r

 is the rectangular frequency domain (convolution) window, with 
2L+1 width in each directions, whereas ( , )STFT n k

rr  is the m-dimensional STFT 

of the analyzed m-dimensional signal ( )f nr , and 1 2( , ,..., ) m
mn n n n= ∈r . 

Usage of the STFT, as an intermediate step in the SM definition, makes 
SM very attractive for implementation but, at the same time, quite numeri-
cal and time consuming. This significantly restricts its real-time applica-
tions. The hardware implementation, if possible, can overcome this nui-
sance. Additionally, the SM includes the STFT and the WD as its marginal 
cases, obtained for minimal and maximal convolution ( )P i

r
 window width, 

respectively. However, it produces better results than these conventional 
methods regarding some essential demands, such as calculation complex-
ity, cross-terms reduction, and noise influence suppression [12,17,14,13]. 

For a long period of time, having in mind the technology limitations in 
the hardware design, only the 1-D systems for TF signal analysis are con-
sidered, usually in their single clock cycle (parallel) implementation (SCI) 
forms [8,9,15,16]. They are quite complex and require duplication of the 
basic calculation elements when they are employed more than once. In [5–
7] the MCI hardware design that overcomes drawbacks of parallel archi-
tectures from [8,9,15,16] has been proposed. 

Recently, the demands for development of the multidimensional sys-
tems have increased. Such systems are more complex than the 1-D ones 
and often could not be realized: the chip dimensions, power consumption, 
and cost are significantly increased, while the processing speed is lowered. 
In [6] we propose a way to extend the 1-D MCI architecture to the 2-D 
case. 
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Fig. 29.1. Proposed MCI hardware design of the 2-D SM with L=1. In the center 
of the registers we denote the position of the stored 2-D STFT element in fre-
quency plane, whereas the number in the left upper register's corner represents the 
address position of the corresponding 2-D STFT element at the STFT-to-SM 
gateway input multiplexers 

The MCI architecture, proposed in [6], allows a functional kernel to be 
used more than once per S/SFDs  execution,  as  long as it is used in differ-
ent clock cycles. The abilities to allow S/SFDs to take different number of 
clock cycles and to share a functional kernel within the execution of a sin-
gle S/SFD are highlighted as the major advantages of that design. Men-
tioned advantages optimize the hardware requirements. Using these possi-
bilities, here, we realize S/SFDs using standard devices by developing the 
FPGA implementation of this system. 

This chapter is organized as follows. After the introduction, the over-
view of the implemented architecture is presented. FPGA implementation 
of the 2-D system is developed in Section 29.3. In Section 29.4, the system 
implementation is tested and verified. 

29.2 Overview of the implemented architecture 

The system for S/SF signal analysis is based on the SM (29.1). Since 
the STFT is the complex transformation, the ( , )SM n k

rr  is calculated by 
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independent processing of the ( , )STFT n k
rr  real and imaginary parts [5–7], 

[8,9,15]. Then, (29.1) involves only real multiplications and it is adapted 
for real-time hardware implementation. These parts of ( , )SM n k

rr  take the 
same form. In the 2-D domain case, this form is 

1 2

1 2

2
1 2 1 2 Re 1 2 1 2

Re 1 2 1 1 2 2
0 1

Re 1 2 1 1 2 2

Re 1 2 1 1 2 2
1 0

Re 1 2 1 1 2 2

( , , , ) ( , , , )

2 ( , , , )

( , , , )

2 ( , , , )

( , , , )

R
L L

i i

L L

i i

SM n n k k STFT n n k k

STFT n n k i k i

STFT n n k i k i

STFT n n k i k i

STFT n n k i k i

= =

= =

=

+ + +

× − −

+ + −

× − +

∑ ∑

∑ ∑

 

(29.2)

Equation (29.2) gives the 2-D SM for the point (k1, k2) of a 2-D fre-
quency plane. It involves CN(L) =1+(L+1)L+L(L+1)=2L2+2L+1 summa-
tion terms (which will correspond to the number of clock cycles (CN(L)) in 
MCI), obtained by multiplying 2-D STFT elements that are symmetrically 
distributed around the (k1, k2) point in the 2-D frequency plane. 

The 2-D SM hardware implementation, shown in Fig. 29.1, is done 
through its real computational line, since the imaginary one is identical. 
The design principle follows the developed form of (29.2), where each 
summation term is executed during the corresponding step (which takes 
one clock cycle). During the first clock, when L=0, the 2-D SPEC is exe-
cuted from the 2-D STFT element, ( , )STFT n k

rr , situated in the middle 
point of the convolution window. Residual summation terms, for  increased 
indexes i1 and/or i2, are obtained in the next steps (second, third, etc.). This 
improves the S/SFD concentration, aiming to achieve the one obtained by 
the 2-D WD. Note that the 2-D SM with arbitrary L requires CN(L) clock 
cycles (by each point (k1, k2) of the 2-D frequency plane) to be executed. 
By breaking the S/SFDs execution into clock cycles, we are able to bal-
ance the amount of work done in each cycle, resulting in minimization of 
the clock cycle time. The presented hardware consists of two main parts: 
the convolution window register file and the STFT-to-SM gateway. The 
convolution window register file represents the hardware implementation 
of the 2-D convolution window function. It determines the order of the 2-D 
STFT input element addresses for which the corresponding 2-D SM output 
will be computed according to the algorithm (29.2). The STFT-to-SM 
gateway is used for hardware realization of this algorithm. It modifies the 
2-D STFT elements obtained from the convolution window register file, in 
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order to produce an improved concentration around local frequency based 
on the 2-D SM. STFT-to-SM gateway realizes 2-D SM calculation inde-
pendently on the convolution window widths L, allowing the implemented 
S/SFDs to take different numbers of clock cycles for their calculation. This 
is made possible by sharing STFT-to-SM functional units for different in-
puts in different steps (clock cycles) that are controlled by the set of con-
trol signals (see Fig. 29.1. Details can be found in [7]). These abilities lead 
to minimization of the critical performances of the multidimensional sys-
tems: hardware complexity, energy consumption, and cost. 

29.3 FPGA implementation approach 

The module consisting of nine registers, noted as “convolution window 
register block,” simulates window’s sliding over the input 2-D STFT ele-
ments. Signal STFT_IN represents a 2-D STFT input data. 
SHIFT_IN_CLK clock signal enables registers’ loading in appropriate pe-
riod of time. Sliding of the window over the input signal for one position 
left is done by loading one STFT element STFT_IN per clock cycle 
STFT_IN_CLK. Then, each element of the convolution window register 
block row k1+1 (as well as rows k1, k1−1) is shifted by PIPO (parallel-in-
parallel-out) shift registers to generate data in time index (k2, k2−1). FIFO 
delay blocks are used to generate data of the convolution window register 
block column k2+1 in time index (k1, k1−1). Note that the period of 
STFT_IN_CLK must be at least CN(1) = 5 times greater than the period of 
system clock CLK, in order to enable the corresponding SM calculation in 
5 CLKs. Convolution operations inside the frame are managed by data ar-
rangement part, which is called “control logic for windowed convolution 
and padding borders.” The task of this block is to generate signals 
SM_START, SM_CLK_EN, LEFT_BORDER, DOWN_BORDER, and End_ 
Proc_Frame considering input parameters derived from frame size N and 
window size L. These parameters are stored in the “configuration regis-
ters” module, Fig. 29.1, and their values are as follows: FD=N−(2L+1), 
SC=2LN+(2L+1)−1, WS=2L+1, DB=(N−2L)×N, EOF=N×N−1, [6]. Con-
sidering the input parameters as well as synchronization conditions related 
to the main clock signals CLK and SHIFT_IN_CLK, the signals SM_CLK_ 
EN, LEFT_BORDER, and DOWN_BORDER manage the operation of the 
STFT-to-SM gateway by generating its control signals CumADD_Clear, 
EXT_RESET, and SM_CLK clock signal. The signal SM_START implicitly 
participates in the STFT-to-SM gateway operation managing through par-
ticipating in generation of the other mentioned signals (SM_CLK_EN,  
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Fig. 29.2. Detailed schematic of developed FPGA implementation 
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LEFT_BORDER, DOWN_BORDER, End_Proc_Frame), whereas signal 
End_Proc_Frame indicates the end of the whole calculation process. Note 
that the LEFT_BORDER and/or DOWD_BORDER signals cause genera-
tion of the CumADD_Clear signal which resets cumulative adder inte-
grated in STFT-to-SM gateway. For each window position, the 
SM_CLK_EN signal forwards the series of SM_CLKs that run SM calcula-
tion according to the algorithm given by Eq. (29.2). After CN(1) = 5 
SM_CLKs, the SM will be calculated and stored in the output register. Ad-
ditionally, the SM_CLK_EN signal resets the gateway when it takes zero 
value. When the window slides over the 2-D signal, the signals 
LEFT_BORDER and DOWN _BORDER are generated, to allow padding 
the borders of the frame with 0s.  

In the FPGA implementation of the system, shown in Fig. 29.2, new li-
brary components were designed for “control logic for windowed convolu-
tion and padding borders” module. It consists of different FRAME_M_X 
modules for generating SM_START, LEFT_BORDER, SM_CLK_EN, 
DOWN_BORDER, and End_Proc _Frame signals, respectively. The basic 
components of these modules are variable length up–down counters with 
asynchronous reset and binary magnitude comparators. Each counter con-
trols setting of the corresponding output signal from the “control logic for 
windowed convolution and padding borders” module by counting up to the 
appropriate parameter’s value from the “configuration registers.” The 
SM_START signal is generated to indicate that the system is ready for 
execution, considering input parameter SC (start convolution). Note that in 
the FPGA implementation, the SM_CLK_EN signal is used as clock signal 
for frames FRAME_M_3_64 that generate DOWN_BORDER and 
End_Proc_Frame signals.  

The FPGA implementation scheme of the complete system is given in 
Figs. 29.2 and 29.3. The system units are implemented using the mixed 
approach allowed by design hierarchy, standard digital components from 
Altera’s libraries, AHDL-based mega functions, and developed VHDL- 
based modules. The adopted or developed VHDL or AHDL components 
have been parameterized in terms of input data size, horizontal and vertical 
depths of the FIFO delays, as well as of the window and image dimen-
sions. Cascades of general latch registers (Altera’s 8dff) build convolution 
window register block. The FIFO delay is composed from Altera’s cycle-
shared FIFO parameterized megafunction (CSFIFO) with added threshold 
– read request feedback. 
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Fig. 29.3. The schematic of the 8-bit STFT-to-SM gateway implemented in FPGA 
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29.4 Testing and verification 

In order to verify the chip operation, before its programming, the compila-
tion and simulation have been performed by processing usually complex 2-
D test signal: 

2 2

[ 100cos( / 2) 100cos( / 2)]

( , ) cos[20 ( 0.75) 22 ( 0.75) ]

0.5 j x y

f x y x y

e − π + π

= π − + π −

+
 

(29.3)

in the range | | 0.75, | | 0.75,x y< < combined with the signal 

2 2( , ) cos{1000 [( 0.5) ( 0.5) ]}sf x y x y= π + + −  (29.4)

whose, comparatively small, domain is | | 0.1, | 1| 0.1x y y x+ < − − < . We 
have applied the Hanning window in the 2-D STFT definition, whose 
widths along the x and y axes are Wx=Wy=1, respectively, and N=64. The 
computed 2-D STFT elements (their real and imaginary parts), normalized 
at the range [0, 255] and rounded to the 8-bit integers, are imported to the 
designed system input. Results of the real-time implementation are pre-
sented in Fig. 29.4, left-hand side. In order to verify the obtained results, 
numerical analysis, based on the same 2-D STFT elements, is per-
formed and the results are presented in Fig. 29.4, right-hand side. Accu-
racy of the results obtained by using the designed system can easily be 

(x, y) = (−0.25,−0.25). 
After simulation and verification, the Atlera’s EPF10K20RC240-3 chip 

is configured by using the synthesized code [4]. It has 189 (51 input and 
114 output) I/O pins. The rates of its 8-bit version silicon resources utiliza-
tion are given in Table 29.1, first row. Additionally, Tables 29.1 and 29.2 
give the comparison of two approaches (MCI and SCI) for different signal 
duration N×N (N=64 and N=256 are considered) and 3×3 convolution 
window. It can be easily noted that the occupation of the silicon resources, 
described by the total number of logic cells (LCs), is significantly less in 
the MCI case. The targeting devices are selected according to the optimal 
resource occupation. Consequently, used MCI devices have smaller capac-
ity than the corresponding SCI ones. Naturally, the same device could be 
used for both approaches (MCI and SCI) provided that its maximal capac-
ity is determined by the SCI requirements. Also, for both approaches (MCI 
and SCI), the LCs slightly vary with signal duration. On the other hand, 
the usage of memory bits significantly increases with signal duration. This 
is a consequence of the fact that delay functions are implemented by using 
FIFO memories. Precisely, for the N × N analyzed signal, the total  

checked. Note that the results from Figure are computed at the point 
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Fig. 29.4. The S/SF representation of the analyzed 2-D signal f(x,y)+fs(x,y) ob-
tained by using the proposed hardware design (left-hand side), implemented in 
real FPGA devices (Altera’s 10K series) and by numerical implementation (right-
hand side) 

Table 29.1. Utilized silicon resource (LCs, memory bits, utilized memory) for 8-
bit 64×64 and 8-bit 256×256 2-D STFT-to-SM implementation 

Design Signal  
duration 

Device LCs LCs  
utilized (%)

Memory
bits  

Memory  
utilized (%) 

MCI 
SCI 

64×64 
64×64 

EPF10K20RC240-3 
EPF10K50RC240-3 

921 
2438  

79 
84 

1216 
1024 

 9 
 5 

MCI 
SCI 

256×256 
256×256 

EPF10K30BC356-3 
EPF10K50RC240-3 

965 
2478  

55 
86 

4288 
4096  

34 
20 

Table 29.2. Utilized silicon resource (embedded cells, EABs, required flip-flops) 
for 8-bit 64×64 and 8-bit 256×256 2-D STFT-to-SM implementation 

Design Signal  
duration 

Embedded 
cells 

Embedded cells 
utilized (%) 

EABs EABs  
utilized (%) 

Flip-flops 
required 

MCI 
SCI 

64×64 
64×64 

28 
16 

58 
20 

4 
2 

66 
20 

217 
190 

MCI 
SCI 

256×256 
256×256 

28 
16 

58 
20 

4 
2 

66 
20 

227 
200 
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number of used memory bits would be expressed as 2×N×8+MBS, where 
MBS represents the number of memory bits used for the implementation of 
the Look-Up-Table from the STFT-to-SM gateway control logic, Fig. 29.1. 
Note that for SCI approach we have MBS=0. 

29.5 Conclusion 

FPGA implementation of the flexible system for S/SF signal analysis is 
presented. The system is based on the MCI of the 2-D SM. It allows the 
implemented S/SFDs to take different numbers of clock cycles and to 
share functional kernel, used to perform an S/SFD operation, within their 
execution. This property enables optimization of the critical design pa-
rameters. 
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Chapter 30 

Space-filling fractal microstrip antenna 

M. Ismail, H. Elsadek, E. A. Abdallah, A. A. Ammar  

Microstrip Department, Electronics Research Institute, El-tahrir St., Egypt 

Abstract. The idea of space-filling properties of the fractal is used 
to minimize the area of a microstrip rectangular patch antenna oper-
ating at 2.45 GHz. The rectangular microstrip patch is used as an 
initiator to all iterations. The first four iterations of Koch at angles 
30°, 60°, 80°, 90° and pulse 2.45 were studied. It is found that the 
second iteration of the proposed shape is the most suitable one be-
cause the third and fourth iterations have inferior antenna parame-
ters. The size reduction in this case is about 15.1%. In order to fur-
ther reduce the antenna size many trials have been carried out. 
These trials include adding a shorting wall, adding an air gap, add-
ing a shorting wall and an air gap together, adding a shorting wall 
(or pins) together with an air gap and inverting the patch. As a con-
sequence 46.12% reduction in size is obtained with reasonable an-
tenna gain. The designed antennas were fabricated on teflon dielec-
tric substrates and good agreement is found between simulated and 
measured results. 

Keywords. Fractal, Microstrip antenna, Space-filling 

30.1 Introduction 

Fractals can be used to miniaturize patch elements as well as wire ele-
ments, due to their space-filling properties [1–5]. The same concept of in-
creasing the electrical length of a radiator can be applied to a patch ele-
ment. The patch antenna can be viewed as a microstrip transmission line 
[6–8]. Therefore, if the current can be forced to travel along the convoluted 
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path of a fractal instead of a straight euclidean path, the area required to 
occupy the resonant transmission line can be reduced. This technique has 
been applied to patch antennas in various forms [9–11]. 

The rectangular microstrip patch is used as an initiator to all iterations. 
The first four iterations of Koch at angles 30°, 60°, 80°, 90° and pulse 2.45 
were studied. In order to enhance the antenna bandwidth and other antenna 
parameters a modified pulse 2.45 microstrip patch antenna was suggested. 
The examined patch is 46.12% shorter than the simple rectangular patch. 
The designed antennas using the ready-made software package (Zeland 
IE3D) [12] were then fabricated using thin film technology and photo-
lithographic technique and their input impedances and reflection coeffi-
cients were measured using a vector network analyzer in the required fre-
quency range. 

30.2 Initiator of Koch and pulse 2.45 antenna 

A rectangular patch antenna was designed to resonate at Bluetooth fre-
quency 2.45 GHz on dielectric substrate with εr = 2.2 (Duroid 5880) and h 
= 1.5748 mm. The antenna is fed by a probe coaxial feed at the position x0 
= 0 mm, y0 = 12.46 mm from the bottom edge. Simulating the rectangle 
structure using Zeland IE3D to obtain the reflection coefficient (| S11 | in 
dB) and the radiation pattern gives the results shown in Fig. 30.1(a,b,c). 
Tables 30.1 and 30.2 show the resonant frequency, −10 dB impedance 
bandwidth, and the performance parameters of the antenna. 

Table 30.1. Resonant frequency, reflection coefficient, and bandwidth for the ini-
tiator of pulse 2.45 antenna 

F in GHz | S11 | in dB BW in MHz BW (%) 
2.45 −36.15 44.1 1.8 

Table 30.2. Antenna parameters for the initiator of pulse 2.45 antenna 

Parameters 2.45 GHz 
Gain (dBi) 7.12 
Directivity (dBi) 7.6 
Maximum (deg.) (0,10) 
3 dB beam width (deg.) (79.9, 83.1) 
Radiation efficiency (%) 89.03 
Antenna efficiency (%) 89 

From Tables 30.1 and 30.2, we can notice that the rectangle micro-
strip patch antenna may operate at the Bluetooth band, which has many 
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applications. The rectangle microstrip patch antenna has narrow band-
width and good radiation efficiency, gain, and directivity. 

 

Fig. 30.1. (a) Initiator of pulse 2.45 antenna, (b) simulated |S11 | in dB, and (c) simulated 
E- and H-plane radiation pattern 

h = 1.5748 mm

x0 ,y0

0,12.46 mm

L = 39.59407 mm

εr = 2.2

Lg = 59.59407 mm

Wg = 67.4342 mm

y x

W = 47.4342 mm

(a)

(b)

(c)
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30.3 Koch microstrip patch antenna 

Antennas in this section are based upon the fractal curve ‘Von Koch,’ a 
self-similar, iteratively reducing shape with an indentation angle θ=30°, 
60°, 80°, and 90°. This fractal pattern is applied on one dimension of an 
euclidean-shaped antenna like a rectangular microstrip patch antenna re-
ducing the antenna size by about 38%. 

30.3.1 Koch antenna with angle 30° 

We simulated the first four iterations of the Koch microstrip patch antenna 
with angle 30° as shown in Fig. 30.2(a,b,c,d) using Zeland IE3D simulator 
to obtain the reflection coefficient (| S11 |  in dB) and the radiation pattern. 
These results are shown in Figs. 30.3 and 30.4(a,b,c,d). Tables 30.3 and 30.4 
show the resonant frequencies,−10 dB impedance bandwidth, percentage 
size reduction, and the performance parameters of the antenna. 

Fig. 30.2. (a) First iteration, (b) second iteration, (c) third iteration, and (d) fourth 
iteration of Koch antenna with angle 30° 
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Fig. 30.3. Simulated | S11 | in dB for first, second, third, and fourth iterations of 
Koch antenna with angle 30° 

Fig. 30.4. (a) First iteration, (b) second iteration, (c) third iteration, and (d) fourth  it-
eration of Koch antenna with angle 30° simulated E- and H-plane radiation patterns 

)b()a(

)d()c(
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Table 30.3. Resonant frequencies, reflection coefficient, bandwidth, and size re-
duction of the Koch antenna with angle 30° for the first four iterations 

Iterations F in GHz | S11 | in dB BW in MHz BW (%) Size reduction (%) 
1 2.32 −19.97 30.16 1.3 5.3 
2 2.31 −24.2 29.799 1.29 5.7 
3 2.3 −21.87 28.98 1.26 6.1 
4 2.3 −30.37 28.06 1.22 6.1 

Table 30.4. Antenna parameters of the Koch antenna with angle 30° for the first 
four iterations 

Frequency (GHz ) Parameters 
2.32 2.31 2.3 2.3 

Gain (dBi) 6.9 6.86 6.84 6.86 
Directivity (dBi) 7.45 7.44 7.42 7.42 
Maximum (deg.) (0, 10) (0, 10) (0, 20) (0, 240) 
3 dB beam width (deg.) (82.9, 84.7) (83.2, 84.9) (83.46, 85.1) (83.5, 85.1) 
Radiation efficiency (%) 88.1 87.85 88.1 87.9 
Antenna efficiency (%) 87.2 87.52 87.5 87.8 

From Tables 30.3 and 30.4, we can notice that the four iterations have 
approximately the same resonant frequencies, bandwidth, gain, and radia-
tion efficiency. The maximum reduction in size is 6.1%. 

30.3.2 Koch antenna with angle 60° 

We simulated the first four iterations of the Koch microstrip patch antenna 
with angle 60° shown in Fig. 30.5(a,b,c,d) using Zeland IE3D simulator to 
obtain the reflection coefficient (| S11 |  in dB) and the radiation pattern. 
The results are shown in Figs. 30.6 and 30.7(a,b,c,d). Tables 30.5 and 30.6 
show the resonant frequencies, –10 dB impedance bandwidth, percentage 
size reduction, and the other performance parameters of the antenna. 

Table 30.5. Resonant frequencies, reflection coefficient, bandwidth, and size re-
duction of the Koch antenna with angle 60° for the first four iterations 

Iterations F in GHz | S11 | in dB BW in MHz BW (%) Size reduction (%) 
1 2.05 −17.475 18.04 0.88 16.3 
2 2.01 −37.37 17.085 0.85 18 
3 1.98 −25.12 16.038 0.81 19.2 
4 1.96 −32.5 15.876 0.81 20 
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Table 30.6. Antenna parameters of the Koch antenna with angle 60° for the first 
four iterations 

Frequency (GHz ) Parameters 
2.05 2.01 1.98 1.96 

Gain (dBi) 6.24 6.16 6.05 5.99 
Directivity (dBi) 7.14 7.08 7.04 7.01 
Maximum (deg.) (0, 60) (0, 0) (0, 150) (0, 240) 
3 dB beam width (deg.) (86.3, 88.1) (86.54, 88.59) (86.8, 88.87) (86.99, 89.04) 
Radiation efficiency (%) 82.8 80.96 79.9 79.12 
Antenna efficiency (%) 81.3 80.95 79.7 79.07 

From Tables 30.5 and 30.6, we can notice that the four iterations have 
approximately the same narrow bandwidth, the same gain, and radiation 
efficiency. The maximum size reduction is 20% obtained in the case of the 
fourth iteration. The back radiation increases when the angle θ changes 
from 30° to 60°. 

Fig. 30.5. (a) First iteration, (b) secnd iteration, (c) third iteration, and (d) fourth 
iteration of  Koch antenna with angle 60° 
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Fig. 30.6. Simulated | S11 | in dB for first, second, third, and fourth iterations of 
Koch antenna with angle 60° 

Fig. 30.7. (a) Firth iteration, (b) second iteration, (c) third iteration, and (d) fourth 
iteration of Koch antenna with angle 60° simulated E- and H-plane radiation patterns 

)b()a(

)d()c(
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30.3.3 Koch antenna with angle 80° 

We simulated the first four iterations of the Koch microstrip patch antenna 
with angle 80° shown in Fig. 30.8(a,b,c,d) using Zeland IE3D simulator to 
obtain the reflection coefficient (| S11 |  in dB), the radiation pattern, and 
the antenna parameters. The results are shown in Figs. 30.9, and 30.10 
(a,b,c,d) and Tables 30.7 and 30.8. 

Fig. 30.8. (a) First iteration, (b) second iteration, (c) third iteration, and (d) fourth  
iteration of Koch antenna with angle 80° 

 
Fig. 30.9. Simulated | S11 | in dB for first, second, third, and fourth iterations of 
Koch antenna with angle 80° 
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Table 30.7. Resonant frequencies, reflection coefficient, bandwidth, and size re-
duction of the Koch antenna with angle 80° for the first four iterations 

Iterations F in GHz | S11 | in dB BW in MHz BW (%) Size reduction (%) 
1 1.76 –18.239 15.84 0.9 28.2 
2 1.66 –35.6 9.462 0.57 32.2 
3 1.59 –8.4961 – – 35.1 
4 1.52 –4.4183 – – 38 

 

 

Fig. 30.10. (a) First iteration, (b) second iteration, (c) third iteration, and (d) fourth 
iteration of Koch antenna with angle 80° simulated E- and H-plane radiation patterns 

Table 30.8. Antenna parameters of the Koch antenna with angle 80° for the first 
four iterations 

Frequency (GHz ) Parameters 
1.76 1.66 1.59 1.52 

Gain (dBi) 4.65 3.47 1.48 −1.14 
Directivity (dBi) 6.6 6.2 5.7 5.17 
Maximum (deg.) (0, 20) (0, 220) (0, 340) (0,10) 
3 dB beam width (deg.) (88.88, 89.8) (88.42, 90.56) (87.22, 92.17) (86.26, 94.68) 
Radiation efficiency (%) 64.23 53.3 43.59 36.65 
Antenna efficiency (%) 81.3 80.95 79.7 79.07 

)b()a(
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From Tables 30.7 and 30.8, we can notice that the second, third and 
fourth iterations have poor gain and radiation efficiency. The third and 
fourth iterations have poor impedance matching. The maximum reduction 
size is 38%, but at the expense of other antenna parameters, namely band-
width, gain, and radiation efficiency. The back radiation is very large. 

30.3.4 Koch antenna with angle 90°  

The Koch 90° was formed by dividing the side by 3 and moving to inside the 
patch about one-third the length. The probe feeding technique was used with 
different positions in each iteration. We simulated the first four iterations of 
the Koch microstrip patch antenna with angle 90° as shown in Fig. 
30.11(a,b,c,d) using Zeland IE3D simulator to obtain the reflection coefficient 
(| S11 | in dB) and the radiation pattern.  The results are shown in Figs. 30.12 
and 30.13(a,b,c,d). Tables 30.9 and 30.10 show the antenna parameters. 

Fig. 30.11. (a) First iteration, (b) second iteration, (c) third iteration, and (d) fourth 
iteration of Koch antenna with angle 90° 
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Fig. 30.12. Simulated | S11 | in dB for First, second, third, and fourth iterations of 
Koch antenna with angle 90° 

 

Fig. 30.13. (a) First iteration, (b) second iteration, (c) third iteration, and (d) fourth it-
eration of Koch antenna with angle 90° simulated E- and H-plane radiation patterns 
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Table 30.9. Resonant frequencies, reflection coefficient, bandwidth, and size re-
duction of the Koch antenna with angle 90° 

Iterations F in GHz | S11 | in dB BW in MHz BW (%) Size reduction (%) 
1 1.7 −24.745 12.75 0.75 30.6 
2 1.66 −17.183 9.96 0.6 32.2 
3 1.65 −19.0835 9.075 0.55 32.7 
4 1.65 −11.893 3.63 0.22 32.7 

Table 30.10. Antenna parameters of the Koch antenna with angle 90°  

Frequency (GHz ) Parameters 
1.7 1.66 1.65 1.65 

Gain (dBi) 4.07 2.49 3.14 −4.57 
Directivity (dBi) 6.38 6.19 6.11 6.07 
Maximum (deg.) (0, 280) (0, 140) (0, 70) (0, 280) 
3 dB beam width (deg.) (88.86, 89.94) (88.53, 90.49) (88.38, 90.7) (88.69, 90.79) 
Radiation efficiency (%) 58.99 43.55 51.07 49.96 
Antenna efficiency (%) 58.8 42.7 50.44 8.65 

From Tables 30.9 and 30.10, we can notice that the four iterations have 
approximately the same resonant frequencies. The bandwidth reduces by 
increasing the order of iteration. The maximum reduction size is 32.7%,  
but at the expense of antenna gain and antenna efficiency which are very 
bad. The fourth iteration has narrower bandwidth, larger reflection, and 
very low efficiency. This iteration should be ignored. The back radiation is 
large and comparable to front radiation. 

30.4 Pulse 2.45 antenna iterations 

The first four iterations of the pulse 2.45 microstrip patch antenna are 
shown in Fig. 30.14(a,b,c,d). Zeland IE3D simulator was used to obtain the 
reflection coefficient (| S11 |  in dB) and the radiation pattern, shown in 
Figs. 30.15 and 30.16(a,b,c,d). Tables 30.11 and 30.12 show the antenna 
figure-of-merits. 

Table 30.11. Resonant frequencies, reflection coefficient, bandwidth, and size re-
duction of the pulse 2.45 antenna 

Iterations F in GHz | S11 | in dB BW in MHz BW (%) Size reduction (%) 
1 2.25 −18.32 27 1.2 8.2 
2 2.08 −23.61 18.096 0.87 15.1 
3 1.83 −19.85 15.738 0.86 25.3 
4 1.51 −29.49 12.382 0.82 38.4 
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Fig. 30.14. (a) First iteration, (b) second iteration, (c) third iteration, and (d) fourth 
iteration of pulse 2.45 antenna 

 
Fig. 30.15. Simulated | S11 | in dB for the first four iterations of pulse 2.45 antenna 
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Fig. 30.16. (a) First iteration, (b) second iteration, (c) third iteration, and (d) fourth 
iteration of pulse 2.45 antenna simulated E- and H-plane radiation patterns 

Table 30.12. Antenna parameters for the pulse 2.45 antenna 

Frequency (GHz ) Parameters 
2.25 2.08 1.83 1.51 

Gain (dBi) 6.69 6.34 5.09 0.56 
Directivity (dBi) 7.37 7.16 6.76 5.12 
Maximum (deg.) (0, 240) (0, 110) (0, 20) (0, 350) 
3 dB beam width (deg.) (84.4, 85.55) (85.99, 87.93) (88.19, 89.69) (86.18, 94.67) 
Radiation efficiency (%) 86.76 83.04 68.8 35.03 
Antenna efficiency (%) 85.48 82.68 68.12 34.99 

From Tables 30.11 and 30.12, we can notice that the fourth iteration has 
very poor gain and radiation efficiency. The second, third, and fourth itera-
tions have approximately the same bandwidth (very narrow bandwidth). The 
maximum reduction size is 38.4%, but at the expense of antenna parameters. 
The back radiation is very large comparable to the front one and increases 
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with the iteration order. A bow-tie antenna with the same dimensions as that 
of the second iteration of pulse 2.45 antenna was simulated and the results of 
the two antennas were found to be very close. 

30.5 The second iteration of pulse 2.45 antenna modification 

We modified the second iteration of the pulse 2.45 microstrip patch antenna 
by using a shorting wall. The simulated | S11 | and radiation patterns without 
and with shorting wall are shown in Figs. 30.17(a,b), 30.18, and 30.19(a,b). 
Tables 30.13 and 30.14 show the resonant frequencies, −10 dB impedance 
bandwidth, percentage size reduction, and the performance parameters of the 
antenna namely gain, directivity, half-power beamwidth, radiation effi-
ciency, and antenna efficiency. 

 

Fig. 30.17. (a) Second iteration without shorting wall and (b) with shorting wall 
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Fig. 30.18. Simulated | S11 | in dB for second iteration without and with shorting 
wall of pulse 2.45 antenna 

Table 30.13. Resonant frequencies, reflection coefficient, bandwidth, and size re-
duction of the second iteration of the pulse 2.45 microstrip patch antenna without 
and with shorting wall 

Second iteration F in GHz | S11 | in dBBW in MHz BW (%) Size reduction (%) 
Without shorting 
wall 

2.48 −16.9 133 5.4 −1.2 ( increased 
by 1.2) 

With shorting wall 1.32 −34.8 66 5 46.12 
 

Fig. 30.19. (a) Second iteration without shorting wall and (b) with shorting wall of 
pulse 2.45 antenna with air gap simulated E- and H-plane radiation patterns 

(a) (b)
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Table 30.14. Antenna parameters for the second iteration of the pulse 2.45 micro-
strip patch antenna without and with shorting wall 

Frequency (GHz ) Parameters 
2.48 1.32 

Gain (dBi) 9.2 4.85 
Directivity (dBi) 9.7 5.45 
Maximum (deg.) (0, 160) (30 , 270) 
3 dB beam width (deg.) (51.35, 70.78) (61.91 , 107.13) 
Radiation efficiency (%) 91.45 87.12 
Antenna efficiency (%) 89.6 87.1 

From Tables 30.13 and 30.14, we can notice that the shorting wall gives 
reduction in size of approximately 46.12%. The directivity is reduced in 
the case of shorting wall as compared to the case without shorting wall, 
which is the reason for decreasing gain. The radiation pattern is distorted 
and becomes asymmetric due to the existence of the shorting wall at the 
antenna edge. 

30.6 Experimental results 

The second iteration with shorting wall of pulse 2.45 antenna with an air gap 
= 6.4 mm as shown in Fig. 30.20(a) is fabricated on a dielectric substrate 
covered with copper clad from both sides. The thickness of the copper layer 
is 35 μm. The dielectric substrate is RT/Duroid 5880, with relative permit-
tivity εr = 2.2, dielectric height = 0.062 in. (1.5748 mm), and loss tangent tan 
δ = 0.0019. The antenna performance was measured using Agilent 8719ES 
(50 MHz–13.5 GHz) vector network analyzer and was simulated using elec-
tromagnetic field solver IE3D (ZELAND) which adopts the method of mo-
ments. The computed and measured results were found to be in good agree-
ment as shown in Fig. 30.20(b) and Table 30.15. 

As shown in Table 30.15, the measurement and simulation results give 
good agreement with average normalized error equal to 0.02% in calculat-
ing F, and the size reduction is 46.12% as compared to the initiator. The 
measured reactive part of the input impedance of the antenna (capacitive 
due to the air gap) is larger than that simulated, while the radiation resis-
tance is lower. The simulated value of the reflection coefficient is much 
better than the measured value due to many factors which were not taken 
into account. 
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Fig. 30.20. (a) Fabricated second iteration with shorting wall of pulse 2.45 an-
tenna with an air gap = 6.4 mm. (b) Comparison between the simulated and meas-
ured |S11| 

Table 30.15. Resonant frequencies and BWs of the second iteration with shorting 
wall of pulse 2.45 antenna with air gap = 6.4 mm 

Simulated results 
Zin ( Ω ) fn (GHz) | S11 | (dB) BW(%) 
Real Imaginary 

1.32 −34.858 5 51.77 −0.5 
Experimental results 

Zin ( Ω ) fn (GHz) | S11 | (dB) BW(%) 
Real Imaginary 

1.3198 −22.25 4.09 43.55 −2.7 

(a) 

(b) 
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30.7 Conclusion 

This chapter described the space-filling property of the fractal microstrip 
patch antenna. The iterations give maximum reduction in size equal to 
46.12%. The fundamental limitation in fabricating the antenna is given by 
the resolution of the photoetching process. The fundamental resonant fre-
quency decreases when the number of iterations increases. The difference 
between the resonant frequencies of the third and fourth iterations is so 
small. 
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Chapter 31 

Reliability assessment and improvement  
of medium power induction motor winding 
insulation protection system using predictive 
analysis 
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Abstract. This chapter presents a reliability assessment of a widely 
used protection system of medium-power squirrel cage induction 
motors. In conjunction with published field induction motors reli-
ability data, this assessment effort is based on a predictive analysis 
integrating three predictive techniques: (1) a fault tree analysis 
(FTA) that allows to identify and then quantify the initiating events 
weighting factors; (2) an event tree analysis (ETA) that allows to 
predict the protection system probability outcomes following an ex-
ternal disturbance; and (3) a failure mode effect and criticality 
analysis (FMECA) that will help set the stage to develop a preven-
tive maintenance program fit to keep up the induction motor 
protection system reliability at the required level with particu-
lar attention given to aggressive environmental factors such as 
found in cement plants.  
Keywords. FTA, ETA, FMECA, Induction motors, Protection, Re-
liability, Failure modes 

31.1 Introduction 

The induction motor is the workhorse of industry. Despite its robustness 
and high reliability it has its physical limitations, which, if exceeded, will 
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result in premature failure. Any operational failure will cause considerable 
economic losses. There is, therefore, a great need to improve the machine 
protection and hence its availability. 

Dominant failure modes and failure mechanisms of some motor system 
parts, the initiating causes of motor failure, and their weighted contribution 
factors are first determined making use of published reliability data.  Fault 
tree, event tree, and failure mode effects and criticality analyses are then 
developed for the assessment of the motor protection system reliability for 
further enhancement.  

31.2 Induction motor stator winding failure mechanisms 

Industrial surveys on machine reliability show [1] that the stator winding 
insulation is one of the most vulnerable components used in an AC electric 
machine. The failure of stator winding can be divided into  

• insulation degradation and hence breakdown 
• open circuit failure in the windings 

31.2.1 Insulation failure mechanisms (IFM) 

31.2.1.2 Electrical stresses  

Most electrical failures are caused by a combination of overvoltage spikes 
and normal deterioration. This fast overvoltage can be caused by start-up 
switching, lightning, surges, and VFD to propagate through the material, 
the leading, to premature breakdown [4].  

The stator winding insulation is always subjected to the combined thermal, 
electrical, mechanical, and environmental stresses during the long-term 
operation [2].  

31.2.1.1 Thermal stress 

Over time the insulation will deteriorate due to the normal thermal aging 
process; but the occurrence of premature failures, which are predominant, 
is a direct result of an overcurrent caused generally by an overload, a sup-
ply voltage imbalance, and/or voltage variations [2]. 
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31.2.2 Winding wire open circuit failure 

According to the statistical data given in Tables A.1 and A.2, the causes  
of failure of the motor insulation breakdown are predominant [1] and 
among them overload presents the highest percentage of causes followed 
by voltage imbalance and overvoltages as shown in Fig. 31.2.  

The overload is mostly caused by mechanical problems due to excess 
loads or jams in the driven machine which forces the motor to develop 
higher torque, draw more current, and hence overheat [3].  

 
Fig. 31.1. Failure mechanism sequence of the electrical stator windings 

 
Fig. 31.2. Insulation failure initiating causes distribution 

This failure, which rarely occurs, is generally due to the quality of wire as 
well as the level of electromechanical and environmental stresses pressed 
on the winding wire. The open circuit failure may occur at the terminal 
connections of the motor. The failure mechanism sequence of the induc-
tion motor is summarized in Fig. 31.1. 
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31.3 Failure probability quantification 

Assuming that the failure rate of the motor is constant for a given  time in-
terval of 105 h and is evaluated as 10 F/106 h and that 40% of the motor 
failure is due to stator insulation breakdown then the probability of occur-
rence of the undesirable stator insulation breakdown is evaluated [5] as 

tetRF .10.4 6

1)(1
−−−=−=  (31.1)

According to failure causes distribution, the contribution failure prob-
ability to the insulation breakdown of each initiating event (overload, volt-
age imbalance, etc.) is expressed as follows: 

Fc= α . F (31.2)

The importance factor α and the contribution failure probabilities are 
quantified and given in Table 31.1. 

Table 31.1. Insulation contribution failure probabilities 

Initiating causes Contribution factor α %  Fc 
OL (overload) 50 POL 2×10−2 
UB (single phasing) 20 PUB 8×10−3 
OV (overvoltage) 10 POV 4×10−3 
OH (ambiant overheat) 10 POH 4×10−3 
Others 10 POH 4×10−3 

31.4 Fault tree analysis (FTA) of stator insulation failure  

FTA is a top-down analysis technique that describes the relationship be-
tween basic causes, intermediate conditions, and top event such as motor 
breakdown [5]. The relationship is modeled in a tree-like structure with 
logical AND/OR gate as illustrated in Fig. 31.3. The numeric fault tree can 
then be used for determining the probability of the top event with the 
weighted importance factor of the causes. The quantitative evaluation will 
provide the priority protection parameter and determines the initiating 
events for further event tree analysis. 
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Fig. 31.3. Fault tree for the undesirable effect stator insulation failure 

31.5 Protection system description 

Based on the previous hierarchization of the initiating failure causes and 
IFM, the priority protection is provided first against overload followed by 
the unbalance (single phasing) and the overvoltages. The parameters to be 
controlled are mainly the current, the voltage, and the temperature [6]. 

While satisfying conditions such as discrimination, selectivity, and reli-
ability, the credible optimized induction motor protection system consists 
basically of thermal relay, varistor, circuit breaker, fuses, and thermal sen-
sor circuit as shown in Fig. 31.4.  
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Fig. 31.4. Protection system 

With the principle function of current and temperature detection–
isolation, the thermal relay provides an overload protection. The metal ox-
ide varistor (MOV) is used to clamp any slow or fast overvoltage from the 
power supply source. The circuit breaker is used as a switching device to 
protect the motor from short-circuit condition. The thermal sensor embed-
ded on the stator winding is used to protect from high ambient temperature 
as well as the overload fault condition. The fuse opens its current respon-
sive element in the case of an overcurrent or short-circuit condition.   

The backup protection is provided in the case of the overload and single 
phasing. If the thermal relay fails to open, the thermal sensor circuit or the 
fuse is activated.  

31.6 Event tree analysis (ETA)  

An event tree starts with a specific initiating cause such as an overload, 
unbalance, or overvoltage as identified in the previous IFM and FTA and 
then follows the possible progression of the incident according to the suc-
cess or failure of the protection devices.  

This conducts to the elaboration of the sequence of events that leads to 
the insulation protection or severe motor failure and breakdown. 

Each of the identified paths is evaluated [5] 
• qualitatively by simplifying and eliminating impossible branches; 
• quantitatively by attaching the probability to each event on the tree with 

the assumption that the failures are independent.  
• The reduced and quantified ETAs for  each initiating event are obtained 

from figs. 31.5, 31.6, 31.7 and 31.8. 
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Fig. 31.5. Reduced ETA for the overload initiating event. (ITP: insulation thermal 
protection; ITB: insulation thermal breakdown) 
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Fig. 31.6. ETA for a voltage unbalance (single phasing) initiating cause. (SC-P: 
short circuit protection) 
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Fig. 31.7. ETA for initiating overvoltage event. (IDP: insulation dielectric 
breakdown) 
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Fig. 31.8. ETA for initiating ambient overheating event 

The obtained results indicated in column 3 of Table A.4 show that the 
overall probability of insulation protection outcomes PIP is much greater 
than that of the insulation breakdown outcome PIB by more than 200 but 
further improvement is possible.  

31.7 Protection system improvement  

The improvement on the quality of the protection system will be based on 
an improved reliability and a continuous preventive maintenance of the 
protective devices to increase the probability of the insulation protection 
outcomes. 

31.7.1 Reliability improvement  

Improved reliability is obtained by the use of more reliable individual pro-
tective elements as well as by the redundancy (backup). This will increase 
the probability of success outcomes against dominant initiating events. 

31.7.1.1 Better quality factor 

The influence of quality factor [7] is shown according to part stress 
method relation [8] where the failure rate is given as 

λp =λB πQ.πE (31.4)

where   λB = base failure rate, πQ = quality adjustment factor, and  
πE = environment adjustment factor. 
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By using a better quality of the critical protective devices as shown in 
Table A.4,  the obtained value of the consequences of insulation protection 
has increased while the probability of the insulation breakdown has  
decreased by a ratio of more than 2 as shown in Table A.4.  

31.7.1.2 Redundancy 

In this case, reliability can be increased by applying an active redun-
dancy at thermal sensor circuit. A similar output circuit is added in parallel 
so that one can fail without causing system failure of the protection in the 
case of an ambient overheat or overload. The new increased reliability of 
the circuit is expressed as [9]  

RImproved = 2R – R2 (31.5)

A substantial improvement is obtained 
RImproved (= 0.998) > RBefore(= 0.962) (31.6) 

 
Fig. 31.9. Redundancy at thermal sensor circuit 

Hence, thermal sensing circuit is a backup for thermal relay in the case 
of an overload condition and voltage imbalance as shown in Fig. 31.9. 

31.7.2 Preventive maintenance on the protection system  

To preserve an inherent reliability and successful function of this protec-
tion system a periodic preventive maintenance of its constitutive devices 
and their connection is required. Preventive actions and particularly envi-
ronment protection against dust, temperature, vibrations, and contamina-
tion are taken in the light of FMECA. 

The FMECA, which is an inductive method, seeks to identify the origin 
of potential failures and weak points in this protection system, classifies 
them in terms of criticality, and then determines the way of reducing their 
probability of occurrence in view of enhancing the reliability [5]. 

Tm
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FMECA is developed in Table A.5 so that πE factor is reduced and 
hence more than 20% reduction of the failure rate of the motor has been 
obtained [10].  

This will prevent from any failure or degradation of the critical protec-
tive device and their connections leading to an undesirable event such as 
single phasing and loss of protection. 

31.8 Conclusion  

The assessment of an induction motor protection system reliability using 
fault tree and event tree analyses has been carried out. Field data-based 
calculations indicate that the probability of ensuring successful insulation 
protection is much greater than the occurrence of a failed insulation protec-
tion (leading to insulation breakdown) by a ratio of more than 200 as indi-
cated in Table A.4. 

Despite the high probability of successfully ensured insulation protec-
tion, a failure mode effects and criticality analysis clearly indicates that 
there is still a margin of improvement of system protection reliability. 
Through the selection of better quality protective devices, together with the 
use of redundancy where needed and a preventive maintenance program on 
the protection system proper in order to reduce the negative impacts of an 
aggressive environment such as that of cement plants, a drastic reduction 
of 60% in the probability of failed protection can be achieved.  

Through the improvement of the motor protection system reliability, the 
motor reliability and availability can, therefore, be further improved and in 
a cost-effective manner. 

Appendix 

Table A.1. Motor failure statistics               Table A.2. Insulation failure causes 

Items Failure  (%)  Failure causes (%) 
 [8] [3]  Overloads 30 
Stator windings 
Ins. 

37 30–40  Imbalance (single phasing 
and undervoltage) 

14 

Bearings 41 45–50  Overvoltage 10 
Rotor 10 8–2  Contaminants 19 
Others 12   Aging 18 
    Miscellaneous 9 
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Table A.3. Failure rate and failure probability of protective devices [7] (B: before 
imporovement,  A: after improvement) 

πE (GF) λp R F Component λb 
F/106 h 

B A B A B A B A 
Over-I-Relay 0.25 1 1 2.04 0.68 0.979 0.993 0.021 0.007 
Ckt Breaker 0.5 2 2 3 3 0.970 0.970 0.029 0.029 
Fuse  0.010 2 2 0.02 0.02 0.999 0.999 0.001 0.001 
Varistor 0.023 6 6 0.728 0.165 0.992 0.998 0.001 0.002 
Thermal sensor 0.53 3 3 3.87 1.59 0.962 0.984 0.037 0.016 

 
 
 

Table A.4. Probability of occurrence of the consequences. (IP: overall insulation 
protection, IB: insulation breakdown) 

Probability  Initiating causes Consequences
Before After improvement 

Ratio: 
A/B 

OL ITP 1.99155×10−2
 1.9998×10−2  

UB ITP 0.79976×10−2 0.80826×10−2  
OH ITP 0.3848×10−2 0.3936×10−2  
OL+UB+OH ITP Pitp=ΣPitpi 3.17606×10−2 3.20245×10−2   
OV IDP Pdp  = 0.3968×10−2 0.3992.×10−2  
OL+Ub+OV+OH IP PIP  = 3.57286×10−2 3.6016539×10−2  
 IB PIB = 1.48693×10−4 0.640873×10−4 0.43  
   PIP / PIB 240 

Table A.5. FMECA of protection system (C: criticality) 

Item Function Failure  
mode 

Cause Effect Preventive  
maintenance  

Thermal  
relay 

Overload  
protection 

-Contacts fail 
shorted  
-Coil fails open 
-heater failure 

-Contacts welded 
-Coil OC 
-Incorrect setting of  
tripping I 

-Loss of ther-
mal protection 
-Overheat 

-Remove weld 
-Testability 

Circuit  
breaker  
CB 

Switching -contacts fail 
shorted (stick  
occasionally)  
-contacts fail 
open  
-fails to active 

-Contacts welded, 
corroded, and dirty 
-Mechanical failure 
binding  
-Incorrect setting of  
tripping I 

-Loss of  short 
circuit protec-
tion 
-Severe break-
down  
-Overload  

-Cleaner vaporizer 
contacts 
- Dust removing 
- Trip setting 

Fuses Protection: SC-
-overcurrent  

-OC -Overcurrent 
-Inadequate rating 

-Shutdown  
-Unbalance  

-Replacement  
-Adequate rating  
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(MOV) Protection 
against fast 
overvoltage, 
surges, spikes  

-SC 
-OC  

-Excessive picks of 
voltage 

-CB activated 
-Loss of dielec-
tic protection 

-Replacement  
-Adequate rating 
-Grounding  
filters 

Thermal 
ckt 

Stator ambient 
T° monitor 

-OC -Overheat dirty, 
dusty, and corrosive 
environment  

-Overheat 
-Reduced aging

-Cleaning 
-Control ventila-
tion  

Terminals/ 
wires 

Electrical con-
duction 

-Contacts fails 
-OC  
 

-Loose screw 
-Poor contact 
-Corrosion  

-Unbalance 
(single phase 
loss) 

-Periodic check 
contact 
-Connections 
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Chapter 32 

Feature extraction by wavelet transforms  
to analyze the heart rate variability during  
two meditation techniques 
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Abstract. In this chapter, we present the analysis of HRV signals by 
wavelet transform. HRV, described by the extraction of the physio-
logical rhythms embedded within its signal, is the tool through which 
adaptations of activity of the ANS have been widely studied. The as-
sessment of wavelet transform (WT) as a feature extraction method 
was used in representing the electrophysiological signals. The purpose 
of all this is to study the ANS system of subjects who are doing medi-
tation exercises such as the Chi and Yoga. The computed detail wave-
let coefficients of the HRV signals were used as the feature vectors 
representing the signals. These parameters characterize the behavior 
of the ANS. In order to reduce the dimensionality of the data under 
study, the statistical parameters were computed. 

Keywords. HRV, Wavelet, Feature extraction, ANOVA, 
Meditation 

32.1 Introduction 

In various countries, many people have died because of cardiac diseases. 
A great number of exams are conducted  to obtain data of diversified na-
ture, making subjects’ visual evaluation harder. Added to that, visual fa-
tigue is the main cause making the manual analysis error prone. Hence, it 
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is suitable to develop an automatic system to process the electrocardio-
gram (ECG) signal. In order to allow an early diagnosis and an efficient 
treatment, the recognition of patterns of cardiac diseases can be improved 
through automatic feature extraction [1–3]. An electrocardiogram (ECG) 
can be defined as an electrical signal that represents the heart’s cardiac ac-
tivity. In general, this signal is recorded by means of a certain number of 
electrodes which are pasted on the body. The most important waves re-
sponsible for the formation of a typical ECG are generally the P, QRS, and 
T waves. The P wave corresponds to the atrium’s depolarization. The QRS 
complex results from the ventricular depolarization. The T wave corre-
sponds to the polarization of the ventricle. 

In general, the signal, which corresponds to the atrium polarization, is 
merged with the QRS one. What is noticed here is that the ECG beat’s 
shape can dynamically change. It is also highly correlated with the pathol-
ogy type. The R-wave that manifests the depolarization process of the ven-
tricle is the largest amplitude of a single cycle of the normal ECG [2, 4].  

RR interval is the time between successive R-waves and RR tachogram 
is the series of RR intervals. Thus, in this time series, variability has been 
largely used as a measure of the heart’s function. Through this we can 
identify risky patients who are prone to cardiovascular events or death. In 
fact, in this time series, variations’ analysis is known as heart rate variabil-
ity (HRV) analysis [5, 6]. 

The parameter used in assessing autonomous nervous system (ANS) ac-
tivity is defined as heart rate variability. HRV, described by the extraction 
of the physiological rhythms embedded within its signal, is the tool 
through which adaptations of activity of the ANS have been widely stud-
ied. The HRV’s non-stability presents a challenge to the technical aspects 
of its measurement, especially in the dynamic conditions of functional test-
ing [7].  

There have been various mathematical methods to analyze HRV. The 
most common one is the Fourier transform, but it is limited to stationary 
signals. The most important thing to do, while calculating a signal expan-
sion, is to localize a given basis function in time and in frequency. For in-
stance, in Fourier transform, while analyzing, the functions used are infi-
nitely sharp in their frequency localization. They exist at one exact 
frequency but have no time localization due to their infinite extends [8].   

In order to define a particular basis function’s localization, we can find 
different ways but they are linked to the expansion of the function in time 
and frequency. In fact, to overcome this very limitation, we applied the 
wavelet transform (WT). Wavelet analysis is one among the options avail-
able that may help to quantify HRV in non-stationary conditions [7]. 
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Wavelet transform (WT) represents a mathematical way to study non-
stationary signals. Therefore, its usefulness has been increasingly adapted 
over the last 10 years. It was employed in different fields such as commu-
nication technology, geophysics, and image processing. 

32.2 Methods 

The RR interval variations present during resting conditions represent a 
fine-tuning of beat-to-beat control mechanisms. Because it helps to evalu-
ate the equilibrium between the sympathetic and parasympathetic influ-
ences on heart rhythm, HRV signal analysis is very important and crucial 
for the study of the autonomic nervous system (ANS). The nervous sys-
tem’s sympathetic branch increases the heart rhythm resulting in shorter 
beat intervals whereas the parasympathetic branch decelerates the heart 
rhythm leading to longer beat intervals. The spectral analysis of the HRV 
has led to the identification of two fairly distinct peaks: high (0.15–0.5 Hz) 
and low (0.05–0.15 Hz) frequency bands. Fluctuations in the heart rate, 
occurring at the spectral frequency band of 0.15–0.5 Hz, known as high-  
frequency (HF) band, reflect parasympathetic (vagal) activity, while fluc-
tuations in the spectral band (0.05–0.15 Hz), known as low-frequency (LF) 
band, are linked to the sympathetic modulation, but includes some para-
sympathetic influence (sympathetic–vagal influences) [6].  It is now estab-
lished that the level of physical activity is clearly indicated in the HRV 
power spectrum. For example, when a healthy subject stands up there is an 
increase of HRV in the LF spectral band, which is considered an estimate 
of the sympathetic influence on the heart. Consequently, the LF/HF ratio is 
considered to mirror sympathovagal balance or to reflect sympathetic 
modulations [8–10]. 

In this very research, we are looking for an effective way to analyze the 
HRV with advanced technique of signal processing. The purpose of all this 
is to study the ANS system of subjects who are doing meditation exercises 
such as the Chi and Yoga. 

32.3 Justification and purpose of the study  

The purpose of this study is the separation of the two bands of frequency: 
HF and LF of HRV signal through the multiresolution decomposition by 
discrete wavelet transform. After the access to these components, which 
inform us about the function of ANS system, we can demonstrate that the 
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WT analysis can be an effective clinical tool in examining the heart 
rhythm.  

This proposition will be applied on an article drawn from physioBank 
database [www.physionet.org] entitled “Exaggerated heart rate oscillations 
during two meditation techniques,” which contains a data of heart rate time 
series of two groups of healthy subjects experiencing two series of records, 
one as premeditation and the other during the period of meditation (during 
specific traditional forms of Chinese Chi and Kundalini Yoga medita-
tions). We have used another control signal for sane subjects in normal 
respiration (Table 32.1). 

These data were used by [9] who applied both spectral analysis and ana-
lytic technique based on the Hilbert transform to quantify the heart rate. 
This method proved to be not very effective compared to the wavelet 
method. 

The ability of this latter technique to give simultaneous time and fre-
quency resolutions and separation of sympathetic and parasympathetic 
bands makes it an ideal tool for studying HRV. 

Table 32.1. Database 

Exercise Notation 
Chi meditation C1, C2,…, C8  (before and during)
Yoga meditation Y1, ….,Y4 (before and during) 
Normal respiration  N1, N2,…, N11 

32.4 Feature extraction 

32.4.1 The proposed feature extraction methodology 

By means of wavelet analysis, a matrix of data is obtained, where time and 
frequency domain information is present. A mother waveform is “com-
pressed” or “stretched” to obtain wavelets of different scales that are used 
along time comparing them with the original signal. Low-scale levels corre-
spond to rapidly changing details or high frequency, whereas high-scale lev-
els correspond to slow changing details or low frequency. For every scale 
level and time a correlation coefficient was obtained, representing the corre-
spondence between the analysis wavelet and the original signal. For exam-
ple, a high correlation coefficient between the original signal and a low-scale 
wavelet at the beginning of the record means that high-frequency compo-
nents are present at that time. Thus, this coefficient provides information 
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about the moment that the RR interval is changing (time domain) and about 
the frequencies that are involved in these changes (frequency domain). In 
short-term recordings, high-frequency (HF) components (0.15–0.40 Hz) re-
flect vagal activity, while low-frequency (LF) components (0.04–0.15 Hz) 
are considered to be under the influence of both sympathetic and parasympa-
thetic tone. Thus an increased LF/HF ratio may indicate either increased 
sympathetic activity or decreased vagal tone [32, 13].  

Tests are often carried out using different types of wavelets and the most 
effective one is chosen for the particular application. We can detect 
changes of the HRV signals by means of the smoothing feature of Daube-
chies wavelet of order (db4). This wavelet (db4) is used by most research-
ers [7–10, 12, 13] to analyze the HRV. Therefore, the wavelet coefficients 
were computed using db4 in the present study. The wavelet coefficients 
were computed using the MATLAB software package.  
Selection of appropriate wavelets and the number of decomposition levels 
are very important in the analysis of signals using the WT. The number of 
decomposition levels is chosen based on the dominant frequency compo-
nents of the signal. The levels are chosen such that those parts of the signal 
that correlate well with the frequencies required for classification of the 
signal are retained in the wavelet coefficients. In order to determine the 
appropriate number of decomposition levels, different experiments were 
performed. In the present study, the number of decomposition levels was 
chosen to be 6. The HRV signal was resampled at 4 Hz. Thus, scale 1 cor-
responds to 2–1 Hz, and scale 2 to 1–0.5 Hz. Scales 3 and 4 correspond 
approximately to HF (0.125–0.5 Hz), and scales 5 and 6 to LF (0.03125–
0.125 Hz). 

Table 32.2. Localization of the two bands LF and HF after decomposition by 
DWT 

HRV component  Scales Frequency bands (Hz) 
D1 1–2 

 
D2 0.5–1 
D3 0.25–0.5 

HF  
D4 0.125–0.25 
D5 0.0625–0.125 

LF  
D6 0.03125–0.0625 

The computed detail wavelet coefficients of the HRV signals were used 
as the feature vectors representing the signals. These parameters characterize 
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the behavior of the ANS. In order to reduce the dimensionality of the data 
under study, the following statistical parameters were computed: 

• STDLF and STDHF: Standard deviation of the wavelet coefficients in 
each sub-band. 

• %LF and %HF: LF and HF powers of wavelet coefficients in each sub-
band measured in normalized units:  

• %LF = LF/(LF+HF)×100; %HF = HF/(LF+HF)×100. 
• R: ratio;  R=LF/HF 

32.4.2 Statistics analysis 

The ANOVA test takes into account not only changes in mean values and 
standard deviation but also changes occurring in each subject in different 
exercises and meditations. This test is considered significant when p < 
0.05, where p is the probability of the data recorded from the same subject 
in the two states before and during the meditation. 

32.5 Results and discussion 

Figure 32.1 shows the parameters taken from the wavelet coefficients of 
the HRV signals of three subjects: two during meditation exercises and the 
third subject in normal respiration state who is referred to as control in the 
histogram. 

 
Fig. 32.1. Parameters extracted from HRV before and during Chi and Yoga medi-
tation and control group 

We notice that the ANS behavior is characterized by a decrease of the 
concentrated power in the LF band and an increase at the HF band level.  
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During the tests, the pursuit of these changes are clear in the LF and HF 
powers of wavelet coefficient in each sub-band measured in normalized 
units (LF% and HF%). 

 
Fig. 32.2. Parameters extracted from HRV before and during Chi meditation 

Fig. 32.3. Parameters extracted from HRV before and during Yoga meditation 

The results depicted in Figs. 32.2 and 32.3 demonstrate that the percent-
age of HF during the meditation is greater than the percentage of HF in the 
premeditation, which indicates that the sympathetic nerves are more active 
during meditation and this situation causes the heart rate of the subjects to 
be quicker than the ordinary situation.  

 
Fig. 32.4. Variation of standard deviation of wavelet coefficients in LF band over 
each consecutive drive segment 
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Fig. 32.5. Variation of standard deviation of wavelet coefficients in HF band over 
each consecutive drive segment 

Studying the different segments of 256s, we can notice that the peak of 
the high variation indexed on Figs. 32.4 and 32.5 error bars presents a rela-
tive stability on standard deviation of LF. Moreover, the peak that repre-
sents the acceleration of respiration rhythm is localized on the variation of 
standard deviation HF.   

Table 32.3. p-Value: statistics test  

Parameters Chi Yoga 
STDLF p < 0.0007 p < 0.0072 
STDHF p < 8.1154e-008 p < 0.0003 

%LF and %HF p < 5.6301e-007 p < 7.5352e-006 

R p < 1.1877e-006 p < 0.0287 

The statistical test ANOVA on the subject before and during the medi-
tation is always significant (p < 0.05). However, when we increase the 
data base, we move to nonsignificant values of the balance of LF/HF. 

32.6 Conclusion 

Using wavelet transforms, we managed to separate the two essential com-
ponents (LF and HF) of the HRV signal. The analysis of the two bands LF 
and HF described by wavelet coefficients informs us about the behavior of 
ANS. The response of ANS during Chi and Yoga was studied well in 
time–frequency domain by calculation of statistical parameters and the lo-
calization of energy concentration reflect as a result of amplitude variation, 
that is, the acceleration and the refraining of sympathetic and parasympa-
thetic systems.  

Thus we can deal with the approaches of classification with a guarantee 
of ample feasibility of anomalies of cardiac insufficiency. 
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Abstract. In this chapter, fractional calculus has been used to ac-
count for long-range interactions between material particles. Cohe-
sive forces have been assumed decaying with inverse power law of 
the absolute distance that yields, as limiting case, an ordinary, frac-
tional differential equation. It is shown that the proposed mathe-
matical formulation is related to a discrete, point-spring model that 
includes non-local interactions by non-adjacent particles with linear 
springs with distance-decaying stiffness. Boundary conditions asso-
ciated to the model coalesce with the well-known kinematic and 
static constraints and they do not run into divergent behavior. Dy-
namic analysis has been conducted and both model shapes and natu-
ral frequency of the non-local systems are then studied. 

Keywords. Non-local elasticity, Fractional calculus, Power law at-
tenuation function, Modes of vibration and dynamics of non-local 
bar 

33.1 Introduction 

Non-local continuum mechanics has received a growing interest in the late 
1960s as reported in several studies [21,22,15], since it is able to describe 
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the microstructural behavior of materials. The use of these theories ex-
plains some phenomena that may be unpredicted by classical theory of lo-
cal continuum mechanics; for instance, the unrealistic stress singularities at 
crack tips are smoothed by a non-local approach. 

Non-local continuum mechanics has been treated with two different ap-
proaches: The gradient elasticity theory (weak non-locality) and the inte-
gral non-local theory (strong non-locality). The first approach mainly con-
sists in the introduction of gradient strains in the constitutive equations 
[27,1]. The main drawback of gradient elasticity model regards the fulfill-
ment of boundary conditions, even though it is to be mentioned that some 
strategies for overcoming this drawback has recently been proposed 
[32,33,34,7]. The non-local integral model has been introduced as intuitive 
extension of interpolation formulas of molecular dynamics [21,15]. The 
non-local interaction is represented as a convolution integral in which the 
kernel is a decaying function with the inter-distance of different points. In 
this setting, several papers are available [4,5,30,6,16,17]. 

Recently, the problem of non-local continuum has been faced by frac-
tional calculus approach [23,14]. The approach in terms of fractional cal-
culus is an intermediate one between gradient and integral formulation and 
then it is very attractive from a conceptual point of view. In particular, it 
has been show in [14] that the long-range interaction may be cast in terms 
of Marchaud fractional derivatives for an infinite domain, while it remains 
only the integral part of the Marchaud fractional derivative for a bounded 
domain. 

In this chapter, the problem is first formulated in terms of the total en-
ergy stored showing that directly postulating the form of the total energy 
stored, some inconsistencies appear. Then, a consistent physical model is 
presented and the main result shown is that the governing equations are 
fractional differential equations. Dynamics of the non-local continuum fol-
lows, therefore, straightforwardly from the physical model taking into ac-
count the inertial forces.  

33.2 Basics on fractional calculus 

The well-established theory of fractional differentiation deals with deriva-
tives and integrals of any real (or even complex) order. Although this theory 
is as old as the common differential calculus, it has not gained interest from 
engineers and physicists until the end of the last century, with the appear-
ance of monographs and conferences on this topic. Further, the lack of an 
easy geometrical meaning of the derivative of real order causes a diffuse 
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wariness also nowadays. In fact, while we are aware of the geometrical 
meaning of the first or second derivative of a function, for example, the 
meaning of the derivative of order 1/ 2  is a task that has not been solved for 
300 years. Actually, it was already L’Hôpital who asked Leibniz “What if n 
(in d / dn nf x ) be 1/ 2 ?” in 1695!  

Other difficulties that arise in dealing with fractional calculus is that 
there are many definitions that generalize the ordinary calculus and, fur-
ther, the calculations involved are always hard to be tackled by hand. De-
spite these difficulties, the application of the fractional calculus asserts to 
reach very interesting results. For instance, interesting applications can be 
found in physics and biophysics [19], in polymer rheology [37], in fracture 
mechanics [8–10], and in viscoelasticity [3]. In stochastic dynamics, we 
report the interesting analysis of linear and non-linear systems driven by 
fractional Brownian motion [24–25] or driven by Lévy α-stable white 
noise processes [11, 18], whose probability density of the response is ruled 
by a fractional differential equation, involving fractional derivative in the 
diffusive term. In probability theory, a representation of the statistics of 
random variables by means of the fractional calculus has been recently 
proposed [12] and the path integral solution has been reformulated in terms 
of fractional moments in order to solve stochastic differential equations 
[13]. 

In the following, we report the main definitions of the most important 
fractional integrals and derivatives highlighting the properties used in the 
definition of non-local elasticity. For an exhaustive treatment of the topic 
and for rigorous proofs, the reader is referred to the excellent encyclopedic 
monographs of Samko, et al. [35] or to [20, 26, 29, 31]. 

Many are the names of those prominent mathematicians of the past who 
contributed to the theory of fractional calculus: Riemann, Euler, Laplace, 
Fourier, Abel, Liouville, and Weyl among others played an important role 
in what now is the corpus of the fractional calculus. Many are also the 
fractional operators in literature causing a great effort needed to approach 
the theory. In the spirit of this chapter, we present only the Riemann–
Liouville (RL) fractional integral and derivative and the Marchaud (Ma) 
fractional derivative.  

33.2.1 The Riemann–Liouville fractional integral and derivative 

First of all, it must be highlighted that the so-called “fractional” calculus is a 
misnomer, because actually it deals with the generalization of the differen-
tial calculus to real or complex order. By the way, this name 408 
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is consolidated among mathematicians and scientists in many fields and is 
kept for historical reasons.  

A simple approach to introduce the fractional operators is constituted by 
three steps: (i) consider first the n-folding operation on a definite integral; 
(ii) extend the folding operation to a real number of folding, obtaining 
then, what is called the fractional integral; (iii) prove that the fractional in-
tegral has an inverse operator, called the fractional derivative. Other ap-
proaches to the definition of the fractional operators are reported in the 
book of Miller and Ross [26].  

In this first part, we consider functions defined in a finite interval. Given 
a Lebesgue measurable function ( )f x  on the closed interval [ ],a b , 
briefly ( ) [ ]( )1f x Leb a,b∈ , according to the notation in [35], we indicate 
with ( )( )aI f x+  the following definite integral:  

( )( ) ( )d
xdef

a a
I f x f , x aξ ξ+ = >∫  

(33.1)

Integrating twice, the resulting function will be indicated as ( )( )2
aI f x+ , 

and it can be recast in the form 

( )( ) ( )12
2 1 2d d

x

a a a
I f x f

ξ
ξ ξ ξ+ = =∫ ∫ ( )

1
1 2 1d d

x x

a
f

ξ
ξ ξ ξ =∫ ∫  

     ( ) ( )( )
1

1 2 1 1 1 1d d d
x x x

a a
f f x= = −∫ ∫ ∫ξ

ξ ξ ξ ξ ξ ξ  

A further integration leads to 

( )( ) ( ) ( ) ( )23

3

1d d d
2

x x x

a a a a

fol d

I f x x f x fξ ξ ξ ξ ξ+

−

= = −∫ ∫ ∫  

and for a generic integer number of folding, n∈ , the well-known 
Cauchy equation  

( )( ) ( )
( )

( ) ( )11d d d
1 !

x x x nn
a a a a

n fol d

I f x x f x f
n

ξ ξ ξ ξ ξ−
+

−

= = −
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(33.2)

holds. Calling γ  a positive real number, the generalization of ( )( )n
aI f x+ , 

written for an integer number of folding operations, into ( )( )aI f xγ
+  can be 
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found from the latter equation by means of the Euler gamma function that 
is defined as the integral  

( ) ( )1

0
exp - d

def ∞ −Γ = ∫ γγ ξ ξ ξ  
(33.3)

and interpolates the factorial function, that is, ( ) ( )1 !n n− = Γ . Then, one 
obtains from Eq. (33.2) 

( )( )
( )

( )
( )1

1def x

a a

f dI f x
x

γ
γ

ξ ξ
γ ξ+ −=

Γ −∫ , with 0γ >  
(33.4)

called left-sided Riemann–Liouville fractional integral of real order γ . 
Analogously, given ( ) [ ]( )1 ,f x Leb a b∈ , the same procedure can be ap-
plied to the integral with fixed upper limit  

( )( ) ( ) ,
def b

b x
I f x f d x bξ ξ− = <∫  

(33.5)

leading to the operator  

( )( )
( )

( )
( )1

1def b

b x

f dI f x
x

γ
γ

ξ ξ
γ ξ− −=

Γ −∫ ,      0γ >  
(33.6)

called right-sided Riemann–Liouville fractional integral. Now, in order to 
define an inverse operator of Eqs. (33.4) and (33.6), we shall prove that 
this relation is invertible in the sense that for a given function ( )x ,ϕ  there 
exists a function ( )f x , solution of the integral equation 

( )
( )

( )
( )1

1 x

a

f dx
x γ

ξ ξϕ
γ ξ −=

Γ −∫ ,      x a>  
(33.7)

This equation has been solved by Abel, for 0 1γ< < , who found that its 
solution is unique and given by 

( )
( )

( )
( )

1
1

x

a

ddf x
dx x γ

ϕ ξ ξ
γ ξ

=
Γ − −∫  

(33.8)

In the same way, the solution of the integral equation consequent to the 
definition in Eq. (33.6) is given in the form 

( )
( )

( )
( )1

1 b

x

f dx
x γ

ξ ξϕ
γ ξ −=

Γ −∫ ,        x b≤  
(33.9)
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and its solution has been proved to be 

( )
( )

( )
( )

1
1

b

x

ddf x
dx x γ

ϕ ξ ξ
γ ξ

= −
Γ − −∫ ,        0 1γ< <  

(33.10)

Therefore, it is possible to define the left-handed RL fractional deriva-
tive, ( )( )a f xγ

+D , given by 

( )( )
( )

( )
( )

1
1

def x

a a

f ddf x
dx x

γ
γ

ξ ξ
γ ξ+ =

Γ − −∫D ,        0 1γ< <  
(33.11)

and the right-handed RL fractional derivative, ( )( )b f x ,γ
−D  in the form 

( )( ) ( )
( )

( )
( )

1
1

b

b x

f dtdf x
dx x

γ
γ

ξ
γ ξ−

−
=

Γ − −∫D ,        0 1γ< <  
(33.12)

Useful representations of Eqs. (33.11) and (33.12) are 

( )( )
( )

( )
( )

( )
( )

1
1

x

a a

f a f ' df x
x a x

γ
γ γ

ξ ξ
γ ξ+

⎡ ⎤= +⎢ ⎥Γ − − −⎣ ⎦
∫D ,        0 1γ< <  

(33.13)

and  

( )( )
( )

( )
( )

( )
( )

1
1

b

b x

f b f ' df x
b x x

γ
γ γ

ξ ξ
γ ξ−

⎡ ⎤= −⎢ ⎥Γ − − −⎣ ⎦
∫D ,        0 1γ< <  

(33.14)

as reported in [35, Eqs. (2.24 and 2.25)]. 
In order to extend the definition of fractional derivative of order greater 

than 1, first we recall a standard notation, indicating with [ ]γ  the integer 
part of a real, number and with { }γ  the fractional part, that is, 

[ ] { }γ γ γ= + . Then, for every positive real number ,γ  the Riemann–
Liouville fractional derivatives are defined as 

( )( )
( )

( )
( ) 1

1 n x

a n na

f dtdf x
n dx x

γ
γ

ξ
γ ξ+ − +=

Γ − −∫D ,        [ ] 1n γ= +  
(33.15)

( )( ) ( )
( )

( )
( ) 1

1 n n b

b nn x

f ddf x
n dx x

γ
γ

ξ ξ
γ ξ− − +

−
=

Γ − −∫D ,        [ ] 1n γ= +  
(33.16)

Comparing the definitions, it follows that the fractional derivatives and 
fractional integrals are related by the simple relations 
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( )( ) ( )( )
n

n
a an

df x I f x
dx

γ γ−
+ +=D ,        [ ] 1n γ= +  

(33.17)

( )( ) ( ) ( )( )1
n

n n
b bn

df x I f x
dx

γ γ−
− −= −D ,        [ ] 1n γ= +  

(33.18)

Generalization of Eq. (33.13) for every 0γ >  [35, Eq. (2.43)] is 

( )( )
( )

( ) ( )
( ) ( )

( ) ( )
( )

1

1
0

1 1
1

k nn x

a k na
k

f a f df x
k nx a x

γ
γ γ

ξ ξ
γ γ ξ

−

+ − − +
=

= +
Γ + − Γ −− −∑ ∫D  

(33.19)

and of Eq. (33.14) is 

( )( )
( )

( ) ( )
( )

( )

( )

( ) ( )
( )

1

1
0

1 1
1

nk nn x

b k na
k

f b f df x
k nb x x

γ
γ γ

ξ ξ
γ γ ξ

−

− − − +
=

−= +
Γ + − Γ −− −∑ ∫D   

(33.20)

derived by direct calculations. 
The presence of the derivatives of order n in the fractional derivatives’ 

definitions involves more strict conditions ([35], p. 37) to the existence of 
the fractional derivative. A sufficient condition is the function having con-
tinuous derivatives up to the order [ ] 1α − .  

The definitions of fractional operators on the interval [ ]a,b  are easily 
extended to the case of the half-axis or the whole axis, obtaining another 
class of derivatives, in some literature [26] indicated as Liouville–Weyl. 
We prefer to follow the indication of [35], calling them as Riemann–
Liouville. Letting the extremes of the interval going to infinity, in particu-
lar it is obtained as 

( )( )
( )

( )
( )1

1def x f dI f x
x

γ
γ

ξ ξ
γ ξ+ −−∞

=
Γ −∫ ,        0, xγ > ∈R  

(33.21)

( )( )
( )

( )
( )1

1def

x

fI f x d
x

γ
γ

ξ ξ
γ ξ

∞

− −=
Γ −∫ ,        0, xγ > ∈R  

(33.22)

that can be expressed, with a change of variables, in a more compact way  

( )( )
( )

( )
10

1def f xI f x dγ
γ
ξ ξ

γ ξ
∞

± −=
Γ ∫

∓ ,        0, xγ > ∈R  
(33.23)

The Riemann–Liouville fractional derivative descends from Eq. (33.23) 
and assumes the form  
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( )( )
( )

( )
0

1
1

f x ddf x
dx

γ
γ
ξ ξ

γ ξ
∞

± =
Γ − ∫

∓
D       

(33.24)

for 0 1γ< <  or, for 0γ > , it is expressed as 

( )( )
( )

( )
( )1

0

1 n n
n

n
df x f x d

n dx
γ γξ ξ ξ

γ
∞ − −

±
±=

Γ − ∫ ∓D ,    [ ] 1n γ= +  
(33.25)

33.2.2 The Marchaud definition  

On the real axis Eq. (33.24) can be written in a more convenient form, 
working out a little on definition as reported in [35]. In fact, suppose first 
that the function ( )f x  is continuously differentiable and that its first de-
rivative ( )f ' x  vanishes at infinity as 1 , 0x γ ε ε− − > , and consider 
0 1γ< < . Under these assumptions, the chain of equalities is true: 

   ( )( )
( )

( )
0

1
1

f x ddf x
dx

γ
γ
ξ ξ

γ ξ
∞

± = =
Γ − ∫

∓
D  

(33.26) 

   
( )

( )

( )
( )

0

10

1
1

1 t

f ' x d

df ' x t d t

γ

γ

ξ ξ
γ ξ

γ ξ
γ ξ

∞

∞ ∞

+

= =
Γ −

= =
Γ −

∫

∫ ∫

∓

∓
  

( )
( ) ( ) ( )( )101

deff x f x d
f xγ

γ
ξ ξγ

γ ξ
∞

±+
−

= =
Γ − ∫ D∓

  

The operators ( )( )f xγ
+D  and ( )( )f xγ

−D in Eq. (33.26) are the Mar-
chaud fractional derivatives for an unbounded domain. The advantage of 
this definition is that the integral converges under more general assump-
tions for the function, not requiring a good behavior at infinity, i.e., a func-
tion growing at infinity as ,x γ ε−  with 0,ε >  has a Marchaud fractional 
derivative. Therefore, the RL derivative and the Marchaud derivative coin-
cide only for a class of functions. Conditions on the equivalence are re-
ported in [35, pp. 224–229]. The extension of Eq. (33.26) to every positive 
value of γ  reads 
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( )( ) { }
{ }( )

[ ]( ) ( ) [ ]( ) ( )
{ }101

f x f x df x
γ γ

γ
γ

ξ ξγ
γ ξ

∞

± +
−

=
Γ − ∫D ∓  

(33.27) 

where [ ]( ) ( )f xγ  denotes the derivative of order equal to the integer part of 
γ . The Marchaud fractional derivatives in a finite interval are obtained 
from Eq. (33.26) by continuing the function ( )f x  by zero beyond the in-
terval [ ]a,b , that is,  

( ) ( ) [ ]
[ ]0

* f x x a,b
f x

x a,b
∈⎧= ⎨ ∉⎩

  

obtaining the useful relations 

( )( ) ( )( ) ( )
( )( )1 γ

*
a a

f xˆf x f x
x a

γ γ
γ+ += +

Γ − −
D D ,  [ ]x a,b∈  

(33.28) 

( )( ) ( )( ) ( )
( )( )1 γ

*
b b

f xˆf x f x
b x

γ γ
γ− −= +

Γ − −
D D ,  [ ]x a,b∈  

(33.29) 

where ( )( )a
ˆ f xγ

+D  and ( )( )b
ˆ f xγ

−D  represent the defined integrals 

( )( )
( )

( ) ( )
( )( )11

x

a
a

f x fˆ f x d
x

γ
γ
ξγ ξ

γ ξ+ +
−

=
Γ − −∫D  

(33.30) 

( )( )
( )

( ) ( )
( )( )1

ˆ
1

b

b
x

f x ff x d
x

γ
γ
ξγ ξ

γ ξ− +

−
=

Γ − −∫D  
(33.31) 

The Marchaud definition in Eq. (33.26) can be interpreted as formally 
obtained from I fγ

±  replacing γ  with −γ  and subtracting the function 
( )f x  for convergence’s sake [35, pp. 112–116]. In this sense, the Mar-

chaud definition has been proved to be the Hadamard finite parts of Rie-
mann–Liouville fractional integrals [35]. 

33.3 Fractional model of integral non-local elasticity 

Recently, Lazopoulos [23] proposed that the strain energy ( )W x  for a bar 
of initial length L  under an external force field ( )f x  can be assumed to 
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be composed of two contributions: (i) a local part of the kind ( )2 2εE x / , 
where E  is the longitudinal modulus and ( )xε  is the strain and; (ii) a 
contribution of non-local nature 

( ) ( )( ) ( )( ) / 2a bx x xα αη ε ε ε+ −− +⎡ ⎤⎣ ⎦D D  (33.32) 

with 0 1α< < , where η  is a proportionality constant depending on the 
material. By performing variation of the total stored energy functional and 
under the particular constraints ( ) ( ) 0u a u b= = , the constitutive relation 
of the bar  

( ) ( )( ) ( )( ){ } ( )a bE x x x xα αε η ε ε σ+ −− + =D D  (33.33) 

is reported. After some manipulations, he states that Eq. (33.33) may be 
converted into the constitutive relation of the form 

( ) ( )
( )

( )
b

a

x d x
E x α

ε τηε τ σ
τ

= +
−∫  

(33.34) 

Apart from some misprinting and a more substantial inaccuracy (in    
Eq. 16 of [21]) the main idea of Lazopoulos is worthy to be mentioned 
since he introduces fractional calculus in the field of non-local continuum. 
Hereinafter, the right way to derive a formula similar to Eq. (33.34) from 
the strain energy is re-proposed. In this context, let us define the strain en-
ergy ( )W x  with the non-local contribution in the form 

( ) ( )( ) ( )( ) 2a bx x x /β βη ε ε ε− −
+ −⎡ ⎤− −⎣ ⎦D D  (33.35) 

with 0 1β< < , substantially different from Eq. (33.32). By performing 
variation of the total stored energy, the constitutive relation takes the form:  

( ) ( )( ) ( )( ){ } ( )a bE x x x xβ βε η ε ε σ− −
+ −− − =D D  (33.36) 

From the equivalence 

( )( ) ( )( ) ( )( ) ( )( );     a a b bx I x x I xβ β β βε ε ε ε− −
+ + − −= = −D D  (33.37) 

Eq. (33.36) may be cast in the form 
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( ) ( ) ( )( ) ( )( ){ }

( )
( )

( )

( ) ( ) ( )

1

a b

b

a
b

a

x E x I x I x

E x d
x

E x g x, d

β β

β

σ ε η ε ε

ε ξηε ξ
β ξ

ε η ε ξ ξ ξ

+ −

−

= − +

= − =
Γ −

= −

∫

∫

 

(33.38) 

where ( )g x,ξ  is the inverse power law attenuation function of order 
( )0 1 1,β< − <  representing the influence of the strain field at location ξ  

and the stress field at location x . Equation (33.38), with a → −∞  and 
b → ∞  coincides with the constitutive relation of the well-known integral 
model of non-local elasticity that, in the case of unbounded domain, is 

( ) ( ) ( ) ( ),  x E x g x dσ ε η ε ξ ξ ξ
∞

−∞

= − ∫  
(33.39) 

The particular choice of such an attenuation function is very attractive 
because the parameter β  yields large variety of long-range interactions of 
non-local nature. For comparison’s sake with the model presented in this 
chapter, it is interesting to express Eq. (33.39) in terms of displacements 
by means of the equilibrium equation ( ) ( )' x f xσ = −  and with the help of 
the composition rules of fractional operators reported in the appendix. 
Equation (33.39) is then recast, after some algebra, in the form  

( ) ( )( ) ( )( ){ } ( )
2

2 2
2

d u x
E u x u x f x

d x
β βη − −

+ −− + = −D D  (33.40) 

and by the introduction of the coefficient c / Eβ η=  it becomes 

( ) ( )( ) ( )( )( ) ( )2
2 2

2

d u x f x
c u x u x

dx E
β β

β
− −

+ −− + = −D D  (33.41) 

that is, a fractional differential equation involving the left and right Rie-
mann–Liouville fractional derivatives on the infinite axis (Eq. 33.24). As 
reported in the previous section, for a class of function the RL fractional 
derivatives coincide with the Marchaud definition, then the latter equation 
can be expressed also in the equivalent form 

( ) ( )( ) ( )( )( ) ( )2
2 2

2  ;  0 1
d u x f x

c u x u x
dx E

β β
β β− −

+ −− + = − ≤ ≤D D  (33.42) 
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Despite the formal equivalence of Eqs. (33.41) and (33.42), the Mar-
chaud fractional derivatives appear naturally in a consistent mechanical 
representation of the non-local bar, as reported in the next sections. 

Formulation of the problem for a confined bar in the range [ ]0x ,L∈  
may be easily obtained replacing the RL fractional integrals I fα

± , valid in 
the whole axis, with the RL definition on the interval, that is, 0I fα

+  and 

LI fα
−  from Eq. (33.3) and Eq. (33.6). By substitution, the governing equa-

tion of the elastic problem, in terms of the Marchaud fractional derivatives, 
assumes the form  

( ) ( )( ) ( )( )( ) ( )2
2 2
02 L

d u x f x
c u x u x

Edx
β β

β
− −
+ −− + = −D D . (33.43) 

The analysis of boundary value problem described in Eq. (33.43) shows 
that the non-integral terms involved in Marchaud fractional derivatives on 
finite support possess divergent nature at the borders. Moreover, there is 
another fundamental observation arising in Eq. (33.43) involving the pres-
ence of supplementary divergent terms also for the first derivative of the 
displacement function at the borders. This mathematical behavior does not 
have mechanical explanation at the present time leading to conclude that 
the requirement of a mathematically and mechanically consistent model is 
imperative dealing with enriched continuum with cohesive interactions. 
Some unrealistic effects at the borders of the Eringen model are evidenced 
also with other types of attenuation functions. In the opinion of the authors 
the main drawback in the strong non-locality model in Eqs. (33.33, 33.34, 
33.35, 33.36, 33.37, and 33.38) is due to the fact that the governing equa-
tion is postulated without underlying mechanical model. Long-range inter-
actions will be described in the next section from a different perspective 
introducing a physical representation.  

33.4 Elastic bar with long-range interactions: Unbounded 
domain 

Let us consider an elastic bar with infinite length, as depicted in Fig. 33.1, 
loaded with external self-equilibrated volume forces denoted ( )f x  and let 
us discretize the bar in volume elements ( ) ,..., ,jV A x j= Δ = −∞ ∞  with A  

the cross section and xΔ  the length of the element. Volume element jV  is 
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located at abscissa ( )1jx j x= − Δ  and it is in equilibrium under external 

loads, contact forces provided by adjacent volume elements, 1 1 and j jV V− + , 

denoted 1 and j jN N + , respectively, and the resultant of long-range actions 

jQ  applied on jV  by the surrounding non-adjacent elements of the bar 
(Fig. 33.2). 

 
Fig. 33.1. Elastic bar discretized 

 
Fig. 33.2. Equilibrium of volume 

Under these circumstances the equilibrium equation of volume jV  is 
provided as 

( ) ( )
1

, ,

1

   
j

m j m j
j j j j

m j m

N Q N Q Q f A x
−∞

= + =−∞

Δ + = Δ + − = − Δ∑ ∑  (33.44) 

where ( )j jf f x= , 1j j jN N N+Δ = −  is the difference between the contact 

forces 1 and j jN N +  provided by volume elements 1 1, j jV V+ −  and ( ),h jQ  are 
the long-range forces that the surrounding volume elements 

( )( )  ,..., 2, 1,  0,  1,2,...,  , 1, , 1hV h m m m h j j j= − − − → ∞ ≠ − +  apply on 
element jV  as in Fig. 33.3 where only long-range forces have been high-

lighted. The long-range forces ( ) ( ),  ,..., 0,..., ,...,h jQ h h j= −∞ ≠ ∞  represent 

A

x

VjVj − 1 Vj + 1

Δx

( )jf x

Vj

Nj

Qj

Nj + 1A

( )jf x A xΔ

Δx
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molecular interactions between non-adjacent volume elements and hence 
they depend on both volume size jV and hV of interacting volumes as in 
applied mechanics problems with interacting axial molecular forces. In the 
following, long-distance interactions ( ),  h jQ will be modeled as  

 
Fig. 33.3. Long-range terms  in equilibrium of volume 

forces depending on the products of volume elements jV and hV  as well as 

the relative displacement ( ) ( )h ju x u x−  and on a decaying function 

( ),h jg x x , that is, 

( ) ( ) ( ) ( )( ) ( ), ,           h j
h j h j h j j hQ sign x x u x u x g x x V V= − −  (33.45)

where ( )sign x is the well-known signum function defined as 

( )
1   ;  0

1      ;  0
x

sign x
x

− <⎧= ⎨ ≥⎩
 

(33.46) 

The selected decaying function ( ),h jg x x  is a real-valued function ex-
pressed as 

( )
( )

( )1
 = ; 0 1

 1
h j

h j

E cg x ,x
A x x

α
α

α α
α + ≤ ≤

Γ − −
 

(33.47) 

Of course, classical continuum mechanics model, without long-range 
forces, may be recovered as 0.α →  Direct substitution of Eq. (33.47) in 
the equilibrium equation (Eq. 33.44) yields the equilibrium equation of 
volume jV  that, under the assumption j h rV V V A x= = = Δ , may be written as 

( )i , jQ

jV

( )h, jQ ( )h, jQ( )i , jQ

hViV
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( )
( ) ( )
( )

( ) ( )
( )

1

1

1
1

  
1

 

j
j h

j
h j h

j r
j

r j r j

u x u xE c A xN x
x x

u x u x
x f A x

x x

α
α

α

α
α

−

+
=−∞

∞

+
= +

⎡ −Δ
Δ − Δ +⎢

Γ − ⎢ −⎣
⎤−

+ Δ = − Δ⎥
⎥− ⎦

∑

∑
 

(33.48) 

Dividing Eq. (33.48) by xΔ  and taking limit for 0xΔ → , the differen-
tial equilibrium equation obtained is  

( ) ( )( ) ( )( )( ) ( ) 
dN x

E c A u x u x f x A
dx

α α
α + −− + = −D D  

(33.49) 

Equation (33.49) may be recast in terms of conventional stress 
( ) ( )x N x Aσ =  as 

( ) ( )( ) ( )( )( ) ( ) 
d x

E c u x u x f x
dx

α α
α

σ
+ −− + = −D D  

(33.50) 

Equation (33.50) is the equilibrium equations of the volume dV Adx=  
located at abscissa x  in which long-range interactions between surround-
ing non-adjacent volumes have been  taken into account. 

Assuming linear elastic material, the conventional stress–strain relation 
may be used: 

( ) ( )x E x E du dxσ ε= =  (33.51)

then, the equilibrium equation in terms of the displacement field for the in-
finitesimal volume can be written in the form 

( ) ( )( ) ( )( )( ) ( )2

2  
d u x f x

c u x u x
dx E

α α
α + −− = −+D D  

(33.52) 

Direct comparison of Eq. (33.52) with Eq. (33.42) shows that the two 
equations are only formally coalescing for unbounded domain since the 
fractional order of differentiation of Eq. (33.42) is different from that re-
ported in Eq. (33.52). Indeed, both formulations coincide only for 

1β α= = . From these considerations, it appears that postulating a form of 
the total strain energy, the resulting governing equation is not fully consis-
tent with the proposed mechanical model of long-range forces. Moreover, 
the mechanical representation of Marchaud fractional derivatives of dis-
placement functions in the fractional integral model of non-local interac-
tions can now be highlighted: they represent the resultant of long-range in-
teractions in the equilibrium of volume dV Adx= . 
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Summing up, if we select the attenuation function as in Eq. (33.47) and 
assume that long-distance interactions ( ),h jQ are as reported in Eq. (33.45), 
then the differential equation in terms of displacements is an ordinary frac-
tional differential equation coalescing with Eq. (33.42) obtained directly 
postulating the form of total stored energy leading to a fractional Eringen 
model. The reader could guess that the machinery presented in this section 
could be avoided by direct introduction in the Eringen model of an oppor-
tune attenuation function. At this stage, we may only emphasize that long-
range interactive forces exploited in Eq. (33.45) now have a clear me-
chanical interpretation and this has two consequences: (i) the problem of 
boundary condition in a finite domain will be introduced in a natural way 
as it will be shown in the next section; and (ii) the continuous model pro-
posed here has a correspondence with a mechanical discrete model as will 
be reported later on in the course of the chapter. These two main features 
remain hidden by direct use of the non-local integral model. 

33.5 Analysis of finite domain with long-range 
interactions  

In this section, the problem of finite domain with long-range interactions 
will be treated with the aid of a mechanical interpretation given in the pre-
vious section. The problem is introduced considering a bar of finite length 
L  loaded by external axial force field ( )f x . The same arguments leading 
to Eq. (33.48) for the equilibrium equation of volume jV A x= Δ  with 

x L mΔ = and m the total number of volumes, yield the equation 

( )
( ) ( )
( )

( ) ( )
( )

1

1
1

1

1
1

 
1

j
j h

j
h j h

m
h j

j
h j h j

u x u xE c A xN x
x x

u x u x
x f A x

x x

α
α

α

α
α

−

+
=

+

+
= +

⎡ −ΔΔ − Δ +⎢
Γ − ⎢ −⎣

⎤−
+ Δ = − Δ⎥

⎥− ⎦

∑

∑
 

(33.53) 

that represents the analogous of the equilibrium equation reported in the 
previous section, but with finite number of terms due to the finite exten-
sion of the bar. Letting 0,xΔ → the integrodifferential equilibrium equa-
tion may be written as 
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( ) ( )( ) ( )( )( ) ( )2

02
ˆ ˆ

L
d u x f xc u x u x

dx E
α α

α + −− + = −D D  
(33.54) 

where ( )( )0
ˆ u xα

+D and ( )( )ˆ
L u xα

−D  are defined in Eqs. (33.30 and 33.31). 

Direct comparison of terms in Eq. (33.54) with Eq. (33.52) reveals a 
substantial difference between the differential equation obtained by direct 
consideration of the attenuation function in the Eringen model (Eq.   
(33.52)) and that derived on the mechanical model of long-range forces 
proposed here. In Eq. (33.54) only the integral part of the Marchaud frac-
tional derivative appears instead of the Marchaud fractional derivative on 
the finite support. The two equations only coincide for a bar of infinite 
length. It has to be stressed that in Eq. (33.54) the divergent terms at the 
borders of the bar domain appearing in the integral non-local model are not 
present. 

Boundary conditions associated to Eq. (33.54) involving kinematic con-
ditions may be imposed for the axial displacements at the restrained loca-
tions. If some static boundary condition, say an external force ,F  is ap-
plied at the edge, then we must define the overall resultant stress ( )xσ  at 
cross section x . To this aim, we observe that the following relation holds: 

( )( ) ( )( )
( )

( ) ( )1 2
0 1 21

0 2 1

ˆ ˆ
1

L x

L
x

u udu x u x d d
dx

α α
α

ξ ξα ξ ξ
α ξ ξ+ − +

−
+ =

Γ − −∫ ∫D D  
(33.55) 

and Eq. (33.54) may be recast in terms of the overall stress ( )xσ  as 

( )
( ) ( ) ( ) ( )1 2

1 21
0 2 11

L x

x

u u d xcd duE d d f x
dx dx dx

α
α

ξ ξ σα ξ ξ
α ξ ξ +

⎛ ⎞−
− = = −⎜ ⎟Γ − −⎝ ⎠

∫ ∫  
(33.56) 

with the stress ( )xσ  defined by 

( )
( )

( ) ( )1 2
1 21

0 2 11

L x

x

u ucdux E d d
dx

α
α

ξ ξασ ξ ξ
α ξ ξ +

⎛ ⎞−
= −⎜ ⎟Γ − −⎝ ⎠

∫ ∫  
(33.57) 

From Eq. (33.57) we may observe that the overall stress ( )xσ  is the 
sum of local stress ( )l x E du dxσ =  and a non-local contribution ( )nl xσ  
represented by the second term at the right-hand side of Eq. (33.57). After 
some algebra, the non-local stress contribution can be written as 
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( ) ( )( ) ( )( )

( )
( )

( )
( )
( )

1 1
0

0

1
1

nl L

x L

x

x c E I u x I u x

u t dt u t dt
L t t

α α
α

α α

σ

α

− −
+ −= − − +⎡⎣

⎤⎛ ⎞
− −⎜ ⎟⎥Γ − −⎝ ⎠⎦

∫ ∫
 

(33.57) 

Mechanical boundary conditions are easily posed as in classical local 
mechanics by Eq. (33.57): As it does not show any mathematical inconsis-
tence it suffices to set the applied force at the edges F  equal to Aσ . 
Summing up, if we postulate that the long-range cohesive forces descend 
by the Eringen model for an infinite bar and we simply redefine the differ-
ential fractional operator on finite support, then two divergent boundary 
terms appear. Instead, if we assume long-range forces based on physical 
analysis of the finite bar, the divergent terms disappear but the integral op-
erators 0

ˆ
+Dα  and ˆ

L−Dα  are now the integral part of the Marchaud derivative 
and then the usual rules of fractional calculus do not hold. Now we sup-
pose that the discrete form of Eq. (33.54) (that is expressed in Eq. (33.53)) 
is not known and we want to use the tools of discretization of fractional 
calculus. This may be provided resorting to fractional finite differences 
[36]. 

In this context, introducing a proper discretization of the bar in m inter-
vals of amplitude x L mΔ =  and representing the fractional differential 
operator 0 LD + −= +D Dα α α  at the material point ( )1jx j x= − Δ  with 

1, 2,..., 1j m= +  by the difference operator
ix

αΔ  is given by 

( )( ) ( ) ( )
jj xD s x s x O x= Δ + Δα α  (33.58)

where ( )O xΔ  means a quantity of order xΔ and the fractional difference 
operator 

ix
αΔ  is represented as 

( )
( ) ( ) ( ) ( )

( ) ( ) ( )

1 1

1
1

1
1

1j

j

x j h j h h
h

m

j r j r r
r j

s x x x s x

x x s x

α αα

α α

α
α

− −
− −

− + −
=

− −
− + −

= +

⎧ ⎡ ⎤Δ = − +⎨ ⎣ ⎦Γ − ⎩

⎡ ⎤+ −⎣ ⎦

∑

∑
 

(33.59) 

Discretizing Eq. (33.54) by operator in Eq. (33.59) and neglecting terms 
of order ,xΔ an algebraic fractional difference system in the unknown dis-
placement field ( )ju x  is obtained as 

 
⎫
⎬
⎭
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∑

∑
 

(33.60) 

holding for 1, 2,..., 1j m= +  and with the finite differences 

( ) ( ) ( ) ( )2
1 12j j j ju x u x u x u x+ −Δ = − +  with ( ) ( )j jF x f x A= . 

It must be remarked that the approximation involved in fractional finite 
differences (Eq. 33.60) requires homogeneous boundary condition for the 
unknown function. This consideration is worthy to be remarked since the 
approximation scheme in Eq. (33.59) has been proposed in scientific litera-
ture with problems involving Riemann–Liouville fractional derivative de-
fined on finite supports. In this context, divergent behavior at the bounda-
ries is overcome with homogeneous boundary conditions [20, p. 272]. 

System of m algebraic equations reported in Eq. (33.60) in the unknown 
displacements ( )ju x  of the grid points used to discretize fractional differ-
ential equation may be reported in compact form as 

 =K u f  (33.61)

where displacement and force vectors and ,u f  respectively, are vectors 
collecting nodal displacements and nodal external forces given as 

[ ] [ ]1 2 1...  ;  ... ...T T
m mu u u f f A x= = Δu f  (33.62)

and the non-local coefficient matrix l nl= +K K K  has been introduced in 
which contact contributions due to adjacent elements have been considered 
in the tri-diagonal matrix ,lK  collecting elements lK EA x= Δ  as  

... ... 0
2 ... 0

 ... ... ... ... ...
... ... 2
0 ... ...

l l

l l l

l

l l l

l l

K K
K K K

K K K
K K

−⎡ ⎤
⎢ ⎥− −⎢ ⎥
⎢ ⎥=
⎢ ⎥

− −⎢ ⎥
⎢ ⎥−⎣ ⎦

K  

(33.63) 

and non-local interactions have been considered in the symmetric, fully 
populated, matrix: 
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(33.64) 

where elements jh of the matrix nlK  are  

( ) ( )1 h

j

x
nl
jh j

x

K g x , d
c x AEα

α ξ ξΓ −
=

Δ ∫ , if ( )j h≠ ;     
1

m
nl nl
jj jh

h
h j

K K
=
≠

= −∑   
(33.65) 

with function ( ),jg x ξ  defined in Eq. (33.47). Displacements at the grid 
points used to discretize the model are provided by inversion of the stiffness 
matrix K  accounting for the appropriate kinematic and static boundary condi-
tions at the borders of the solid. Formal equivalence of Eq. (33.61) with the 
solving equations of elastic problems suggests that an elastic mechanical 
model may be used to represent mechanics of long-range enriched continuum 
as will be reported in the next section. 

33.6 The mechanical equivalent model of non-local bar 

At this point a new insight about the mechanics of the problem at hand may 
be introduced by considering a discrete spring-point model as reported in 
Fig. 33.4 only for four points to yield understandable drawing. Contact local 
forces between adjacent particles have been considered by springs with elas-
tic stiffness lK EA x= Δ . Long-distance interactions have been introduced 
by mechanical connections of non-adjacent particles with linear springs with 
distance-decaying stiffness as ( ),nl

jh h jK g x x= . Under these circumstances 
model of Fig. 33.4 may be studied by the classical displacement approach, 
observing that equilibrium equation for the generic node located at abscissa 

jx may be written as 
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(33.66)

First terms in Eqs. (33.66) correspond to contact forces and the sums 
represent non-local forces applied at material particle located at abscissa 

jx  by the surrounding particles located at abscissa hx . The right-hand side 
of Eqs. (33.66) are related to the body forces applied at material particles. 

Equilibrium equations reported in Eq. (33.66) may be rewritten in ma-
trix form similar to Eq. (33.61) introducing the non-local stiffness matrix 

l nl= +K K K  in which we denote lK  the local stiffness matrix. Equation 
(33.63) and the non-local interactions have been incorporated into the 
symmetric, fully populated, non-local stiffness matrix as 

( ) ( ) ( )
( ) ( ) ( )

( )

11 2 1 3 1 1

2 1 22 3 2 3 2

1

, , ... ,
, , ... ,

... ... ... ... ...

... ... ... ... ...
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m mm
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⎢ ⎥=
⎢ ⎥
⎢ ⎥
⎢ ⎥−⎣ ⎦

K  

(33.67) 

 
Fig. 33.4. Discrete non-local model with spatially decaying stiffness  
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where nl
jjK has been reported in Eq. (33.65). Moreover, close observation 

of Eq. (33.67) contrasted with coefficient matrix in Eq. (33.64) shows that 
when xΔ  vanishes, the matrix in Eq. (33.67) reverts to the non-local coef-
ficient matrix defined in Eq. (33.64) and obtained with fractional finite dif-
ferences. This is a very remarkable result enabling us to validate the pro-
posed non-local model of long-range interactions and gives a new 
perspective in the analysis of enriched continuum.  

At this stage, we now have the machinery to represent the mechanical 
equivalence of the non-integral terms retained in the non-local integral 
model obtained by the direct use of Eringen model (Eq. 33.43). The diver-
gent boundary terms in Eqs. (33.28 and 33.29) are, in the point-spring non-
local model, elastic springs connecting the point to the ground with loca-
tion-dependent stiffness that reads, at location ( )1jx j x= − Δ  (Fig. 33.5 
with four points for clarity of the model): 

( ) ( )
 1 1
1j

j j

E c xk
x L x

α
ααα

⎛ ⎞Δ ⎜ ⎟= +
⎜ ⎟Γ − −⎝ ⎠

 
(33.68) 

 
Fig. 33.5. Mechanical equivalence of the Eringen model with point-spring model 
with additional elastic restraints 

Thus, for the model directly derived from the Eringen model the stiff-
ness matrix of the non-local model is provided as l nl r= + +K K K K  with 
the additional, diagonal matrix rK  of the form 

24k

13k

14k

lKlK lK

3k2k1k 4k

3 41 2
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⎢ ⎥
⎣ ⎦

K  

(33.69) 

 
Because of the form of the additional stiffness in Eq. (33.68) we may 

conclude that (i) the stiffness of the spring located at the border of the bar 
is infinitely large corresponding to a fixed support and (ii) the presence of 
the additional springs is not consistent with the studied bar that is not re-
strained. These considerations, appearing for the finite bar, are not in-
volved in the analysis of the bar with unbounded domain since in that latter 
case the stiffness of the additional springs is vanishing everywhere. 

As conclusion, Eq. (33.43) directly derived postulating the form of the 
total energy stored model to be inconsistent from a mechanical point of 
view because it corresponds to some additional restraints and spring con-
nections that are not present in the mechanical model. It follows that the 
only way to define the non-local model of a finite bar is that provided in 
Eq. (33.54) that contains ( )( )0

ˆ u xα
+D  and ( )( )L

ˆ u xα
−D  instead of the Mar-

chaud fractional derivatives on finite supports ( )( )0 u xα
+D  and ( )( )L u xα

−D . 
Several numerical investigations conducted by the authors have shown 

that this concept of the mechanical representation of long-range interac-
tions holds true also for different classes of attenuation functions (Gaus-
sian, Mexican hat, and exponential). 

33.7 Dynamics of the non-local fractional model  

Dynamic behavior of the non-local model described in the previous section 
may be formulated accounting for the inertial forces arising during vibra-
tions. To this aim, let us consider first the discrete spring mass model in 
Fig. 33.4 under the assumption of homogeneous elastic bar with ,ρ  the 
mass density of the material and the equilibrium equation of volume Vj , as 
shown in Fig. 33.6 

( ) ( ) ( ) ( ) ( ) ( ) 0l nl
j j jA x u t N t N tρ− Δ + Δ + =  (33.70)

in which the explicit time-dependence of the state variables terms with 
( ) ( ),j ju t u x t= , jM  the displacement and jV  the mass of the volume, 
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respectively. Inertial forces reported in Eq. (33.70) have been expressed by 
the time derivative of the axial displacements denoted by ( ) ( )2 2

j ju t d u t dt= . 

 
Fig. 33.6. Equilibrium of volume with inertial forces 

Substitution of the local and non-local forces, as done in the previous 
section, leads to the equation of equilibrium that reads 

( ) ( )
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( ) ( )
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1

 0
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∑ ∑

 
(33.71) 

As xΔ  vanishes the limit yields a partial fractional differential equation 
in the axial displacement field ( ),u t x  as 

( ) ( ) ( )( ) ( )( )( )
2 2

02 2 0L
u t ,x u t ,x ˆ ˆE E c x xu u

t x
α α

αρ + −
∂ ∂

− + + =
∂ ∂

D D  (33.72) 

Solution of the differential equation reported in Eq. (33.72) is provided 
by the fractional finite difference approach already shown in the previous 
section. Then, a linear system of ordinary differential equations in the time 
variable involving local and non-local stiffness matrices is obtained in the 
form  

( ) ( ) ( )l nlt t+ + =Mu K K u 0  (33.73) 

where M  is a diagonal matrix whose jth diagonal element is A xρ Δ .  
Classical modal analysis can now be easily applied in order to find the 

frequencies and the vibration mode shapes for the system represented by 
Eq. (33.72). Assuming the solution in the form 

( ) ij jt exp tω= ⎡ ⎤⎣ ⎦u φ  (33.74)

with  and j jωφ , respectively, the j th eigenmode and the natural fre-

quency and i 1= − . Substitution of Eq. (33.74) into Eq. (33.73) yields a 

jV

A

( )jQ t

( )j jM ü t

( )1jN t+ x

xΔ

( )jN t
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homogeneous system of algebraic equations involving symmetric and 
positive definite matrices. In this setting, a non-degenerate solution may be 
obtained only for values of the parameters jω  satisfying the secular equa-
tion: 

( ) ( )( )2det 0l nl
jω⎡ ⎤− + + =⎣ ⎦M K K  (33.75)

with [ ]det i  denoting the determinant of the argument. Some numerical 
applications reporting the eigenproperties of the non-local model will be 
described in the next section. 

33.8 Numerical applications 

In this section, some applications in both static and dynamic setting will be 
analyzed in order to highlight the most important concepts presented in 
this chapter. First we want to emphasize, by means of simple examples, the 
most important characteristic of the three models examined: (i) the pro-
posed model represented by the governing fractional differential equation, 
Eq. (33.60); (ii) the point-spring model that has been represented in Fig. 
33.4 and whose solution in terms of displacements is obtained by means of 
the stiffness matrix reported in Eq. (33.66); and (iii) the equivalent me-
chanical model of the integral non-local formulation of Eq. (33.38) sche-
matized in Fig. 33.5. To this aim, in Figs. 33.7 and 33.8 a comparison be-
tween the integral non-local model and the proposed representation of 
cohesive forces has been reported for two bars of different length L . In 
every example, the bar has been assumed having Young’s modulus 

272 kN/mmE = , a cross section of area 2100mmA = , 0 5.α = , 0 05c .α =  
as the parameters of the decaying non-local law, the external load has been 
chosen as 10kNF =  and we used 201m = . 

The bar has been loaded by self-equilibrated forces applied at fixed dis-
tance 5 mmd =  from the central cross section with the purpose of repre-
senting edge effects. In Figs. 33.7 and 33.8, the axial displacements of the 
bar with length 200mmL =  and with 10mmL =  are reported, respec-
tively. 

In both figures, the axial displacements obtained with the proposed 
model (continuous line) have been contrasted with the discrete point-
spring model of non-local interactions (dots), with the non-local integral 
model (dashed line), and with the classical local model response. 
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Fig. 33.7. Axial displacements of the proposed fractional model vs the equivalent 
point-spring model (dots), the Eringen model (dashed), and the local model for a 
self-equilibrated bar with 200 mmL =  

The model proposed matches exactly the point-spring physical model in 
every case, evidencing therefore its physical consistency. Moreover, the 
influence of the response of the integral non-local bar on the length of the 
specimen appears evident. Indeed, for given non-local parameters α  and 
cα  the longer the bar, the fewer the long-range cohesive forces influence 
the displacements.  
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Fig. 33.8. Axial displacements of the proposed fractional model vs the equivalent 
point-springs model (dots), the Eringen model (dashed), and the local model for a 
self-equilibrated bar with 10 mmL =  

Further, this evidence is true also for the additional constraints in the Er-
ingen model. Indeed, as shown in Fig. 33.7 the non-local integral model 
yields displacements almost similar to the axial displacement field ob-
tained with the proposed interpretation of long-range forces. Totally dif-
ferent are the displacement in Fig. 33.8 where the specimen is smaller and 
consequently the effect of the additional constraint is greater. This effect 
has been discussed in Sect. 33.6 where we showed that the three models 
coincide only in the case of a bar of infinite length.  

Another case of non-local bar handled by the proposed model has been 
depicted in Fig. 33.9, reporting the axial strains of clamped-free bar under 
axial forces obtained by the proposed non-local model (continuous line), 
the equivalent point-spring model (dots), and the local case (dashed line). 
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The parameter cα  of the non-local model has been selected evaluating the 
external work done by the applied force in the local case and equating it to 
the external work done in the non-local case as from Clapeyron work theo-
rem. 

 
Fig. 33.9. Axial strain of fractional continuum of a free–free bar  

The attractiveness of the model proposed relies on the physical solid 
ground that allows also in passing from the static to the dynamic setting 
straightforwardly. Mode shapes of the non-local model are in fact found as 
usual by means of classical modal analysis, evidenced by Eqs. (33.73, 
33.74, and 33.75). To this purpose, let us assume that the density of the 
material is given by 6 22.5 10   mm sec .kgρ −=  In Fig. 33.10, the first four 
eigen-modes are reported contrasting local (dashed), non-local (continu-
ous), and non-local with additional constraints (dot-dashed) eigen-modes.  
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Fig. 33.10. First four eigenmodes of the non-local bar (continuous line) contrasted 
to the eigenmodes of the elastic local bar (dashed line)  

In Table 33.1, the first six natural frequencies have been reported for the 
mass-spring non-local model (MS), for the proposed non-local model 
(PM), for the discrete local (LM) model with 201m =  masses, and for the 
continuum local model (ELM) whose natural frequencies are well known 
and assume the form ( ) ( )2 1 2j j / L Eω π ρ= − , with 1 2j , ,.=  
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Table 33.1. Comparison between natural circular frequencies of different models 

ω 
MS  
[rad/s] 

PM  
[rad/s] 

LM 
[rad/s] 

ELM 
[rad/s] 

Error( %) 
(LM–PM) 

error(%) 
(ELM–
LM) 

error(%) 
(ELM–
MS) 

ω1   393.61   393.44   412.27   413.30   4.53 0.25   4.76 
ω2 1305.07 1306.82 1236.79 1239.91   5.52 0.25   5.26 
ω3 1796.96 1795.29 2061.23 2066.52 12.82 0.26 13.04 
ω4 2181.48 2175.92 2885.55 2893.13 24.40 0.26 24.60 
ω5 2520.73 2511.45 3709.69 3719.73 32.05 0.27 32.23 
ω6 2836.97 2824.39 4533.60 4546.34 37.42 0.28 37.60 
MS mass-spring model, PM proposed model, LM discrete local model, ELM exact 
local model 

The percentage errors between the investigated models have been re-
ported in the latter columns and some facts appear: (i) first of all the cho-
sen number of masses is consistent because the frequencies of the discrete 
local model coincide with the corresponding frequencies of the continuum 
local model; (ii) the frequencies of the proposed model show excellent 
match with the frequencies of the mass-spring non-local model; and (iii) 
the error in the evaluation of the natural frequencies between the local and 
non–local model, reported in the column e% (LM–PM), increases for 
higher natural frequencies. 

Consideration of (iii) is worth to be mentioned since it might explain 
some differences between the experimentally measured frequencies and 
the theoretical values often observed in experimental setups. 

33.9 Conclusions 

In this chapter, the mechanical vibrations of an elastic system with cohe-
sive, long-range interactions have been investigated. The long-range, non-
local interactions between the material particles have been included in the 
investigated model. It has been shown that proper selection of the attenua-
tion function of cohesive interactions as ( )1

j kx x α− +− , with 0 1α< < , 
yields a fractional differential equation of order α . The proposed model is 
quite different from the well-known Eringen model because non-local in-
teractions have been included on mechanical grounds. It has also been 
shown that the introduction of the fractional power-law decaying function 
in the Eringen model yields similar fractional differential equations but 



Fractional mechanical model for the dynamics of non-local continuum      419 

with different order of derivation α . This is not a big deal for unbounded 
domain but it becomes very important for bounded domain as it involves 
additional restrictions on the function and its first derivatives at the bor-
ders. Moreover it has been shown that the fractional model of long-
distance interactions coincides with a discrete, particle-spring model that 
includes connections between non-adjacent particles by linear springs with 
distance–decaying stiffness. The two models of non-local interactions pro-
vide the same mechanical response. These considerations form the basis of 
the mechanical interpretation of the non-integral terms included in the frac-
tional operators on finite domain. They represent additional external 
springs with decaying stiffness. 

Dynamics of the non-local system has been subsequently investigated 
including inertial forces in the equilibrium equations leading to a frac-
tional, partial differential equation of order α  in the axial displacement of 
the model. The solution has been obtained “in vacuo” providing the vibra-
tion mode shapes and the natural frequencies of the system. Critical com-
parison between the proposed non-local model and a local system has been 
reported showing that the mode shapes are similar for the local and non-
local models. However, the natural frequencies of the two models are al-
most the same only for the first two or three frequencies, while they show 
significant differences at higher eigenfrequencies. 

Appendix: Properties of fractional operators 

Fractional calculus might involve very cumbersome calculations that can 
hardly be tackled by hand. In some cases, the composition properties and 
the Leibniz rule may be helpful and are reported in the following. 

A.1 Leibniz rule 

In this section, we present the extension of the classical Leibniz rule  

( ) ( ) ( )
0

n
n n j j

j

nD f g D f D g
j

−

=

⎛ ⎞= ⎜ ⎟
⎝ ⎠

∑  (A.1) 

to fractional derivatives. It is an important rule because it consents to trans-
form fractional derivatives of many functions in series forms, without per-
forming any burdensome integration. Indeed, given two functions f  and 
g  analytic in the interval [ ]a,b , ([35], p. 280), the generalized Leibniz 
rule is expressed in the form 
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( )( ) ( )( ) ( )( )
0

j j
a a

j

f g x f x g x
j

γ γγ∞
−

+ +
=

⎛ ⎞= ⎜ ⎟
⎝ ⎠

∑D D  (A.2) 

where 
j

γ⎛ ⎞
⎜ ⎟
⎝ ⎠

 are the binomial coefficients and ( )jg  is the derivative of inte-

ger order j . One must note that the presence of the integer derivative of 
the function ( )g x  can be fruitful from the computational perspective. In-
deed, the knowledge of the jth classical derivative of ( )g x , combined 
with the fractional derivative of a constant, for example, ( ) 1f x = , gives 
quite easily a series representation of the fractional derivative of ( )g x  in 
the form 

( )( )
( )

( )( )0
0

1
1

j
j

j

xg x g x
j j

γ
γ γ

γ

∞ −

+
=

⎛ ⎞= ⎜ ⎟Γ − +⎝ ⎠
∑D  (A.3) 

with the particular choice 0a = . The last expression suggests that any 
fractional derivative, if it exists, has a series representation. 

A.2 Compositions rules 

Some useful properties dealing with fractional operators will be indicated; 
for readability’s sake, we will report only some simple composition rules 
referring to [26, 35] for further relations and rigorous proofs. Let us sup-
pose the existences of the integrals and derivatives involved in the follow-
ing relations, indicated with 1 0γ >  and 2 0γ > , then, the properties 

1 2 1 2 2 1
a a a a aI I f I f I I fγ γ γ γ γ γ+

+ + + + += =  (A.4) 

1 2 1 2 2 1
b b b b bI I f I f I I fγ γ γ γ γ γ+

− − − − −= =  (A.5) 

on the composition of different order integrals are valid. On the contrary, 
commutation between fractional integration and differentiation is not 
straightforward and needs some introductory remarks. In ordinary calculus 
it is well known that performing first the integral of a function and then a 

derivative, ( ) ( )
x

a

d f x dx f x ,
dx

=∫  the original function is obtained.  

But, if one changes the operations order, i.e, ( ) ( )
x

a

d f x dx f x
dx

≠∫  the 

result is different because of the presence of a constant. For higher order 
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derivatives and integrals, in the same way 
n

n
an

d I f f
dx + =  holds, but 

n
n
a n

dI f
dx+  differs from the function by a polynomial of order 1n − . This 

simple argument is valid also in the case of fractional operators. Then, the 
equality  

( )a aI f f xγ γ
+ + =D  (A.6) 

is always valid and, conversely,  

( )a aI f f xγ γ
+ + =D  (A.7) 

has been shown [35, p. 43–45] to be true only for those functions having  
{ } ( )1 0

k

ak
d I f a
dx

γ−
+ =  for [ ]1 2k , ,..., γ=  (A.8) 

Also the simultaneous application of integration and differentiation can 
be simplified in the following way with ( ) [ ]( )1 :f x Leb a,b∈  

2 1 1 2
1 2Re Rea a aI f I f ,γ γ γ γ γ γ−

+ + += >D  (A.9) 

On the contrary, if ( )f x  does not satisfy Eq. (A8), the relation  
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holds.  
In particular, the composition rules involving classical derivatives read 
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Abstract. Shape memory alloy offers an interesting solution, using 
the shape transformation of the wire/structure in the moment of ap-
plying a thermal-type transformation able to offer the martensitic 
temperature. In order to assure an efficient control of SMA actuator 
applied to inverted pendulum, a mathematical model and numerical 
simulation of the resulting model are required. Due to a particular 
possibility of SMA actuator connection, a modified dynamics for 
wire or tendon actuation is presented. For an efficient study, a Simu-
link block set was developed (block for user configurable shape 
memory alloy material, configurable block for dynamics of single-
link robotic structure, block for user configurable wire/tendon actua-
tion). As conventional control possibilities were explored, the fuzzy 
control structure applied in this chapter. offers an improved re-
sponse. A more compact SMA actuation is proposed and experi-
mented. The results are commented.  
Keywords. Shape memory alloy, Robotics, Conventional control, 
Fuzzy control, Tendon actuation 
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34.1 Introduction 

The shape memory effect was first noted over 50 years ago; it was not un-
til 1962, however, with the discovery of a nickel–titanium shape memory 
alloy by Buehler, that serious investigations were undertaken to understand 
the mechanism of the shape memory effect. The shape memory alloys pos-
sess the ability to undergo shape change at low temperature and retain this 
deformation until they are heated, at which point they return to their origi-
nal shape. The nickel–titanium alloys, used in the present research, gener-
ally referred to as Nitinol, have compositions of approximately 50 
atomic% Ni/50 atomic% Ti, with small additions of copper, iron, cobalt, or 
chromium. The alloys are four times the cost of Cu–Zn–Al alloys, but it 
possesses several advantages as greater ductility, more recoverable motion, 
excellent corrosion resistance, stable transformation temperatures, high 
biocompatibility, and the ability to be electrically heated for shape recov-
ery [1]. 

Shape memory actuators are considered to be low-power actuators and 
as such compete with solenoids, bimetals, and to some degree motors. It is 
estimated that shape memory springs can provide over 100 times the work 
output of thermal bimetals. 

The use of shape memory alloy can sometimes simplify a mechanism or 
device, reducing the overall number of parts, increasing reliability, and 
therefore reducing associated quality costs. Because of its high resistivity 
of 80–89 μΩ-cm, nickel–titanium can be self–heated by passing an electri-
cal current through it [2]. 

The basic rule for electrical actuation is that the temperature of 
complete transformation to martensite Mf, of the actuator, must be 
well above the maximum ambient temperature expected. 

34.2 Fuzzy logic control 

Fuzzy logic is a method of rule-based decision making used for expert sys-
tems and process control that emulates the rule-of-thumb thought process 
used by human beings. The basis of fuzzy logic is fuzzy set theory which 
was developed by Lotfi Zadeh in the 1960s [3]. 

Defining a fuzzy controller, process control can be implemented quickly 
and easily. Many such systems are difficult or impossible to model 
mathematically, which is required for the design of most traditional control 
algorithms. In addition, many processes that might or might not be mod-
eled mathematically are too complex or nonlinear to be controlled with 
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traditional strategies. However, if a control strategy can be described quali-
tatively by an expert, fuzzy logic can be used to define a controller that 
emulates the heuristic rule-of-thumb strategies of the expert. Therefore, 
fuzzy logic can be used to control a process that a human can control 
manually with expertise gained from experience [4]. The linguistic control 
rules that a human expert can describe in an intuitive and general manner 
can be directly translated to a rule base for a fuzzy logic controller [5]. 

A fuzzy controller is composed of the three calculation steps: Fuzzifica-
tion, fuzzy inference, and defuzzification. The control strategy [6] based 
on engineering experience with respect to a closed-loop control application 
is implemented by linguistic rules integrated in the rule base of the  
controller. 

 
Fig. 34.1. A fuzzy controller structure 

Sliding mode control [7, 8] is a type of variable structure control where 
the dynamics of a nonlinear system is altered via application of a highspeed 
switching control. This is a state feedback control scheme where the feed-
back gains are not a continuous function of time. The control scheme involves 
the following two steps: 

• Selection of a hypersurface or a manifold such that the system trajectory 
exhibits desirable behavior when confined to this manifold 

• Finding feedback gains so that the system trajectory intersects and stays 
on the manifold. 

The connection between these two controllers is more than appropriate: 

• Both use a rough approximated model of the plant 
• Both use a hard forced control 
• Both are nonlinear controllers 

The manifold border idea of sliding mode controller is related to human 
experience and expertise for nonlinear plants.  
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Forcing the outputs of the controller to conduct the system error after a 
strait trajectory to zero connected with fuzzy approach reveals the direct 
sliding mode fuzzy controller characteristics [9, 10]. Main disadvantages 
of this type of controller are the strong outputs dynamics and big value of 
outputs requirements. 

34.3 Applications of shape memory alloy material in robotics 

When the alloys and manufacturing techniques improved, so did the ex-
perience and results of experimenters. Nitinol received much attention for 
medical applications, toy industry, teleoperated systems, and robotics, es-
pecially autonomous robots. 

In 1989 Oaktree Automation Inc., in Alexandria, Virginia, started de-
veloping the Fingerspelling Hand, an anthropomorphic robotic device to 
serve as a tactile communication aid for deaf–blind individuals, particu-
larly those unable to read Braille. The device used a total of one hundred 
and eight 250 μm Flexinol wires acting in parallel. 

The most successful applications of shape memory alloy components 
usually have all or most of the following characteristics: 

• A mechanically simple design 
• The shape memory component pops in place and is held by other parts 

in the assembly 
• The shape memory alloy component is in direct contact with a heat-

ing/cooling medium 
• Friction is minimized and no complex stresses or stress concentrations 

are present 
• A minimum force and motion requirement for the shape memory com-

ponent 
• The shape memory component is isolated from incidental forces with 

high variation 
• The tolerances of all the components realistically interface with the 

shape memory component 

A more efficient support for robotics applications of the SMA wires are 
SMA springs. The three basic modes in which a shape memory spring can 
be used are 

• constant force; 
• constant length;  
• simultaneous force and length variation. 
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34.4 Dynamics of two-link tendon-driven robotic structure 

There are many methods for generating the dynamic equations of me-
chanical system [11]. All methods generate equivalent sets of equations, 
but different forms of the equations may be better suited for computation 
or analysis. The Lagrange analysis will be used for the present analysis, a 
method which relies on the energy properties of mechanical system to 
compute the equations of motion [12, 13]. We consider that each link is a 
homogeneous rectangular bar with mass mi and moment of inertia tensor. 

I 0 0xi
I 0 I 0i yi

0 0 Izi

⎡ ⎤
⎢ ⎥

= ⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

(34.1) 

Letting 3
iv R∈  be the translational velocity of the center of mass for the 

ith link and 3Riω ∈  be angular velocity, the kinetic energy of the manipu-
lator is 

( ) 1 2 1 1 2 1T TT , m v m I m v m I1 1 1 1 1 1 2 1 2 21 22 2 2 2
θ θ = + ω ω + + ω ω&  (34.2)

Since the motion of the manipulator is restricted to the xy plane, vi  is 
the magnitude of xy velocity of the center of mass and iω  is a vector in the 
direction of the y-axis, with 11ω = θ&  and 2 1 2ω = θ + θ& & . We solve for ki-

netic energy, in terms of the generalized coordinates, by using the kinemat-
ics of the mechanism.  

Using the kinetic energy and Lagrange methods  
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(34.3)

where 

( ) ( ) ( )m m2 2 2 2 2 2 21 2l w l w m r m l r1 21 1 2 2 1 1 212 12
α = + + + + + +  

(34.4)

m l l2 1 2β =  (34.5)
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( )m 2 2 22 l w m r22 2 212
δ = + +  

(34.6)

with w1, w2, l1, l2 the width and the length of link 1 and link 2, respectively.  

 
Fig. 34.2. Two-link robotic architecture 

34.5 Shape memory actuator structure 

Due to the actuation architecture a simple mathematical model can be es-
tablished. Schematically, the shape memory actuation is given in Fig. 34.3. 

 
Fig.34 3. Shape memory alloy actuation structure 

In Fig. 34.5, lv is the variable length of shape memory alloy wire, l is the 
robotic link length between the articulation point and the shape memory al-
loy wire connection, r is the distance between the second end of the SMA 
wire (which is a fixed point) and the articulation point of the link (fixed 
point too) [15]. 
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Using simple mathematical computation the mathematical dependence 
can be established as 

( ) ( )
2 2 2
v 2

1 1 v

l r l
arccos f l

2lr

⎛ ⎞− +⎜ ⎟θ = ⇔ θ =⎜ ⎟
⎜ ⎟
⎝ ⎠

 
(34.7)

The graphic of θ1 as a function of lv is given in Fig. 34.4, considering 
the real domain variation for [ ]1 0,θ ∈ π .  

Fig. 34.4. The graphic ( )v 1l f= θ  

As can be easily seen the dependence is linear, and the linearization in 
modeling can be done successfully. The explanations concern the struc-
tural variation of SMA actuator, which are limited superior by lv and infe-
rior by 0.5 lv. The mathematical model including the SMA actuation can be 
developed in two ways. First, it is possible to consider for position control 
only the length variation of the SMA actuator. This approach is a correct 
one; the additional torque, provided by the particular properties of SMA, 
enforces the actuation. The situation corresponds to tendon actuation or 
wire actuation using the substitution 

v
1 v22 2 2

v

2l
l

l l rlr 4
lr

−
θ =

⎛ ⎞− −
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⎝ ⎠

&&  (34.8)
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The mathematical model of the single-link robot with wire actuation is 
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Analyzing the equilibrium conditions, results that ( )1 1 1bτ = θ  and 
2 2 2
vl r l= + , state which correspond to real case.  

 The second way makes a simplifying assumption: because the SMA 
connection with single-link structure can be chosen near to the articulation 
point, we can assume that the entire SMA torque is directly used for 
movement. Then the mathematical model can be expressed as  

( ) ( )
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34.6 Fuzzy control applied to shape memory alloy serial-
link robotic structure 

In order to investigate the SMA robotic structure  compartment a Quanser 
modified platform was used for experiments. The basic control structure 
uses a configurable PID controller and a Quanser power module unit for 
energizing the SMA actuators.  

 
Fig. 34.5. Quanser modified platform 

PID controller was changed in order to adapt to the particularities of the 
SMA actuator. A negative command for SMA actuator corresponds to a 
cooling source.  

The actual structure uses for cooling only the ambient temperature.  
The best results arise when a PI controller is used. The PI experimented 

controller parameters are the proportional parameter KR = 10 and the inte-
gration parameter KI = 0, 05.  

The input step is equivalent with 30° angle base variation and the evolu-
tion of this reference is represented with the response of real system in Fig. 
34.6.  

The control signal variation is presented in Fig. 34.7. 
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Fig. 34.6. System response, for step input 

 
Fig. 34.7. PI controller response, for step input 

For negative step, the evolution of the system and the control variable 
evolution are presented in Figs. 34.8 and Fig. 34.9. 

Using PID and PD controller the experiments conduct to less convenient 
results from the point of view of time response or controller dynamics. 

Using heat in order to activate SMA wire, a human operator will in-
crease or decrease the amount of heat in order to assure a desired position 
to robotic link. 

Because of medium temperature influence, a priori, a clear control law, 
available for all the points of the robotic structure workspace cannot be es-
tablished. Using the fuzzy theory, a simple and efficient control structure 
can be implemented. 
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Fig. 34.8. System response, negative step input 

 
Fig. 34.9. PI controller response, negative step 

 
Fig. 34.10. Fuzzy control structure 

For an efficient control we propose the following definition for the input 
and output members: 
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- input 1 is the first derivate of position error, with three fuzzy 
members: negative, zero, and positive; 

 
Fig. 34.11. Fuzzy input one member 

- input 2 is position error with three fuzzy members: negative, zero, 
and positive. 

 
Fig. 34.12. Fuzzy input two members 

Output is temperature heating with three fuzzy members: temperature 
negative (temperature under austenitic start transformation), temperature 
zero (temperatures between start and final austenitic transformation), and 
temperature positive (temperature above temperature of final austenitic 
transformation). 

 
Fig. 34.13. Fuzzy output members 

The rules are very simple and are illustrated in the next table. 
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Table 34.1. The fuzzy rules for proposed controller 

e
e&  

P Z N 

P TP TP TP 
Z TZ TZ TZ 
N TN TN TN 

The result of the numerical simulation is promising, related to the sim-
plicity of the control structure, for the case of the sinusoidal reference with 
frequency of 5 rad/s. 

 
Fig. 34.14. Fuzzy robotic structure output evolution 

 
Fig. 34.15. Experimental model for a single-link robotic structure 

34.7 Conclusion 

The simulations and the mathematical model developed in this chapter of-
fer a background in studying the serial-link robotic control possibilities. 
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The results respect the real evolution of the structure. In the future, the au-
thors will explore all the control possibilities applied to an extended model 
[16] and to a real three link model, which for the moment is under con-
struction. 
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Abstract. Including three-dimensional interactive computer graph-
ics applications, recent application programs often perform the file 
loading operations to read texture and data files from hard disks. We 
usually implement these file loading functions as serialized opera-
tions, with which the overall programs are suspended to wait for the 
completion of those file loading operations. In this chapter, we pro-
pose a new file loading function, which silently loads the desired 
file, not to be explicitly recognized by the user. Our delayed file 
loading functions are designed to satisfy the time constraints on the 
major work flow. We represent the main ideas and implementation 
methods for our proposed functionalities. Interface designs for the 
C++ classes are also presented. We show that the file loading opera-
tions are well executed as we originally expected. 

Keywords. File loading, Parallel loading, Implementation 

35.1 Introduction 

File loading operations are frequently used and required by so many pro-
grams. Generally, they implement this operation as serialized forms. In 
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other words, given a file name, system calls such as open(…) or fopen(…) 
read the complete contents of the corresponding file and then store the data 
into a buffer to finally return to the caller function. From the viewpoint of 
caller functions, it should be wholly suspended to allow the called function 
entirely perform the file loading operations [1]. 

In contrast, mainly due to the widespread use of windows systems, 
event-driven approaches are also required. Since user inputs may be en-
tered in any time, these programs should avoid the suspended situations of 
the overall programs [2]. 

File loading operations are also not an exception. Especially, three 
dimensional interactive graphics programs usually show sharp drops 
of their frame rates when the overall programs are suspended. In contrast, re-
cent three-dimensional graphics programs require lots of texture files for high-
quality screen outputs. And thus, they need lots of file loading operations. 

As a specific example, game application programs require loading of 
various files such as sound files, map files, and others, in addition to the 
texture files. In contrast, from the user’s point of view, it will be very an-
noying if the system frequently suspends mainly due to the file loading op-
erations. Thus, in these days, some computer games use more complicated 
file loading mechanisms, in which recognizing the file loading operations 
is hard for users [3]. 

In this chapter, we present a new file loading approach, which performs 
file loading operations silently, to finally avoid user’s explicit recognition 
of the file loading operations. In Section 35.2, the formal description of the 
problem is represented. We also show C++ implementation methods in 
Section 35.3, and our final conclusions are given in Section 35.4. 

35.2 Problem formulation 

We should consider some constraints on the file loading operations. First, 
we assume that the file loading module should be executed on a single 
CPU core, with other time-critical or time-limited operations. Reversely, if 
the file loading module can be exclusively executed on a single CPU core, 
a brute-forth approach or immediate execution of requests would be the 
best strategy. In contrast, according to the overall architecture of real-
world applications for PCs or game consoles, the file loading operations 
have relatively low priorities. Thus, they tend to share a CPU core with 
other, more important operations. 
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Fig. 35.1. Method design 

As an example, for a typical three-dimensional graphics program com-
piled for a single-core CPU, the most important constraint is generating 60 
frames per second from the rendering module. In this case, the file loading 
operations would be performed only for the time remaining after the com-
pletion of the most important task, the rendering operation. In this configu-
ration, we may meet a failure situation of too-late file loading operations, 
due to the CPU over-usage of the rendering part. However, typical graph-
ics applications use the texture files mainly to improve visual effects, and 
file loading failure does not make any critical damage to visual informa-
tion. Thus, in this chapter, we assume that file loading operations are not 
time-limited jobs and aim to design a file loading scheme to smoothly load 
the files without making the overall system suspended. 

main rendering loop file loader
1. REQUEST

filename queue

2. enqueuethe requested file name

3. done

(a) request method 

main rendering loop file loader
1. ACTION

filename queue

2. select the first file

3. read the file4.A notify file loading completed

4.B time out

(b) action method 
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Fig. 35.2. Overall time-transition diagram 

For the ease of explanation, we assume that the main rendering part per-
forms all the works except the file loading ones, with some time limits. So, 
the main rendering part and the file loader do their own works in shifts, 
while the main rendering part should be repeatedly invoked for every time 
slice T and thus the execution time period of the file loader may vary de-
pending on that of the main rendering part. Now, the file loader will work 
only for (T – t) time slices, to satisfy the time constraint of the main ren-
dering part. 

As shown in Fig. 35.1(a), the overall scenario starts from instructing the 
file loader to read some files which would be used for late rendering or 
calculations, during the execution of some time-limited jobs in the main 
rendering part. Then, the file loader will enter the file name and its related 

main rendering loop file loader

rendering
time t1

ACTION

ACTION

REQUEST

immediately return

enqueue
the filename

time out

file loading
time (T – t1)

rendering
time t2

file loading
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rendering
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no file
loading

load completed

fetch the data

fetch the
next file

1st time slice T

2nd time slice T

3rd time slice T

t1

T – t1)

2

T – t2)

t3

st
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information into a FIFO queue. From the viewpoint of the file loader, since 
the current time slice is not its turn, it only records the file name and re-
turns the CPU control to the main rendering loop immediately. 

After the rendering job of the main rendering part, there is the remaining 
time (T – t) until the next invoke of the rendering part. Now, as shown in 
Fig. 35.1(b), the main rendering part passes over the CPU control to the 
file loader, for the remaining time (T – t). The file loader fetches a file 
name from the FIFO queue and starts to read its content. To keep its own 
time limit (T – t), the file loader reads the file in a segment-by-segment 
manner, rather than reading the whole content in a single action. When the 
time limit (T – t) is over before completely reading the file content, the file 
loader stops its operations and passes over the CPU control to the main 
rendering part, to finally keep the time constraint of the main rendering 
part. 

In the next time slice, the file loader resumes the suspended file reading 
operation. When a file reading operation is completed, the file loader re-
ports the end of the file loading operation and its resulting data to the main 
rendering loop. It fetches the next file name and starts the next file loading 
operation. The overall time-transition diagram is shown in Fig. 35.2. 

35.3 Class implementation 

We have implemented the file loading schemes explained in Section 35.2 
as a C++ class. Major operations are implemented into two methods, as 
shown in the following: 

• void request(char* filename, bool* completed, void* buf); 
It requests the loading of the file whose name is filename. The 
parameter completed is the flag to indicate the status of the file loading 
operation. This function resets the completed to be false, while it 
becomes true after loading the file contents to the buffer area buf, by the 
action(…) method shown below. Then, the caller function checks the 
completed flag and uses the data in the buf area, when the completed 
flag is true. 

• void action(float remained); 
Use the remaining time slice (T – t) for the file loading operation. First, 
it registers an ALARM signal after the remaining time and does its file 
loading operation. When the file loading is completed before the 
ALARM signal, the completed flag is set to true and the data loaded into 
the buffer buf. For the time-out situations, the current operation is 
suspended and it returns to the caller function. 
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Using the above interfaces, we implemented the file loader and its cor-
responding rendering part. The testing result shows that the delayed file 
loading works well, as our original goals. 

35.4 Conclusion 

Many application programs frequently use the file loading operations, and 
in most cases, they are implemented as serialized operations. In contrast, 
they need to perform the file loading operations in a parallelized manner. 
In this chapter, we proposed a new file loading approach whose operations 
are not easy to recognize explicitly, by performing the file loading opera-
tions while satisfying the time constraints on the major work flow. Basic 
ideas and their corresponding implementations are represented. We also 
show the interface designs for the C++ classes. We found that the file load-
ing module works well as its original design. In the future, more improve-
ments are needed for more efficient and intuitive implementations. 

Acknowledgment. This work was supported by the IT R&D program of 
MIC/IITA [2007-S001-01, Development of Multi-Core CPU & MPU-
Based Cross-Platform Game Technology]. 
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