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Preface 

Env1r0nmenta1 m1cr0610109y ha5 emer9ed a5 an extreme1y act1ve, ex- 
c1t1n9, and 1mp0rtant area 0f re5earch dur1n9 the 1a5t few year5 and ha5 cha1- 
1en9ed 50me 10n9-he1d pr1nc1p1e5 0f trad1t10na1 m1cr0610109Y. F0r examp1e, 
the num6er5 0f c010ny-f0rm1n9 un1t5 06ta1ned 0n 5011d a9ar med1a have a1- 
way5 6een a55umed t0 ref1ect the num6er5 0f v1a61e 6acter1a pre5ent 1n any 
91ven 5amp1e. H0wever, 1t 15 n0w kn0wn that many 6acter1a cu1t1va61e 1n the 
1a60rat0ry ad0pt unu5ua1 d0rmant 5tate5 when 5u6jected t0 the nutr1ent-11m- 
1ted c0nd1t10n5 c0mm0n 1n many ec05y5tem5, wh1ch, 1n turn, make5 the5e 6ac- 
ter1a d1ff1cu1t t0 cu1ture. 7h15 part1a11y exp1a1n5 0ur current 1na6111ty t0 cu1ture 
the va5t maj0r1ty 0f6acter1a kn0wn t0 re51de 1n natura1 env1r0nment5. Kn0w1- 
ed9e 0f the pre5ence 0f 50me 5pec1e5 1n a natura1 env1r0nment can 6e 0f cru- 
c1a1 1mp0rtance, part1cu1ar1y w1th re5pect t0 detect10n 0f path09en1c 5pec1e5 
0r t0 m0n1t0r1n9 the fate and 5urv1va1 0f 9enet1ca11y man1pu1ated 0r9an15m5 
w1th1n ec05y5tem5.7heref0re, there ha5 6een much eff0rt 9enerated t0 dev15- 
1n9 new and n0ve1 meth0d5 f0r detect10n, 1dent1f1cat10n, and rec0very 0f m1- 
cr00r9an15m5 fr0m natura1 ha61tat5. 

Centra1 t0 many 0f the5e meth0d5 ha5 6een the deve10pment and ap- 
p11cat10n 0f the techn14ue5 0f m01ecu1ar 610109y t0 env1r0nmenta1 m1cr06101- 
09y. 7he5e have re5u1ted 1n d1rect 1nve5t19at10n5 0fm1cr061a1 p0pu1at10n5 6a5ed 
0n DNA ana1y515 w1th0ut the need f0r any ce11 cu1ture. 7here 15 n0 d0u6t that 
th15 w0u1d n0t have 6een p055161e w1th0ut the rev01ut10n 1n c0mputer techn01- 
09y that ha5 1ed t0 the deve10pment 0f h19h1y acce55161e data6a5e5 0f va5t 
am0unt5 0f 1nf0rmat10n. M01ecu1ar 610109y meth0d5 have 6een harne55ed and 
exp101ted a150 1n the deve10pment 0f 610phy51ca1 meth0d5 that ena61e rap1d 
and aut0mated ana1y515 0f m1cr00r9an15m5 fr0m natura1 env1r0nment5. 

Env1r0nmenta1 M0n1t0r1n9 0f8acter1a pre5ent5 the5e new deve10p- 
ment5 a5 a 5er1e5 0f chapter5 that de5cr16e the pr1nc1p1e5 0f d1fferent tech- 
n14ue5, h0w the5e techn14ue5 have 6een app11ed, and, f0r m05t 0f the5e, ea5y 
t0 f0110w pr0t0c015 pr0v1d1n9 1mmed1ate acce55 t0 a 91ven meth0d. M05t 0f 
the pre5entat10n5 are d1rected at the 6acter1a1 w0r1d, wh1ch ha5 6een m05t ex- 
ten51ve1y 5tud1ed, 6ut eukary0t1c m1cr00r9an15m5 are a150 referred t0 where 
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p055161e. Env1r0nmenta1 M0n1t0r1n9 0f8acter1a 15 a1med at any env1r0nmen- 
ta1 m1cr061010915t, fr0m the under9raduate 1eve1 upward5, wh0 need5 1nf0r- 
mat10n that fac111tate5 1mmed1ate acce55 t0 techn14ue5 that ena61e the 5tudy 0f 
6acter1a1 ec0109Y a5 c0mmun1t1e5 0r 51n91e ce115 0r at the m01ecu1ar 1eve1. 

1 am 9ratefu1 t0 the many c011ea9ue5 and c011a60rat0r5 wh0 have made 
the1r c0ntr16ut10n5 t0 th15 600k. Much 0f the re5earch de5cr16ed wa5 made 
p055161e 6y fund1n9 fr0m the Natura1 Env1r0nment Re5earch C0unc11, wh0 
rec09n12ed the 1mp0rtance 0fm01ecu1ar ec0109y at an ear1y 5ta9e ena611n9 1t 
t0 f10ur15h 1n the UK. 

C11ve Edward5 
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Some Problems Posed by Natural Environments
for Monitoring Microorganisms

Clive Edwards

1. Introduction
1.1. Traditional Microbiology

The history and emergence of microbiology as a scientific discipline are
intimately linked with developments of methods for isolation, enrichment,
growth, and maintenance of microorganisms in the laboratory as pure cultures
to enable subsequent biochemical and genetic analyses. This approach has been
extremely successful for the manipulation and exploitation of microorganisms
in terms of disease control and eradication, development of biotechnological
processes, and the evolution of sophisticated molecular genetic techniques. It
has also resulted in some bacterial species being studied more than others, and
some have become model species, the properties of which are then inferred for
all microorganisms. Examples include the widespread use of Escherichia coli
(model Gram-negative), Bacillus subtilis (Gram-positive), Streptomyces
coelicolor (industrially important mycelial prokaryotes), Saccharomyces
cerevisiae (model for yeast), and Aspergillus spp. (widely studied fungus).
Unfortunately, it is often the case that experimental protocols developed for
model species are not transposable to other bacteria. This gulf is often most
apparent when deductions made from organisms grown as pure cultures in the
laboratory are assumed to apply to those occurring in natural environments.

Until recently, the properties of microorganisms in their normal habitats
were not considered important, and no doubt there was an assumption that they
could not be greatly different from those encountered in the laboratory. How-
ever, it is now generally accepted that natural environments are severely nutri-
ent limited (1) and that in soils and aquatic and sediment habitats, heterotrophic
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bacteria, in particular, have evolved strategies for coping with conditions of
extreme nutrient limitation. Some species, such as Bacillus, that have a more
limited metabolic repertoire adopt a primitive response involving sporulation
(2). Other species have evolved other mechanisms that are only now beginning
to be understood by microbiologists. There is no doubt that the prospect of
releasing, either deliberately or accidentally, genetically manipulated micro-
organisms (GMMOs) into open environments has provided a huge impetus for
the study of microorganisms in natural environments. As a result of more ratio-
nal and concerted studies, a number of problematical areas have been identi-
fied. These suggest that it is difficult, if not impossible, to audit the total microbial
diversity of a natural environment. These problem areas not only impact on our
ability to monitor the microbial diversity of habitats but also challenge the many
long-held and cherished dogmas of traditional laboratory-based microbiology.

2. Culturability
An important feature of natural environments is that only a small proportion

of the bacteria present can be cultured by traditional methods, and this ranges
from approx 0.01 to 10% (3) depending on nutritional status and type of envi-
ronment. This means that it is difficult to gage the total bacterial diversity
present within a given sample. The reasons for this are complicated and prob-
ably multifaceted, but include a lack of knowledge concerning the metabolic
requirements of many species that prohibits suitable isolation media to be
devised; the presence of species, normally culturable, that have adopted a state
of metabolic shutdown, which means that they cannot be easily reisolated; and
dormant species that are resistant to traditional methods of culture. Many terms
have been proposed for such species including dormant, dwarf cells or, more
often, viable but nonculturable (VBNC) cells. No single definition has proved
satisfactory and the occurrence of VBNC states has proved controversial. There
is no doubt that such a state can be demonstrated for starving cultures of many
bacteria in laboratory experiments, but it is unlikely that it is a stable physi-
ologic phenotype in natural environments; rather it is a transient property of
bacteria as they transit through prolonged nutrient limitation to cell death. How-
ever, it is an important phenomenon as witnessed by the fact that some bacte-
rial pathogens are able to cause disease yet fail to be detected or enumerated by
the classical cultural techniques of microbiology (4). Such observations are
important for understanding the dissemination and occurrence of pathogens in
the environment as well as for predicting the fate and consequences of releas-
ing GMMOs into open environments.

A consequence of nonculturability observed in microbial communities in
natural environments is that it is difficult to assess whether the inability to
culture is because a large proportion of observable intact cells are dead. The



Problems for Monitoring Microorganisms 3

problem of assessing true viability of bacterial populations and relating this to
culturability has been addressed by many investigators. Recently, a number of
viability dyes have been developed and tested to enumerate the proportion of
live/dead cells in many ecosystems and laboratory model systems. These are
mainly fluorescent dyes and are listed in Table 1. Their modes of action
include membrane potential-dependent uptake (dead cells fail to generate a
membrane potential); intracellular cleavage of colorless dye conjugates result-
ing in the release of a fluorochrome that is only retained (and therefore stains)
intracellularly by live cells; metabolic activity-dependent dyes; exclusion
mechanisms seen only in live cells. They have been applied to many experi-
mental systems (see ref. 5 for review) and, on the whole, have demonstrated
the probability that a large proportion of bacteria that are nonculturable remain
live, as judged by testing with the numerous fluorescent dyes listed in Table 1. A
firm conclusion that can be drawn from all the studies of viability and culturability
of bacteria in natural environments is that they appear to be metabolically, and
often morphologically, different from cultures grown in rich laboratory media. This
is true for many bacterial species that are normally easily cultured by traditional
methods in the laboratory but for some reason become recalcitrant to such methods
when they are exposed to the rigors of natural ecosystems.

Recently Bloomfield et al. (6) have advanced a possible explanation for the
occurrence or development of VBNC states. They propose that the failure to
recover cells subjected to inimical processes such as starvation is the result of
an oxidative-mediated suicide of the cell. It is well known that bacteria
exposed to inimical processes undergo both biochemical and morphological
adaptations to enable them to survive an environmentally imposed stress such
as heat shock or nutrient limitation (7–9). An important consequence is a mas-
sive reduction of growth rate to near zero and the induction of high-affinity
substrate uptake pathways. Transfer of such organisms to rich culture media
leads to rapid switching on and flooding of metabolic pathways that cannot be
coupled immediately to growth. Oxidation of substrates leads to overproduc-
tion of superoxide and free radicals, resulting in many of the cells being killed.
There is much evidence now available to support this proposal, arising from
increased understanding of the alternative pathways of gene expression that
exist in microorganisms.

3. Sensor-Regulated Pathways of Gene Expression
In bacteria, many stimulus-response networks have been identified, and

these are often associated with adaptations to changes in the external physical
and chemical conditions. These networks have also been proposed to form part
of a larger, global cellular regulatory network that responds to a variety of
environmental stresses (10). It has been found that there may be overlaps
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Table 1
Some Fluorescent Dyes That Have Been Used to Assess Microbial Viabilitya

Dye Mode of Action Applications

Dihexyl oxacarbocyanine Membrane potential Flow cytometric
detection of bacteria

Rhodamine 123 Membrane potential Microscopic enumeration
of viable bacteria

Flow cytometric assessment of
viability in:
1. A range of Gram-positive

and negative bacteria;
2. Micrococcus luteus
3. Staphylococcus aureus

bis-(1,3-dibutylbarbituric Membrane potential Enumeration of dead cells
acid) pentamethine
oxonol (Oxonol)

Fluorescein diacetate Intracellular esterase Microscopic detection of viable
(FDA) cleavage to release Gram-positive bacteria; viable

fluorescein which is mycobacteria; viable soil bac-
retained within cells teria; viable aquatic bacteria
possessing an intact Flow cytometric enumeration of
membrane metabolically active marine

microalgae; viable Bacillus
subtilis

Carboxyfluorescein As for FDA Flow cytometric  enumeration
diacetate (CFDA) and identification of viable

compost bacteria;
Flow cytometric assessment of viability

in Saccharomyces cerevisiae
2',7'-Bis-(2-carboxyethyl) As for FDA Flow cytometric assessment of viability

5(6)-carboxyfluorescein of a range of bacterial species
acetoxymethylester

Calcein As for FDA Microscopic detection of  viable
acetoxymethylester protozoa

Flow cytometric assessment of viability
of a range of bacterial species

Fluorescein di-β-D- Intracellular enzymic Flow cytometric-activated cell sorting
galactopyranoside (FGP) cleavage, dye of viable yeasts and bacteria

retention only by cells
with intact membrane

Chemchrome Y As for FGP Flow cytometric detection of
Candida albicans
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Table 1 (continued)

Chemchrome B As for FGP Flow cytometric enumeration of viability
of a range of bacterial species

Analysis of viability of genetically
modified B. subtilis in compost

Resuscitation of VBNC Vibrio
vulnificus

5-cyano-2,3-ditolyl Respiratory activity Microscopic detection of active
tetrazolium chloride aquatic bacteria
(CTC) Flow cytometric detection of

respiring M. luteus
Analysis of dormancy in M. luteus

Mithramycin Staining elongated cells FCM monitoring of viable Yersinia
(viable) after pro- ruckeri
longed incubation
in the presence of
nalidixic acid

Propidium iodide Dye exclusion by live Microscopic detection of viable
cells protozoa and yeasts

4',6-diamidino-2- Dye exclusion Microscopic detection of
phenylindole Cryptospiridium parvum oocysts
aData are taken from ref. 5.

between component networks in that proteins induced by one stress response
may also be induced by other stresses. A generic model for stimulus-response
networks is shown in Fig. 1. External fluctuations in such factors as essential
nutrients, temperature, ultraviolet (UV) radiation, or chemicals and mutagens
are detected by molecules within the cell that transmit the information, some-
times via an interrelated series of transmitter molecules, to the genome, result-
ing in the expression of specific genes that encode for proteins that enable the
cell to adapt to or withstand the external stress. Well-studied examples include
the heat-shock response regulon in E. coli and the SOS response to UV light
damage of DNA. These types of sensor systems are reversible in that when
conditions revert to the original levels, the new pathways of gene expression
are switched off. These types of responses can alter the properties of cells quite
drastically when the environmental stress is in operation.

4. Altered Physiological and Morphological States
Arising From Nutrient Limitation or Starvation

Our understanding of the ways in which bacteria behave in natural environ-
ments and how they may exhibit grossly different physiological states has
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received a great deal of impetus from studies of the responses of enteric
bacteria to prolonged culture in stationary phase. Early work identified that
bacteria such as E. coli are capable of prolonged survival during extended
periods of starvation (see ref. 11). Other work on the properties of station-
ary phase E. coli (12,13) and Salmonella typhimurium (14,15) cells identi-
fied a sigma factor named σS, that altered the specificity of RNA polymerase
in order to induce an alternative pattern of gene expression. More recently, the
role and regulatory properties of this sigma factor have been more clearly
defined, and some of the main groups of genes whose expression is dependent
on σS-directed RNA polymerase transcription and the functions they encode
are given in Table 2. By analogy with these laboratory-based studies on sta-
tionary phase survival, it is likely that in nutrient-limited natural environ-
ments, bacteria will have undergone a program of altered gene expression
that results in a cell that has distinct and different properties compared with
those encountered in cells grown in nutrient-rich laboratory media. The pro-
teins that are synthesized during starvation as a result of σS-controlled gene
expression often are collectively referred to as starvation-inducible proteins
(sti proteins), and their expression and synthesis have been extensively stud-
ied in Vibrio spp. (9,16).

Fig. 1. Sensor regulator systems.
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Starvation biology is now an active research area, and the physiology and
ecology of slow growth or dormant cells has been reviewed in a thought-pro-
voking review by Koch (17). A further complication that emerged from studies
of nongrowing stationary phase bacteria was the proposal that under such con-
ditions, mutants arose during starvation (after 12-d incubation) that had supe-
rior survival properties exhibited as the ability to outgrow 1-d-old cells from
young cultures (13). This mutant phenotype was called GASP and was pro-
posed to arise owing to mutations in rpoS. This study and other work raised the
controversial possibility that mutations in the starving state could be directed
(18) which in terms of evolutionary theory had Lamarckian implications.
Recently these controversies were resolved by a demonstration that stationary
phase mutations were not directed at selected genes, but occurred throughout
the genome within a subpopulation of stressed cells via a recombination-

Table 2
Some σS Regulated Genesa

Genes Function

katE and katG (catalases HPI Prevention of DNA damage by H2O2.
and HPII)

xthA (exonuclease III) Repair of H2O2 and UV-radiation damage.
bolA, fic Overexpression results in stable spherical

cells. fic– mutants are short rods.
spv genes (Salmonella plasmid Transcription from spvA (of spvABCD operon)

virulence genes) promoter is σS-dependent. rpoS– mutants are
1000-fold less virulent.

ots BA operon (responsible for Osmoprotection (rpoS– cells more sensitive to
synthesis of the compatible osmotic changes)
solute trehalose)

Unknown genes distinct from σ32 Thermotolerance, may also be partially
mediated gene expression (heat  mediated by otsBA.
shock sigma factor)

glgS Glycogen synthesis.
Expression of a family of genes Anaerobically induced genes.

strongly induced by anaerobiosis
is also moderately induced by σS;
include a cytochrome oxidase,
hydrogenase 1, and acid
phosphatase

osmB and osmY Membrane and cell envelope functions.
Microcin C7, a peptide antibiotic Synthesis and excretion of microcins.

that inhibits protein synthesis
aData are taken from refs. 14 and 15.
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dependent process (19). This resolution depends on the emergence of a hyper-
mutable subpopulation within a population of cells exposed to an inimical pro-
cess such as starvation. This itself has profound consequences for our
understanding of bacterial behavior in environments that regularly impose
some type of stress on the resident bacterial population. It implies that cells can
radically shuffle their genetic makeup in response to external factors, that mu-
tations can be used in an attempt to ensure survival of a subpopulation of
stressed individuals, and that such a phenomenon may help to explain such
factors as the emergence of GASP mutants in stationary-phase cultures, resis-
tance to bactericidal agents and antibiotics, as well as other adaptations such as
survival of pathogens after exposure to a host’s immune defenses.

5. Measurements of In Situ Activities
Because of the metabolically shut down states that heterotrophic and possi-

bly other bacterial species exhibit in natural environments, measurements of in
situ activity are difficult, especially for an individual species. It is probably
more realistic to measure whole processes that may be mediated by many dif-
ferent species (e.g., the nitrogen cycle). However, this approach also poses
problems for the investigator because bacterial populations that mediate
important biogeochemical cycles often comprise producers and consumers of
the end products alongside each other. One approach for measuring in situ
activities is to concentrate on processes that have gaseous products. Table 3
lists the major gaseous products and substrates for a variety of environmentally
important processes, and it is immediately apparent that producers and con-
sumers can coexist, e.g., nitrifiers and denitrifiers. Even the strictly anaerobic
methanogens and aerobic methanotrophs can occupy the same layers within
soil (20). A generic summary of the effects of nutrient limitation on bacterial
properties in natural environments is given in Table 4. This underpins the
observations made on the effects of rpoS expression in stationary-phase cul-
tures and reinforces the argument that bacteria in natural environments can
exhibit markedly different properties. With respect to detection and isolation,
many of the changes pose challenges for modern methods. For example, the
reduction of cellular rRNA as a result of a downshift of growth rate makes
direct detection by fluorescent whole-cell hybridization with fluorescent oli-
gonucleotide probes more difficult. The low metabolic activities also make in
situ assessment of activity and viability extremely difficult. These problems
are particularly important for detection of GMMOs in natural environments
or for exploiting a GMMO for environmental processes such as in situ
bioremediation. However, as continually stressed in the preceding sections,
altered patterns of gene expression mean that laboratory activities may not be
reproduced or possible. This is at last beginning to be recognized, and there has
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been at least one demonstration of improved in situ biotransformation by plac-
ing the genes for phenol transformation under the control of promoters, such
rpoS, that are active only under starvation conditions (21). Future work in this
area will require a fuller understanding of the programs of gene expression
under nutrient limitation conditions as well as a better appreciation of the
molecular biology involved. Recently, attempts have been made to correlate

Table 3
Microbial Production and Consumption of Gases

Gas Producers Consumers

Hydrogen Nitrogen fixers; fermentation Heterotrophs; methanogens;
sulfur reducers

Carbon dioxide Aerobic respiration; fermentation Autotrophic bacteria
Carbon monoxide Uncharacterized anaerobes Ammonia oxidizers;

carboxydotrophs
Nitrous oxide Nitrifiers; denitrifiers Denitrifiers
Nitric oxide Nitrifiers; denitrifiers Denitrifiers; heterotrophs

and methanotrophs
Nitrogen Denitrifiers Nitrogen fixers
Methane Methanogens Methanotrophs

Table 4
Some of the Responses of Bacteria to Starvation

Response Examples

Reductive division—ultramicrobacteria Soil bacteria; marine bacteria; E. coli
Protein turnover—synthesis of sti proteins S. typhimurium E. coli Vibrio sp. S14
Reduction in total cellular RNA Marine Vibrio; numerous examples
Long-lived mRNA molecules Vibrio S14
DNA levels remain constant or increase Numerous examples
Reduced metabolic activity Vibrio sp. ANT 300
Morphologic changes Vibrio sp. S14
Altered physiology—development of new Vibrio sp. S14 E. coli; various examples

resistance properties
Changed antigenicity—new surface Vibrio; Escherichia, Salmonella

structures synthesized
Cells may become viable but noncultivable Numerous examples, particularly Gram-

or dormant negative pathogens
Mutations in rpoS–, cells more competitive E. coli

for resuscitation and survival
aData are taken from ref. 5.
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activity of cells in situ using microscopic methods to relate a cell’s rRNA con-
tent (a measure of growth rate) to its degradative rates for a variety of sub-
strates. The approach proved useful for model pure cultures, but would be
extremely labor intensive to analyze unknown bacterial populations in soils
and water (22).

6. Quorum Sensing and Resuscitation—Signal Molecules
Many Gram-negative bacterial species are now known to regulate gene

expression in response to population size. This results in group behavior of
bacterial populations that requires intercellular communication, generally by
means of diffusible autoinducing molecules, now identified as N-3-(oxo-
hexanoyl) homoserine lactone (HSL) or its derivatives. This process has been
termed “quorum sensing,” which is characterized by bacteria synthesizing
acyl-HSLs as signal molecules in a cell density-dependent manner. Originally,
the process was discovered in the luminescent bacterium Vibrio fischeri, which
only luminesces when present at high densities, cells at lower densities do not
emit light. Our understanding of quorum sensing has been greatly enhanced by
further studies of this system for which two genes are important: luxR, which
encodes an autoinducer-responsive transcriptional activator, and luxI, which
encodes a protein required for autoinducer synthesis. Not surprisingly other
factors also impinge on luminescence gene expression. luxR requires activa-
tion by cyclic AMP (cAMP) and the cAMP receptor protein, iron, can influ-
ence luminescence expression and FNR exerts an effect on luxR. These studies
on V. fischeri have resulted in the discovery of other quorum sensing–depen-
dent activities for which homologues of luxR and luxI have been identified or
proposed (23).

This means that integration of quorum sensing effector molecules with other
global regulator systems can result in complex and sophisticated interactions.
More important, it would seem that these may not be restricted to the signal
producing species alone. Shaw et al. (24) developed a thin-layer chromato-
graphic method for detecting and characterizing N-acyl homoserine lactone
signal molecules. They then tested HSL signal molecules such as N-butanoyl-
L-HSL, 3-oxo-, 3-hydroxy, and 3-unsubstituted derivatives purified from a
variety of Gram-negative species in an assay. This tested the ability of HSL
and its derivatives to induce gene expression of a gene in Agrobacterium
tumefaciens that was regulated by autoinduction and that was fused to lacZ in
order to assay gene expression and autoinduction. The investigators showed
that signal molecules from different bacteria could be assayed in this way,
which means that in the heterogeneous populations found in natural environ-
ments, the synthesis of HSL molecules by a single species can affect the activi-
ties of other species present within the same environment. A summary of the
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cell density–dependent activity of HSL and its derivatives is given in Table 5.
Of particular interest in the detection and monitoring of bacteria in natural
environments is the possibility of cross induction of different activities be-
tween species, the relationship between autoinducers such as HSL with other
global regulatory signals such as rpoS, and the possibility that resuscitation of
bacteria in nonculturable states may be population density dependent and/or
reliant on the production of an autoinducing molecular signal.

7. Summary
Analysis of the microbial diversity of the biosphere by traditional cultural

methods under represents the true environmental diversity. This realization has
been central in driving microbial ecologists to embrace and develop new meth-
ods for analysis, which is important for many key areas of biology. Microor-
ganisms drive the chemistry of natural environments, and without them life
would not be possible on this planet (25). The ability to monitor individual
species or complex communities is therefore important because such factors as
increased levels of pollution and global warming effects may upset the balance
of communities and possibly their activities. Such changes may be extremely
important if they affect pivotal species such as the nitrifiers. Interestingly, the
search for better methods of analysis for environmental microbiology, particu-
larly for nonculturable species, has also changed our preconceptions regarding
the properties of microorganisms inferred from laboratory cultures. As this
chapter has highlighted, bacteria inhabiting their natural environments, to
which they have adapted and evolved over millions of years, may exhibit

Table 5
Processes reported to Be Dependent on Quorum-Sensing Autoinductiona

Bacterial species HSL-induced activity

Pseudomonas aeruginosa lasB, which encodes elastase, a metalloprotease
important for pathogenicity

V. fischeri luxR, the product of which activates luminescence genes
Rhizobium leguminosarum Regulation of catalase activity
E. coli Cell division via expression of ftsQA genes
Erwinia caratovora Production of extracellular enzymes that results in

tissue maceration in soft rotting of fruits and vegetables;
also carbepenem antibiotic synthesis

Serratia liquefaciens Initiation of differentiation
A. tumefaciens Ti plasmid conjugal transfer
M. luteus Resuscitation and regrowth of dormant cells by an

HSL-like signaling molecule
aData are taken from ref. 23.
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totally different properties and interactions to those seen in laboratory cul-
tures. There is no doubt that application of new methods for analysis that are
presented in this book herald a rich future for recognizing new species of
microorganisms, understanding how they interact in complex communities, and
how their activities can be understood and possibly manipulated for environ-
mental biotechnological purposes.
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Sampling Sediment and Soil

Use of Coring Devices

Roger Pickup, Glenn Rhodes, and Grahame Hall

1. Introduction
1.1. Sampling Natural Environments

Individually, molecular and classical microbial ecology techniques are pow-
erful tools in microbial ecology, but both are limited with respect to relating
the presence and/or diversity of microorganisms to their function/activity in
that environment (1,2). By combining the two approaches this obstacle can be
overcome. Paramount in this respect are in situ sampling procedures that pro-
duce samples in a form representative of that environment or habitat (3).

To determine the roles played by microorganisms in a particular habitat,
some form of procedure has to be undertaken to obtain representative samples
upon which representative measurements can be made (3,4). There are usually
three options available. First, a sample can be removed from an environment
and returned to the laboratory for analysis. This approach is often synonymous
with “destructive sampling,” which renders the sample nonrepresentative of
the environment from which it is removed (e.g., grab sample from benthic
environment; see ref. 4). The nonrepresentative nature of the sample is owing
to complete or partial loss of functional integrity. This is particularly apparent
when studying geochemical processes that rely on redox gradients or those
directly affected by the ingress of oxygen (5). Consequently, any process mea-
surements made are no longer representative of that environment. Second, a
sample can be removed from the environment while attempting to maintain
“in situ” conditions during transportation and subsequent laboratory analysis.
During the laboratory analysis, the sample can be maintained as close as pos-
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sible to “in situ” conditions, with one or two parameters being varied for
experimental purposes. Further development of this principle led to systems
that are often termed “microcosms.” These can vary from the simple two-phase
systems (lake water/air or soil/air) to the complex (three-phase flow-through sedi-
ment/lakewater systems; see ref. 6). Microcosms have provided model systems
with which to study survival, movement, transport, gene transfer, and microbial
interactions (see ref. 7). A third option is to perform the experiments in the
field, with a minimum of disturbance to the habitat. This is the least flexible of
the options, and only a limited range of parameters can be measured, e.g., meth-
ane flux from upland soils (8). These limitations arise owing to logistical con-
straints particularly when the transportation of delicate equipment to remote
locations is required.

1.2. Sampling Aquatic Environments

This section focuses on sediments; however, sampling of the water column
has been reviewed by Herbert (4) (see also Chapter 3). Grabs and corers repre-
sent the main types of sediment sampler.

1.2.1. Grab Samplers

There are a considerable number of grab samplers available. All have their
advantages and disadvantages and none suit all environments (4). For in situ
sampling, all grabs are not appropriate because the sediment obtained is mixed.
In general, grab samplers penetrate the sediment by approx 10 cm and cover an
area of 0.1–0.2 m2 (4). Grab samplers include the Petersen grab, van Veen
grab, Shipek grab, Ekman grab, Okean grab, and the Smith-McIntyre grab, all
of which can be operated from a boat; however, they differ in size and com-
plexity of operation, with the latter suitable for sampling continental shelf sedi-
ments (4). Larger amounts of sediments can be obtained using the Reineck box
sampler in which the increase in sample size is compromised by its relatively
large size and cumbersome nature (4).

1.2.2. Core Samplers

The most crucial aspect of corer design is the retention of the core on
removal from the sediment environment. This is particularly important for cor-
ers penetrating the sediments to depths >10–20 cm and those in which access
to the device occurs at the surface after retrieval (4). Other important features
that are characteristic of all corers are the compression of the sediment and
disturbance of the fine upper layers. Both are inevitable consequences of the
coring operation. The simplest corer consists of a perspex tube (e.g., 5 cm
diameter, 30 cm length; see ref. 4), that can be driven into sediments by hand
in shallow waters (or intertidal zones) or manipulated by divers. After removal
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from sediment, the ends of the tube can be sealed with bungs, preventing loss
of the core material in transit. Several larger devices that are remotely operated
are available for sampling at depth. The gravity corers (9), akin to small
missiles attached to a rope, penetrate the sediment and the core is collected in
the central Perspex core tube. The most notable disadvantage of this type of
device is that it causes both disturbance and compression of the core material.
The Emery and Dietz corer, the gravity corer with external retaining devices,
and the Sholkovitz corer produce cores of increasing length in the marine envi-
ronment (up to 3 m; see ref. 10). The Makereth corer retrieves long intact
freshwater sediments cores (11). This corer permits the removal of undisturbed
sediment of up to 6 m in length from lake-water environments. Operation of
the apparatus is pneumatic (Fig. 1), whereby hydrostatic pressure acts on a
cylindrical anchor chamber that embeds into the sediment on the lake bed. The
anchor chamber holds the apparatus firmly in place while the corer tube is
driven downward into the sediment by means of compressed air. Once coring
is completed, the anchor chamber is automatically filled with air, the cor-
ing tube is removed from the sediment, and the whole apparatus is recov-
ered to the surface by buoyancy lift (Fig. 1) and returned to the laboratory
by boat. The core is extruded back on dry land and carried to the laboratory as
four covered sections.

Frame-mounted corers minimize both disturbance and compression. The
best example of this type is the “Jenkin surface-mud sampler” (Fig. 2 [12]),
which retrieves 30–40-cm cores with overlying water sealed at both ends. The
number of manipulations that can be performed on Jenkin core tubes samples
demonstrates their versatility. Extrusion of the core, sectioning followed by
processing the sample is the most common manipulation performed. However,
the intact core and overlying water can be set up as a microcosm, and processes
measured after incubating under varying conditions or after addition of sub-
strates, e.g., acetate (13). Some tubes have been adapted with a spiral of sam-
pling ports that allow substrate additions or sample removal at a variety of
depths (13). This versatility is shared by others in this group, which includes
the Craib sampler and simultaneous multicore samplers, both of which work
on the same principle (4).

1.3. Sampling Soil Environments

Despite the heterogeneity of the soil environment, there are few methods for
obtaining soil cores. The basic principle is to use either a large rubber mallet to
hammer the core tube into the soil or a cutting device applied with a downward
pressure to ensure penetration (5). Core tubes can comprise a variety of lengths
and diameters. Obstructions in the soil such as stones, rocks, and branches and
fibrous material, in general, can prevent successful penetration and affect the
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integrity of the core after removal. Once removed, the core can be transported
to the laboratory. Maintenance of anaerobic conditions is possible using the
appropriate apparatus and will be discussed in the next section, which focuses
on sampling peat soils and the maintenance of anaerobic conditions. However,
the apparatus and procedure are directly applicable to sampling of soil types.

1.3.1. Peat Sampling

The fibrous nature of undisturbed surface peat prevents intact cores from
being sampled without distortion of the vertical profile. The transition between
aerobic conditions in the surface layers and the water-logged anaerobic hori-
zons is characterized by steep oxygen concentration gradients (14). Such
gradients play an important role in the vertical distribution of microbial popu-
lations (15). To accurately determine the vertical distribution of microbial
activities within the peat, any compaction of the profile or disturbance of the
redox conditions should be avoided. Moreover, the exposure of some obligate
anaerobic bacteria to air, e.g., the methanogens, even for short periods, could
affect the rate of methane production (16,17) and, therefore, reduce the activity
of the population relative to the undisturbed condition.

Two strategies have been used to avoid compaction and oxygen contamina-
tion when sampling peat cores. One approach is to cut the peat, using a long
knife (18) or other cutting device (19), to the shape and depth of the sample
tube, which is then inserted into the preformed space. The initial cutting of
the peat could introduce oxygen to the deep anaerobic layers, and, thus, the

Fig. 1. The Mackereth corer: retrieval of 6-m sediment cores. The Mackereth corer
descends the water column (2) from the surface (1) and embeds itself firmly in the
sediment (3), and the internal core tube is extruded into the sediment. The entire appa-
ratus returns to the surface by flotation using compressed air (4) and is collected by
the surface craft and returned to the laboratory for processing (5).
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shape of the cut should be accurate to avoid compaction of the peat on inser-
tion of the sample tube. In the second approach, a cutting device is attached to
the base of the sample tube. The tube (and cutter) can be rotated on the surface
of the peat, cutting the fibrous peat deposits while enclosing the peat core in
the sample tube (20), thereby reducing the potential for oxygen contamination.
The core sample tubes must be excavated from the peat deposits (18) because
attempts to remove these directly would result in the core sample remaining in
place or, at best, breaking along its length.

Methods used to section the core, and obtain subsamples from depth, should
also avoid distortion of the profile and exposure of anaerobic layers to oxygen.

Fig. 2. The Jenkin corer. This device uses detachable core tubes to retrieve 30-cm
sediment cores and overlying water.
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Many reports describe the gas flushing of incubation chambers to establish
anaerobic conditions prior to the determination of methane production (21,22).
This would imply that the sample material had been exposed to oxygen at some
stage during the sectioning procedure. Moreover, many samples are slurried,
which removes the spatial relationship among different populations of organ-
isms. These associations are known to be important for the activity of different
physiological groups of bacteria (23), and, if possible, the structure of the
sample should be maintained (24,25). Methods that sample and section cores
of peat and avoid exposure of the anaerobic layers to oxidizing conditions must
benefit the interpretation of activity measurements.

2. Materials
2.1. Sampling Freshwater Sediments
with the Jenkin Surface-Mud Core Sampler

1. Jenkin surface-mud sampler complete with rope.
2. Core tubes.
3. Sediment extruder.
4. Boat and safety equipment.

2.2. Sampling and Analysis of Peat Cores

1. Acrylic core tubes.
2. Cutter.
3. Appropriate seals.
4. Peripherals (see Notes 11–27; Fig. 3; ref. 5).

3. Methods
3.1. Sampling Freshwater Sediments
with the Jenkin Surface-Mud Core Sampler

1. Position boat over sampling site.
2. Load core tube into Jenkin sample (see Note 1).
3. Lift suspension rod attached to rope, cock sample (see Note 2), and push safety

catch to the “on” position (see Note 3).
4. Take the weight of sampler on support rope and lower into the water (see Note 4).
5. Release safety catch.
6. Gently and smoothly lower the sampler into sediments (see Note 5).
7. Wait for the spring mechanism to operate and for the sampler to settle (see Note 6).
8. Haul the sampler, keeping it vertical, back to the surface.
9. Remove sample tube and place in a suitable holder prior to extrusion.

3.2. Extrusion of the Core (see Note 7)

1. The mechanical extrusion unit is attached to the work surface.
2. Fix core tube firmly to the extrusion unit.
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3. Locate extrusion rod in bottom extrusion plate in the core tube and lock in place.
4. Release the securing gate on the core tube bottom lid.
5. Remove top lid and siphon overlying water to just above the core surface (see Note 8).

Fig. 3. Schematic diagram of the anaerobic peat sampling device including location
of gas tight piston applied after retrieval of the core prior to transport to laboratory.
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6. Fit the sample collecting spout to the top of the tube.
7. Use the handwheel on the extrusion rod to extrude the core sediment.
8. Extrude the desired amount of sediment (see Note 9).
9. Remove the section of core into an appropriate vessel (see Note 10).

10. Repeat steps 8–10 as appropriate.

3.3. Sampling Peat Cores

1. Identify sampling site for core extraction and place the specially designed sam-
pler into position (see Notes 11 and 12).

2. Insert the tightly fitting PVC insert/“tommy” bar (Fig. 3E) into the top of the core tube
and secure with a large Jubilee clip (Fig. 3F) positioned on the outside (see Note 13).

3. Carefully cut away the surface vegetation of the peat bog and place the assembled
core tube upright on the peat surface.

4. Cut through the peat, holding the tommy bar and move with a rotating motion
(both clockwise and counterclockwise), with slight downward pressure and iso-
late the core in the sample tube (see Note 14).

5. Remove the peat core and cutter from the peat bog using a metal rod with a right-
angled bend at each end (Fig. 3G) (see Note 15).

6. Trim the bottom of the peat core extending from the cutter with a sharp knife.
7. Fit the gastight piston (Fig. 3H) by inserting through the cutter and up into the

core tube (see Note 16).
8. Remove the cutter (see Notes 17 and 18).
9. Store the core(s) upright during transportation to the laboratory.

3.3.1. Sectioning the Peat Core Under Anaerobic Technique
(see Note 19).

1. Anaerobic sectioning is performed in a flexible gas hood flushed with nitrogen
gas (Note 20).

2. The peat core is mechanically extruded into short lengths (12.5 cm) of acrylic core tube,
which also serve as incubation chambers using a device (see Note 21 and Fig. 4A).

3. A new incubation chamber is then inserted into the upper assembly and passed
into the gas hood for the operations to be repeated as the core is sectioned further.

3.3.2. Incubation and Methane Analysis (see Note 22)

1. Allow the incubation vessels to stand for 48 h (see Note 23).
2. Flush the headspace with nitrogen for 5 min after 24 and 48 h (see Note 24).
3. Remove subsamples of the headspace (usually 0.5 mL) at regular intervals (at

least three) for analysis of methane concentration (see Note 25 and 26).
4. After incubation, dry all the sections of peat to a constant weight at 60°C for dry

wt determination (see Note 27).

3.4. Future Developments

When peat cores were exposed to air, the methanogenic activities were on
average 43% lower (range 12–74%; [5]). Even brief exposure resulted in a
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decline of 39% (9–66%), thus highlighting the benefit of in situ sampling pro-
cedures. Future developments lie not in the design of new procedures (many
are already available), but in the recognition of their relevance and importance,
when combined with the ever expanding suite of molecular techniques, to many
facets of microbial ecology in which activity and function are related to biodi-
versity and population/community analyses.

Fig. 4. Schematic diagram showing the peat sectioning device attaching the sample
tube to the incubation section.
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4. Notes

1. Refer to the manual for instructions on operation and maintenance (12). Tubes
are located in the apparatus with the tube harness flange facing inward.

2. Once the tube is securely attached to the sampler, the machine is cocked by a
downward pressure on the radius arm cross bar until the radius arm is locked in
the primed position.

3. The safety catch is pushed to the “on” position.
4. The sampler is lowered so that the legs are in the water before the safety

catch is released.
5. Any uneven movement during lowering will activate the spring mechanism of

the sampler.
6. Once the sampler comes into contact with the sediments (the lowering rope

becomes slack), the spring mechanism will activate. The sampler should be left
for a short period to settle prior to lifting.

7. The text assumes that the operator has purchased the appropriate equipment and
has access to the operating manual, highlights the main operation of the unit, and
provides useful hints on its efficient use.

8. Careful siphoning avoids disturbing the top sediment.
9. One revolution of the handwheel has a pitch of 2 mm.

10. This procedure can be carried out anaerobically using the gas hood detailed in Note 20.
11. The core tube dimensions are 0.5 m in length and 7.0 cm internal diameter.
12. The sampler comprises a sinuous, toothed cylindrical cutter (Fig. 3A) attached to

the bottom of a length of acrylic core tubing (Fig. 3B). The cutter, whose internal
diameter is exactly that of the core tube, is housed in a PVC sleeve (Fig. 3C) that
fits tightly over the core tube. The sleeve has an internally machined rebate (Fig.
3D) that locates the core tube immediately above the cutter. The sleeve is secured
to the outer wall of the core tube using adhesive tape.

13. The insert has a removable horizontal “tommy” bar passing through it and also a
hole to allow air to escape during the coring process.

14. Any compaction of the peat profile (e.g., sinking of the peat core) can be readily
observed through the transparent acrylic tubing and the rejected core.

15. The lower horizontal part is triangular in cross section and sharpened on each
edge. The sharpened leading edge cuts through the peat as the rod is inserted
adjacent to the core tube, to a depth just below the cutter (previously marked on
the vertical section of the rod). The rod is rotated 360°, and the sharpened side
edges cut through the peat immediately below the cutter at the base of the sample
tube. This operation is facilitated by the upper horizontal part of the rod, which is
quite long. The lower horizontal section is then located on the cutter, and the
whole core tube is gently eased from the peat.

16. The piston is made of PVC with two external distributor seals located in
recessed grooves.

17. The cutter can now be attached to another core tube.
18.  It is not possible to exclude oxygen while the piston is inserted, and, there-

fore, the standard protocol of always sampling the peat at least 10 cm deeper
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than the depth required is necessary. This provides a “buffer” zone that may
be exposed to, and consume, oxygen while the depth of peat to be subsampled
is protected.

19. For anaerobic procedures, replicate peat cores are sectioned at 1.0-cm intervals
from 3.0 to 9.0 cm. All gassing procedures use oxygen-free nitrogen that has
been passed over a heated copper catalyst (BASF, R3-11) to remove contaminat-
ing traces of oxygen. The flow rate of gas is approx 2 L · min–1.

20. The anaerobic hood is made from heavy-gage polyethylene bags, which allows
manipulation of the equipment from the outside and access to the sectioning
equipment from the bottom. The hood is flushed with nitrogen after the peat core
has been prepared for the surface section to be removed.

21. The device is operated by a screw thread (Fig. 4B) with a pitch of 2 mm which
locates on the piston (Fig. 3G; Fig. 4C) used to seal the bottom of the peat core
(Fig. 3B; Fig. 4D).

a. Prior to extrusion, the incubation chambers are sealed at the top with a PVC
cap (Fig. 4E) that has an internal “O” ring to hold it in position and a larger
“O” ring (Fig. 4F) that forms a seal between the machined flat edge of the
tube and the shoulder of the cap. The top cap also contains a butyl rubber
septum (Fig. 4G) that allows venting, gassing, or sampling of the headspace.

b. The sample tube and the incubation chamber are connected by the sectioning
device shown in Fig. 4. This consists of two assemblies that are joined
together (Fig. 4H). The bottom of the upper assembly (Fig. 4I) and the top of
the lower assembly (Fig. 4J) are sealed by removable metal plates (Fig. 4K)
that are sharpened on their leading edge. These are located in finely machined
dovetailed rebates (Fig. 4L), and when the assemblies are joined, the plates
lie adjacent to each other.

c. The lower assembly is placed over the sample tube and fixed in position so
that the top edge of the tube touches the metal plate.

d. The plate is removed and the peat core extruded until the surface is level with
the top of the tube.

e. The incubation chamber is placed in the upper assembly so that the bottom of
the tube is against the metal plate.

f. The assemblies are joined together and fixed in position on top of the core
tube using the screw threads and bolts (Fig. 4H).

g. The incubation chamber is flushed with nitrogen for 5 min before the
plates are removed, and the core is extruded by the required amount (typi-
cally 1.0 cm).

h. The peat is cut by replacing the plates. This isolates the cut section within the
incubation chamber while closing the cut surface of the main peat core.

i. The upper assembly, which includes the incubation chamber, is removed, leav-
ing the lower assembly in place and sealing the remainder of the core sample.

j. The plate from the upper assembly is removed while simultaneously insert-
ing another PVC sealing cap. This is identical to the top seal but without the
septum vent.
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k. The extruded peat plug is therefore isolated in the incubation chamber. Gas-
tight seals of the incubation chamber are ensured throughout the entire incu-
bation period by securing the top and bottom caps with a 150-mm “G” cramp.

22. All incubations are performed at 20°C.
23. This allows the gases present in the peat sections (either dissolved or in gas

bubbles) to equilibrate with the headspace.
24. The headspace volume is replaced approx 25 times.
25. All syringes and needles used for the removal of subsamples from the incubation

vessels are preflushed with nitrogen.
26. Methane is analyzed using a Perkin Elmer 3500 gas chromatograph equipped with

a Poropak N column and flame ionization detector. Injection of the gas sample is
by a 0.1-mL gas loop attached to a gas sample valve. The gas loop is flushed with
at least four times its volume prior to injecting the sample to the column.

27. Methane accumulation is linear throughout incubation, and rates are calculated
from the slope and corrected for dry wt of the peat sections.
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Sampling Water Bodies

Tangential Flow Filtration

Roger Pickup, Helen Mallinson, and Glenn Rhodes

1. Introduction
The study of microbial community structure via analysis of total community

DNA, or by the application of fluorescent oligonucleotide probes by fluores-
cent in situ hybridization, has become a valuable tool for understanding micro-
bial diversity and abundance in a range of environments. However, one of the
major limitations to research into microbial communities, and consequently
the detection of microorganisms in the environment, is an inability to isolate
and culture the vast majority of microorganisms. Because of the nonrepresen-
tative nature of culturable techniques, sampling the “total” community is often
the preferred option. Soil is a difficult medium to process and offers many
impediments, particularly with respect to removal of cells from the soil matrix,
whereas water is probably the most amenable medium to sample and process.
The study of microbial community structure requires a representative sample
of that community for processing in a form that is free from contaminants that
will interfere with the analysis. This section details the contribution that tan-
gential flow filtration (TFF) can make to this goal.

Traditionally, concentration of particles (biological and nonbiological) was
carried by either centrifugation or “dead end” membrane filtration (standard
filtration techniques; (1) under vacuum through either 0.2 or 0.4-µm pore size
filters. Obvious disadvantages of this technique are the limits placed on the total
volume of sample that can be processed, rapidity, and subsequent damage to
cells on the membrane. TFF (2) offers an alternative strategy that bypasses these
problems because it permits large volumes of water to be processed in the field
(3). Particles >0.2 µm in diameter are concentrated not by retention directly
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against the filter, but within the void volume of the TFF unit, which increases
in particulate concentration as more water is processed. The final concentrated
solution (termed “retentate”) is retained within the unit by setting up a back
pressure. Once released, the concentrate is flushed through into a suitable con-
tainer. The particulate matter from 100–200 L of lake water can be reduced to
a volume of approx 500 mL. If required, this concentrate can be resuspended in
as little as 10 mL after centrifugation. This represents a concentration factor
of approx 10,000-fold. The cells are now amenable to direct DNA extrac-
tion followed by polymerase chain reaction (PCR) amplification. In addi-
tion, enrichment cultures can be set up using the concentrate as an initial
inoculum.

This method of concentration has been used for a variety of microorganisms
including hematopoietic necrosis viruses (4), pico- and nanoplankton in the
marine environment (5,6,7), ammonia-oxidizing bacteria (8), Giardia cysts (9),
algae from freshwater (10), protists from estuarine and marine environments
(11), and for the assessment of trophic status of lakes (12) and PCR detection
of the insertion element, IS1 (13).

The apparatus used was the Millipore Pellicon cassette system (Millipure
Ltd., Watford, UK) comprising a filtration cell (TFF unit), pump and retentate,
and filtrate reservoirs (Fig. 1). The sample is pumped through the filtration cell
whereby a flow, directed in parallel to the surface of the filtration membrane, is
created (5). This flow keeps the particles suspended in the retentate. As the
sample passes the filter surface, only a certain fraction of the medium (perme-
ate; filtered water) passes through the membrane and is either collected in the
filtrate reservoir or discarded. The retentate (concentrated sample) is recircu-
lated through the retentate reservoir until the sample and then the retentate
reservoirs are empty. The retentate is then collected from the filtration cell.
The following section describes, as an example, the application of TFF as
detailed by Hiorns et al. (8) that involved sampling a defined depth of lake
water for ammonia-oxidizing bacteria.

2. Materials
1. Millipore Pellicon tangential flow systems equipped with a 3X Durapore

microporous membrane cassette GVLP00005 with a rated pore size of 0.2 µm
and a filtration area of 4.6 m2 per membrane. The unit was set up as shown in
Fig. 1. The sample was circulated by means of a Millipore variable-speed
peristaltic tubing pump (XX80 3G2 30) fitted with 1.2-cm silicone tubing (inter-
nal diameter).

2. Oxygen/temperature profile meter.
3. Sample tubing with “T”-shaped inlet and weighted end (see Note 1).
4. 1-L sterile Schott bottle.
5. Two 500-mL sterile Schott bottles.
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Fig. 1. Configuration of the tangential flow filtration unit during various stages of
operation. (A) Initial set up with sample input and retentate output into appropriate
reservoirs, permeate is collected; transfer to next sample reservoir as required. (B)
When all sample reservoirs have been processed, retentate reservoir is reduced. (C)
Permeate is used to flush out the final concentrate.
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6. A 240-V petrol generator.
7. Five sample bottles (25 L).
8. Sampling boat with anchor and life jackets.

3. Methods
3.1. Sample Collection

1. Secure sample boat at sample site by mooring or by anchor.
2. Carry out oxygen/temperature depth profile at sampling site and identify oxy/

thermocline.
3. Connect sample tube/weight via peristaltic pump to the TFF unit.
4. Connect pump to 240-V power generator and switch on.
5. Place sampling tube in water.
6. Fill sample tube with surface water and switch off pump (see Note 2).
7. Lower sample tube to required depth and stabilize (see Note 3).
8. Pump water and discard the void volume.
9. Collect required volume in prewashed 25-L containers (see Note 4).

10. Stow away sample tube (see Note 5).
11. Return the samples for TFF.

3.2. Tangential Flow Filtration

1. Set up TFF system with three filters in the filtration unit (see Note 6).
2. Connect sampling and retentate tubing to unit and check that they are firmly

secured (see Note 7).
3. Insert sample tube into the sample reservoir and retentate tube into retentate res-

ervoir (Fig. 1A; see Note 8).
4. Switch on pump, open permeate valve, and start pumping sample into the

TFF unit.
5. Create a back pressure to between 1 and 2 bar using a valve or clip on the retentate

tube to regulate retentate output flow (Fig. 1A; see Note 9).
6. Collect 1 L of permeate in sterile bottle and retain for later use, the remaining

permeate is discarded (Fig. 1A; see Note 10).
7. Monitor TFF unit and transfer sample tubes to sample reservoirs as required (see

Note 11).
8. After last sample reservoir has been processed, transfer the sample tube to the

retentate reservoir and close retentate valve and continue pumping (Fig. 1B).
9. Once the retentate reservoir is empty, stop the pump, transfer the sample tube

to the permeate bottle collected earlier, and close the permeate output valve
(Fig. 1C).

10. Place retentate tube in 500-mL sample bottle and open retentate valve (Fig. 1C).
11. Slowly pump permeate through the TFF unit and collect the first 500 mL of

retentate output (Fig. 1C).
12. Collect a second 500-mL sample.
13. Secure screw tops on the bottles and store on ice for future processing.
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14. Clean TFF filter cassette unit at earliest opportunity (see Note 12).
15. Process samples as required (see Note 13).

4. Notes
1. The length of the tube is determined by the required depth of sampling.
2. Filling the tube with surface water reduces buoyancy.
3. Stabilizing refers to allowing the sample tube to unfold and reach the required

depth. It is important to secure the boat so that the tube is vertical and not dragged
with movement of the boat. For river sampling, it is possible to use a telescopic
pole attached to the weighted sample tube to obtain water from midstream or
beyond. In addition, if samples need to be taken at depth, then sufficient pipe
needs to extend beyond the maximum pole length.

4. Containers were rinsed with lake water to remove any traces of detergent from
laboratory washings.

5. By reversing the pump, the void volume will be expelled, making the tubing
easier to gather in.

6. Each filter is separated from the unit and each other with silicone gaskets (sup-
plied by manufacturer). The unit is tightened to required torque using a TFF tool.

7. The sample inlet tube connects the sample bottle to the unit, the retentate pipe
connects the unit to the retentate reservoir, and the outlet pipe allows the perme-
ate to be collected or discarded.

8. When retentate output is low (see Note 9), the retentate and sample tubes may be
placed into the first sample reservoir. As the sample reservoir empties, it
becomes the retentate reservoir, and the sample tube is transferred to the next
sample reservoir.

9. The TFF pressure (input and output) depends on three interrelated features:
the concentration of particulates, pump speed, and the back pressure created by
the valve/clip on the retentate pipe, hence retentate flow rate. To maintain the
required pressure from waters with a high concentration of particulates (e.g.,
eutrophic water or algal bloom) will require higher retentate flow and slower
pump speed. In this case, the retentate output tube should be located in a separate
reservoir. For oligotrophic waters (low particulate concentration), low retentate
flow (virtually zero) and high pump speed will maintain the pressure, and both
sample and retentate tubes can be located in the same reservoir at least until the
first sample reservoir is empty.

10. The permeate is required to flush through the final retentate solution at the end of
the procedure.

11. The pressure gages should be continuously monitored and the working pressures
maintained. Any elevation or depression can be corrected by adjusting the pump
speed or retentate valve. However, it is also important to monitor tube distortion,
particularly on the sample input at the sanitary clip to the unit. Any distortion
should be alleviated by reducing the pump speed. TFF will still continue if the
pressure drops below 1 bar.

12. Filters should be cleaned in accordance with manufacturer’s instructions.
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13. Conditions used for sampling ammonia oxidizers from Esthwaite water (Cumbria,
UK; [8]) are as follows: sample depth, 8 m (oxycline); sample volume, 80 L;
retentate volume, 1 L; DNA extraction (7); PCR (8). The above protocol was suffi-
cient to demonstrate that Nitrosospira spp. were widespread in the environment (8).
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Dielectrophoresis

D. W. Pimbley, P. D. Patel, and C. J. Robertson

1. Introduction
1.1. Rapid Microbiologic Analyses

The increasing trend toward quality assurance programs and hazard analy-
sis, consumer demand for a wide variety of wholesome foods, and legislative
pressures (e.g., the U.K. Food Safety Act) have increased the need for more
rapid microbiological analyses. Although hazard analysis and critical control
point (HAACP) programs have reduced the emphasis on end product testing,
microbiological analyses have a particular role in environmental monitoring,
validation, verification, and to ensure compliance to legislative specifications
(e.g., EC (European Community) microbiological criteria (1). Although
extremely sensitive and not particularly capital intensive (except where auto-
mation is required), the classical, cultural-based microbiological techniques
are time consuming, labor-intensive, and give results that are only of retro-
spective value. For example, a typical pathogen test (e.g., Salmonella) can
include pre-enrichment, selective enrichment, selective plating, and confirma-
tion can take up to 7 d to complete.

Significant progress has been made in “rapid” techniques for micro-
biological enumeration and detection of pathogens that reduces the analysis
time quite significantly. For the estimation of total viable flora, there are tech-
niques such as the direct epifluorescent filter technique (DEFT) (2), adenosine
triphosphate (ATP) bioluminescence (3), impedance (4) and, more recently,
fluorocytometry (5) and biosensors (6). For the detection of food-poisoning
microorganisms, techniques based on enzyme-linked immunosorbent assay
(ELISA), DNA probes and polymerase chain reaction (PCR), latex agglutina-
tion, electrical techniques (e.g., Bactometer, Malthus, and RABIT), and meta-
bolic “marker”-based techniques are available (7). These alternatives to the
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classical cultural methods for the detection of microorganisms in foods are
more rapid, but are generally lacking in sensitivity, and most techniques for
pathogens still require a period of cultural enrichment of up to 48 h. They are
also prone to interference from the components of the sample and sample tur-
bidity or, in the case of pathogen analysis, prone to crossreactions from nontar-
get microorganisms, particularly closely phylogenetically related species.
Problems such as quenching in ATP bioluminescence and nonspecific staining
in the DEFT can result in over- or underestimation of microbial numbers; non-
specific reactions in ELISAs and inhibition of PCR may result in false-positive
or -negative results. The speed, reliability, and robustness of these modern tech-
niques can be dramatically increased if simple and efficient methods are devel-
oped that allow rapid isolation of the target microorganism from complex food
matrices. There is a need, therefore, for real-time techniques that can reduce or
eliminate the cultural stages.

A range of separation techniques has been reported that exploits to varying
degrees, the cell surface characteristics (e.g., charge, antigenicity, and hydro-
phobicity) of microorganisms, including techniques based on immunomagnetic
particles (8), ion exchange resins (9), differential centrifugation (10), aqueous
biphasic systems (11), and dielectrophoresis (12).

Numerous potential applications of dielectrophoresis have been described,
including the separation and manipulation of nonbiological and biological
particles. Biological applications include the separation of viable and non-
viable yeast cells (13), cancer cells (14), and erythrocytes (15). This chap-
ter focuses on the application of dielectrophoresis to the isolation and
concentration of microorganisms from food, beverage, and environmental
samples.

1.2. Principles of Dielectrophoresis

Dielectrophoresis has been defined as the motion of a neutral or charged
particle (e.g., microbial cell) that has undergone polarization as a result of being
placed in a nonuniform electrical field (15). The nonuniformity of the electric
field results in a nonuniform force distribution on the now polarized particle
(known as a dipole), causing the particle to move toward the region of highest
field intensity (Fig. 1).

The theory has been well developed by Pohl (12), who has shown that the
dielectrophoretic force Fd can be given as:

Fd = (particle volume) · (polarizability) · (local field) · (field gradient) (1)

or

Fd = αV · ∆ε · |Elocal| ·  |Elocal (2)
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For a spherical electrode geometry:

Fd =  ε · V)/r5 (3)

and for a cylindrical geometry:

Fd = ∞( ε · V)/r3 (4)

Fig. 1. Principles of dielectrophoresis (adapted from Pohl, 1978). The application
of a nonuniform electric field to a suspension of microbial cells induces polarization
of the cells, which then move toward the region of highest field strength. This move-
ment is determined by the dielectric properties (conductivity and permittivity) of the
cells and the suspending medium, and not simply their charge.
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where  ε is the difference in permittivity between the particle and medium, V is
the volume of the particle, and r is the distance of the particle from the high-
field (sharp) electrode.

It can be inferred from these equations that the dielectrophoretic force:
increases with particle size, is stronger with cylindrical rather than spherical
particles, and decreases rapidly with distance.

Unlike electrophoresis, in which movement is largely determined by the
overall charge on the particle, dielectrophoretic movement is a function of the
dielectric properties (conductivity and permittivity) of the particle and the sus-
pending medium. The dielectric properties of a material are characterized by
the specific electrical conductivity (or electrical resistivity) and the permittiv-
ity. The conductivity is determined by the density and efficacy of charge trans-
port mechanisms within the material and can be determined by measuring the
current that flows through a sample of the material at a given voltage. The
permittivity of a material gives a measure of the ability of the positive and
negative charges within a material to separate (i.e., polarize) under the effect
of an applied electric field. The permittivity may be found by measuring the
electrical capacitance of an electrical chamber that is filled with a sample of
the material. The dielectric properties of fluids are strongly temperature
dependent, so conductivity and permittivity of test materials must be measured
as a function of temperature.

If the permittivity of the particle is greater than that of the surrounding fluid,
then the body will move toward the regions of highest electric field intensity
(known as positive dielectrophoresis). Conversely, if the permittivity of the
particle is less than that of the surrounding fluid, then the particle will be forced
toward the regions of lowest electric field intensity (known as negative
dielectrophoresis). Thus, both positive and negative dielectrophoresis can be
used to separate microbial cells from food suspensions and other matrices, by
manipulating the conductivity of the suspending medium and the frequency of
the applied electric field.

Although the movement of a particle in a nonuniform electric field is largely
determined by the frequency of the electric field and conductivity of the sus-
pending medium, the dielectric characteristics of the particle also influence its
dielectrophoretic behavior. For a particle to migrate to the region of high-field
intensity, it must exhibit a higher specific polarizability than the suspending
medium. In microbial cells, various cell surface components (e.g., proteins,
polysaccharides, and teichoic acids) and intracellular components (e.g., pro-
teins, sugar, RNA, and DNA) contribute to the overall polarization. Since the
contribution of these components will vary with cell physiology, age, and spe-
cies, specific cell types give a characteristic collection spectrum over a range
of frequencies (15).
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1.3. Design of Dielectrophoresis Chambers

2.1.1. Two-Dimensional (2D)
and Three-Dimensional (3D) Dielectrophoretic Chambers

The simplest form of dielectrophoretic chamber consists of a pair of elec-
trodes suspended in the test suspension. Early chambers were constructed with
wire or pin electrodes (15), but advances in microfabrication and photolithog-
raphy have made possible the construction of multielement, paired electrode
arrays, usually gold deposited onto a glass or ceramic substrate. The electrodes
are connected to a high-frequency power supply to generate the nonuniform
electric field. Plate 1 shows the dielectrophoretic collection of Micrococcus
luteus from a small volume (100 µL) of an aqueous suspension using an inter-
digitated electrode array. The microbial cells typically collect at the electrodes
in long chains known as “pearl chains” (Plate 2).

To isolate microorganisms from larger volumes of food homogenates and
to maximize the dielectrophoretic collection it is necessary to construct more
complex flow-through chambers. The flow-through dielectrophoresis system
used in our laboratory is shown in Fig. 2. It comprises a 3D dielectro-
phoretic chamber connected to a peristaltic pump (which circulates test
sample through the chamber) and a high-frequency power source. In a
flow-through dielectrophoretic chamber, there are three factors that affect
the dielectrophoretic collection of microbial cells: the dielectrophoretic
force pulling the cells toward the high-field region of the chamber, the
fluid flow rate acting at right angles to the dielectrophoretic force, and
the ionic composition of the medium. Thus, the dielectrophoretic field
must be sufficiently strong to attract and hold microbial cells within the
chamber. In theory, the dielectrophoretic field decreases as the inverse
fifth power of the distance from the electrode; more effective separa-
tion of microorganisms is achieved only with closely spaced electrode
arrays. In our laboratory, we have used chambers containing electrodes
of a few microns in width and spacing to achieve the high-field
strengths. With a nonoptimized version of a flow-through dielectro-
phoretic chamber, up to 90% of Escherichia coli in low-conductivity
(<20 µS/cm) aqueous suspension can be collected in the chamber and
eluted into a small volume of buffer (Pimbley, D. W. and Patel, P. D.,
unpublished data). Other factors that need to be considered in the design
of dielectrophoretic chambers include the avoidance of heating, mini-
mization of dead flow and turbulence, and elimination of electrolytic
effects. Finite element analysis can be used to model the field and field
divergence within preprototype dielectrophoretic chambers and to identify
the optimum electrode configuration.
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Plate 1. Dielectrophoretic collection of Micrococcus luteus using an interdigitated
electrode array at 100 KHz, 9 V (×500 magnification).

Higher applied voltages allow a faster flow rate to be used and, hence,
enhance dielectrophoretic isolation of microorganisms from aqueous suspen-
sion. More efficient separation can also be achieved by reducing “dead space”
between electrodes. The “penalty” of higher voltages is that they can lead to
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Plate 2. Dielectrophoretic collection of Micrococcus luteus using an inter-
digitated electrode array at 100 KHz, 9 V showing ”pearl chain” formations
(×1000 magnification).

excessive heat production in the chamber. Other factors, such as the chamber
dimensions, construction materials, and the high conductivity of the test sus-
pension, can also influence heat production.
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Dielectrophoretic collection of microorganisms can be measured in various
ways. One of the simplest is to measure the length of the “pearl chains” of
bacteria using a microscope and micrometer (15). Another approach is to use a
spectrophotometer to measure optical density, either within the chamber or in
the outlet tube (16), but this requires high concentrations of microbial cells
(>108 cfu/mL). More sophisticated image analysis systems have been used to
measure much lower concentrations of cells (17).

1.3.2. Traveling-Wave Dielectrophoretic Electrode Arrays

In a conventional dielectrophoretic chamber, the sample suspension con-
taining microorganisms is passed over the electrode array, and the microorgan-
isms are collected and then eluted. In a traveling-wave dielectrophoretic device,
microorganisms are propelled through a stationary, supporting fluid by apply-
ing different phases of a high-frequency electrical signal in sequence to alter-
nate pairs of electrodes. The velocity of the particles depends on the dielectric
force exerted by the electrodes, which in turn depends on the field distribution
and the dielectric properties of the particles and the fluid. Dedicated interface
electronics and software have been developed to drive these electrode arrays.
Traveling-wave dielectrophoretic devices have been used to separate
microparticles (18), and it has been suggested that they could form the basis of
microconveyor belt systems (19). However, the potential of these devices for
food analysis has not yet been evaluated.

1.4. Factors Affecting Dielectrophoresis of Microorganisms

The efficiency of dielectrophoretic collection of microorganisms is influ-
enced by various factors, including signal frequency, voltage, sample flow rate,
sample conductivity (permittivity), temperature, and the dielectric characteris-
tics of the microbial cell. For example, differences in the cell wall structures of
Gram-negative (protein and lipopolysaccharide) and Gram-positive (teichoic
acid and peptidoglycan) have been exploited to separate these groups of bacte-
ria (20) and viable and nonviable cells of Saccharomyces cerevisiae have been
separated using combined dielectrophoresis and electrorotation (21).

The frequency over which microorganisms can be collected by dielectro-
phoresis ranges from approx 1 kHz to 20 MHz. Over this range microorgan-
isms exhibit typical frequency-dependent collection profiles (Fig. 3), which
can be used, to some extent, to resolve mixtures of pure cultures of different
cells types, species, or groups. In practice, for most bacteria the profiles gener-
ally overlap, so complete resolution of two populations is rarely achieved. The
maximum collection rate normally occurs at a frequency around 200 kHz, but
this can vary with the type of organism and cultural state. Dielectrophoretic
collection increases with increasing voltage, but at voltages above 20 V, heat-
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ing effects within the chamber can reduce the collection efficiency by causing
thermal currents, and the heating also reduces the viability of collected micro-
organisms, unless the chamber is maintained at low ambient temperature using
a cooling bath or Peltier device.

1.5. Techniques for Reducing the Permittivity
of Microbial Suspensions

As previously indicated, the dielectrophoretic force is strongly influenced
by the ionic strength (conductivity) of the medium. Highly polar substances
(indicated by a high permittivity), such as salts, are attracted to the regions of
high-field intensity and, if they are present at high concentrations, prevent the
bacteria from collecting at the electrode. Since microbiological analysis
involves the suspension and growth of target microorganism in high-conduc-
tivity broth media, some form of pretreatment (e.g., dilution in deionized water)
is required to reduce the dielectrophoretic interference from dissolved salts. In
tests with a typical nonselective broth culture medium and two selective me-
dia, it was found that a 1:1000 dilution of the broths was required (equivalent
to a conductivity of <100 µS and a relative permittivity of <100) before any
significant dielectrophoretic collection of the bacteria could be observed (Fig. 4).

For positive dielectrophoretic isolation and concentration of microorganisms
to occur, the relative permittivity of the sample suspension must be lower than
that of the microbial cells (100–1000). This can be achieved in various ways,
including dilution in deionized water, desalting, deionization, and, possibly,

Fig. 3. Frequency-dependent dielectrophoretic collection profiles for various bacteria.
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Fig. 4. Effect of dilution of buffered peptone water (BPW) in deionized water on (A)
dielectric properties, and (B) dielectrophoretic collection of various bacteria at 100 kHz, 10 V.
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the use of frequencies above 1 MHz. However, since dilution also reduces the
level of the target microorganisms and would therefore reduce the sensitivity of a
dielectrophoresis-based detection system, an alternative approach is preferred.

We have investigated a range of desalting techniques, including dialysis
cassettes (Slide-A-Lyzer, Pierce & Warriner), dialysis chambers (Spin
Biodialyser, Sialomed Inc.) and minicolumns of desalting gels (PD10,
Pharmacia). Dialysis cassettes and chambers are simple to use but rela-
tively slow, desalting 5–15 mL volumes of food homogenates in 3–5 h with
good recovery of the total microbial flora (>95%). Columns of desalting
gels are much faster (5–10 min), but the proportion of total microbial flora
eluted in fractions with low conductivity is relatively low (<20%). To ad-
dress these problems, a novel, rapid desalting technique based on dialysis
chambers was developed, capable of reducing the conductivity of up to 5-mL
volumes of a food suspension starting from >2000 µS/cm to <200 µS/cm in
15 min, without significant loss of microorganisms (Pimbley, D. W. and
Patel, P. D., unpublished data). This process also clarifies the food suspen-
sion. The resulting microbial suspension has been shown to exhibit high
recoveries when subjected to dielectrophoretic processes, as illustrated in
the following section.

1.6. Application of Dielectrophoresis

Microorganisms can be broadly categorized as useful (e.g., starter culture
bacteria), pathogenic (e.g., Salmonella, Listeria), spoilage, and indicator (e.g.,
coliforms). Dielectrophoresis has potential applications for the separation of
all four groups from environmental and food matrices. The advantages of
dielectrophoresis over other separation techniques are that it is rapid (<15 min),
and that it can be used to separate microorganisms from relative complex
matrices to give a clear suspension suitable for analysis by a modern detection
system. As a generic system, dielectrophoresis can be used to separate the total
microbial flora (including pathogens and spoilage microorganisms) from the
sample prior to analysis using one of the modern detection systems (e.g., ATP
bioluminescence). Alternatively, there appears to be potential for the specific
dielectrophoretic separation of target microorganisms such as pathogens, using
antibody-coupled molecules to modify the dielectrophoretic behavior of the
microorganism (Pimbley, D. W. and Patel, P. D., unpublished data).

Differences in the cell surface characteristics of subpopulations of micro-
organisms caused by injury (e.g., by heating, freezing, or chemical damage)
can be exploited in the separation of microorganisms using dielectro-
phoresis. There is also evidence that microorganisms can be characterized
according to their dielectrophoretic collection profiles at different frequencies
and conductivities (22).
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2. Materials
2.1. Separation of Total Microbial Flora from Foods

1. Dielectrophoretic electrode chamber (see Note 1).
2. Function generator with a frequency range of 0-20 MHz and a voltage range

of 1–20 V (e.g., Thander TG2001, Thander Electronics Ltd., Huntingdon,
UK) (see Note 2).

3. Image analysis system, comprising a light microscope (e.g., Olympus BH-2
Olympus GmbH, Germany), a video camera (e.g., Hitachi KP-C500, Hitachi-
Denshi, Tokyo, Japan), video text overlay (e.g., Linkham VTO 232, Linkam,
Tadworth, UK), and a visual display unit (e.g., Hitachi VM-920K).

4. Conductivity meter (e.g., Horiba C172, Horiba instruments, Kyoto, Japan).
5. Peristaltic pump capable of handling up to 1 mL · min–1 (e.g., Gilson Minipuls,

Gilson Inc., Middleton, USA).
6. Magnetic stirrer.
7. Sample homogenizer (e.g., Stomacher 400, Seward Ltd., London, UK).
8. Sterile diluent (e.g., Maximum recovery diluent, Oxoid Ltd., Basingstoke, UK).
9. System for estimating numbers of microorganisms (see Note 3).

10. Coarse, glass-fiber prefilter (e.g., Glassfibe prefilter, Whatman International Ltd.,
Maidstone, UK).

11. Dialysis cassettes (Slide-A-Lyzer 10K, Pierce and Warriner Ltd., Chester, UK)
or dialysis chamber (Spin Biodialyzer, Sialomed Inc., Columbia, SC) with 0.6-µm
polycarbonate membranes.

2.2. Dielectrophoresis in Environmental Monitoring

The protozoan parasite Cryptosporidium parvum is recognized as a significant
water-borne human pathogen, that has a low infective dose and is resistant to com-
monly used disinfection methods such as chlorination. Current detection methods
are time-consuming and unreliable because the organism is often present at low lev-
els of contamination, necessitating the filtration of large volumes of water. A rapid,
automated dielectrophoresis system for the differentiation of ozone-treated, auto-
claved, and untreated oocysts of C. parvum from water has been described (23).

1. Dielectrophoretic chamber (see Note 1).
2. Microcomputer to set pulse voltage and frequency applied to the electrodes and

to control the pump and timings (e.g., Epson PC AX2, Seiko-Epson Corp., Suwa-
si, Japan).

3. Pulse/function generator (e.g., Hewlett Packard 8116A, Hewlett Packard,
Englewood, CO).

4. Peristaltic pump (e.g., Gilson Minipuls 3).
5. Microscope with facility for transmitted and reflected light (e.g., Nikon

Labphot-2, Nikon Corp., Tokyo, Japan).
6. Solid-state color camera (e.g., Hitachi KP-C500).
7. S-VHS video cassette recorder (e.g., NEC DS 6000K, Yokyo, Japan).



48 Pimbley et al.

8. 0.5-mM sodium dodecyl sulphate (SDS) (Sigma-Aldrich Co. Ltd., Poole, UK).
9. Stock suspension containing approx 108 C. parvum oocysts mL–1.

3. Methods
3.1. Separation of Total Microbial Flora from Foods

A generic protocol has been developed for the separation of total microbial
flora from food as outlined in Fig. 5 and detailed next.

1. Homogenize sample 1:4 in sterile diluent using a stomacher or similar homogenizer.
2. Using a sterile syringe, pass 10 mL of homogenate through a sterile, coarse

(50-µm) glass-fiber filter (e.g., Whatman GF) to remove particulate matter.
3. Transfer aliquot of the filtered sample to a desalting device (e.g., 5-mL

Biodialyser dialysis chamber or 5-mL dialysis cassette).
4. Dialyze against 1 L of deionized water with stirring (both devices have mag-

nets for use with magnetic stirrers) at 20°C until conductivity falls below
100 µS/cm (2 to 3 h).

5. Transfer a 5-mL aliquot of desalted homogenate to the dielectrophoresis sys-
tem reservoir and recirculate through the chamber for 15 min at a flow rate of
0.5 mL/min with a signal of 200 kHz, 20 V applied to the electrodes from a
function generator (see Note 2).

6. Elute the collected bacteria by turning off the electrical signal and flushing the
chamber with 0.5 mL of sterile diluent.

7. Analyze the resulting clarified suspension of microorganisms (see Note 3).

Using a microfabricated 3D flow-through dielectrophoretic chamber and the
previous protocol, we have demonstrated the rapid separation of total micro-
bial flora from suspensions of various foods. A patented, rapid desalting tech-
nique (24) was used to rapidly reduce the conductivity of the samples from
>2000 µS/cm to between 41 and 59 µS/cm within 15 min. Table 1 shows that
between 88 and 94% of the total microbial flora of desalted homogenates of
chicken, minced beef, and skimmed milk powder (SMP) was collected in the
chamber. The desalting and dielectrophoresis also removed particulate matter,
leaving a clear suspension of microorganisms.

The dielectrophoretic separation of spoilage microorganisms Kluyveromyces
lactis and Pseudomonas aeruginosa from untreated, high-conductivity lager beer
(750 µS/cm) and mineral water (560 µS/cm) has also been demonstrated in static
2D dielectrophoretic chambers (Pimbley, D. W. and Patel, P. D., unpublished
data) using higher signal frequencies (2 MHz). Similarly, spores of Geotrichum
candidum, Mucor plumbeus, and Penicillium spp. have been separated from pas-
teurized whole milk, diluted 1 in 10 in distilled water, at a frequency of 20 MHz,
with no dielectrophoretic effect on the milk casein micelles.
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3.2. Preparation of Untreated C. parvum Oocysts

1. Suspend 1 mL of a stock suspension of oocysts in 20 mL of 0.5 mM SDS solution.
2. Centrifuge for 10 min at 12,000g.
3. Draw off supernatant and resuspend pellet in 4 mL of 0.5 mM SDS solution.

Fig. 5. Outline protocol for the dielectrophoretic separation of total viable micro-
bial flora from food homogenates at 200 kHz and 20 V.
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3.2.1. Preparation of Autoclaved C. parvum Oocysts

1. Autoclave a small volume of stock suspension of oocysts (108/mL) at 121°C for
10 min.

2. Proceed as for untreated oocysts (Subheading 3.2.).

3.2.2. Preparation of Ozone-Treated C. parvum Oocysts

1. Treat a 10-mL sample of stock oocyst suspension with 3.3 mg/L of ozone.
2. Centrifuge for 10 min at 10,000g.
3. Draw off supernatant and resuspend pellet in 4 mL of 0.02 mM SDS solution.

3.3. Dielectrophoretic Differentiation of Untreated
and Treated C. parvum Oocysts (see Note 4)

1. Transfer test suspension of oocysts to the dielectrophoresis system sample
reservoir.

2. Pump sample through dielectrophoretic chamber for 10 s at a flow rate of
1.5 mL/min.

3. Reduce flow rate to 0.05 mL/min and apply signal at frequency of 1 kHz.
4. Remove signal and continue pumping for 5 s.
5. Increase flow rate to 1.5 mL/min for 5 s.
6. Increment frequency.
7. Repeat steps 1–6 at signal frequency between 1 kHz and 50 MHz to generate

collection spectra (see Note 5).
8. On completion of experiments, replay video recording and using digital freeze-

frame facility to count oocysts collected on and between electrodes.

Table 1
Dielectrophoretic Separation of Total Microbial Flora
from Chicken, Minced Beef and Skimmed Milk Powder (SMP)
Homogenates After Rapid Desalting

Parameters Chicken Minced beef SMP

Starting conductivity >2,000 >2,000 >2,000
(µS/cm)

Final conductivity 41 54 59
(µS/cm)

Total viable count 1.3 × 104 1.6 × 106 4.8 × 107

(cfu/mL)a

Before dielectrophoresis
Total viable count 1.5 × 103 1.9 × 105 3.1 × 106

(cfu/mL)
After dielectrophoresis

% depletion 88 88 94
acfu = colony forming units.
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3.4. Future Prospects

In 1978 Pohl (15) predicted a bright future for biological dielectrophoresis.
Certainly great strides have been made in the technology; in particular, the
advent of microfabrication, microelectronics, and optical imaging systems have
led to significant improvements in the efficiency of dielectrophoretic cham-
bers and detection of the separated particles. Despite these advances, the full
potential of dielectrophoresis as a technique for separating microorganisms
from food and environmental samples has yet to be realized commercially for
a variety of reasons, mostly dealing with sample preparation. As indicated ear-
lier, the main parameters controlling the dielectrophoretic collection of micro-
organisms are frequency, conductivity and permittivity. Most microbiological
techniques involve suspension of the test sample in a high-conductivity solu-
tion (e.g., diluent or microbial culture medium), which can significantly reduce
positive dielectrophoretic collection at frequencies below the 1–10 MHz range.
In addition, the highly particulate nature of some samples can interfere with
collection by blocking the dielectrophoretic chamber. A novel and simple
desalting procedure has been developed to overcome these problems (24).
Another possible solution to the problem of high conductivity is the use of
negative dielectrophoresis, a phenomenon that has been observed in high-con-
ductivity samples, but has not yet been fully exploited.

Despite the apparent lack of commercial interest in the application of
dielectrophoresis in environmental microbiology, rapid progress is being made
in biomedical and biotechnological applications, such as the dielectrophoretic
manipulation of submicron particles (e.g., viruses). It is likely that advances in
dielectrophoretic chamber design, coupled with improved techniques for modi-
fying the dielectrophoretic response of microorganisms, will lead to the devel-
opment of efficient dielectrophoresis-based systems for the real-time separation
and detection of microorganisms from food and environmental samples.

4. Notes
1. Dielectrophoresis chambers are not available commercially. The chambers used

at Leatherhead Food RA were designed and fabricated by ERA Technology Ltd.
The University of York (Dr. W. Betts) and University of Wales, Bangor (Dr. R.
Pethig) also have expertise in the construction of dielectrophoretic systems.

2. The output of the Thandar TG2001 function generator is adequate for small vol-
ume (<0.5 mL) dielectrophoretic chambers. Larger dielectrophoretic chambers
with more extensive electrode arrays may require a function generator with a
higher power output.

3. The majority of bacterial cells are released from the electrodes as soon as the
electrical signal is removed. However, the addition of 0.1% w/v Tween-80 to the
diluent may improve the recovery of microorganisms.
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4. For examples on how microorganisms can be estimated using plate counting, ATP
bioluminescence, and electrical impedance, see refs. 3, 4, and 25, respectively.

5. Steps 2–6 are controlled automatically using the microcomputer.
6. The dielectrophoretic response of C. parvum oocysts treated with ozone

has been shown to be dose dependent, and consistent with a decrease in
internal conductivity predicted by a mathematical model for two-shell
spherical particles (26).
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Flow Cytometry and Cell Sorting

Rapid Analysis and Separation of Individual Bacterial Cells
from Natural Environments

Jonathan Porter

1. Introduction
Effective monitoring of bacteria in the environment is a technical and meth-

odological challenge. Detection and analysis of whole cells or marker mol-
ecules from entities as small as individual bacteria is a difficult task. Often it is
necessary to increase the number of cells present in a sample using a culture
step, before attempting the analysis step. In ecological studies, such indirect
methods are easily criticized because they select for bacteria suited to the cul-
ture conditions at the expense of the majority of bacteria present (although
such methods are used routinely for bacteriological quality control). However,
many developments in methodologies have direct monitoring as their goal, i.e.,
analysis of bacteria from a given sample without a culture step. A further
problem of the study of naturally occurring bacteria is the numbers of cells
involved. Bacterial populations consist of immense numbers, and finding spe-
cific cells against a background that may consist of billions of nontarget cells
is time-consuming and difficult.

One technique that offers a solution to these problems is that of flow
cytometry (FCM) and cell sorting. FCM cannot solve all the methodological
problems of environmental bacteriology, and its application is limited in cer-
tain situations. However, the claims of the manufacturers and of the few
microbiological devotees are absolutely true. FCM can analyze thousands of
bacterial cells, one at a time, every second. It can generate data on millions of
individual cells, and even standard instruments are sensitive enough to have
little difficulty in detecting bacterial spores. The information gained from each
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cell is invaluable, especially when the huge and ever-expanding range of fluo-
rescent marker dyes is brought into play. Finally, the option of cell sorting
allows physical separation of specific cells of interest, onto solid culture
media, or into defined buffers, enriched and purified to allow successful appli-
cation of most culture or molecular biological techniques. FCM is not a stand-
alone method, but should be thought of as an analysis technique that leads to
biologically relevant data and sample processing.

1.1. Principles of FCM and Cell Sorting

FCM instrument specifications may vary tremendously but all follow the
same basic principle. A flow cytometer in its simplest form is an automated
microscope. The cell sorting option, available on some machines, takes the
process further by allowing physical separation of cells of interest. Traditional
microscopy involves examination of a static, slide-mounted specimen. If a fluid
stream were set to flow over the surface of the slide along a defined path, and
individual cells were fed into this fluid stream, sequential examination of many
different cells would be possible. Provided that each cell arrived singly and
separately, and remained in the field of view for a sufficient length of time, one
would be able to obtain all the desired information about it. The next step is to
measure light entering the cells, and light scattered by the cells, by appropriate
light detectors, and to feed their signals into a computer with appropriate soft-
ware. Additional use of fluorescent labels for the cells expands the range of
measurements. Because fluorescence emission is generally of a longer wave-
length than the excitation (source) light, both can be measured simultaneously.
This is the basic principle of flow cytometric analysis.

The entire setup is achieved through the use of several distinct systems
within the instrument. These systems are described briefly here, and more
detailed discussion can be found in Melamed et al. (1) and in Shapiro (2).

For reproducible results, every sample particle must be exposed to the same
amount of light; thus all cells must follow the same path as closely as possible.
Hydrodynamic focusing is utilized to achieve this. Pressurized water passing
through a conical nozzle flows in a laminar fashion (sheath fluid). The sample,
containing suspended cells, is introduced into the center of the sheath fluid
(Fig. 1). Sample fluid velocity increases rapidly as it contacts the sheath fluid.
This acceleration has the effect of increasing the distance between cells in the
sample. Because the flow is laminar and the velocity of the two fluid streams
become equal, the sample flow is constrained to the center of the fluid stream;
i.e., the sample is hydrodynamically focused.

The width of the exciting light path must be greater than the width of this
fluid stream to ensure uniform illumination. Sensitive cytometry requires
intense excitation light, and thus light sources (usually mercury arc lamp or
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laser) are focused into a small area. Dual-laser instruments increase the range
of parameters that can be analyzed. Elimination of background scattered
light by an appropriate optical design is also critical to obtain the best sig-
nal-to-noise ratio (SNR). Background noise is inherent, but as cells pass
through the sensing region, light that is scattered and/or emitted is collected by
an optical system.

A commonly implemented system is the jet-in-air delivery system (Fig. 1),
which refers to the fact that the sheath and sample fluid pass through the nozzle
as discussed previously, through the exciting light beam, and into a waste col-
lection system as a jet of water without contact with a surface. Instruments
using this type of configuration are produced by several manufacturers (see
Subheading 2.). In such a system, light is collected by objective lenses, posi-
tioned to gather as much light as possible from the area where the cells meet
the light beam, and as little light as possible from other places. For jet-in-air
systems, these lenses generally have a low numerical aperture (e.g., about 0.6),
which collects scattered light and fluorescence from a reasonably large area.
Collected light is then delivered to the photocathode of a detector. Use of a low
numerical aperture lens sacrifices some precision for the benefit of ensuring
that cells are always in focus. However, other machines may be configured
differently. The jet-in-air system requires high flow rates for laminar flow sta-
bility, and also is analyzed by a laser beam hitting a stream of water, which can
cause greater inherent background light scatter than alternative, nonsorting
options. Indeed, so much light is scattered by this arrangement that obscura-
tion, or blocking bars, are required to prevent background light detection.

A common alternative is the use of a dark-field microscopy setup, in which
the fluid stream is directed onto a microscope cover slip. Instruments of this
type often use a mercury arc-lamp light source, such as the Skatron Argus
(now marketed as the Bryte system by Bio-Rad), Partec, or Bruker (see Sub-
heading 2.). Hydrodynamic focusing is still used to keep the sample stream
maintained centrally, although the cells are confined to a more narrow core.
Light is collected through a high numerical aperture (e.g., 1.3) microscope oil-
immersion objective lens on the opposite side of the cover slip. Lower sheath
fluid velocities can be used to maintain a stable flow. This design allows a
minimum of reflecting surfaces (all of which are perpendicular to the light
path), a low sheath fluid flow rate, low background light scatter, and use of
efficient collecting lenses. However, light has to be collected from a smaller
area in order for the sample cells to remain in focus. A very high SNR is
obtained, and precise analysis of small particles (such as bacteria) is easily
achieved. A flow chamber of this type is not as amenable to sorting as the
jet-in-air system, although a flow-switching apparatus is available from
Partec (see Subheading 2.). Jet-in-air systems may also be modified to uti-
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Fig. 1. Diagrammatic representation of the principles of FCM and cell sorting. A
suspension of cells is fed slowly into the center of a rapid stream of sheath fluid pass-
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lize oil-immersion light collection. More details on such systems are given in
Steen (3).

Collected light is passed to a detector such as a photomultiplier tube (PMT)
or a photodiode. Such detectors convert the light signal into an electrical pulse.
A PMT is useful for low light level applications because, as the name suggests,
the tube is able to multiply the received signal to produce a valuable electrical
signal. Essentially cells are detected as pulses of current that greatly exceed
background noise. These pulses are short-lived; thus, digital/analog converters
and small capacitors are used to provide a “memory” for the computer. Linear
and/or logarithmic amplification circuitry is also used to aid signal recognition
from the detectors. Incoming data are used by the computer software to plot
various histograms of light intensity against number (Fig. 2). Such plots can
also be used to construct multiparameter histograms (Fig. 2), allowing sophis-
ticated data analysis. Recent developments have trained neural networks to
recognize subpopulations of cells of interest, further automating the data analy-
sis process. Automatic sample loading, machine cleaning, and data storage
allow “hands-off” use of the instrument.

 Cell sorting can complete the process by physically separating subpopula-
tions within the sample on the basis of measured cellular parameters. Vibration
of the nozzle through which the sample passes, using a piezoelectric crystal
device at a precise frequency, causes droplet formation of the fluid stream.
Droplets break away from the stream at a defined distance from the light/fluid
intersect (Fig. 1). Measurement of flow rate, droplet size, and droplet break-off
point allows the machine to track any particle once it has passed through the
light beam. When a particle passes through the light beam, scattered light and
fluorescence are measured, and the system will decide whether to sort that
particle based on operator-directed criteria derived from light scatter or fluo-
rescence characteristics. Maximum and minimum values of these form the basis
of a sort window. The machine will then decide whether that particle (i.e.,
target cell, nontarget cell, or dirt particle) is of interest (i.e., to be sorted). The
only contact left with the particles at this point is through the sheath fluid,
which can be positively or negatively electrically charged (Fig. 1). As a par-
ticle of interest passes beyond the laser beam, and toward the droplet break-off
point, a charge is applied the instant after the preceding droplet has formed and

ing through a conical nozzle, to achieve hydrodynamic focusing. The stream of cells
passes through a beam of light, and scattered light and emitted fluorescence are
detected. Vibration of the nozzle causes droplets to form, ideally containing one cell
per droplet. Rapid charging of the sheath fluid enables the droplets to be charged at the
point of break-off, if required. Charged droplets (containing cells) are then deflected
by charged plates into collection tubes.
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broken off. The charge is applied until the particle-containing droplet has bro-
ken away. Thus, the droplet remains charged and falls through the space
between two charged deflection plates (Fig. 1). Then, the droplet is deflected
into a sterile collection tube (Fig. 1). Thus a flow cytometer/cell sorter has the

Fig. 2. Examples of data output from a flow cytometer. Bacterial cells were labeled
immunofluorescently in sewage effluent. In all the examples, two populations can be
seen. The population with least fluorescence represents background material and non-
specific labeling with the antisera. The second, more fluorescent population repre-
sents target cells. Discrimination of background and target cells was more than
sufficient to allow highly successful cell sorting of the target cells. (A) frequency
histogram of relative fluorescence (logarithmic scale) against number of cells; (B)
dot-plot of immunofluorescence against forward light scatter, in which each dot repre-
sents one event; (C) three-dimensional histogram of fluorescence intensity (x-axis),
light scatter (y-axis), and cell number (z-axis); (D) contour plot of fluorescence inten-
sity against light scatter, in which concentric contours represent cell density.
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ability to label particles after analysis in one of three ways (positively, negatively,
or neutrally charged) and has the potential to produce a highly enriched sample of
targeted cells. Recent developments involve “half-charging” droplets. Reducing
the total charge on droplets reduces the distance that droplets are deflected, thus
allowing four sort labels. Other collection devices include microtiter tray wells or
microscope slides. Efficiency will depend on the sort mode used, effective machine
setup, and the ability to produce a sample in which cells are separate, discrete, and
labeled. Sorting lowers analysis rates slightly from normal operation, but it is still
possible to handle approx 2000 events/s using standard commercial machines,
whereas upgrades may allow sorting of 20,000 events/s.

As previously outlined, the principle of FCM is the gathering of suspended
particles singly and separately into a sensing region, where they are passed
through a light beam of uniform wavelength and intensity. Each particle
receives a uniform illumination for a short period of time (typically <10 µs)
and emits a burst of scattered light and fluorescence over all angles. Light
detectors (PMTs) produce an electrical signal that is proportional to the optical
signal, to be stored and analyzed. From this signal, a measure of light scatter or
fluorescence intensity can be calculated, and histograms or dot-plots of each
parameter can be produced. FCM can thus measure several parameters
simultaneously for several thousand cells each second.

2. Materials
2.1. Major FCM Manufacturers and Suppliers

The following list contains most major cytometer manufacturers and some
major reagent suppliers. A more comprehensive list, enabling users to get indi-
vidual cytometer components is given in Shapiro (2). Many of the instrument
manufacturers also sell cytometry reagents. Sources of antibodies are not
included, because there are few sources for antibodies against most bacteria,
and many researchers raise their own.

1. Aber Instruments, Science Park, Aberystwyth, UK, SY23 3AH. Tel. +44 (0) 1970
615284; fax. +44 (0) 1970 615455. (Microcyte diode laser cytometer, compact
and truly portable instrument, designed for the detection of bacterial sized-par-
ticles and allowing accurate counts.)

2. Becton Dickinson Immunocytometry Systems, 2350 Qume Drive, San Jose,
CA 95131-1807, USA. Tel. (800) 223 8226; fax. (800) 223 8226. (Major
cytometer manufacturer, with a wide range of sorting and nonsorting ma-
chines and reagents.)

3. Bio-Rad SPD S.r.l., Flow Cytometry Unit, Via Modigliani, 5/7 20090 Segrate,
Milano, Italy. Tel. 39 2 21609 460; fax. 39 2 21609 499. (Bryte HS mercury-arc
lamp cytometer [originally marketed as the Skatron Argus], volumetric sample
injection and high precision when analyzing bacteria.)
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4. Bruker Spectrospin S.A., 34 Rue de l’Industrie, F-67160 Wissembourg, France.
Tel. (88) 73 68 00; fax (88) 73 68 79. (Mercury-arc lamp cytometer, high preci-
sion for small particles.)

5. Chemunex SA, 41, Rue du 11 Nov. 1918, 94700 Maisons-Alfort, France. Tel. (1)
43 969 200; fax. (1) 43 960 115. (ChemFlow II argon laser cytometer and associ-
ated reagents, marketed as a robust, easy-to-use instrument designed for indus-
trial microbiology.)

6. Coulter Corporation, P.O. Box 169015, Miami, FL 33116-9015, USA. Tel. 1
305/380 3800; fax. 1 305/380 8313 (Major instrument manufacturer, wide range
of instruments and reagents.)

7. Cytomation, 400 E. Horsetooth Road, Fort Collins, CO 80525, USA. Tel. (970)
226 2200; fax. 970 226 0107. (Specialists in high-speed analysis and sorting
options, providing upgrades to existing instruments, and manufacturer of high-
speed sorters.)

8. Molecular Probes, Inc., P.O. Box 22010, Eugene, OR 97402-0469, USA. Tel.
(541) 465 8300; fax. (541) 344 6504. (Main supplier of fluorescent probes, dyes
and calibration beads for all applications, technical assistance available).

9. Partec GmbH, Otto-Hahn-Strasse 32, D-48161 Munster, Germany. Tel. (49) 2534
80080; fax. (49) 2534 80090. (Laser and mercury arc lamp based instruments,
commercially produced piezoelectric fluidic switching system for contained,
aerosol-free cell sorting.).

10. Polysciences Inc., 400 Valley Road, Warrington, PA 18976-9990, USA. Tel.
(215) 343 6484; fax. (215) 343 0214. (General reagents and calibration beads.)

11. Sigma Aldrich, Sigma Chemical Company, P.O. Box 14508, St. Louis, MO
63178-9916, USA. Tel. (314) 771 5750; fax. (314) 771 5757. (General reagents.)

3. Methods
3.1. Applying FCM and Cell Sorting to Bacterial Populations

FCM is a powerful and versatile technique and, as such, can be used to an-
swer many biological questions. However, as indicated in Subheading 1.1.,
sample preparation and instrument setup determine the success of any analy-
sis. Thus, the first step in the procedure is to establish a cell extraction method
that leaves representative cells in a suspension free from particles large enough
to block the nozzle of the instrument. Laboratory cultures are generally suit-
able without a cleanup step, although some workers have filtered culture
media before use. All buffers and laboratory reagents must be filtered at least
once before use, and it must be borne in mind that a sterile solution does not
equate to a particle-free solution. It is often preferable to rinse glassware, and
so forth, with particle free solutions prior to use. Sample preparation may range
from none at all (e.g., analysis of lake water bacteria) to extensive blending/
centrifugation/enrichment steps (e.g., processing soil samples). A large amount
of sample preparation may introduce bias into the composition of the final cell
suspension. Generally, aquatic samples require only a settling step, dilution, or
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crude filtering through nylon mesh before analysis, resulting in minimal
change. FCM analysis of bacteria from more challenging environments has
been performed, but the degree of success has depended on the ease and effec-
tiveness of cell extraction.

Having obtained a cell suspension that will not block or clog the FCM fluid
tubing, it will be necessary to label cells to distinguish them from noncellular
particles. Invariably this will require a fluorescent label, although some mor-
phologically distinct cells (e.g., Achromatium oxaliferum; Pickup, R. W. and
Head, I. M., personal communication) can be differentiated from background
using inherent light scatter characteristics. However, these exceptions are rare
and a fluorescence discriminator label is required for the majority of bacte-
ria. Some bacterial populations can be distinguished on the basis of
autofluorescence of specific pigments, but many other procedures require an
added label. Choice of fluorescent label is dependent on the experimental aims.
Samples may be probed for a total bacterial cell count, a viable or active cell
count, a specific cell count, or an indication of cell macromolecular content
(e.g., DNA, RNA, or total protein). Some of the dyes typically used are listed
in Tables 1 and 2.

Sample labeling protocols are obviously dictated by the fluorescent dye
being used. In some cases, dye binding is strongly influenced by salt concen-
tration, which has caused problems in the study of marine bacteria. Protocols
often require washing and resuspension steps to remove unbound dye. If enu-
meration of cells is important in the experimental aims, it may often be better
to amend samples with concentrated buffer, and/or choose dyes and protocols
that do not require washing steps, to avoid cell damage and loss.

An immense (and ever-increasing) range of fluorescent probes now exists
for biological research. Many of these probes have been developed for mam-
malian cell biology, but bacterial applications are rapidly increasing. A sum-
mary of the major dyes can be found in Table 1 (general fluorescent labels)
and Table 2 (fluorescent viability probes), together with examples of their use
in flow cytometric studies of bacteria; details of the method used in each case
can be found in the table references. The majority of these applications have
used dyes for enumeration and viability assessment. Specific detection is
achieved through the use of standard immunofluorescence labels such as fluo-
rescein or phycoerythrin (Table 1) or through fluorescent in situ hybridization
(FISH) using ribosomal RNA-directed oligonucleotides. These oligonucle-
otides are often labeled with standard dyes, although modern, brighter alterna-
tives have been investigated (4).

Instrument setup is of great importance. The machine needs to be cleaned
regularly and sterilized to prevent dirt and/or biofilm accumulation, and regu-
lar maintenance is important. Calibration is usually achieved through the use
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of monodisperse fluorescent beads, which are available in a variety of sizes.
For bacterial studies, 0.5 to 2.0-µm beads are probably the most relevant sizes
to use for instrument alignment. Subsequent data handling and analysis will
depend on the instrument specifications. However, most machines now save
files in a flow cytometry standard format. Several software packages (includ-
ing freeware examples) exist that help in FCM data analysis.

3.2. Environmental Monitoring of Bacteria Using FCM
and Cell Sorting

FCM and cell sorting have found many applications in microbiology. Tables
1 and 2 give an idea of how the technology has been used to monitor bacteria.
Several reviews also exist as an introduction to the area of FCM in environ-
mental bacteriology (5–8). The use of FCM is increasing and has already helped
considerably in certain situations, e.g., discovery of the significant marine
genus Prochlorococcus (9). Observations using photosynthetic pigments and
DNA analysis have shown the limitations of traditional methods for analyzing
photosynthetic marine bacterial plankton biomass (10).

3.2.1. Specific Detection of Bacteria Using FCM

Immunological methods are well established in bacteriology and have much
to offer in conjunction with FCM as specific labels for detection, enumeration,
and purification procedures. Problems with production, specificity, epitope
expression in stressed cells, and labeling of background material are well
known; however, extremely sensitive and specific detection is possible,
including the labeling of intracellular molecules. Significant improvements in
detection, and SNRs have been made by combining labeling with monoclonal
antibodies and propidium iodide for the detection of Legionella in cooling
waters (11) and the detection of Flavobacterium in soil (12). Despite these
improvements, FCM has proved to be of only limited value when working in
soil (12,13), although other highly particulate environments such as feces and
activated sludge have been successfully analyzed (14–16). However, the most
successful immunofluorescent FCM applications to environmental bacteriol-
ogy have used sewage or water samples (11,17–19). Porter et al. (18) used
polyclonal antibodies to detect Escherichia coli in lake water and sewage. Posi-
tive events were sorted and plated onto selective media for confirmation. Single
fluorochrome, indirect labeling protocols of this type, however, are susceptible
to nonspecific binding of antibodies (19).

FISH methods label ribosomal RNA (rRNA) sequences inside intact cells.
Many of these studies are performed and analyzed on microscope slides. The
review of Amann et al. (4) gives a comprehensive background to FISH and
discusses sample preparation, probe design, and hybridization conditions. FCM
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analyses of mixed populations of cultured cells have been performed (20).
Wallner et al. (21) optimized methods for bacterial analysis by FISH and FCM
and subsequently used these to probe the microflora of activated sludge
directly (16). Data such as these, and those from microscopic observations,
have demonstrated that the fluorescence signal obtained is proportional to the
ribosome content of the cell, and, hence, in nutrient-poor environments, low
ribosome content may render cells difficult to detect.

 One method for overcoming the detection limits of FISH may be to amplify
target nucleic acid sequences inside whole cells. This approach has been
developed in histopathology, in which increased sensitivity is needed to detect
viral infections. The approach may be used as a method for labeling cells con-
taining particular genes. It has been possible to perform the procedure on cul-
tured bacterial cells, to detect a plasmid encoded gene (22) or the 16S rRNA
gene (23). The latter study also demonstrated reverse transcription and ampli-
fication from mRNA inside whole cells.

3.2.2. Viability Assessment of Bacteria Using FCM

Fluorescent probes exist for a range of metabolic functions, that aim to
reflect cell viability without the need for culture. Bacteriologists have not yet
developed an assay that unambiguously demonstrates viability (6,24). Whether
fluorescent viability probes used either separately or in combinations actually
reflect viability is open to question. However, the use of FCM has contributed
to the increasing confidence in the data. Because many of the fluorescent vi-
ability probes share common excitation/emission wavelengths, they are diffi-
cult to use for simultaneous sample labeling. The speed of FCM has enabled
researchers to process multiple subsamples of cells within an acceptable time
period (25–27). In these studies, cell viability was assessed by the ability to be
cultured on solid agar media, response to nutrient addition (nalidixic acid assay
or direct viable count), maintenance of a membrane potential (using rhodamine
123 and oxonol dyes) and maintenance of membrane integrity, and intracellular
membrane activity (using fluorogenic ester dyes). Total counts were also made,
using microscopy and immunofluorescence. The studies show that greater
variation is obtained from FCM counting than from microscopy. This variation
arises from operator error, and nonuniform, day-to-day instrument operation,
and emphasizes the need for quality control. However, the flow cytometric/
fluorescent probe viability estimates were more similar to the direct viable
(nalidixic acid) count procedure than to the culturable count. Use of these fluo-
rescent viability probes is applicable to studying active cells, or cells whose
stress response includes maintenance of metabolic activity.

Membrane permeability to nucleic acid stains has also been used as a viabil-
ity indicator. The assay works on the basis that live cells maintain membrane



68 Porter

integrity and function and exclude the dye, which dead or damaged cells are
unable to do. Thus, the dye enters the cell and labels nucleic acid. Work using
the Gram-positive bacterium Micrococcus luteus has shown that the stress
response appears to be one of metabolic shutdown, i.e., dormancy. Dormant
Micrococcus cells did not form colonies on solid media, accumulated a nucleic
acid dye, and failed to accumulate the membrane potential probe rhodamine
123 (28,29). However, appropriate treatment (e.g., with intercell signalling
molecules) showed that dormant cells could be resuscitated (28,29). When break-
ing dormancy, these cells initially showed a decreased permeability to the nucleic
acid dye, followed by accumulation of rhodamine 123 and ultimately became
culturable. Only the use of FCM enabled such intricate measurements of this
complex phenomenon. Other investigators have successfully used membrane
permeability to a nucleic acid label as an indicator of viability (30–35). Fluores-
cent viability probe measurements may suffer from further complexity if efflux
pumps lead to a false recording of viability. If these, or other, direct methods
gain acceptance, they will be both more rapid and more accurate than culture
techniques for monitoring viability of bacteria from a variety of sources (36).

4. Discussion and Future Prospects
FCM has already proven useful for (environmental) microbiology, and new

advances in instrument design and data processing are constantly improving the
technique. Although of limited application in particulate environments, FCM is
ideally suited for analysis of aquatic bacteria. The instrumentation can be partly
automated for routine use, and data analysis is more sophisticated than ever.
Neural networks can be trained to recognize subpopulations of microorganisms
from raw data and are being developed for examination of naturally fluorescent
marine and freshwater planktonic species (37). Gauci et al. (38) demonstrated
the use of spectral fingerprinting, to determine the spectral properties of particles
at hundreds of wavelengths simultaneously. Particles are assigned to previously
characterized optical fingerprints. Pulsed laser sources may also have several
applications in bacteriology, allowing time-resolved fluorescence analysis to dis-
criminate particles according to differences in their fluorescent lifetimes. Other
developments include the production of cytometers specifically designed to
detect microorganisms, including a battery-operated, portable FCM, with a diode
laser and fixed optical alignment (eliminating machine setup and focusing)
allowing field use (6). Advances such as these should help to establish FCM as a
necessary, routine instrument in environmental microbiological studies.
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1. Introduction
Physical separation of either intact target cells or specific molecules from

many environments can result in a suspension free of contaminating particles,
nontarget cells and biological inhibitors and highly enriched in the target cells
or molecules of interest. The processed sample will be ready for the next part
of the overall experimental protocol; e.g., a culture step, or a molecular bio-
logical procedure, and greater confidence in a successful outcome will be
achieved. A range of methods exist for whole-cell extractions from a variety of
environments. Such methods may aim to obtain a clean suspension that is rep-
resentative of the bulk cell population, or may aim to target specific cells. On
occasion, it is necessary to obtain a clean bulk cell suspension prior to specific
cell extraction. This chapter deals with the separation of specific cells, either
intact or targeting a marker molecule of interest. Methods for intact cell sepa-
rations include flow cytometric cell sorting (1), optical trapping (2), micro-
manipulation (3), dielectrophoresis (4), ultrasound sedimentation (5),
sedimentation field-flow fractionation (6) and elutriation (7,8). The general
applicability and the degree of selectivity that can be achieved for the cell
selection varies with each method. Of special importance in the context of this
book is the environment from which the samples are taken, and the presence of
nontarget particulate material, which can easily foul sensitive instruments, clog
filters or hamper microscopic observations. One approach that has proven fea-
sible from environments as challenging as feces, plant tissue, or soil is the use
of magnetic particle separation technology.

The advantage offered by magnetic bead cell sorting is the ability to sepa-
rate specific cells from bulk populations rapidly and simply, offering increased
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sensitivity and specificity. Physical separations based on cell densities (e.g.,
ultrasound sedimentation, elutriation, sedimentation field-flow fractionation)
do not offer specificity and have other disadvantages (e.g., requirement of high
cell numbers, large final sample dilution, and the necessity for specialized
equipment). Micromanipulation and optical trapping have much to offer bacte-
rial ecologists, and are effective at obtaining pure isolates. However, the pro-
cedures are time-consuming and lack initial specificity. Flow cytometric cell
sorting is an effective and powerful tool, wherein each individual cell is exam-
ined and a decision is made whether or not to sort. The ability to examine
single cells has much to offer microbiology, but flow cytometric cell sorting
requires expensive, specialized instrumentation, and is less robust and less
rapid than magnetic separations. Magnetic separations are durable, require a
minimum of specialist equipment, and are easily performed on the bench.

1.1. Principles of Magnetic Particle–Based Separations

Magnetic particles are available in a variety of types and sizes, but the prin-
ciple of the technique is the same for all types, and is outlined in Fig. 1. The
magnetic particle is coated with a hapten that recognizes a receptor on the
target cell wall or molecule. The haptens used to date are generally antibodies,
although alternatives such as lectins have been investigated. A cell suspension
is mixed with the labeled magnetic particles, and the hapten given time to react
with the cells (Fig. 1A). The time required for this is selected so as to allow
reaction with all target cells within the suspension without allowing nonspe-
cific cell attachment (e.g., early stages of biofilm establishment). The suspen-
sion containing the cells and beads is then placed within a magnetic field, and
the magnetic particles (with attached cells) are allowed to concentrate (Fig.
1B). The particles will remain held in place for the period that the magnetic
force is present (Fig. 1C); thus, a suitably designed apparatus allows for the
removal of the remainder of the suspension (containing nontarget cells and
other particles), and the addition of fresh, defined buffer (Fig. 1D). Repeating
the concentration step allows cell washing to be performed for as many times
as necessary; generally only one or two washes yield suspensions that are
adequately cleaned. Cells can then be removed from the particles for further
study, although some applications allow use of the cells while still attached to
the particles.

The magnetic separation step has been demonstrated to be applicable in
highly particulate environments, including soil. The limiting step is thus gen-
erally the hapten used, and its reactivity after attachment to the beads. Mag-
netic particles can be purchased in a variety of forms, from ready-to-use
kits to uncoated particles ready for user labeling. Available formats include
the following:
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Fig. 1. Purification of target cells using a magnetic particle-based separation tech-
nique. (A) Cell suspension mixed with labeled  magnetic particles. (B) Mixture placed
in magnetic field. (C) Supernatant (containing nontarget cells) is removed. (D) Puri-
fied cells are resuspended in buffer solution.
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1. Magnetic particles coated with a polymer that allows covalent linkage of mono-
clonal antibodies (MAbs) that recognize the target cells (primary labeling).

2. Magnetic particles coated with MAbs from all common laboratory animals. Par-
ticles labeled in this way allow all combinations of reactions with individual labo-
ratory antibodies raised in other animals (secondary or affinity labeling). As an
example, a user has raised an MAb in a mouse cell line that shows the desired
specificity with the target cells. Purchase of magnetic particles coated with
antimouse antibodies raised in rat, rabbit, or sheep will allow secondary labeling
of beads with the mouse MAb. The correct presentation of the original antibodies
cannot be guaranteed using this method, and the subsequent binding capacity of
the antibody may be reduced. The separation procedure can be performed in one
of two ways: either the coated beads are labeled with the antibody and then
allowed to react with the cells, or the antibody is allowed to react with the cells
and then the coated beads are added to react with the antibody. A further alterna-
tive to this approach is the use of protein A or protein G coatings to provide the
link between the antibody and the magnetic particle.

3. Streptavidin-coated particles are available, thus allowing use of biotinylated
antibodies in either of the alternative uses previously outlined.

4. Uncoated beads or activated beads are available, allowing the user to coat the
particles directly, by a method of choice.

The range of magnetic particles commercially available also offers the user
flexibility. Virtually all commonly used particles are superparamagnetic; i.e.,
they show magnetic properties when in a magnetic field but contain no residual
activity when removed from the magnetic field. Commonly used are polysty-
rene-based, uniform spheres (beads), which contain many small magnetizable
particles homogeneously distributed within the matrix. The entire bead is
coated with a polymer to final diameters of a few micrometers, providing reac-
tive groups for labeling, and also lowering the total surface area of the bead
suspension. Colloidal particles (e.g., 40–100 nm) are also available with very
large surface areas, but require far stronger magnetic forces for concentration,
such as neodymium magnets (9) or high-gradient magnetic technology (10).
Porous glass may also be used as a carrier for the iron oxide, and the pores
dramatically increase reactive surface area. Larger magnetic beads require only
normal magnets, and theoretically allow several cells to bind to each bead.
Multiple colloidal particles bind to each cell for separation. Both approaches
concentrate cells effectively in an extremely low stress manner. Some applica-
tions of such systems using mammalian cells have suggested that use of larger
beads may adversely affect mammalian cell viability, and that multiple attach-
ment points of the larger beads to the mammalian cells can cause problems if
detachment is required at a later stage. Most reports using bacterial cell sys-
tems have found that cell viability is not affected by the beads. However, use
of larger beads for bacterial separations could result in nonspecific entrapment
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of cells within pore spaces between beads during concentration. Entrap-
ment would be minimal if colloidal magnetic particles were used. Addi-
tionally, colloidal material has less effect on the optical properties of cells,
does not aggregate or settle (thus avoiding the necessity of mixing when iso-
lating very fragile cells), and shows more rapid cell binding than larger beads.
However, use of larger beads requires far less time for separation to occur
under normal conditions.

As well as positive selection of target cells, it is also possible to enrich for
specific cell types by depletion of other cells, an approach that may be advan-
tageous in some situations. Additionally, it is often possible to detach bound
cells from the magnetic particles, although procedures such as the polymerase
chain reaction (PCR), or DNA sequencing, are not affected per se by low lev-
els of the particles.

1.2. Application of Magnetic Particle–Based Separations

Magnetic cell separations are rapid, robust, and straightforward procedures,
and ideal for processing large cell numbers and searching for rare cells. In
addition to separating whole cells, the approach is also amenable to the detec-
tion of specific molecules. Recognition and attachment of cells to the magnetic
particles is of critical importance, and is probably the limiting step in the pro-
cedure. If this is effective, the procedure will selectively remove cells of inter-
est for further study. Without the ability to provide a selective link between
target cells and the magnetic particle, the procedure cannot work. For whole-
cell extractions, the target receptor must therefore be expressed on the bacte-
rial cell wall under appropriate environmental conditions. Whole-cell
extractions of bacteria from environmental samples have targeted structures
such as flagella, or cell-wall markers such as serotypes of pathogenic bacteria,
or sugar residues on cell-wall proteins. When extraction of specific mol-
ecules is required, the choice of target can be extended to include intracel-
lular markers, including nucleic acids and proteins. Whatever the target
molecule, specificity and avidity of the hapten must be confirmed prior to
attempting magnetic separation.

Having obtained a suitable hapten, it is necessary to attach it to the magnetic
particles. As outlined previously, this can be achieved by direct coating of the
particle or through an indirect procedure. Direct labeling requires the particles
to be coated with a polymer that will accept the hapten. This is achieved through
the use of well-established systems for covalently linking proteins, such as
tosyl groups (86). Direct labeling of beads is relatively straightforward, and a
procedure should be provided by the manufacturer. Secondary labeling gener-
ally involves use of commercially available magnetic particles that are coated
with an affinity molecule, such as an immunoglobulin or protein A. Use of this
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kind of system enables user-raised antisera to be adapted to magnetic separa-
tions, but the reactivity of the antisera cannot be guaranteed to remain the same
when attached to the bead surface. In such a case, it may still be possible to
use the antibody by following an indirect magnetic capture protocol, in which
the cells are incubated with the antibody, before adding beads that have a coat-
ing with affinity for the antibody. A similar option for affinity labeling
involves the use of a recognition system for a label that is coupled to the user’s
antisera, e.g., streptavidin/biotin. Use of such a system depends on the com-
mercial availability of biotinylated antisera, or the willingness of the user
to biotinylate antisera in-house. Again, this is a relatively straightforward pro-
cedure (86).

Physical separation using magnetic beads requires effective mixing to
enable the label, the beads, and the cells to come into contact. Aquatic envi-
ronmental samples need only resuspension in (or the addition of concentrated)
buffer before magnetic separation. Samples containing solid material will need
dispersal prior to the procedure. Standard procedures for food samples rely on
the use of a stomacher to bring cells into suspension. It is possible to include
filters in the stomacher bag to remove large particles and produce a clean sus-
pension in a single step. Other environments, such as soils and sediments, usu-
ally rely on blending/centrifugation steps in particular buffers for optimal
dispersal. Soil dispersal requires optimization for each soil textural type, and
probably for individual soils. Use of ion-exchange resins has been shown to
improve clay mineral dispersal in some soils. Again, a crude filtration or settle-
ment step (often achieved by centrifugation) will help produce a cleaner sus-
pension from which to extract target cells or molecules.

The hapten that is being used is then required to react with the target mol-
ecules in the suspension. If the hapten is attached to the beads, this simply
means adding labeled beads to the cell suspension. However, the hapten may
be allowed to react with the target molecules and the beads added to capture
the hapten. In either case, the use of a blocking reagent to prevent nonspe-
cific reactions may be necessary. Blocking reagents are often proteins such
as bovine serum albumin (BSA), milk-derived protein, or gelatin. Samples
are incubated to allow maximum cell binding with the hapten. Generally,
the reaction time is approx 30 min. Increasing this time may not increase
recoveries. However, density of the beads has been demonstrated to be of sig-
nificance, and generally requires bead numbers greatly in excess of the target
cell numbers.

After incubation, the beads can be washed by repeated concentration and
resuspension in fresh buffer. Many reports have used a nonionic detergent such
as 0.05–0.1% Tween-20, as well as maintaining the blocking reagent, in the
wash buffer. The cells can be attached firmly to the beads, and may remain
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attached during vortexing. However, this may vary with the hapten used, and
more gentle washing (e.g., aspiration through a pipet tip) may be preferred.
Washing steps will remove weakly, nonspecifically bound cells and also cells
entrapped in the pore spaces if large magnetic beads are used. Purified cells are
ready for analysis at this stage, whether by culture or otherwise. If a culture
step is used, the magnetic bead separation may be considered a more rapid
alternative to a preenrichment culture step. Alternatively, for highly sensitive
detection, magnetic separation can be performed on enrichment broth samples.
Target molecules such as nucleic acids should also be sufficiently clean as to
allow molecular biological procedures. Many reactions are able to tolerate mag-
netic particles up to certain levels. Magnetic supports such as porous glass
show greater thermal stability (e.g., during PCR cycling) than some polymer-
based beads. Alternatively, cells or molecules can be removed from the beads,
e.g., by boiling in detergent, or by adding a competing agent for the hapten
binding site.

1.3. Environmental Monitoring of Bacteria
Using Magnetic Particle–Based Separations

Magnetic particle separation techniques have been demonstrated to improve
detection limits for monitoring bacteria in many situations. One of the largest
subject areas has been its use in food microbiology, predominantly using com-
mercially available kits. After magnetic separation, detection and confirmation
of target cell recovery has been achieved by culture-based methods (Table 1)
or direct detection (Table 2). In both cases, sensitivity has generally been
improved by lowering the numbers of nontarget bacteria and other contami-
nants. Achieving a clean sample, enriched in target bacteria, has enabled sav-
ings in overall detection time. The IMS (immuno-magnetic separation)
procedure has now been successfully applied to a wide range of sample types
(Tables 1 and 2). The majority of reports use the straightforward approach of
mixing an environmental cell suspension with beads ready-coated in the
appropriate hapten. Removing the supernatant generally leaves concentrated
beads that can be used for normal spread plates or direct detection. This
approach has been successful in water (11) and soil (12,13), targeting specific
bacteria via antisera (11–13,87) or targeting indigenous populations using
lectins (19,88). However, variations on this theme do exist. Jones and Van
Vuurde (18) captured magnetic beads directly onto a flat magnetic surface,
subsequently rubbing the magnet over the surface of an agar plate to allow
culture (magnetic fishing). Indirect capture, in which target cells are allowed
to react with a labeled antibody, before being captured by use of beads which
react with the primary antibody label, has been successfully applied
(12,14,40).
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Use of magnetic-bead cell sorting has been proposed as an acceptable alter-
native to enrichment culture in some applications (64). This may be of great
benefit to the food industry, reducing the 24-h enrichment period to under 1 h,
but still yielding an isolate for confirmatory purposes. Magnetic separations
compare well with traditional culture methods for both true- and false-positive
and negative isolations (64–66). However, detection of very low numbers of
target cells may still require a selective enrichment step (24).

Magnetic-bead-based detection technology has been developed further
with DNA being the target rather than a specific host cell. Millar et al. (91)
developed a magnetic system whereby sequences of DNA from the flank-
ing regions of specific insertion elements or genes were attached to the
beads. When mixed with DNA extract, the beads were able to capture spe-
cific target DNA of quality suitable for PCR. In addition, this system
removed false positives and other PCR artifacts (91). Jacobsen (92) also
developed a magnetic capture hybridization-PCR system (MCH-PCR) to
detect the lux gene from an engineered strain of Pseudomonas fluorescens
released onto barley root. After hybridization of the DNA extract with beads
carrying a single stranded capture probe, the beads were separated and this
step removed the hybrid DNA from its surrounding contaminants (e.g.,
humic acids) with a detection limit of 40 cells · cm–1 barley root. Using the
same methodology but combined with reverse transcriptase-PCR (RT-
PCR), a rapid and reliable procedure for detecting poliovirus in groundwa-
ter was developed that is readily adaptable for other viral pathogens (93).
In this method, a biotinylated oligonucleotide capture was hybridized to
poliovirus-RNA in solution. Streptivadin-coated magnetic beads removed
the RNA-oligonucleotide hybrid from the sample prior to RT-PCR (93). In
addition to detection of single species, MCH-PCR has been used to differ-
entiate between strains of Bacillus cereus and B. thuringiensis using a spe-
cific gene as a marker (94).

1.4. Discussion and Future Prospects

The rapidity and simplicity of magnetic separations allows the processing of
large numbers of both cells and samples. Commonly, researchers have targeted
specific bacteria via cell antigens. Other investigators have used marker
DNA as a promoter to detect surface expression of an epitope introduced
into target cells and have used this epitope as a means to track released
cells using immunofluorescence (77). An approach such as this would be
suited to IMS, and would allow monitoring of released bacteria, possibly for
biotechnological purposes.

Magnetic separations have almost always included use of a paramagnetic
particle, relying on the hapten to provide the bridge between the cell and the
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particle. This allows specificity by use of different haptens, but makes separa-
tion of indigenous bacterial populations difficult. Such separations may
have a role to play in environmental bacteriology, as a means of obtaining
clean cell suspensions that are representative of the natural population.
Attempts to achieve this using lectins as haptens have met with only lim-
ited success (88). It may be possible to reverse the bridge between the
cells and the magnetic particle by coating the particles with a sugar, or
by utilizing bacterial lectins (90), but with either approach it is highly
unlikely that selectivity will be avoided. However, Zborowski et al. (85)
demonstrated more general labeling and separation of bacterial cells by
coating them in the lanthanide metal erbium, as Er3+. This trivalent cation
has an exceptionally high magnetic dipole moment, and a high affinity
for many cell surfaces. Incubation of cell suspensions with ErCl3 was suffi-
cient to impart sufficient magnetic moment to concentrate cells when
passed in solution over neodymium-iron-boron magnets. Approaches such
as this, or use of magnetic colloids, with the extremely powerful neody-
mium-iron-boron magnets may allow for development of automated sepa-
rations, because they avoid problems with settlement inherent with larger
particles.

The selection of commercially available kits for use with magnetic separa-
tions continues to increase, and it is likely that any latex agglutination kits
(e.g., Pseudomonas pseudomallei [84]; Cryptococcus neoformans [83]) could
be easily adapted for IMS. Another area that may be of interest for some pur-
poses could utilize the enterobacterial common antigen (16,80–82). The speed
of the magnetic separation process may enable the use of more general anti-
gens for capture purposes, allowing the introduction of greater selectivity sub-
sequently, increasing the reproducibility and success rate of assays by using a
highly enriched and purified cell sample.

2. Materials
2.1. General Apparatus and Consumables

1. Magnetic particle concentrator.
2. End-over-end shaker.
3. Stomacher or blender.
4. Quantitative protein assay (e.g., Bio-Rad Protein assay kits).

2.2. Direct Labeling of Magnetic Beads 
with a User-Produced Antibody

1. Selected antibody in an appropriate form for attachment to beads.
2. Magnetic particles suitably coated for labeling (see Note 1).



Monitoring Bacteria from Natural Environments 87

3. Labeling buffer: phosphate buffered saline (PBS), pH 7.4 (8.0 g NaCl, 0.2 g KCl,
1.44 g Na2HPO4, 0.24 g KH2PO4 dissolved in approx 800 mL dH2O; adjust pH
and make up to 1 L).

4. Wash buffer: PBS, pH 7.4, containing 0.1% BSA.

2.3. Direct Labeling of Magnetic Beads with Lectins

1. Selected lectin in an appropriate form for attachment to beads.
2. Labeling buffer: sodium borate buffer, pH 9.5 (105.1 g citric acid, 30.9 g boric

acid, 69.0 g NaH2PO4; adjust pH with conc. NaOH).
3. Wash buffer: PBS, pH 7.3, amended with 0.1% BSA.

2.4. Preenrichment for Target Bacteria

General enrichment medium (e.g., buffered peptone water) or selective
enrichment medium (e.g., enterobacteriaceae enrichment broth or an antibiotic-
supplemented enrichment medium).

3. Methods
3.1. Direct Labeling of Magnetic Beads
with a User-Produced Antibody

1. Quantify the protein in the purified hapten suspension (antibody).
2. Suspend the antibody in labeling buffer to a final concentration of 400 µg/mL

of protein.
3. Suspend the magnetic particles thoroughly and aliquot a sufficient amount into a

sterile microtube (see Note 2).
4. Wash the aliquoted stock beads three times by concentrating them in the mag-

netic field, removing the supernatant while holding the beads in the magnetic
field, and resuspend in fresh PBS labeling buffer. Finally, resuspend to a concen-
tration approximately double that of the stock in PBS.

5. Mix equal volumes of the washed beads and the antibody (see Note 3).
6. Incubate at 4°C for 18-24 h with end-over-end shaking.
7. Concentrate the particles and wash three times in PBS/BSA wash buffer.
8. Resuspend in PBS/BSA and store at 4°C.

3.2. Direct Labeling of Magnetic Beads with Lectins

1. Suspend the lectin in labeling buffer to a final concentration of 400 µg of protein/mL
in borate buffer.

2. Suspend the magnetic particles thoroughly and aliquot a sufficient amount into a
sterile microtube (see Note 2).

3. Wash the aliquoted stock beads three times by concentrating them in the mag-
netic field, removing the supernatant while holding the beads in the magnetic
field, and resuspend in fresh borate buffer. Finally, resuspend to a concentration
approximately double that of the stock in borate buffer.

4. Mix equal volumes of the washed beads and the lectin (see Note 3).
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5. Incubate at 4°C for 18–24 h with end-over-end shaking.
6. Concentrate the particles and wash three times in PBS/BSA.
7. Resuspend in PBS/BSA and store at 4°C.

3.3. Preparing a Cell Suspension

There are several methods available to prepare the initial cell suspension
depending on the source of the target cells (see Note 4).

1. From water the cell suspension can be obtained directly from the source with no
preconcentration, by centrifugation of a range of water sample volumes (10 mL
to 10 L), by tangential flow filtration from larger volume up to 100 L (see Chap-
ter 3) or by other methods (5,6).

2. From soil several methods are available for dissociation of bacterial cells from
the soil matrix (12,13,19) thereby generating a final cell suspension (see Note 5).

3. General isolation of bacteria from foodstuffs, such as meat and cheese, involves
removal of a defined weight of sample followed by homogenization (using a
stomacher), and often preculture is carried out in, e.g., buffered peptone water
(45–47,49; see Note 6).

3.4. Separation of Target Bacteria (Note 7)
3.4.1. Using Antisera

1. For lake water (11); take a 1-mL lake-water subsample (cell suspension) from the
main sample and place in a 5-mL glass test tube.

2. Add 100 µL of 10X PBS (see Note 8) and gently mix.
3. Add 30 µL of bead suspension (antimouse immunoglobulin G [IgG] sheep anti-

bodies coupled to a P. putida–specific monoclonal antibody at 108 beads · mL–1)
to the previous mixture and incubate at 20°C for 15 min.

4. Attract the beads and bead-cell complex to the side of the test tube by placing it
in the magnetic particle concentrator (see Note 9).

5. Pipet off the supernatant and wash the beads by adding 1 mL of 1X PBS.
6. Repeat step 5 two more times.
7. Resuspend beads and bead-cell complexes in desired final volume of 1X PBS

prior to further manipulation (see Note 10).

3.4.2. Lectins

1. Lectin-bound beads (78): add 50 µL of lectin-activated beads (tosyl-activated
liganded to a specific lectin; approx 108 beads mL–1) to the sample and incubate
at 4°C for 3 h with end-over-end mixing (see Note 11)

2. The beads are concentrated as in steps 4–6.
3. Release cells from beads using competing sugars specific to the lectin in use

prior to further manipulation (see Note 12).

4. Notes
1. Particles may be purchased activated for labeling (e.g., tosyl activated) or coated

with protein A, or with antibodies against immunoglobulins from most animals.
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2. The stability of the labeled beads may vary (depending on the hapten used), and
also the preservative added by the manufacturer will be removed prior to label-
ing. Thus, it is preferable to label small amounts of beads and discard unused
beads after 2 wk. The amount of beads labeled will therefore depend on how
much work is anticipated over a 2-wk period. Some investigators have noted the
presence of large particulates in some colloid preparations, which should be
removed by a brief incubation in the magnetic field prior to labeling.

3.  Check colloid surface area and labeling requirements.
4. Optimization experiments will require samples to be spiked with target cells;

these can be added to the concentrations required.
5. The cell concentration can be adjusted by dilution or centrifugation and

resuspension in a defined volume of diluent.
6. Preculture serves as an enrichment step and can be carried out on any sample type

using media that specifically enriches the target bacteria. The disadvantage of this
approach is that any direct quantification of the target cells will be compromised.

7. There is no universal method for immunomagnetic separation. Only by optimiza-
tion can the most appropriate experimental conditions be determined.

8. 10X PBS consists of 80 g of NaCl, 2 g of KCl, 1.4 g of Na2HPO4, 2.4 g of KH2PO4
in 800 mL distilled water (pH adjusted to 7.4 with HCl, sterilized by autoclaving).

9. The magnetic particle concentrator was supplied by Dynal (Bromborough, UK);
alternatively, a standard bar magnet could be used.

10. Further manipulation could involve culture (cell removal achieved by sonication
or vortexing; [11]) or direct counting using acridine orange (11).

11. Payne et al. (78) recommend that magnetic-bead liganded lectins are the most
efficient for separating bacteria from culture and foods.

12. Recovery of cells was found to be specific, with the majority of bacterial cells
released from beads by incubation with competing sugar (78). The numbers of
beads:numbers of cells was found to be important for successful separation (88),
and was optimized at 450 µL cell suspension with 25 µL of labeled beads (approx
0.25 mg, or 1.5–1.75 × 107 beads) for cell suspensions containing 5.0 × 103–2.0 ×
105 cfu mL–1 (88). Greater cell densities were not tested in detail, and recovery was
poor using cell densities lower than 5.0 × 103 cfu mL–1. Addition of fewer magnetic
beads reduced recovery, whereas addition of greater numbers of magnetic beads
did not improve recovery. Additionally, it was found that washing steps played a
significant role in specific cell recovery. Washing beads after magnetic separation
by vortexing in fresh buffer gave poor recoveries, with the majority of the cells
being found in the supernatant after the first wash. However, washing the beads by
addition of fresh buffer and either inversion or gentle aspiration through a 1-mL
disposable pipet tip improved recovery, yet retained specificity as cells were re-
moved by aspiration and incubation in the presence of competing sugar.
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DNA Extraction from Natural Environments

Kenneth D. Bruce, Peter Strike, and Donald A. Ritchie

1. Introduction
Until recently, studies on microbial communities present in natural environ-

ments relied on conventional optical microscopic observation and cultivation-
based approaches. Although these traditional approaches remain valuable, they
have a number of limitations. The most commonly cited limitation stems from
the finding that the majority of microbial cells in natural environments cannot
be cultured in the laboratory—the phenomenon of nonculturability. The
fraction of bacteria in soil, e.g., which can be cultured forms only approx
0.3% of the total number of cells that are observed microscopically (1). By
contrast, newer methods based on the use of molecular biology methods to
analyze total extracted DNA from natural specimens, potentially sample the
entire population and, thus, provide a better representative picture of the total
microbial community.

Various molecular approaches, none of which require prior cultivation, have
been developed. Some examine cellular components such as phospholipid fatty
acids (2) whereas others are directed at analyzing nucleic acids either in situ
within cells or following prior nucleic acid extraction (1). These techniques
permit a more comprehensive understanding of particular environmental
issues. This chapter focuses on the extraction of DNA from natural soil and
sediment samples, but the questions, techniques, and form of analysis also
apply to other complex matrices such as food, organic material, animal tissues,
and so on.

Any specific natural environment will usually contain a variety of prokary-
otes and eukaryotes. This biotic component frequently represents a significant
proportion of mass present in environmental samples and is, in addition, diverse
in composition (3). Although the general importance of their activities in natu-
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ral ecosystem processes is recognized, an understanding of the complex com-
position, diversity, and functioning of these biotic components is necessary
(4). With this understanding, the likelihood of predicting the consequences of
environmental change is enhanced.

There is an underlying assumption that the DNA extraction methods used
produce molecules that are representative of the target community. The choice
of method should be appropriate for the biological questions being addressed
and the molecular analyzes that are planned (5). Of the DNA isolation methods
that have been described, there is a division between those that do and those
that do not separate cells of interest from the environmental sample prior to
cell lysis. In the former (indirect) case, this separation can be carried out by
methods such as sucrose gradient centrifugation (6). More commonly, lysis of
cells while still within the environmental matrix is used (direct). This latter
approach provides an extract containing DNA from either live or dead lysed
prokaryotic and eukaryotic cells in addition to any extractable extracellular
DNA (7) persisting in the sample.

In practical terms, the isolated DNA must be of sufficient quality for use in
the most demanding of the anticipated biological procedures. For example
polymerase chain reaction (PCR) amplification requires DNA of a higher
purity than that that can be used for restriction endonuclease analyzes. To
optimize the quality of subsequent analyzes, certain other considerations
are important. These include maximizing the lysis of target cells and recover-
ing the maximum quantity of DNA from the extraction milieu when possible.
Moreover, the isolated DNA ideally should be of high mol wt, which requires
extraction procedures that minimize shearing. Other desirable features of a
technique include rapidity, high sample throughput, and the use of as few steps
and reagents as possible to reduce the chance of introducing contaminating
material. Many DNA extraction protocols have been published. This lack of
procedural uniformity stems in part from the variable nature of the samples to
be analyzed, with soil and sediment samples proving particularly recalcitrant
owing to enzymatic inhibitors that coextract with DNA. In this chapter, we
describe a method that has reliably provided DNA suitable for PCR amplifica-
tion for each of the various samples (soil, sediment, feces, plant leaf, and water)
processed, and make reference where possible to other protocols that may prove
more appropriate for the examination of particular samples.

2. Materials
Before embarking on DNA extraction, several factors should be considered

(see Note 1). Reference is made to other methods of DNA extraction (see Note
2), and some information is provided for the extraction of RNA as well (see
Note 3).
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2.1. Sampling

1. Gamma-irradiated plasticware appropriate to the size and composition of the
sample (see Note 4).

2. Sampling equipment relevant to the study environment (see Note 5).

2.2. DNA Extraction

1. Environmental sample (see Note 6).
2. Balance.
3. Gamma-irradiated plastic centrifuge tubes (15 and 50 mL).
4. Benchtop centrifuge suitable for 15- and 50-mL tubes.
5. Water bath (capable of operating to 70°C).
6. Bead-beating machine with glass beads and beating vessels (see Note 7).
7. Ultracentrifuge and ultracentrifuge tubes.
8. 1-mL gamma-irradiated syringes and 1.5-in. needles.
9. Ultraviolet (UV) transilluminator.

10. Ice machine.
11. Refrigerator.
12. 1.5-mL microcentrifuge tubes.
13. Microcentrifuge.

2.3. DNA Visualization

Agarose; electrophoresis buffer of choice—either Tris-borate-EDTA or
Tris-acetate-EDTA, DNA stain, e.g., ethidium bromide; loading dye.

3. Methods
3.2. DNA Extraction

1. Weigh an amount of sample (1 g is suitable for soil/sediment samples) into the bead-
beating vessel already containing 0.5 grams of autoclaved glass beads (see Note 8).

2. Add 5 mL of extraction buffer (1% sodium dodecyl sulfate in 0.12 M Na2HPO4,
pH 8.0).

3. Bead beat (for this machine, 30 s on setting 1) and allow to settle for 15 min.
4. Pour contents into a 15-mL centrifuge tube and heat at 70°C for 1 h.
5. Cool rapidly on ice and centrifuge at 2800g for 10 min at 4°C.
6. Transfer the supernate to a 50-mL centrifuge tube and hold on ice.
7. Add 5 mL of fresh extraction buffer to the pellet.
8. Vortex to resuspend the pellet and heat at 70°C for 1 h.
9. Cool rapidly on ice and centrifuge at 2800g for 10 min at 4°C.

10. Transfer the supernate to the 50-mL centrifuge tube and hold on ice.
11. Repeat steps 7–10.
12. Centrifuge the pooled supernates at 8000g for 30 min at 4°C.
13. Transfer the clear supernate to a fresh 50-mL tube and add polyethylene glycol

6000 (to a final concentration of 15%) and NaCl (to 10% of the volume of the
supernate).
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14. Precipitate the DNA overnight at 4°C and pellet by centrifugation at 5000g for 10
min at 4°C.

15. Discard the supernate and resuspend the pellet in 8 mL of TE buffer (10 mM
Tris-1 mM EDTA, pH 8.0).

16. Add 100 µL of 10 mg/mL ethidium bromide and 8 g of cesium chloride.
17. Transfer the contents to an ultracentrifuge tube.
18. After sealing and balancing the tubes, centrifuge for 18 h at 18°C, using 50,000

rpm in a Beckman Ti75 rotor or equivalent (Beckman, High Wycombe, UK).
19. Extract the single DNA band, visualized on the UV transilluminator, from the

gradient using a sterile syringe and needle, piercing the side of the tube.
20. Shake the DNA with an equal volume of cesium chloride-saturated isopropanol.
21. Remove the (pink) layer containing ethidium bromide.
22. Repeat steps 20 and 21 twice more.
23. Dialyze the sample overnight in TE buffer.
24. Precipitate DNA with 0.1 vol of sodium acetate (3 M, pH 4.8) and 2.5 volume of

ethanol (100%) overnight at 4°C.
25. Pellet the DNA by centrifugation at 13,000g for 30 min at 4°C.
26. Remove the supernate and wash the DNA pellet twice with 70% ethanol.
27. Resuspend in an appropriate volume of water (e.g., 100 µL) (see Note 9).

3.3. DNA Visualization

1. Prepare an agarose gel (0.7% agarose in TBE or TAE buffer) containing 2 µL of
10 mg/mL ethidium bromide.

2. Load a portion (e.g., 10 µL of sample) and appropriate mol wt markers (e.g.,
kilobase ladder) into the agarose gel.

3. Following electrophoresis at 100 V for 1 h, inspect the gel, using a UV transillu-
minator, for the size and integrity of DNA extracted (see Note 10).

4. Estimation can then be made of the quantity of material extracted (see Note 11).

4. Notes
1. The design and execution of the sampling regime is of fundamental importance;

consider factors such as the spatial arrangement and need for replicate samples to
ensure statistical consistency and reduce variability also, remember that natural
environments are in flux and that it may not be possible to repeat a sampling
regime.

2. Monitoring is important in a wide number of environments, with different envi-
ronments varying greatly in the number of microbes present and the nature of the
environmental matrix.
a. Sequences of microbial origin (viral, archaeal, bacterial, and/or fungal) have

been amplified from DNA isolated from terrestrial environments such as soils
(8–14), peat bog material (15,16), landfill (17), and subsurfaces (18); from
aquatic environments such as seawater (19,20), freshwater sediments (21,22),
hot spring sediments (23), marine sediments (9,24), biofilm microsections
(25), marine microbial mats (26), hydrothermal vents (27), and hypersaline
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lakes (28); from clinical samples (29) including: dental plaque (30), blood
and blood products (31,32), bronchoalveolar lavage fluids (33); from food
(34) including: milk (35), oysters (36), and cheese and sausage (37); and from
plants (38,39) including: cankered wood (40), seagrass leaves (41), the fun-
gal component of lichens (42), and lichens and their symbionts (43).

b. Methods have been developed for specific applications, e.g., extracting
microbial DNA free from “contaminating” plant DNA from compost (44) or
the use of differences in the specific gravity of fungal spores to separate mix-
tures of different fungal genera prior to DNA extraction (45). Yet, other meth-
ods have been developed to extract DNA from many plant, bacterial, and
fungal species (46,47). Some methods, such as that of Kehrmeyer et al. (48),
couple the extraction of DNA with other cellular components such as lipids,
from the same soil or sediment sample.

3. Studies investigating biological or biochemical function within environments are
becoming increasingly common as the technology advances and the need for
environmental monitoring increases. This approach also adds an important new
dimension to studies of biological flux in microbial ecology. Moran et al. (49)
showed that rRNA could be recovered from bacteria in various environmental
samples including sediment and soil. A hydroxyapatite spin-column method has
been shown to be effective in extracting DNA and RNA rapidly from natural
sediments (50). It has also been shown that nucleic acid extracts can be used to
compare the active and total bacterial community using temperature-gradient gel
electrophoresis profiles of ribosomal sequences (51).

4. Gamma-irradiated, plastic, Universal screw-capped containers and centrifuge
tubes, such as Falcon tubes (e.g., Alpha Labs, Eastleigh, UK), are used routinely
for sampling soil and surface sediments of up to 15 g, with grass and other sur-
face plant growth first removed to expose bare soil.

5. The sampling equipment used varies according to the environment, the sample
size, and the depth of sample to be taken. These can range from flamed spatulas,
coring devices (surface soil and sediment sampling), boring equipment (deep
subsurface, aquifer, and so on), to tangential flow filtration units (water samples).
In the latter example, cell concentration, e.g., using micropore membranes or by
centrifugation, is often required to overcome problems of the low microbial bio-
mass in natural waters.

6. Samples should be processed as soon as possible to avoid changes during stor-
age. When storage is essential, samples are frozen at –20°C or below, if possible.
Prolonged storage of samples at 4°C can result in changes in detection level (see
ref. 52). Samples for RNA extraction should be processed quickly and not stored.

7. A B. Braun cell homogenizer is used here with 0.17–0.18-mm diameter glass
beads selected for bacterial cell lysis.

8. The method described here is modified from previous studies (9,53,54). To
ensure that the method provides a representative sample of DNA from the envi-
ronmental sample—the original reason for taking a mo lecular approach—it is
important to lyse the cells as efficiently as possible. This method combines physi-
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cal (bead beating and heat shocking) as well as chemical (SDS) methods to maxi-
mize lysis.

Other techniques have been described to increase the proportion of cells lysed
including the use of small (100 mg) soil samples (55), and increasing bead-beating
time to disrupt indigenous bacteria (56). Proteinase K treatment (see ref. 57) and
freeze-thawing cycles (see ref. 6) have also been incorporated into different pro-
tocols to increase cell lysis. Although estimates vary considerably, up to 96% of
cells present in samples of marine sediments have been lysed in one study (24).

9. This removes many substances inhibitory to enzymes used in molecular biologi-
cal procedures. Humic acids, found frequently in samples from natural environ-
ments, are known inhibitors of enzymes such as Taq DNA polymerase (58).
Compounds such as polyvinyl polypyrrolidone, which reduces the effect of
inhibitory substances by absorbing humic compounds (38,59,60), or hexadecyl-
trimethylammonium bromide which overcomes the effects of inhibitory chemi-
cals that coextract with DNA (6,61,62), have been recommended in other DNA
extraction procedures. Other purification steps which have been used include; aga-
rose gel electrophoresis (see refs. 46,63,64), electroelution (22,65), passage through
Elutip d columns (Schleicher and Schuell, Kingston-upon-Thames, UK) (55), ion
exchange chromatography (66), and magnetic capture-hybridization (67).

10. The requirement is for the extracted DNA to be of high quality—both high purity and
high mol wt. DNA that has been sheared to a significant extent may generate more
chimeric sequences during PCR amplification as a result of the coamplification of
homologous genes (68). In practical terms, this can lead to the description of nonexist-
ent species or the misinterpretation of the level of bacterial diversity.

11. The yield of total DNA varies widely according to the extraction process and the
environmental sample. Methods are available that can be used to quantify the
extracted nucleic acids and that will also provide an estimate of the purity of
the sample. As examples, van Elsas et al. (56) found that yields of total DNA,
extracted from five different soils, varied from 2 to 35 µg/g of soil. Similarly, a
range of between 2.5 and 26.9 µg/g of soil was found for eight soils of different
organic carbon, clay content, and pH (57), and in a separate study, yields from
different soils ranged between 6.1 and 54.0 µg/g of soil (62). For sediments, 47
µg/g of sediment has been recovered (24).
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Automated Sequencing of DNA Retrieved
from Environmental Samples
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1. Introduction
The advent of molecular techniques has revolutionized our understanding of

microbial ecology, and their use in environmental microbiology is widespread. Many
of the recent studies investigating the microbial flora of diverse ecosystems have
adopted a common approach of targeted amplification of gene sequences from total
extracted DNA using the polymerase chain reaction (PCR) followed by cloning and
sequence analysis of amplimers. The study of 16S rRNA gene sequences has domi-
nated these studies (1,2). Such studies have developed so rapidly because of the
availability of automated sequencing techniques, which greatly reduce the process-
ing time of retrieved DNA molecules and allow the analysis of a sufficient number of
clones to make findings more representative of the diversity present within a system.
This chapter covers the principles and use of automated DNA sequencing systems.

1.1. Principles of Automated Sequencing of DNA

Although several automated DNA sequence analysis systems are presently
available (e.g., LiCor; Pharmacia LKB, Uppsala, Sweden), the information pre-
sented in this chapter is based on use of the Applied Biosystems ([ABI] Perkin-
Elmer, Warrington, UK) 373A DNA Sequencing System because it is the most
commonly used machine.

Automated DNA sequencing strategies are based on the chain termination
method conceived by Sanger et al. (3) and follow the general protocol shown in
Fig. 1. DNA polymerase is used to copy a single-stranded DNA (ssDNA) tem-
plate molecule by adding deoxynucleotide triphosphates (dNTP) to the 3' end of
a primer whose target is located 5' of the region of DNA to be sequenced. In
addition to template DNA, DNA polymerase, buffer, primer, and dNTPs, the
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reaction mixture contains dideoxynucleotide triphosphates (ddNTP), which
will be randomly incorporated into the synthesized DNA strand. Since DNA
polymerases require a free 3' hydroxyl group for the enzymatic formation of a
phosphodiester bond with incoming dNTPs, incorporation of a ddNTP results
in chain termination, and reaction tubes will contain a mixture of synthesized
DNA strands of different lengths.

Classically, ddNTP molecules were labeled with radioisotopes, and sepa-
rate reactions carried out for each of the four ddNTPs (ddATP, ddCTP, ddGTP,
and ddTTP) were subject to electrophoresis on adjacent lanes of a polyacryla-
mide gel. The development of fluorescent dye labeling of dNTPs for DNA
sequencing (4,5) allows single reaction vessels and electrophoresis in the same
lane, because each ddNTP is conjugated to a reporter molecule that emits light

Fig. 1. A schematic representation of the processes involved in the analysis of DNA
samples from environmental samples.
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at a unique wavelength when excited by laser light. The use of Taq polymerase
allows double-stranded DNA (dsDNA) to be thermally denatured and results
in linear amplification of synthesized DNA. This cycle sequencing approach
gives greater yield and more accurate results than the standard reactions with
heat-labile DNA polymerase.

A variation of the dye terminator method detailed previously uses
fluorescently labeled primers and unlabeled ddNTPs to produce terminated
DNA strands. Dye primer sequencing requires four reaction vessels, one for
each ddNTP, although the products are combined and subject to electrophore-
sis in a single lane of the gel. Cycle sequencing can be performed using dye
primers and Taq polymerase to increase signal strength. Dye primer sequenc-
ing is a favorable approach when cloning with vectors containing targets for
standard dye primers such as -21M13, M13 Reverse, and so on, because labeled
primers are commercially available (ABI).

The selection of a particular sequencing chemistry is dictated by the require-
ments and experience of the operator and the type of template to be analyzed.
Taq polymerase cycle sequencing has the obvious advantage of increasing
product yield, and the elevated reaction temperature reduces nonspecific primer
annealing and the effects of secondary structure in template molecules.
Although dye primer sequencing requires a reaction vessel for each ddNTP,
increasing cost and the risk of operator error, and secondary structures can
cause false stops, the approach gives accurate (98%) readings of DNA sequence
up to 500 bp.

Dye terminator cycle sequencing with Taq polymerase is perhaps the most
commonly used technique and is best suited for analysis of PCR products.
Dye terminator sequencing has several advantages over primer sequenc-
ing: the reaction can be performed in one tube; false stops will not be
detected by analysis software; and accurate (98%) sequence data can be
obtained from most templates. Owing to the popularity of the dye terminator
approach, this chapter focuses on this technique.

Following the chain termination reaction, irrespective of the chemistry used,
samples are loaded on single lanes in a polyacrylamide denaturing gel and
subjected to vertical electrophoresis for up to 12 h, separating the labeled DNA
fragments according to size. Standard gels contain either 4.75 or 6.0%
acrylamide. Gels cast with 4.75% acrylamide are useful for determining the
sequence of bases close to the primer, and 6.0% gels will give good resolution
of bases distal to the primer. During electrophoresis, a laser beam scans across
the gel 2400 times per hour. On each scan, the laser passes through one of four
filters exciting the reporter molecules, and fluorescence is detected by a photo-
multiplier tube. An electronic signal corresponding to the type and amount of
fluorescence detected is sent to the data analysis software and stored for future
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processing. When data collection is complete, automated analysis is initiated, and the
results are stored as edited data files and printed as a chromatogram of the fluores-
cence peaks detected. Edited data files can be further analyzed using Macintosh
software or exported in a PC format for use on compatible machines. Sequence
data can then be imported into one of several programs available commercially,
or via the Internet, for the design of PCR primers and oligonucleotides.

2. Materials
2.1. Preparation of Template DNA from PCR

1. Sterile, ultrapure distilled water (dH2O) and 0.5-mL microfuge tubes.
2. Reagents for PCR: Taq polymerase and buffer, dNTPs, primers specific to target

gene, and mineral oil.
3. Agarose (e.g., Sigma, Poole, UK) and running buffer of choice or reagents for oligo-

nucleotide probing (e.g., Boehringer Mannheim DIG Labeling and Detection Kit).
4. Materials for purification of DNA template either by electrophoresis through low

melting point agarose (e.g., SeaPlaque or SeaPrep, FMC BioProducts, Rockland,
ME) or by centrifugation (e.g., Centricon-100 Micro-Concentrator columns;
MicroSpin S-400 HR Columns, Pharmacia Biotech; QIAquick PCR Purifica-
tion Columns, QIAGEN).

2.2. Alkaline Lysis Isolation of Vector

1. Solution I: 50 mM glucose, 25 mM Tris-HCl, pH 8.0, 10 mM ethylenediamine-
tetraacetic acid (EDTA), autoclave at 10 lb/in2 for 15 min.

2. Solution II: 0.2 N NaOH, from 10 N stock, 1% sodium dodecyl sulfate, from 20%
(v/v) stock.

3. 5 M potassium acetate (pH 4.8): Add 11.5 mL of glacial acetic acid and 28.5 mL
of H2O to 60 mL of 5 M potassium acetate and mix well.

4. Solutions of 5 M NaCl and 13% PEG8000 sterilized by autoclaving.
5. 95 and 70% ethanol.
6. TE buffer: 10 mM Tris-HCl, pH 8.0, 1 mM EDTA, pH 8.0.
7. Tris-saturated phenol.
8. Chloroform.
9. 3 M sodium acetate solution, pH 5.2.

2.3. Cycle Sequencing Reactions with Dye Terminators

1. Dye Terminator Ready Reaction Cycle Sequencing Kit (ABI).
2. Reagents for PCR: 0.5-mL microfuge tubes, Taq polymerase and buffer, dNTPs,

primers (either specific to the target gene or the vector), and mineral oil.

2.4. Electrophoresis of Samples
Using Denaturing Polyacrylamide Gels

1. dH2O, warm dH2O, Alconox (Alconox, New York, NY) and lint-free paper.
2. Permacel tape (Permacel, Preferred Tape Inc., Tulsa, OK) and clamps for gel plates.



Sequencing of DNA 113

3. 40% acrylamide solution: 19:1 acrylamide:bis-acrylamide.
4. Mixed-bed ion exchange resin (Sigma, Poole, UK).
5. 10% (w/v in dH2O) freshly prepared ammonium persulfate solution.
6. N,N,N',N'-Tetramethylethylenediamine (TMED, Sigma).
7. 10X TBE buffer: 108 g Tris, 55 g boric acid, 8.3 g Na2EDTA, 1 L dH2O. Check

that the pH is 8.3 and prepare again if the pH is different.
8. Blue dextran loading buffer: 1 µL loading buffer (50 mM EDTA, pH 8.0, 30 mg/

mL blue Dextran) and 5 µL deionized formamide. Formamide prepared by mix-
ing 10 mL of formamide with 1 g of mixed bed resin for 15–20 min, filtering
through paper and storing in aliquots at –20°C.

3. Methods
The following section details the techniques required for preparation of DNA

template produced by PCR and the subsequent automated analysis on an ABI
373A Sequencing System following dye terminator cycle sequencing reactions.
The protocols have been adapted from the user’s manual, which can be referred
to for more detailed information and for descriptions of preparation and analy-
sis of DNA template from other sources.

3.1. Preparation of Template DNA from PCR

Poor quality template is the most common cause of error in DNA sequencing, and
preparation should be performed with meticulous attention to detail of the proce-
dures used. The quantity of template will also affect the outcome of sequencing reac-
tions and has to be optimized for production of consistent data (see Note 1).

3.1.1. Reamplification of Template DNA from Bacterial Colonies

1. Suspend single colonies arising from cloning experiments in 100 µL sterile
double-distilled H2O (ddH2O).

2. Heat to 98°C for 10 min.
3. Use 1–5 µL as template in PCR using the primers and conditions of the original

amplification reaction.
4. Check for presence of inserts by gel electrophoresis or oligonucleotide probing.
5. Remove unused enzyme, buffer, primers, and dNTPs from template DNA by gel

electrophoresis or centrifugation through one of the many commercially avail-
able columns.

6. Quality and quantity of the DNA can be reassessed by gel electrophoresis with a
mol wt standard.

3.1.2. Isolation of Vector (Alkaline Lysis Procedure) (see Note 2)

1. Harvest the cells from a 500-mL culture by centrifugation at 6000g, and resus-
pend the pellet in 10 mL of Solution I containing 5 mg/mL of lysozyme.

2. Stand at room temperature for 5 min in a Beckman (Palo Alto, CA) SW27
polyallomer tube (or equivalent).
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3. Add 20 mL of freshly prepared Solution II; mix the contents by inverting the tube
gently and stand on ice for 10 min.

4. Add 15 mL of ice-cold 5 M potassium acetate (pH 4.8) and stand on ice for 10 min.
5. Centrifuge the tube at 23,000g for 20 min at 4°C.
6. Transfer equal quantities of the supernatant to each of two 30-mL Corex tubes

and add 0.16 vol of 5 M NaCl and an equal volume of PEG8000 (Sigma). Mix well
and stand on ice for 20 min.

7. Pellet the DNA by centrifugation at 12,000g for 30 min at room temperature (see
Note 3).

8. Wash the pellet in 70% ethanol at room temperature and dry under vacuum.
9. Resuspend the DNA in 400 µL of TE buffer.

10. Add an equal volume of phenol; mix and centrifuge for 1 min.
11. Remove the aqueous phase, add 400 µL of chloroform, mix the solution, and

centrifuge for 30 s. Repeat this step once (see Note 4).
12. Add 40 µL of sodium acetate and 1 mL of 95% ethanol and cool to –70°C for 20 min.
13. Remove all traces of ethanol and dry under vacuum. Resuspend the DNA pellet

in 20 µL of TE buffer.

3.2. Cycle Sequencing Reactions with Dye Terminators
1. Add 4 µL of cocktail mix from the Dye Terminator Ready Reaction Cycle

Sequencing Kit (ABI) to sterile 0.5-mL microfuge tubes.
2. Add 1 µL of 20 pmol primer to each tube (see Note 5).
3. Add template DNA to individual tubes at the following concentrations: PCR

product, 20–200 ng; ssDNA, 0.25–0.50 µg; dsDNA, 1.0 µg.
4. Place tubes in a PCR thermal cycling machine and perform the cycle sequenc-

ing reactions under the following conditions: 25 cycles of 96°C for 30 s, 50°C
for 15 s, and 60°C for 4 min; soak at 4°C.

3.3. Electrophoresis of Samples
on Denaturing Polyacrylamide Gels

Secondary to the quality and quantity of template DNA used in sequencing
reactions, the quality of the polyacrylamide gel and its careful preparation is
important for the consistent production of accurate data. Glass plates should not be
used if scratched or chipped, and all reagents should be ultrapure and filtered to
remove particulate matter that may interfere with detection of fluorescent signals.

Data recorded during electrophoresis is stored in analyzed and raw formats.
Sequence data can be output as a printout of the chromatogram produced by the
laser scanning of the gel and as Macintosh- or PC-compatible sequence files. Fur-
ther details of sequence analysis can be found in Chapter 9.

3.3.1. Preparation and Casting of Polyacrylamide Gels

Because the procedure for setting up and running gels on automated
sequencing systems will vary greatly for different makes of machine, reference
should be made to the relevant user’s manuals.
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1. Wash glass plates, comb, and spacers with Alconox and warm water, rinse with
warm water followed by dH2O, and dry with lint-free paper.

2. Align plates with spacers. Clamp one edge and seal the opposite side and corners
with Permacel tape, excluding any air bubbles. Repeat to seal the other side.

3. To 25 mL dH2O add 40 g of urea, 9.5 mL (for 4.75% gel; add 12 mL for 6% gel)
of 40% stock acrylamide solution, and 1 g of mixed-bed resin. Heat and gently
stir the mixture until the urea crystals begin to dissolve. Remove from the heat
and continue to mix until the crystals are completely dissolved.

4. Degas the solution for 5 min using a 0.2-µm vacuum filter unit (see Note 6).
5. Add the degassed solution to a 100-mL measuring cylinder containing 8 mL of

10X TBE buffer, and make the volume up to 80 mL with dH2O.
6. Pour the solution into a 150-mL beaker and mix in 400 µL of 10% ammonium

persulphate solution and 45 µL of TMED, avoiding air bubbles.
7. Carefully fill the plates to 3–5 cm from the top, allowing all air bubbles to escape.
8. Lay the plates flat, wet the casting comb in 1X TBE buffer, insert between the

plates, and clamp in position. Allow the gel to polymerize for at least 2 h at room
temperature, but do not use a gel after more than 18–24 h.

9. Remove all tape and clamps from the gel, wash all traces of acrylamide from the
plates with dH2O, and allow them to air dry.

3.3.2. Gel Loading

1. Remove unincorporated dye terminators by centrifugation of reaction products
though spin columns (e.g., Centri-Sep, Princeton Separations; MicroSpin S-400
HR Columns, Pharmacia Biotech, Uppsala, Sweden).

2. When using a 24 well comb, add 4 to 5 µL blue dextran loading buffer to each
sample; use only 3 µL of loading buffer for a 36-well comb (see Note 7).

3. Briefly vortex and centrifuge samples before heating to 90°C for 2 min and store
on ice for no more than 1 h.

4. Carefully flush all wells with 1X TBE buffer. Load samples in odd-numbered
lanes and loading buffer in lanes 0 and 25 or 37 (see Note 8).

5. Run all samples into the gel by electrophoresis for approx 5 min. Flush all
wells with 1X TBE buffer and load even numbered lanes. Complete the
sequencing run.

3.4. Concluding Comments

Although the analysis of DNA sequences is rarely used directly in environ-
mental monitoring, it is an important precursor to many of the methods in-
volved. Automated DNA sequencing techniques are now widely available and
their use decreases the time and effort required to develop new detection meth-
ods. In contrast to the radionucleotides used for labeling of DNA fragments in
classical DNA sequencing approaches, the fluorescently labeled primers and
ddNTPs used by automated systems are nonhazardous and have long shelf
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lives. The major drawback of this technology is the initial capital investment.
However, with rapidly developing techniques, machines are becoming avail-
able that reportedly are able to read lengths of over 1200 bp and perform
bidirectional sequencing in one run. Such advances will reduce running
costs and can only serve to facilitate a greater understanding of microbial
diversity.

4. Notes
1. Template DNA for sequence analysis in environmental microbiology is most

commonly obtained following PCR and cloning, although shotgun cloning
approaches using unamplified extracted DNA have been used. Mixed DNA spe-
cies amplified by the PCR are separated using standard cloning techniques. Vec-
tors commonly used for cloning include pUC (6), pGEM (Promega Madison,
WI), and Bluescript (Stratagene, Cambridge, UK) series. These vectors contain a
variety of priming sites to facilitate cloning and sequence analysis. Templates for
sequencing reactions can be obtained by amplification of the target gene from
bacterial colonies using specific primers, or by isolation of the vector followed
by sequencing from priming sites in the vector or the target gene.

2. The alkaline lysis procedure is based on that of Birnboim and Doly (7). Commer-
cially available preparation methods include QUIAGEN columns and Promega
Magic Minipreps (Promega).

3. Centrifugation of samples at 4°C may result in pelleting of salts.
4. Removal of all traces of phenol is essential as it can affect dye performance.
5. Targets for sequencing primers can be in the vector arms, and can be used to

sequence cloned DNA without prior knowledge of sequence of the insert, or spe-
cific hybridization sites are chosen within the cloned DNA.

6. Degassing the solution for the same length of time for every gel ensures repro-
ducible results.

7. Formamide is added to loading buffer so that DNA fragments migrate as discreet
bands and blue dextran assists in sample visualization.

8. The ABI 373A Sequencing System can run either 24 or 36 samples. If using all
lanes, care must be taken to avoid overflow of samples into adjacent wells. In
addition, for the recognition of lanes the system’s automatic lane tracker requires
discreet spaces between samples. To achieve this, and to reduce the risk of sample
overflow, wells are loaded alternately, odd-numbered first and then even num-
bered ones with brief periods of electrophoresis between loading.
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Analysis of DNA Sequences

Mathew Upton

1. Introduction
Molecular biological methods are now commonly used to detect bacteria in

diverse environments ranging from soils, sediments, and sludges (1,2) to plant
(3) and mammalian (4,5) tissue and food or water samples (6,7). The tech-
niques most widely used in detection methods are the polymerase chain reac-
tion (PCR) and oligonucleotide probing. PCR exploits primers targeting a
region of ribosomal RNA (rRNA) known to be specific to the organism of
interest (8), or functional genes for metabolic pathways (9) and toxins (10)
exclusive to certain bacteria, and facilitates qualitative or quantitative detec-
tion of target organisms in natural environments (11). Oligonucleotides can be
labeled with radionucleotides or with chemiluminescent or fluorescent reporter
molecules and used to probe nucleic acids extracted from samples (4), again
giving qualitative or quantitative information regarding the occurrence of
target organisms. In addition, fluorescently labeled olignucleotides are
increasingly being used in combination with flow cytometry for cell counting
or sorting (12,13), and with confocal laser scanning microscopy (2,14) to gen-
erate in situ data revealing close spatial associations of organisms in environ-
mental samples.

Although analysis of DNA sequences is rarely used directly in environmen-
tal monitoring, many approaches rely on the analysis of DNA sequence data
for design of primers and probes. This chapter follows the analysis of
methanogen DNA sequences recovered from peat bog samples as an
example of the types of sequence analyses that are performed in environ-
mental microbiology. The information presented is intended to be a guide and
the details for operating the programs used or listed are readily available at the
addresses given.
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2. Materials
The following analyses are easily performed using PowerMac and PC work-

stations. An Internet connection is necessary for access to some software pack-
ages and transfer of files between the hard drive and remote sites using the file
transfer program (FTP). A laser printer is useful for printing good quality phy-
logenetic trees and sequence alignments.

3. Methods
3.1. Sequence Data Editing

Initially, sequenced fragments of target DNA can be aligned and edited using
one of the packages listed in Table 1. This list is not exhaustive and others can
be found by following links at Internet sites such as the Ribosomal Database
Project (RDP). Many of the packages are available free and can be downloaded
over the Internet.

The following protocol was used in the analysis of four sequence fragments
of the α-subunit of the methyl coenzyme M reductase (MCR) gene of
methanogens that had been amplified from cloned environmental DNA by PCR
with primers ME1 and ME2 (Fig. 1) (15). Automated sequencing was per-
formed using an Applied Biosystems Inc. (ABI; Perkin-Elmer, Warrington,
UK) 373A Sequencing System using dye terminator chemistry with primers
ME1, 2, 4, and 5 (see Note 1).

1. Data from the ABI 373A Sequencing System are output from automated analysis
software as a Macintosh sequence file and as a printout of the chromatogram
produced by the laser scanning of the gel during electrophoresis (Fig. 2) (see
Note 2).

2. Visually inspect chromatograms, which are printed in color for easy interpreta-
tion, for mistakes made by the automated base-calling software (see Note 3).

3. Import sequence fragments ME1, 2, 4, and 5 into the Sequence Navigator pack-
age (ABI). Using the chromatogram for reference, delete poor-quality data from
both ends of the fragments (usually 10–50 bases at the 5' end and approx
100–200 bases from the 3' terminus). Overlap align fragments 1 with 4 and 2
with 5 to form a pair of full-length sequences and reverse complement the
latter strand. Perform a comparative overlap of the two strands. Using the
“Create Shadows” feature of the package, compare the forward and reverse
strands and correct any mismatches by reference to the relevant chromatograms.
Compute a consensus from the edited sequences and export it to a new folder as
a “GCG” format file. The sequence can also be translated to amino acids in any
of the possible reading frames.

4. Copy the exported file to a PC-compatible floppy disk using the Apple file con-
vert program (unless using a PowerMac, which can write directly to a PC-for-
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matted disk). Using FTP, transfer the file from the floppy disk into UNIX file
space with access to the GCG (Wisconsin Package, University of Wisconsin,
Genetics Computer Group, Madison, WI) suite of programs.

5. Perform a FASTA search against the GenBank and EMBL DNA sequence data-
bases to check the similarity of the MCR sequence to those previously submitted
to the databases (see Note 4).

3.2. Downstream Analysis of DNA Sequence Data

3.2.1. Sequencing Primer Design

The following procedure was used to create onward sequencing primer ME4
and was repeated using sequence ME2 for design of primer ME5.

1. In the GCG facility, align edited sequences from primer ME1 using the PILEUP
program (see Note 5).

2. Visually inspect the 3' end of aligned sequences from the pileup. Identify a region
of the alignment in which all sequences share homology and the following crite-
ria are satisfied:

Fig. 1. Sequence fragments of the α subunit of the methyl coenzyme M reduc-
tase gene.

Fig. 2. Section of a chromatogram produced by the ABI 373A Sequencing System.
The peaks, and the bases called from them, can be printed in color (A, green; C, blue;
G, black; T, red) to assist in interpretation.
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a. Primers should be 17–30 nucleotides in length with a G+C content of 40–60%
and a Tm of at least 45°C.

b. There should be no regions of self-complementarity that result in hairpin loop
formation. This is especially important at the 3' end of a primer.

c. Ideally, primer sequences should contain no mismatches with target regions. If it
is not possible to target a suitable site, degenerate bases should be located at the
5' end of the primer sequence because synthesis is affected only by unstable bind-
ing at the 3' end.

d. Primers that target regions of secondary structure in template DNA will not per-
form optimally even when synthesized to the above specifications (Subheading
3.2.1.2.a,b,c).

3.2.2. PCR Primer Design

1. Import the sequence to be screened for PCR primer pairs into the GCG package
at the SEQNET facility (see Table 1).

2. Run the PRIME program using the imported sequence as a target. Set the desired
parameters such as primer and product length. The program automatically scans
the possible primer pairs and rejects any that do not satisfy a range of require-
ments, including those that form primer dimers and those with different Tm val-
ues (see Note 6).

3. Primer specificity should be assessed by performing BLAST/FASTA searches
against relevant databases (e.g., GenBank, EMBL) or using the Check Probe
facility in the RDP (see Note 7).

3.2.3. Oligonucleotide Probe Design

1. Import the sequence that the probe is to target into the GCG package running in
UNIX workspace.

2. Using the PILEUP program, align the sequence with corresponding sequences
from both closely related and distant taxa (see Note 8).

3. Visually inspect the MSF file produced by the pileup and identify a region that
differentiates the sequence of the target organism from all others (see Note 9).

4. An oligonucleotide probe should be constructed using the criteria for selection of
sequencing primers (Subheading 3.2.1.), although probes are commonly between
15 and 30 nucleotides in length (see Note 10).

5. Input the sequence selected for use as a probe into SEQED within GCG and
perform a BLAST/FASTA search against any relevant databases (e.g., Genbank/
EMBL) to check that the probe is specific to target taxa (see Note 11).

3.2.4. Phylogenetic Analysis

Many studies involving the analysis of DNA sequences from natural environ-
ments make use of phylogenetic analysis packages (Table 1) to infer relationships
between cloned sequences and/or cultured strains by reference to public databases
(Table 1). Details of phylogenetic analyses are given in Chapters 10 and 11.
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The approaches used can be adapted to allow use of other packages, which
may be more readily available in some locations. For users in the United King-
dom, access to SEQED at Daresbury provides a full range of tools for the analy-
sis of DNA sequences.

There is an extensive and ever-increasing range of packages currently avail-
able for DNA sequence analysis, many of them free and easily accessible over
the Internet. The ability to rapidly analyze sequence data and identify probe
and primer target sites increases the rate at which molecular ecological studies
can be performed. At the most basic level, these approaches can quickly and
easily indicate the presence or absence of organisms, including slow-growing
taxa and those thought to be uncultivable. If used judiciously, the techniques
can lead to a greater understanding of the roles played by a target organism in
its natural environment.

4. Notes
1. Studies on primers ME1 and ME2 have been previously published (16). Fragments

ME4 and ME5 were sequenced from primers designed by reference to the
sequences of fragments ME1 and ME2, respectively (Upton, M., unpublished
data). For information on the design of sequencing primers, see Subheading 3.2.1.

2. The sequence files can also be converted to PC-compatible formats.
3. Chromatograms can be used solely for confirmation of sequence information by

visual inspection, or sequence can be read directly from them and input manually
into editing packages. Mistakes made by the automated base-calling software
include incorrect assignment of bases obscured by high background, calling an
incorrect number of bases to a series of peaks, and assignment of bases where
there should be spaces in regions of compression of sequence data.

4. Results of a FASTA search can be used to confirm the identity of a sequence and
will give an indication of the novelty of the cloned DNA. In addition, the
sequences most closely related to the test sequence can be copied from the data-
bases and used as reference strain data in phylogenetic analysis.

5. When using a single clone/sequence, the alignment is not possible, and primer
design can be performed by visual examination of the single chromatogram or
sequence file.

6. PCR primers can be selected by visually scanning the sequence for suitable
regions. PCR primers are generally 18–21 nucleotides in length and should be
designed under the criteria used for sequencing primer design (Subheading
3.2.1.). Care should be taken to avoid regions of complementarity both internally
and between primers since this results in hairpin loop or primer dimer formation.

7. This screen is not necessary when designing primers for onward sequencing of
cloned fragments, although obviously primers should have only one site in the
target molecule.

8. For example, a 16S rRNA gene sequence from Methanosarcina barkeri would be
aligned with 16S rDNA sequences from other members of the kingdom Archaea
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(both euryarchaea and crenarchaea) and a representative of the Bacteria. This
alignment allows regions of inter taxa variability to be easily identified.

9. Locating suitable areas can be assisted by using sequences from several organ-
isms of the target group in the pileup. Target sites can also be selected using
some of the software listed in Table 1.

10. Entire gene sequences can also be used as probes. Such probes can easily be
produced by labeling PCR products using specific primers with digoxygenin-
labeled (DIG; Boehringer Mannheim) dUTP added to the reaction mixture.

11. Databases are being updated on such a regular basis that it is sensible to screen a
probe for mismatch sites even when using previously published probes. These
may have been designed before homologous sequence from nontarget organisms
was submitted to the database.
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Fluorescent Polymerase Chain Reaction/Restriction
Fragment Length Polymorphism  Monitoring
of Genes Amplified Directly
from Bacterial Communities in Soils and Sediments

Kenneth D. Bruce and Mark R. Hughes

1. Introduction
There has been a growing acknowledgment of both the ecological and bio-

technological importance of microbes in natural environments. Concerns about
the nonrepresentative nature of traditional analytical methods, as a result of
their requirement for prior cultivation, have led to the introduction of molecu-
lar biological approaches to these areas of study (1). Considerable effort has
led to the development and application of a number of molecular procedures to
profile the diversity of microbial sequences in environments.

For many of these molecular approaches, the first step is the amplification
by the polymerase chain reaction (PCR) of specific target sequences present
in nucleic acids extracted from environmental samples. These target
sequences are frequently regions of ribosomal genes, used because of their
established phylogenetic framework. However, other sequences are being
increasingly used owing to the interest in tracking marked strains and follow-
ing gene spread and evolution. The oligonucleotide primers used in PCR either
can be made highly specific for a single target (e.g., to track the progress of a
specific strain through an environment) or can access the widest range of
sequence variants of a particular gene that are available (through the use of
consensus regions of database variants). As examples, specific regions of 16S
rRNA genes have detected ammonia-oxidizing bacteria of the genera
Nitrosospira (2) and Nitrobacter populations (3), in comparison to the
many studies which use “universal” ribosomal sequences. Describing the
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information contained within the resulting pool of PCR products, however,
presents a different challenge.

Several techniques have been devised to examine PCR products amplified
from natural communities. One of the first approaches required individual
amplification products to be cloned into plasmid vectors to form “libraries”
prior to screening by oligonucleotide hybridization or direct sequencing.
Although this method provides detailed information, the time-consuming
nature and the potential for introducing cloning biases make it generally
unsuitable for environmental monitoring. It was therefore important to
develop methods that resolve the diversity of the amplified products more
rapidly and preferably in a single electrophoretic run. A number of such
methods have been developed including denaturing gradient gel electrophore-
sis (DGGE) (4,5,6) and those based on restriction fragment length polymor-
phism (RFLP) (7).

DGGE has been used to study bacterial community diversity in marine
microbial mats and biofilms from wastewater treatment plants (4), and bacte-
rial communities within a microbial mat (8). Subsequent studies have charac-
terized the genetic diversity within species or functional groups of bacteria.
For example, Wawer and Muyzer (6) found higher diversity for Desulfovibrio
species in a natural microbial mat than those in an experimental bioreactor
using DGGE of [NiFe] hydrogenase sequences. Similar DGGE-based studies
have examined the diversity of sulfur-oxidizing bacteria in hydrothermal vents
(5) and sulfate-reducing bacteria in a stratified marine water column (9). RFLP
of amplified 16S rDNA has been used to profile the diversity of bacterial com-
munities in soil (10) and in hypersaline waters (7).

Fluorescent polymerase chain reaction/RFLP (FluRFLP) has been devised
to profile variants of specific sequences amplified from natural environments
(11). FluRFLP, shown diagrammatically in Fig. 1, differs from other RFLP
studies of mixed-community PCR products in that the sole focus of the analy-
sis is a single fragment, in contrast to the multiple fragments in a conventional
RFLP. This fragment is generated by digestion of PCR products (amplified
either from a single culture or from mixed-community DNA) using a specific
restriction endonuclease. The restriction endonuclease chosen differentiates,
at the level of discrimination required, the sequence variants of the target gene
on the basis of the distance from the first restriction endonuclease site to the
start of the PCR product. The different size variants generated by the restric-
tion endonuclease are identified by the fluorescent label on the 5' end of one
primer used in the PCR. When FluRFLP digests are electrophoresed, only those
single-stranded products bearing the fluorescent label are detected using auto-
mated DNA sequencing technology. In this manner, only size variants are
detected. Furthermore, through the use of computer software originally
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Fig. 1. Diagrammatic representation of the FluRFLP process.
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designed for studies of microsatellites in eukaryotic populations (12), the size
and relative abundance of each peak can be estimated accurately.

If the PCR product has been generated from one sequence variant, a single
FluRFLP fragment will be identified. Knowledge of the varying sequence types
can therefore be used to compile a list of different size variants. This can be
used subsequently when analyzing DNA isolated from mixed communities.
One of the major advantages of FluRFLP lies in the assessment and moni-
toring of subtypes of particular gene sequences in complex genetic back-
grounds such as those found frequently in natural environments. Furthermore,
FluRFLP can address quantification not only at the overall level of genes (loads
or persistences), but also the quantification of the relative amounts of particu-
lar subtypes.

The drawbacks of the FluRFLP technique are those often identified with
the use of PCR. Care must be taken in making inferences on the starting
concentrations of genes derived from the final ratio of PCR products (13)
owing to various potential biases, e.g., reannealing, degeneracy, and GC con-
tent in primers. Given the persistence of DNA in natural environments, it is
possible that signals can be generated from material outside of cells (14). As
with all PCR-based studies, care must be taken not to introduce “contaminat-
ing” DNA sequences during the DNA isolation or PCR amplification steps.
In addition, it is possible that chimeric sequences can be generated from the
coamplification of homologous genes (15), leading to the creation of appar-
ently “novel” types. A strategy has been developed to try to obviate this
potential problem in FluRFLP. In this strategy, two separate PCR reactions
are carried out using each source of template DNA. One primer, the one bear-
ing the fluorescent label, is common to both reactions, with the two other
primers designed to different consensus regions. On amplification, two prod-
ucts of different length are generated. However, because they “started” from
the same position, the digestion of either should produce the same fragment
when amplified from a single sequence variant. It is hoped that this should
assist in the discrimination between informative and spurious PCR products,
since fragments generated from spurious products would be seen only in one
digestion profile.

The present FluRFLP approach can be extended to incorporate known
amounts of specific target sequences into the original PCR mix. These specific
target sequences can be modified by altering the position of the restriction
endonuclease sites within the PCR target (either by sequence modification to
create a new restriction endonuclease site or by the insertion/deletion of 10
bases) so that they produce a FluRFLP size variant that is not observed in natu-
ral environments. This will provide absolute discrimination between the origi-
nal subclasses and the “newly-created” variants. These can then be used both
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in experiments to quantify the relative abundances and to monitor persis-
tence and spread in natural environments and in a wider range of environ-
mental monitoring studies. This chapter outlines the principles and use of
FluRFLP to study bacterial sequence diversity and discusses its role in envi-
ronmental monitoring.

2. Materials
Before performing PCR, preliminary work should be carried out (see Note 1).

2.1. Amplification of PCR Products from Test Sample

1. Reaction template, e.g., DNA extracted from environmental samples (see Note 2).
2. PCR reagents: typically 0.5-mL microfuge tubes or 96-well plates, Taq DNA poly-

merase and reaction buffer, deoxynucleotide triphosphates, primers (as appropriate),
mineral oil (depending on PCR machine), sterile distilled water (see Note 3).

3. Agarose, electrophoresis buffer of choice, DNA stain (e.g., ethidium bromide),
loading dye.

4. PCR machine.

2.2. Restriction Endonuclease Digestion of PCR Products

1. PCR products, generated by methods in Subheading 2.1.
2. Microcon-30 spin columns (Amicon, Beverly, MA) (see Note 4).
3. Restriction endonuclease of choice and reaction buffer (see Note 5).
4. 1.5-mL microcentrifuge tubes.
5. Water bath to incubate restriction endonuclease digests.

2.3. Electrophoresis
of Restriction Endonuclease–Digested PCR Products

This method has been written for the Applied Biosystems 373A automated
DNA sequencing machine.

1. Digested PCR products.
2. Size standards. For the 373A Genescan-500 or -2500, TAMRA (N, N, N', N'-

tetramethyl-6-carboxyrhodamine) internal markers (Applied Biosystems) are
appropriate (see Note 6).

3. IM NaOH in ethanol (see Note 7).
4. Sequagel-6 (National Diagnostics, Atlanta, GA) for a 6% denaturing polyacryl-

amide gel (see Note 8).
5. Ammonium persulfate.

2.4. Analysis of Banding Patterns

Recommended analysis software: Genescan (version 1.2.2-1) and Genotyper
software (version 1.1) (PE Biosystems, Narrington, UK) running on Power
Macintosh computers.
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3. Methods
3.1. Amplification of PCR Products from Test Sample

1. Prepare a master mix of PCR reagents using amplification conditions established
previously.

2. Divide master mix into wells/0.5-mL tubes and cover with oil if required.
3. Raise the temperature of the PCR machine to 95°C.
4. Add template DNA.
5. Following cycling, examine the products generated by agarose gel electrophore-

sis and confirm by DNA hybridization.
6. Store PCR products at 4°C until restriction endonuclease digestion.

3.2. Restriction Endonuclease Digestion of PCR Products

1. Add the selected restriction endonuclease (typically 5 µL, but varies according to
manufacturer) to 200 µL of 1X restriction buffer supplied with the enzyme.

2. Centrifuge this mix for 5 min at room temperature through a Microcon-30 spin
column at 13,000g in a microcentrifuge.

3. Invert the Microcon-30 column into a 1.5-mL microcentrifuge tube.
4. Spin this assembly at 6500g in a microcentrifuge for 30 s at room temperature.
5. Measure the amount of retained enzyme/buffer into a fresh tube and store at 4°C.
6. Digest the amplified PCR products with an appropriate volume of the retained

enzyme/buffer and a final concentration of 1X restriction buffer using the reac-
tion conditions recommended by the manufacturer.

3.3. Electrophoresis
of Restriction Endonuclease Digested PCR Products

3.3.1. Casting Polyacrylamide Gels

1. Wash glass plates, comb, and spacers in warm water.
2. Align spacers and plates and clamp in position (following the instructions sup-

plied in the user manuals).
3. Mix the desired amount of Sequagel-6 with TBE running buffer (following

instructions).
4. Add 0.4 mL of 10% (w/v) ammonium persulfate for every 60 mL of gel solution.
5. Pour the gel avoiding the formation of air bubbles. If bubbles do appear, tap the

glass plates to release them.
6. Insert and clamp the spacer to form a well.
7. Leave to set for a minimum of 2 hours at room temperature.
8. Unclamp the gel and wash all traces of acrylamide.

3.3.2. Gel Loading and Electrophoresis

1. Remove the spacer and flush with 1X TBE buffer.
2. Insert the comb (either 24- or 36-well).
3. Flush the wells with 1X TBE buffer.
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4. Prior to loading samples, the gel is analyzed to ensure that no spurious fluores-
cent signals are being generated.

5. When using a 36-well comb, add 2 µL of dextran blue formamide denaturing loading
buffer (as in PE Biosystems manual) and 0.5 µL of TAMRA markers to the digested PCR
products (up to 6 µL of PCR products can be loaded; precipitate DNA if required).

6. Vortex and heat samples to 90°C for 2 min.
7. Store samples at 4°C.
8. Load the odd-numbered lanes and electrophorese the samples for 5 min. Electro-

phoresis is carried out with the voltage limited to 1150 V for 3.5 h on 12-cm
wells to read plates.

9. Load the even-numbered lanes and complete the electrophoretic run.

3.4. Analysis of Banding Patterns
1. The resulting banding pattern can be analyzed using the Local Southern Method

of size calling within Genotyper software. Other methods are available in the
Genotyper Manual.

2. The position and area of individual peaks can be calculated using Genotyper soft-
ware (version 1.1) lane by lane using the calibration provided by the TAMRA
labeled markers.

3.5. Specific Example of FluRFLP

FluRFLP has been applied to study genes within the bacterial mercury resis-
tance (mer) operon—a model system for many ecologic studies (16,17) owing
to the well-characterized nature of its genetics and biochemistry (18). Using
regions of consensus from database sequences, oligonucleotide primers were
derived which amplify the merRT∆P region (approx 1 kb) that contains regula-
tory and transport genes of the major subclasses of archetypal Gram-negative
mer operons (Tn501 [19], Tn21 [20], pKLH2 [21] and pDU1358 [22]). merR
DNA sequence data have been used to group these archetypal Gram-negative
mer operons (23). Further analysis of mer sequences showed that six major
subclasses of mer could be differentiated on the basis of the length from RX
(the start of merR) to the first FokI restriction endonuclease site (Fig. 2).

Preliminary experiments showed that individual mer sequence types present
in cultures of mercury-resistant bacteria gave a single fragment of the same
size as predicted by DNA sequence analysis. Each sample of soil and sediment
community DNA tested, to date, has contained one or more of the fragment
sizes identified in Fig. 2. Distinct profiles have been found for different sample
locations. Figure 3 shows the profile obtained for a sample taken from Fid-
dlers Ferry, on the river Mersey. Because the subclass type is known from
the fragment size, any potential link between gene type and different
physiochemical environments can be explored rapidly. This is potentially
important for mer, because only certain subclasses carry the merB (organo-
mercurial lyase) gene which effects resistance to organomercurial compounds
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(22). In addition to the sizes in Fig. 2, additional fragment sizes were detected
that were predicted on the basis of current DNA database entries. Subsequent
studies will determine whether these represent novel sequences or were ampli-
fied from mer gene homologs.

4. Notes
1. Before using FluRFLP, preliminary work must be carried out. This involves using

database manipulations of the sequences of interest, the design of oligonucle-

Fig. 2. Different FluRFLP fragment sizes generated by FokI digestion of different
merRT∆P sequences. The dendrogram on which the sites have been superimposed,
derived from merR sequence data adapted from ref. 23, shows the major subclasses of
the archetypal Gram-negative mercury resistance genes.
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otide primers for PCR, and, crucially, the choice of restriction endonuclease. The
choice of enzyme determines the resulting fragment profile and in turn the
value of the information that can be derived from the digests. Computer pro-
grams that are useful in this process in the Genetics gcg package (Genetics
Computing Group, Madison, WI) include FASTA and MAPSORT. Before
incurring the expense of fluorescent oligonucleotide primers, it is advisable
to check that the target sequence can be amplified using conventional PCR
primers and to confirm this by DNA hybridization of the generated PCR prod-
ucts. Furthermore, although the automated DNA sequencer provides highly
accurate sizing information, it is important, in practical terms, to select a
restriction endonuclease that allows >10 bases between each size variant and
over a region that can be sized by the automated DNA sequencer software.

2. Numerous protocols exist for DNA isolation. Here, the method used was as
described in ref. 24 with the addition of a bead-beating step of 30 s using a Braun
cell homogenizer (B. Braun Biotech, Germany) to ensure lysis of bacterial cells
in soils and sediments.

3. Primers used here were taken from ref. 24. Incorporating a tetraethylene glycol
molecule between the fluorescent moiety and the oligonucleotide (25,26) can be
useful to balance the hydrophobicity. One oligonucleotide primer, FluRX, was
labeled with the green fluorescent label TET (4, 7, 2', 7'-tetrachloro-6-
carboxyfluorescein, Oswel Labs, University of Southampton, UK).

4. The use of Microcon-30 columns prevents the profound distortion caused by a
compound present in the restriction endonuclease- possibly glycerol- observed in
the original (prespin column) automated sequencer runs.

5. The choice of restriction endonuclease is case specific. FokI (Boehringer
Mannheim, Lewes, UK) was used here to profile the amplified mer genes.

6. The TAMRA-500 markers were used here since the sizing region was <500 bases.
7. This solution can be used to remove accumulated background fluorescence from

sequencing plates, if required.
8. Other nonfluorescent acrylamide solutions can be used.

Fig. 3. Processed image of FluRFLP fragment produced by FokI digestion of
merRT∆P PCR products (FluRX to PX) amplified from DNA extracted from Fiddlers
Ferry soil with the mer fragments shown in bases.
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Recovery and Analysis of Ribosomal
RNA Sequences from the Environment

Ian M. Head

1. Introduction
1.1. Historical Development of Ribosomal RNA Analysis
of Microbial Populations

Since the 1980s the use of ribosomal RNA (rRNA) sequence-based analy-
sis to characterize microbial populations (mainly bacterial and archaeal popu-
lations) has increased significantly. This increased use is in response to the
recognition that culture-based methods grossly misrepresent the composition
of microbial populations as they occur in nature (1). To circumvent the biases
inherent in culture-dependent studies of microbial communities, it was sug-
gested that, by extraction of nucleic acids directly from environmental
samples, genes that were present in all taxa could be isolated and sequenced
(2,3). Comparative analysis of sequences recovered from environmental
samples with those from cultured isolates would permit phylogenetic rela-
tionships of the uncultured taxa to be determined (2,3). The universally dis-
tributed genes most commonly used for such analyses are the rRNA genes,
particularly those encoding the small ribosomal subunit RNAs (16S and 18S
rRNA). rRNA genes have many advantages over other candidate genes, includ-
ing the following:

1. They are crucial components of ribosomes.
2. They possess a common, essential function in all cells.
3. Functional necessity constrains their primary and secondary structure and hence

the degree of divergence in different taxa.
4. Their primary structure is a mosaic of conserved and variable tracts of

sequence. This permits unambiguous alignment of homologous positions in
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an rRNA sequence and identification of universally conserved and taxon-spe-
cific sequence motifs.

5. There is little evidence of horizontal transfer of rRNA genes.
6. Extensive rRNA reference sequence databases exist.
7. A “tree of life” based on rRNA sequences provides a framework within which

sequences recovered from natural samples can be accommodated.

Methodological constraints meant that initial studies were limited to analy-
sis of bacterial communities of limited diversity using 5S rRNA sequences
extracted and purified directly from environmental samples (2,3). 5S rRNA
suffers from being only approx 120 nucleotides in length and, hence, permits
only relatively low-resolution phylogenetic analyses. Methods were therefore
developed for the recovery of larger and more informative rRNA sequences
(16S and 23S rRNA in Bacteria and Archaea, 18S and 28S rRNA in Eukarya).
It was initially suggested that shotgun cloning of DNA, extracted from envi-
ronmental samples, in phage λ vectors could be used for the recovery of 16S
rRNA genes (2,3). Initial attempts resulted in recovery of 16S rRNA genes in
approx 0.2–0.3% of clones in a lambda library (2). To obtain a single 16S
rRNA sequence using this approach would require screening of around 300–
500 clones. Thus, even to determine the composition of a microbial commu-
nity containing no more than a few dominant species would be an extremely
laborious task.

However, the development of procedures to selectively recover rRNA
sequences from environmental nucleic acids as cDNA or using the polymerase
chain reaction (PCR) (4–6) has made rRNA analysis of microbial populations
relatively commonplace.

Broadly speaking, there have been two main approaches adopted for the
study of natural microbial populations based on the PCR for amplification of
rRNA sequences: PCR amplification of rRNA genes followed by cloning and
comparative analysis of the cloned rRNA sequences, or PCR using specific
primers with or without post-PCR analysis using oligonucleotide probes. Clon-
ing and sequencing allow the microbial population as a whole or a specific
subgroup of the population to be characterized, but this is still relatively labo-
rious. By contrast, the use of the PCR utilizing specific primers allows rapid
identification of particular members of the microbial community. Refinement
of these basic approaches (e.g., the application of denaturing gradient gel elec-
trophoresis [DGGE]) has extended the scope of both methodologies and facili-
tated more rapid analysis of multiple samples.

This chapter outlines the basic approaches used in rRNA sequence-based
analysis of natural microbial populations, and the limitations and applications
of rRNA-based environmental analysis are discussed. DGGE and whole-cell
hybridization procedures are presented in Chapters 12 and 15.
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1.2. Principles

1.2.1. Recovery of rRNA Genes Using the PCR

Since its invention the PCR has found application in almost every realm of
the biological sciences, and environmental microbiology is no exception. The
sensitivity of the method has led to its use for the detection of bacteria present
in very low numbers in environmental matrices (e.g., see refs. 7 and 8), and
characterization of PCR-amplified rRNA genes is increasingly the method of
choice for determining the composition of microbial communities.

The starting point for the majority of PCR-based analyses of microbial popu-
lations is a nucleic acid preparation extracted from an environmental sample.
A variety of techniques have been developed to do this, and any particular
method will have inherent biases. Extraction of nucleic acids from environ-
mental samples is often problematic. Difficulties encountered include
coextraction of materials inhibitory to the DNA polymerases used in the PCR.
In addition, an extraction technique developed for one particular sample type
may not be directly transferable to different samples. A detailed discussion of
nucleic acid extraction techniques is given in Chapter 7.

Standard PCR conditions are generally adequate for the amplification of
rRNA genes though techniques such as hot start (9) and touchdown PCR (10)
can reduce mispriming and increase specificity of amplification.

1.2.2. Amplification of 16S rRNA Genes
Using Broad Specificity Primers

The use of PCR primers targeting conserved regions of the rRNA molecule
has probably been the most frequently adopted approach to the characteriza-
tion of microbial communities (e.g., see refs. 11–13). Primers have been
designed that allow the selective amplification of rRNA genes from the
Archaea, Bacteria, or Eukarya. These primers, in principle, allow amplifi-
cation of rRNA sequences from all members of a particular phylogenetic
Domain. In reality there are few positions in the rRNA molecule that are
absolutely conserved in composition (14). Consequently, so-called domain-
specific or universal primers can exert some selectivity on the sequences
they amplify. Using relatively low annealing temperatures in the PCR can
reduce this selectivity.

1.2.3. Amplification of 16S rRNA Genes Using Specific Primers

The presence of variable regions in the rRNA primary structure permits the
design of oligonucleotides that can be used as diagnostic hybridization probes
and PCR primers. Oligonucleotides targeting hypervariable regions of the
rRNA sequence can be made sufficiently specific to allow detection and identi-
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fication at the species and in some cases, subspecies level. Furthermore, regions
of the rRNA with more conserved sequence make it possible to design probes
with genus, subdivision, and phylum specificity. However, the rules governing
design of such probes are not universal, and in some lineages (e.g., the round-
spore–forming bacilli) high rRNA sequence similarity may be observed even
between phenotypically well-defined species (15). In addition, with the rapid
expansion of the database of rRNA sequences (16) it is becoming apparent that a
single oligonucleotide signature may not be sufficient to unequivocally identify
a specific organism (17). Nonetheless, the ability to “tune” the specificity of
rRNA sequence-based PCR for the identification of particular taxa in natural
assemblages is a significant advantage over many other approaches.

1.2.4. Reverse Transcriptase PCR

The most straightforward format for PCR-dependent characterization of
microbial populations is direct amplification of rRNA genes from “genomic”
DNA extracted from a natural sample. This provides a snapshot of the total
microbial population that is present but may also confuse matters by the amplifi-
cation of naked DNA, indicating the presence of organisms that may be no longer
present (18). Furthermore, the metabolically active members of a microbial com-
munity are often the ones of most interest, and these organisms cannot be distin-
guished from those that are inactive at any given time using analyses based on
purified DNA. The rRNA content of cultured bacteria has been found to corre-
late well with specific growth rate (19–21). RNA is also considerably less stable
than DNA, and RNase enzymes are both ubiquitous and robust; the half-life of
RNA in the environment should therefore be considerably shorter than that of
DNA. rRNA clone libraries obtained from purified RNA should provide a pro-
file of the active members of a microbial population at the time of sampling.

A consequence of the relative instability of RNA is that its extraction from
natural samples is more problematic than DNA isolation. This is particularly
true of soil and sediments and only recently have methods been developed for
purification of RNA from these environments in a form amenable to reverse
transcription (22,23). Direct probing of rRNA extracted from natural samples
with taxon-specific oligonucleotides has been used to assess the relative abun-
dance of different sequence types present in natural samples (e.g., see refs. 24–
26), but reverse transcription of the RNA and detailed characterization of the
active fraction of the microbial population has only rarely been attempted
(22,27; Miskin, I. P., et al., unpublished data).

1.3. Analysis of PCR-Amplified rRNA Sequences

rRNA sequences amplified from nucleic acids extracted from natural
samples can be analyzed by a number of techniques. Rapid, low-resolution
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characterization of sequences from a particular organism(s) is possible by prob-
ing blotted PCR products with specific oligonucleotide probes, and an overall
indication of the diversity of the microbial population can be achieved using
DGGE (see Chapter 12). Cloning of the heterogeneous population of rRNA
sequences separates single sequences into individual Escherichia coli clones
in a clone library. The cloned rRNA fragments can be sequenced from all, or a
selection, of the clones, and a detailed picture of the sequence types present in
a particular environment can be achieved.

1.3.1. Oligonucleotide Probing

Probing, of blotted PCR-amplified rRNA gene fragments, with specific oli-
gonucleotide probes can be used to detect the presence of rRNA sequences
characteristic of particular microorganisms or groups of organisms in an envi-
ronmental sample (e.g., see refs. 27–29). Oligonucleotide probing has the
advantage that it is rapid and a large number of samples can be screened simul-
taneously. Furthermore, the same rRNA gene fragments can be challenged with
a range of different probes to provide a rapid characterization of the important
sequence types represented. However oligonucleotide probes that target par-
ticular organisms are often designed from comparative analysis of rRNA
sequences from cultured taxa, and the presence of target sequences in
uncharacterized, unrelated taxa cannot be discounted. Consequently, infer-
ences, from such studies, about the presence of particular microbial groups
should be treated with caution. The degree of confidence is, however, increased
substantially if the PCR is conducted with specific primers and confirmation of
the identity of the sequences amplified is obtained by probing with a third
specific oligonucleotide (28).

Relative quantitation of particular sequence types is also possible (30) using
oligonucleotide probing, although this is subject to a number of caveats relat-
ing to potential biases exerted by the PCR amplification and the occurrence of
multiple rRNA operons in some organisms (Subheading 1.4.2.).

1.3.2. Cloning and Sequencing

In contrast to oligonucleotide probing, cloning and sequencing of PCR prod-
ucts with subsequent comparative analysis to determine the relationship of
environmental sequences to cultured isolates can be laborious. It does, how-
ever, allow identification of novel taxa and their phylogenetic placement in
relation to cultured isolates and sequences recovered from other environments.
DGGE also offers the opportunity to obtain sequence data from novel taxa by
excision of bands, followed by reamplification and direct sequencing (31,32).
The DGGE approach, however, is limited in the size of rRNA gene fragment
that can be analyzed, and in complex environments in which DGGE can



144 Head

generate large numbers of bands, it can be problematic to obtain single
bands, free from contamination with other rRNA gene fragments, that can be
sequenced directly.

1.4. Limitations

The development of molecular biological techniques to study microbial
populations as they occur in nature has permitted culture-independent determi-
nation of the dominant microbial types present. Although the considerable limi-
tations and biases inherent in culture-based techniques are circumvented by
this approach, the molecular methods, too, have limitations and intrinsic biases.
In the context of rRNA sequences recovered from environmental samples, dif-
ferential lysis of microbial cells during DNA extraction procedures can result
in cells that are more resistant to lysis being overlooked in molecular invento-
ries of microbial diversity. This is discussed in Chapter 7. However, several
additional factors also confound attempts to infer accurately the diversity of
natural microbial populations.

1.4.1. Sampling and Coverage in Clone Libraries

An issue that is frequently overlooked in studies of microbial diversity based
on the analysis of rRNA sequences is sampling. This is in part owing to the
expense and labor-intensive nature of some of the approaches used. Cloning of
rRNA gene sequences obtained from independently obtained replicate samples
and sequencing of large clone libraries obtained from each sample is not nor-
mally feasible on the basis of cost and time. Sequence data obtained from single
clone libraries, by their nature, represent a snapshot of the dominant members
of the microbial population present in space and time and tell us nothing about
temporal or spatial variation. For this reason, single rRNA gene clone libraries
may tell us little about what sequence types might represent “typical” bacteria
from a particular environment. However, the discovery of related rRNA gene
clusters recovered independently from different locations by different groups
using a variety of methods has allowed the identification of novel bacterial
taxa, known only from rRNA sequences, that are apparently globally distrib-
uted (33–35).

The introduction of DGGE has permitted variation between samples to be
investigated. Comparison of DGGE band patterns of rRNA gene fragments
from replicate samples and samples taken over time are now being used to
assess the temporal and spatial variation in microbial communities. For
instance, DGGE analyses have demonstrated that considerable stability exists
in the dominant bacterial populations of hot spring microbial mat communities
(36) and in wastewater treatment plants (Craine, N. G. and Curtis, T. P., per-
sonal communication). This work implies that few samples need to be charac-



Recovery and Analysis of rRNA Sequences 145

terized to obtain representative information about the microbial populations
present. The environments mentioned are slightly unusual in that the former is
relatively stable in terms of the physical and chemical conditions and the latter
is well mixed. It seems unlikely that the spatial and temporal stability observed
in these environments will be the rule when more heterogeneous environments
such as soils and sediments are examined with similar rigor. There is, there-
fore, a need for a more systematic approach to sampling in the molecular char-
acterization of microbial communities. Subjecting replicate samples to DGGE
analysis to determine the degree of variability in the microbial population as a
whole, followed by careful selection of subsets of the original samples for more
detailed investigation, may be a sensible way to proceed.

Another important sampling issue in analysis of rRNA sequences cloned
from environmental samples is the estimation of how much of the actual diver-
sity in a natural sample is sampled in a clone library (37). Methods to estimate
coverage in clone libraries have been borrowed from studies of populations of
macroorganisms (38). Coverage (C) is determined using a simple equation:

C = 1- (n1/N) (1)

where n1 is the number of sequence types from a clone library that are
encountered only once, and N is the total number of clones analyzed. Hence, if
there is a large proportion of unique sequences recovered in a clone library, n1/N
tends toward unity and coverage is small. To simplify the derivation of a value
for coverage, it has been suggested that sequences >97% in similarity should
be considered identical (37). This is based on the observation that organisms
with 16S rRNA sequence homologies below 97% are unlikely to exhibit
genomic DNA homology >80% (indicative of a relationship at the species
level; [39]). If anything, this may underestimate species diversity since a num-
ber of organisms known to have rRNA sequence homology of >99% are clearly
distinct species based on DNA-DNA reassociation experiments and pheno-
typic data (e.g., see refs. 15 and 40). Adopting a 97% cutoff for operationally
defining what constitutes a single sequence type will lead to an underestima-
tion of the diversity if organisms with high rRNA sequence homologies that
are genetically distinct are present. However, this conservative approach is jus-
tified since heterogeneity of different rRNA operons within a single organism
can be significant (41,42).

Calculations from published data indicate that in clone libraries from
different environments, coverage can range from as little as 4% (43) to >80%
(37). This implies that in clone libraries where coverage is low, consider-
able undiscovered diversity exists. With coverage values as low as 4%, the
clone library to be analyzed would have to be enormous in order to catalog the
majority of the diversity in a sample. Consequently, in such diverse environ-
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ments it will be difficult to identify “key” uncultured taxa that may be environ-
mentally important.

1.4.2. Quantitative and Qualitative Discrepancies
in PCR-Generated rRNA Clone Libraries

The PCR is an immensely powerful technique. There are, however, impor-
tant limitations to what can be achieved using the PCR. In particular, quan-
titative inferences from PCR-amplified rRNA sequences derived from
environmental samples should not be accepted uncritically. Quantitative dis-
crepancies in PCR-derived data sets fall into two primary categories: those that
are a consequence of the properties of rRNA sequences themselves, and those
that are brought about by mechanistic features of the PCR.

1.4.2.1. INTRINSIC BIASES

Anomalies that are a consequence of features of rRNA sequences include
selective amplification of some sequences over others (44) leading to overrep-
resentation in clone libraries; more efficient amplification of rRNA sequences
that are clustered on the genome (45); overrepresentation of sequences from
organisms with multiple rRNA operons (45); and overestimation of population
diversity owing to heterogeneity in rRNA operons within a single organism
(41,42). Furthermore, qualitative and quantitative anomalies can be the result
of primer selection. Even when “universal” primers are used, it is possible that
a low level of mismatch between the primer and target sequence can result in
preferential amplification of certain rRNA gene sequences. Introduction of
degeneracy into primer sequences can minimize this, but degenerate primers,
essentially a mixture of similar but not identical primers, also have the poten-
tial to cause biases in PCR amplification. This can result from differences in
the annealing temperatures of oligonucleotides in a degenerate mixture. Also,
exhaustion of the primer sequence corresponding to the most abundant
sequence types in a sample may result in a skewed distribution of sequence
types recovered in a clone library because amplification of less abundant se-
quences is favored toward the end of the amplification cycle (37).

1.4.2.2. MECHANISTIC BIASES

 Competition between primer annealing and template reannealing has
recently been recognized as a further cause of potential bias in the PCR ampli-
fication of rRNA genes (46). Using defined mixtures of rRNA gene templates,
it was demonstrated that some primer pairs gave a strong correlation between
the ratio of genes in the starting mix and the ratio in the final PCR product (46).
This was not consistently observed with all primer pairs used. In instances in
which the starting ratio of rRNA genes was not reflected in the final ratio
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obtained in the PCR product mixture, it was found that the ratio was generally
close to 1:1 and that this was independent of the starting ratio of the two genes.
Increasing the number of cycles in the PCR reaction encouraged this effect. A
kinetic model was developed to explain this phenomenon. The model predicted
the observed PCR bias and indicated that the cause was preferential reannealing
of the template DNA (Fig. 1). The explanation for a tendency toward a 1:1
ratio of products regardless of the initial ratio of genes present was that in a
mixture of two rRNA genes with one present in excess, as the PCR proceeds,
the concentration of the most abundant template reaches a critical concentra-
tion. Once this concentration of template is attained, reannealing is favored
over primer annealing and amplification of this template decreases. Thus, the
originally less dominant template becomes more effectively amplified in
the later cycles of the PCR until it too reaches a concentration at which
template reannealing outcompetes primer annealing (Fig. 1). This did not occur
with all primer pairs used because when a primer pair amplified with low effi-
ciency, the critical concentration for template reannealing was never reached.
However, it was argued that the phenomenon may not be a serious problem
when amplifying from environmental DNA because it would harbor a variety
of templates, all at relatively low concentrations. Any single template, there-
fore, would be unlikely to reach a concentration at which reannealing would be
favored over primer annealing (46).

It has also been noted that cloned PCR products generated using different
primers resulted in significantly different composition of clone libraries (47).
Furthermore, the same batch of PCR product cloned using either blunt-end or
sticky-end cloning procedures gave different results. However, it is not clear
how internal restriction enzyme cleavage affected the results since the clone
libraries were screened by dot-blot hybridization procedures and the size of the
insert DNA in the screened clones was not reported.

No DNA polymerase is totally accurate in reproducing DNA. Consequently,
errors occur during replication of PCR-amplified genes. The frequency of
nucleotide misincorporation varies for different thermostable DNA poly-
merases used in the PCR. Enzymes such as Pyrococcus furiosus DNA poly-
merase (Pfu DNA polymerase) that have a 3'–5' proofreading function have
very low rates of nucleotide misincorporation. More commonly used enzymes
such as Thermus aquaticus (Taq DNA polymerase) lack a proofreading exo-
nuclease activity and hence have higher error rates. However, the degree of
error resulting from misincorporation of bases during the PCR is generally
relatively small (fractions of 1%) compared to differences in rRNA sequences
between bacterial species (approx 2 to 3% [39]). Nonetheless, this does not
always hold, and many well-defined species show much lower differences
in their rRNA sequences, close to the levels of misincorporation reported for
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some thermostable DNA polymerases (15). However, the ability of rRNA
sequence analysis to resolve relationships at the species level is limited under
these circumstances.

A further problem associated with analysis of microbial diversity using PCR-
amplified rRNA genes is the formation of chimeric PCR products (48). Chi-
meric genes result from the incomplete synthesis of an rRNA gene fragment
during amplification. If the incomplete fragment anneals to a homologous
rRNA gene fragment forming a heteroduplex, it can be extended to full length.
This results in an rRNA gene fragment that has been replicated from two (or
more) different templates and, thus, represents a complete rRNA sequence that
does not exist naturally in a living organism (Fig. 2). The occurrence of chi-
meric molecules can best be detected by conducting phylogenetic analyses on
opposite ends of the rRNA sequence. If the sequence is chimeric, then the trees
generated from the two fragments will be incongruent. If the sequence is genu-
ine, the trees generated independently from different regions of the rRNA mol-
ecule should be identical, or at least very similar. Several computer programs
have now been developed to identify chimeric sequences (e.g., see ref. 49), but
these have difficulties in recognizing chimeric molecules in which the “par-
ent” sequences have >85% homology. These programs should, therefore, only
be used as a guide, and the occurrence of chimeras should be confirmed by
careful analysis of secondary structure interactions and independent phyloge-
netic analyses with different regions of the molecule. The frequency of chi-
mera formation has been determined to be up to 30% when PCR has been
conducted with mixtures of similar templates (50). Occurrence of chimeric
sequences in clone libraries from natural samples has been reported to be
slightly lower (e.g., see ref. 37). Nonetheless, it is advisable to test PCR-
derived sequences for their possible chimeric nature since they can lead to
overestimation of the microbial diversity present in a particular sample.

1.5. Quantitation using PCR

PCR-dependent methods for characterizing microbial communities or iden-
tifying particular organisms present in an environmental sample are invalu-
able. The extreme sensitivity of the PCR lends it to sensitive qualitative analysis
of specific organisms when presence/absence data are required. Obtaining
quantitative data using the PCR is more problematic. The biases outlined in
Subheading 1.4.2.1. and 1.4.2.2. all confound attempts to use the PCR for
accurate quantitation of microorganisms in nature. Although elegant solutions
have been developed that allow quantitation based on the use of internal stan-
dards as competitive templates (e.g., see ref. 51), they rely on the assumption
that all templates in a heterogeneous mixture are amplified equally efficiently.
And, although this may often hold (51,52) this is not always a valid assumption
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Fig. 2. Schematic diagram of chimeric product formation during the PCR.

(48) and thus absolute quantitation of specific rRNA sequences based on the
PCR must be considered with care. However, quantitative competitive PCR
using an internal standard that can be shown empirically to amplify with the
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same efficiency (or at least at a reproducible and measurable efficiency rela-
tive to the target sequence) as the target sequence holds promise. Quantitative,
competitive PCR using primers specific for a particular group of organisms
has been demonstrated to work well for the quantitation of rRNA sequences
from microbial taxa recognized only from environmentally recovered rRNA
sequences (52). This was possible by the careful design and use of a competitor
template that was shown to amplify with the same efficiency as the target tem-
plate. However, conversion of the abundance of a particular rRNA sequence to
a value for cell numbers or biomass remains problematic.

Determination of the relative abundance of particular organisms using hy-
bridization with specific oligonucleotides to quantify specific sequence types
in a PCR-amplified mixture is also feasible in some circumstances. Instances
in which this may be used validly include time-series data and depth distribu-
tions of particular sequence types (e.g., see ref. 53). In these situations, it is the
relative abundance of a particular sequence type at different points in space or
time that can be determined. It would be impossible to convert this measure
to a figure for the proportion of the total microbial population that this
represents unless all templates present were known to amplify with the
same efficiency. Likewise, an absolute number of cells cannot be inferred
without information on the size of the genome and the rRNA gene copy
number for all of the organisms present. This approach is suited principally to
autoecological studies, and useful information on the particular niche occupied
by uncultivated microorganisms has been obtained by this approach (30,33,53).
With this type of information about the physical and chemical conditions found
in which an organism is most abundant ,one can begin to formulate strategies
for isolating that organism in culture and determining its metabolic activities
of biogeochemical relevance.

Complementary to this approach is the relative quantitation of rRNA ex-
tracted directly from environmental samples rather than rRNA genes (24–26).
Like relative quantitation of rRNA gene sequences in PCR-amplified mixtures,
this does not provide a value that can be converted to cell numbers or biomass,
but since the rRNA content of a cell is proportional to its growth rate (54) it can
give an indication of the relative activity of specific organisms rather than their
relative abundance.

In conclusion, it seems wise to consider recovery and analysis of rRNA
sequences from environmental samples, not as a definitive cataloging exercise
but as the first step toward identifying relatively abundant, uncultured mem-
bers of the microbial population. The cloned sequences provide markers that
permit the presence of particular taxa to be determined, and relative changes in
the uncultured populations in time and space in relation to changing environ-
mental conditions can be studied. They also provide the information required
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to embark on the targeted isolation of taxa that have not yet been cultivated but
potentially catalyze important biogeochemical functions. It is only by isolation
of the organisms that the sequences represent that their true role in the environ-
ment can be discovered.

1.6. PCR Amplification of rRNA Genes
from Environmental DNA Practical Considerations

The major issue regarding amplification of rRNA genes, and any other gene,
from environmental samples is overcoming inhibition of the PCR by substances
coextracted with the nucleic acids. Details of procedures designed to remove
inhibitory substances are given in Chapter 7. Essentially the procedures involve
differential precipitation of the contaminating substances with ammonium
acetate, physical separation using gel permeation techniques, and adsorption
of inhibitory materials onto ion-exchange matrices and adsorbents such as
polyvinypolypyrollidone. A simple method that often yields successful PCR is
dilution of the environmental DNA preparation to reduce the levels of the
inhibitory contaminants to below the level at which the PCR is inhibited.

Assuming that nucleic acids of sufficient quality have been purified from the
environmental sample of interest, the PCR of rRNA genes is quite straightforward.

As with any application of the PCR, it is desirable to have a dedicated work
area and instruments (pipets, and so forth). Reagents and PCR products should
be stored remote from template DNA preparations. When amplifying rRNA
sequences using universal primers or primers targeting very broad phyloge-
netic groupings, such as all bacterial rRNA genes, contamination can be a seri-
ous problem. For example, many thermostable DNA polymerase preparations
contain sufficient DNA from the producing organism to yield PCR products in
negative controls containing no added DNA. However, treatment of enzyme
preparations with DNase I has been proven to remove DNA effectively from
enzyme preparations (55). Bovine serum albumin (BSA) in PCR buffers can
harbor bacterial contamination. Poor-quality water can also be a source of con-
taminating DNA, and even high-quality water purification systems, if not regu-
larly cleaned and maintained, can carry sufficient DNA to allow amplification
of PCR product in negative control tubes. In addition, mineral oil overlays can
be an important source of contaminating DNA. All reagents should be pre-
pared with filtered, sterile distilled or deionized water of high quality. If con-
tamination with exogenous bacterial DNA is a persistent problem, exposure to
ultraviolet (UV) radiation either on a UV transilluminator or using a UV
crosslinker will also help reduce DNA contamination.

Primer selection is a crucial consideration and will depend on the particular
application and whether rRNA genes from a wide range of organisms (e.g., all
members of the domain Bacteria) or a specific group of organisms are being
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targeted. It has also been found that some primer pairs may amplify environ-
mental DNA successfully, whereas others do not (56). The protocol described
here works well for the amplification of bacterial rRNA genes from environ-
mental samples. Most of the components of the PCR mixture can be obtained
commercially from a variety of suppliers, and many companies provide an eco-
nomical service for the synthesis of custom-designed oligonucleotide primers.
Purchase of high-quality reagents from reputable suppliers is recommended
because this ensures reproducibility between batches of reagents and also
reduces the risk of contamination of reagents with low levels of DNA during
preparation, thereby saving time and effort.

1.7. Analysis of PCR-Amplified rRNA Sequences:
Practical Considerations

1.7.1. Use of Diagnostic Primers and Oligonucleotide Probing

The most straight-forward and rapid means to analyze PCR-amplified rRNA
sequences relies on the use of diagnostic oligonucleotides. The oligo-
nucleotides are used either as hybridization probes or as PCR primers, and
amplification of a product of the correct size under stringent conditions is gen-
erally indicative of the presence of a particular organism or group of organisms
(e.g., see ref. 57). Greater confidence in the source of the amplified rRNA
gene fragment can be obtained by probing the PCR product in either a South-
ern blot or dot-blot format (e.g., see ref. 28). PCR products amplified using
universal primers can also be screened with diagnostic oligonucleotides (28,30)
and some degree of quantitation is offered by this approach (30). When com-
bined with DGGE, the PCR-probe approach can provide useful qualitative
information on the composition of microbial populations (27).

1.7.2. Cloning and Sequencing PCR-Amplified rRNA Sequences

The most widely adopted approach to characterizing a microbial population
in detail involves sequencing of cloned rRNA gene fragments amplified from
environmental DNA. It is also possible to sequence distinct rRNA gene frag-
ments resolved on DGGE gels (see Chapter 12). The cloning approach, how-
ever, generally facilitates the sequencing of larger fragments. This permits
phylogenetic analysis at greater resolution and offers more scope for the
design of diagnostic oligonucleotides. The three main approaches to cloning
PCR products that vary depending on the ligation method used are sticky-end,
blunt-end, and TA-cloning.

1.7.2.1. STICKY-END CLONING

Sticky-end cloning or forced cloning as it is sometimes termed requires the
addition of restriction sites to the 5' end of the amplification primers (e.g., see
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refs. 56 and 58) It has the advantage that if different restriction sites are incor-
porated in each primer, then double digestion can be carried out, preventing
recircularization of the cloning vector, hence improving cloning efficiency.
However, cleaving restriction sites at the termini of PCR products can be prob-
lematic (59). Furthermore, restriction endonuclease cleavage at sites within
amplified rRNA gene products can result in the recovery of truncated rRNA
sequences in clone libraries. This can be overcome to some extent, by the use
of rare cutting restriction endonucleases such as NotI (50).

1.7.2.2. BLUNT-END CLONING

Blunt-end ligation procedures are less efficient than sticky-end ligation.
Nonetheless cloning of PCR products using blunt-end cloning of rRNA frag-
ments amplified from environmental samples has been widely adopted (e.g.,
see refs. 60–62). Since there is no need for restriction digestion, full-length
PCR products can be cloned. However, thermostable DNA polymerases that
lack a 3'–5' proofreading function (e.g., Taq DNA polymerase) have termi-
nal deoxynucleotide transferase activity and add a template-independent
deoxyadenosine residue to the 3' ends of the PCR product (63). This sub-
stantially reduces the efficiency of blunt-end ligation procedures. Conse-
quently, the PCR products must be modified to produce blunt ends. This is
normally achieved using a DNA polymerase that has a 3'–5' proofreading
function (e.g., T4 DNA polymerase or Pfu DNA polymerase). It has been
reported that Pfu DNA polymerase (Stratagene, Cambridge, UK) generally
gives better blunt-end cloning efficiency than does T4 DNA polymerase.
Alternatively, PCR products amplified with thermostable DNA poly-
merases with a proofreading exonuclease activity (e.g., Pfu DNA polymerase)
obviate this treatment since they do not produce PCR products with a single
nucleotide 3' extension (61,62). Recently improved blunt-end cloning proce-
dures have been developed. These maintain a high level of linear blunt-ended
vector by inclusion of the rare-cutting blunt-end restriction endonuclease SfiI
in the ligation mixture.

1.7.2.3. TA-CLONING

Although blunt-end cloning is compromised by the addition of 3' overhang-
ing nucleotides by nonproofreading DNA polymerases, this factor is exploited
for the efficient cloning of PCR products in “T-vectors”. T-vectors are plas-
mids that when linearized have single deoxythymidine residues at the 3' ends.
This can be conveniently achieved by cleavage with restriction endonucleases
that produce blunt ends. 3' dT overhangs can then be generated by incubation
with Taq DNA polymerase and dTTP. Vectors generated in this way can be
obtained commercially (e.g., pGEM-T, Promega, Southampton, UK). These
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vectors allow sticky-end ligation of PCR products generated by nonproofread-
ing thermostable DNA polymerases without the need for restriction digestion.

1.8. Screening rRNA Clone Libraries

To reduce the number of clones that require sequencing in a 16S rRNA gene
library from environmental samples, it is desirable to screen the library to iden-
tify similar or identical rRNA sequences. This can be done using colony
hybridization procedures with oligonucleotide probes of defined phylogenetic
resolution (e.g., see ref. 61). However, the specificity of the probe used is criti-
cal. If a probe is of too great a specificity, clones containing sequences of inter-
est can be overlooked. Conversely, it is possible to discount unique clones
if they contain the target site for the oligonucleotide probe, but are other-
wise quite different. Isolation of plasmids from individual clones and
digestion with frequently cutting restriction endonucleases can also be used to
group related sequences (e.g., see refs. 60 and 62). Alternatively, colony PCR
using, e.g., sequencing primers with priming sites that flank the insert DNA
can be used as a rapid screening procedure to detect cloned PCR products.
These are digested with restriction endonucleases to identify related sequences
in the clone library.

Alternatively, single-lane sequencing (t-tracking) can also be done to allow
higher resolution screening (64). If manual sequencing is used, this can be an
effective way of identifying similar clone sequences without the requirement
to carry out all four sequencing reactions. However, with the more widespread
availability of rapid automated DNA sequencers, sequencing of clones using a
single primer can be relatively cost-effective and provides sufficient informa-
tion for basic phylogenetic analysis.

1.9. Characterization of Uncultured Microorganisms

The application of rRNA sequence analysis to the characterization of micro-
bial populations is extremely powerful. In the relatively short time since the
inception of these techniques, much has been discovered about as-yet unculti-
vated microorganisms in natural populations. Consequently, this approach is
becoming routine in many research laboratories. Although the technology is
well established, characterization of microbial populations by the PCR-clone–
sequence approach remains labor intensive and time-consuming. It is therefore
unlikely to be used as a routine environmental monitoring tool. It is, however,
the method of choice for detailed culture-independent characterization of mi-
crobial populations and provides the framework for subsequent studies using
methods more amenable to comprehensive sampling and rapid analysis (e.g.,
PCR and probing, whole-cell in situ hybridization and DGGE analysis). Sev-
eral novel, globally-distributed microbial taxa (25,34,52) have been uncovered
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by this approach and would likely have remained unknown otherwise. In addi-
tion to the discovery of novel phylotypes, cloned rRNA sequences have pro-
vided the information necessary to design oligonucleotide primers and
probes that have facilitated autoecological studies of uncultured taxa
(17,30,33,35). Using this approach it has been possible to determine the distri-
bution and temporal population dynamics of uncultured microorganisms
(30,33,35).

Sequence data can also be obtained from DGGE gels by excision of indi-
vidual bands reamplification and direct sequencing of the PCR product
obtained. This can, however, be difficult if complex communities are analyzed
since obtaining pure bands of a single sequence type may require several rounds
of purification and DGGE under different denaturing conditions, to obtain
purified PCR product and good quality sequence data.

1.10. Detection of Specific Groups of Organisms

PCR utilizing specific primers or diagnostic oligonucleotide probing of
rRNA sequences amplified using broad specificity primers probably offers the
most promise for the development of rapid techniques to monitor specific
microbial populations. The technique is sensitive: detection limits as low as 70
cells/g of soil (equivalent to less than a single cell per PCR assay) have been
claimed (57,65). Detection limits of the order of 103 to 104 cells/g of soil are
probably more realistic, even when using nested PCR (66) or subsequent oli-
gonucleotide probing to increase sensitivity (67). In the cited examples, envi-
ronmental samples were inoculated with known amounts of cultured bacterial
cells, and detection limits for indigenous populations may be slightly higher.

This approach has been used to detect bacterial inoculants with specific cata-
bolic activities in environmental matrices (e.g., see refs. 66 and 67) and par-
ticular groups of indigenous pollutant-degrading microorganisms (57).
Biogeochemically significant organisms have also been detected using PCR
amplification either with or without oligonucleotide probing (28,68,69). The
presence of pathogens such as Legionella (70) has also been detected in water
samples using PCR amplification of rRNA gene fragments. In the case of
Legionella spp. and L. pneumophila, this has been developed into a commer-
cial diagnostic kit for environmental monitoring (EnviroAmp™, PE Applied
Biosystems, Warrington, UK). The use of diagnostic PCR amplification of
rRNA sequences is, however, much more widespread than this and, in addition
to strictly environmental applications, has many potential clinical applications.
It is equally suited to the detection of pathogens and spoilage organisms in the
food and agriculture industries (e.g., see refs. 71 and 72).

To date, most applications of PCR amplification of rRNA sequences to
environmental monitoring have been at the level of presence/absence testing.
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This has stemmed largely from the difficulties in reliably quantifying the
amount of a particular rRNA gene sequence present in template DNA extracted
from environmental samples, using the PCR. However, the development of
genuinely quantitative PCR assays, particularly when specific oligonucleotide
primers are used (52) holds considerable promise for the future. It may be pos-
sible to determine accurately the starting concentration of a particular template
gene using carefully controlled competitive PCR. However, without knowing
of the size of an uncultivated organisms genome or the number of copies of the
rRNA gene per genome, it will not be possible to convert this to cell numbers
or biomass. This problem remains a key issue in PCR-dependent quantitation
of uncultured microbial taxa.

1.11. Autoecological Studies of Uncultured Bacteria

Routine absolute quantitative assays based on the PCR may be slightly inac-
curate and require careful validation, but robust methods that allow relative
quantitation of specific rRNA sequences are available (see Subheading 1.5.).
These assays are suited to autoecological studies of organisms whether or not
they can be cultivated. Useful information on the relative abundance of taxa
recognized only from environmentally isolated rRNA sequences has been
obtained using this method. For example, the relative abundance of a novel
bacterial lineage (SAR406) related to Chlorobium was investigated in surface
water of the western Sargasso Sea over a 30-mo period (30). The relative abun-
dance of SAR406 exhibited strong seasonal variations and correlated well with
chlorophyll a concentration in the same samples. Furthermore, SAR406
sequences were found to be most abundant at a depth in the water column that
was just below the deep chlorophyll maximum (30). Similar studies have
revealed that different members of the SAR11 environmental rRNA gene clus-
ter may exhibit niche partitioning with some SAR11-like sequences being most
abundant in deeper water and others being more abundant towards the surface
of the water column (33).

This technique along with whole-cell in situ hybridization (see Chapter 15)
provide useful means to monitor specific microbial populations in natural
environments, relatively rapidly. The limitations of these procedures have been
explored (Subheading 1.4. and 1.5.). Nonetheless, they do provide the means
to monitor particular microorganisms independent of the requirement for culti-
vation. Prior to the development of molecular biological monitoring methods
this was not possible.

1.12. Changes in Microbial Community Structure

The autoecological studies outlined provide information on the behavior and
distribution of discrete microbial populations (either specific organisms or
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groups of related organisms). It is also possible to monitor variation in micro-
bial populations at a more gross level. Two primary approaches have been
used to achieve this with amplified rRNA sequences: DGGE, and amplified
ribosomal DNA restriction analysis (ARDRA).

DGGE allows rapid comparisons of microbial communities (subject to the
caveats above, Subheading 1.4.). It permits temporal and spatial changes in
microbial populations to be monitored, and if conducted using specific primers
or coupled with the use of oligonucleotide probing, the dynamics of specific
groups of organisms can be monitored.

The recolonization of hot spring cyanobacterial mats following physical dis-
turbance has been studied using DGGE of PCR-amplified 16S rRNA genes
(73). This study demonstrated that rapid recolonization of the disturbed mats
occurred, but not all of the original cyanobacterial sequence types originally
detected were present even after 40 d, and novel cyanobacteria were respon-
sible for much of the initial recolonization. Longer-term monitoring indicated
that the bacterial populations present in the same hot spring environment were
rather stable over a 10-mo period and that there was a succession of bacterial
types along the thermal gradient from the source pool of the hot spring (36).
DGGE analysis also demonstrated that populations of ammonia-oxidizing bac-
teria varied across a sand dune system with sequences related to marine ammo-
nia oxidizers found largely on the seaward side of the dunes. In addition,
different populations of Nitrosospira-like organisms were, in some cases,
associated with samples of different pH (32).

A further technique that has been introduced recently to characterize com-
plex microbial communities based on PCR-amplified rRNA genes is ARDRA
(74,75). This method is based on variations in the frequency and location of
tetrameric restriction enzyme recognition sites in rRNA genes. Almost full-
length rRNA genes are amplified from environmentally isolated DNA and
digested with restriction endonucleases that recognize tetrameric sequences
(e.g., AluI, BstUI, HaeIII, HhaI, MboI, MspI, RsaI, and TaqI). Different rRNA
genes produce different sized restriction fragments and hence can be distin-
guished on agarose gels (74,76).

Monitoring inoculant and indigenous groundwater bacteria in a fluidized
bed reactor treating toluene-contaminated groundwater has been a useful
application of ARDRA. Pseudomonas putida PaW1, Burkholderia cepacia G4,
and Burkholderia pickettii PKO1 produce distinctive ARDRA band patterns
that can be recognized on agarose gels (74). Following inoculation of these
bacterial strains into a fluidized bed reactor, treating filter-sterilized ground-
water containing toluene, changes in the population of the three bacteria were
monitored using ARDRA. After an initial period of 53 d, unfiltered ground-
water amended with toluene was used to feed the bioreactor. It was clear from
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the ARDRA data and parallel, culture-dependent enumeration of the inoculant
bacteria that strain PaW1 outcompeted the other two bacteria for toluene and,
ultimately, excluded them from the bioreactor. Contamination with groundwa-
ter bacteria had occurred by d 38 of the experiment, and this was clearly evi-
dent from changes in the ARDRA band pattern. By d 58 a stable population of
indigenous groundwater bacteria had developed, but low levels of strain PaW1
were still detectable in the reactor. This suggested that introduced inocula were
unlikely to compete well against indigenous organisms utilizing the same car-
bon source, even if the inoculant strains had initially colonized the bioreactor.

ARDRA is a rapid and simple technique to fingerprint whole microbial com-
munities. Unlike DGGE analysis, there is no requirement for relatively com-
plex polyacrylamide denaturing gradient gels. However, the low resolution of
agarose gels means that many similar but not identically sized bands will be
seen as a single band, thus underestimating the true diversity. This is exacer-
bated by the fact that digestion with at least three restriction endonucleases is
required to give maximal taxonomic resolution (76). Nonetheless, ARDRA
band patterns obtained with replicate samples from a fluidized bed reactor using
three different restriction endonucleases showed good agreement in the diver-
sity observed (74). Furthermore, ARDRA is only likely to allow changes in the
most abundant members of the population to be characterized. Consequently,
it is likely to be of use in the study of microbial populations comprising a small
number of dominant organisms. In the limited number of studies conducted, to
date, using ARDRA for whole community analysis, the bands detected in
ARDRA analyses have corresponded well with the ARDRA patterns obtained
from the dominant culturable members of the bacterial community isolated by
dilution enrichment techniques (74,75). These examples from biotreatment
systems, devised for the decontamination of polluted groundwater, indicate the
utility of combing ARDRA monitoring and cultivation techniques. The ability
to use molecular techniques to target isolation of key species is significant.
Physiological data from the isolated taxa, which can be demonstrated by mo-
lecular methods to be dominant members of the bacterial population, will be
invaluable for informing mathematical models of biotreatment.

2. Materials

2.1. PCR Amplification of 16S rRNA Genes

1. 10 X PCR buffer: 100 mM Tris-HCl (pH 8.8 at 25°C), 500 mM KCl, 15 mM
MgCl2, 1% (v/v) Triton X-100 (see Note 1).

2. 100 mM deoxynucleotide triphosphate (dNTP) solutions (dATP, dCTP, dGTP,
dTTP): Ideally these should be purchased from a reputable supplier of molecular
biology reagents, e.g., Ultrapure™ dNTPs (Pharmacia Biotech, St. Albans, UK).
Dilute aliquots of each dNTP (100 µL each) with 600 µL of sterile deionized
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water. Dispense 10-µL vol of this 10 mM dNTP solution into sterile micro-
centrifuge tubes and store at –20°C. This prevents excessive degradation of the
dNTPs owing to repeated cycles of freezing and thawing.

3. Oligonucleotide primers: Primers are dissolved in sterile, deionized water and
quantified by their UV absorbance at 260 nm and diluted to 10 µM (see Note
2). The diluted oligonucleotide solutions are stored frozen as small volume
aliquots (e.g., 20 µL) and used as required to prevent degradation owing to
repeated freezing and thawing. Many primers have been designed with a range
of specificities for the amplification of small subunit rRNA genes. Primers
pA (5'-AGAGTTTGATCCTGGCTCAG-3') and pHr (5'-AAGGAGGTGATC
CAGCCGCA-3') devised by Edwards et al. (77) for the amplification of near-
complete rRNA genes from Bacteria have been used successfully with the proce-
dure described.

4. Deionized water. Distilled water treated using a propriety deionizing system (e.g.,
Milli-Q, Millipore, Watford, UK) is filtered through a sterile 0.2-µm filter and
autoclaved. If persistent DNA contamination is a problem, the water may be UV
irradiated (e.g., 5 min exposure on a UV transilluminator).

5. Thermostable DNA polymerase (see Note 3). 2 U/µL of Dynazyme (Flowgen,
Lichfield, UK). Dynazyme is isolated from a strain of Thermus brockianus. Although
it does not have 3'–5' proofreading exonuclease activity, it is reported by the manu-
facturers to have a lower misincorporation rate than Taq DNA polymerase, and I
have found that it performs better than Taq DNA polymerase with DNA templates
isolated from environmental samples. If a final extension of >10 min is used, the
enzyme also adds 3' dA overhangs that allow TA-cloning of the PCR product.

2.2. Sticky-End Cloning

1. Vector DNA: Many commercially available plasmid cloning vectors can be used
to clone PCR-amplified rRNA genes. The procedure described used pUC18
(BCL, Lewes, UK).

2. PCR primers: The primers are identical to those described in Subheading 2.1.
except that restriction sites (in italics) have been incorporated at the 5' end. pA
(PstI) 5'- GTGCTGCAGAGAGTTTGATCCTGGCTCAG-3', pHr (BamHI) 5'-
CACGGATCCAAGGAGGTGATCCAGCCGCA-3'. The PCR is carried out as
described in Subheading 3.1.

3. Restriction endonucleases: The particular enzymes used depend on the restric-
tion sites incorporated into the primers. For the primers described here, BamHI
and PstI are required.

4. 5X Ligation buffer: 250 mM Tris-HCl (pH 7.6), 50 mM MgCl2, 5 mM
adrenosine triphosphate (ATP), 5 mM dithiothreitol (DTT), 25% (w/v) poly-
ethylene glycol-8000.

5. T4 DNA ligase: Many commercial suppliers provide T4 DNA ligase. The amount
required for the ligation reaction should be determined with reference to the
manufacturer’s specifications. This protocol was developed with T4 DNA ligase
supplied by Life Technologies (Paisley, UK).
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6. Competent E. coli cells: competent cells (see Note 4) can be prepared in the
laboratory. However, in my experience, PCR-amplified rRNA genes do not
always clone efficiently and best results are obtained when commercially
obtained high efficiency competent cells are used (e.g., XL-1 Blue, SURE2,
Stratagene).

7. Isopropyl-β-D-thiogalactopyranoside (IPTG): 0.1 M IPTG is prepared by dis-
solving 0.24 g of IPTG in 10 mL of Milli-Q water. The solution is filter sterilized
and stored at 4°C.

8. X-gal (5-Bromo-4-chloro-3-indolyl-β-D-galactopyranoside): Dissolve 50 mg/mL X-
gal in N,N-dimethyl formamide.

9. Ampicillin: Dissolve 50 mg/mL ampicillin in sterile distilled water.
10. Growth medium for selection of recombinants (LB/Ap/IPTG/X-gal agar): 2.5 g

of yeast extract, 5 g of Tryptone, 2.5 g of NaCl, 7.5 g of Agar are dissolved in
distilled water (500 mL) and adjusted to pH 7.5 with NaOH. The agar is sterilized
by autoclaving. When the agar has cooled to 50°C the following are added asep-
tically. 0.5 mL of ampicillin solution (50 mg/mL), 0.5 mL of IPTG solution (0.1
M) and 0.4 mL of X-gal solution (50 mg/mL in dimethyl formamide). The
medium should be stored at 4°C and used within 30 d. The plates should be dried
for 30–40 min in an incubator set at 37°C prior to use. This removes surface
liquid from the plates and allows discrete colonies to develop.

2.3. Blunt-End Cloning

The same materials are required for blunt-end cloning as for sticky-end clon-
ing except that a restriction enzyme generating blunt-ended vector DNA must
be used (e.g., SmaI) and primers containing restriction sites are not required.
Production of PCR products with blunt ends requires polishing of the PCR
products to remove 3' overhangs. The necessary reagents are as follows:

1. 10X T4 DNA polymerase buffer: 330 mM Tris-acetate (pH 7.9), 600 mM potas-
sium acetate, 100 mM magnesium acetate, 5 mM DTT.

2. Bovine serum albumin: 1 mg/mL acetylated BSA.
3. dNTPs: 1 mM dATP, 1 mM dCTP, 1 mM dGTP, 1 mM dTTP. These should be

prepared from concentrated stock solutions of Ultrapure (Pharmacia Biotech, St.
Albans, UK) dNTPs (100 mM).

4. T4 DNA polymerase.
5. TE buffer: 10 mM Tris-HCl (pH 8.0), 1 mM EDTA.

2.4. TA-Cloning

All materials required for TA-cloning are described in Subheading 2.2. and
2.3. except the T-vector. A number of T-vectors are available commercially,
but all operate on the same principle. The protocol detailed has been used with
the pGEM–T–vector system (Promega, Southampton, UK) Most commercially
available TA-cloning systems also include a control insert DNA. It is advis-
able that control ligations be carried out with this insert since exonuclease
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activity can remove 3' overhangs from the vector or PCR product, reducing the
ligation efficiency.

3. Methods
3.1. PCR Amplification of 16SrRNA Genes

It is convenient to prepare a bulk reaction mix for 5–10 PCR reactions of
50–100 µL vol each and to dispense these into 0.5- or 0.2-mL reaction tubes or
96-well microtiter plates designed for use with thermal cyclers. The following
protocol provides sufficient reaction mix for 10X 50-µL reactions.

1. Prepare 500 µL of bulk reaction mix containing 50 µL of 10X PCR buffer, 10 µL
of dNTP mix (10 mM each), 10 µL of forward primer (10 µM), 10 µL of reverse
primer (10 µM), 355 µL of sterile distilled water, and 5 µL of thermostable DNA
polymerase (2 U/µL).

2. After the bulk reaction mix has been prepared and carefully mixed, aliquots
(49 µL) are dispensed into individual reaction tubes. To each of these, add
1 µL of DNA template (see Note 5). Add sterile distilled water (1 µL) to one of
the tubes as a negative control.

3. Overlay all of the reactions with a few drops of mineral oil (if the thermal cycler
is fitted with a heated lid, no oil is required).

4. Subject the samples to the following PCR cycling program: initial denaturation
at 95°C for 4 min followed by 30 cycles of denaturation at 95°C for 1 min, primer
annealing at 55°C for 1 min, and primer extension at 72°C for 1 min. After the
final extension hold the reaction at 72°C for 10 min to extend fully any incom-
plete PCR products (see Note 6).

Annealing temperature is of vital importance when amplifying rRNA gene
sequences from environmental samples. If specific diagnostic primers are used,
then the annealing temperature must be sufficiently high to allow amplifica-
tion of the target sequence without amplifying other closely related sequences.
Conversely, if universal primers are used, lower annealing temperatures will
allow amplification of rRNA genes even when there is some mismatch
between the primer and target site (Fig. 3). Lowering the annealing tempera-
ture too far can, however, result in the amplification of nonspecific PCR prod-
ucts. This is particularly problematic if the PCR fragment is to be cloned. The
presence of multiple PCR products necessitates gel purification of the PCR-
fragment of interest.

3.2. Sticky-End Cloning

1. PCR amplification of rRNA genes with primers containing restriction sites can
be done using the protocol described in Subheading 3.1.

2. Purification of PCR product: The amplified PCR product should be purified prior
to cloning to remove excess primers and dNTPs. If a single band is observed, this
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can be done directly from the reaction mix using commercially available PCR
product purification kits (e.g., QIAquick spin columns, Qiagen, Crawley, UK); if
multiple bands are observed, the band of the correct size (approx 1.5 kb for the
primers described) can be excised from the gel and purified using a gel extraction
kit (QIAquick gel purification system, Qiagen, Crawley, UK).

3. Restriction digestion: Digest the purified PCR product and vector with BamHI
and PstI as recommended by the enzyme supplier. The small fragment of poly-
linker can be removed from the restriction digest using QIAquick spin columns.

4. Ligation: Ligation reactions containing a range of molar ratios of vector to insert
are prepared. Molar ratios of 3:1, 1:1, and 1:3 are usually adequate. The amount
of PCR product and vector required to give a particular molar ratio can be calcu-
lated using the following equation.

Nanograms of insert to give desired molar ratio =
[(nanogram of vector × size of insert in kilobase)]/
size of vector in kilobase]× desired molar ratio

Thus, to obtain a 1:1 molar ratio of vector to insert of a 1.5-kb PCR product and
50 ng of pUC18, use the following equation:

[(50 × 1.5)/2.69] × (1/1)= 27.9 ng (insert is required)

Mix in a microcentrifuge tube 2.5 µL of digested pUC18 (20 ng/mL), 2 µL of 5X
T4 DNA ligase buffer, and the appropriate volumes of digested PCR product,
sterile distilled water, and T4 DNA ligase to give a final volume of 10 µL, and
incubate at 4°C overnight.

5. Transformation: Thaw the high-efficiency competent cells on ice. Add 20 µL of
the competent cells to a sterile 1.5-mL microcentrifuge tube on ice. Add 1 µL of
ligation mix to the cells and tap gently to mix. Do not vortex the cells because
competent cells can be rather fragile. Incubate on ice for 30 min. Heat shock the
cells for exactly 40 s in a hot water bath set at 42°C. Incubate the cells on ice for
2 min. Add 80 µL of LB broth (supplemented with 12.5 mM MgSO4, 12.5 mM
MgCl2, and 20 mM filter-sterilized glucose) to the cells. Incubate the cells at
37°C for 1 h. Plate out replicate 50-mL aliquots on LB/Ap/IPTG/X-gal agar and
incubate overnight at 37°C.

Using pUC18 and an appropriate host strain (see Note 4), blue/white colony
selection is possible. White colonies can be picked and transferred to a fresh
patch plate, and colony PCR using primers flanking the insert DNA allows
screening of the putative recombinants for the presence of the appropriate
sized fragment (Fig. 4). Positive clones can then be selected for subsequent
sequence analysis.

3.3. Blunt-End Cloning

1. Purify the PCR product using a QIAquick spin column (gel purify if required).
2. Add 2 vol of ice-cold absolute ethanol to the purified PCR product and precipi-

tate at –20°C.
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3. Dissolve the DNA pellet in 2 µL of 10X T4 DNA polymerase buffer.
4. Add 2 µL of dNTPs solution (see Subheading 2.3., item 3).
5. Add 2 µL of BSA solution.
6. Add 5 U of T4 DNA polymerase per microgram of PCR product.
7. Make up to 20 µL with sterile distilled water.
8. Incubate at 37°C for 5 min.
9. Inactivate the T4 DNA polymerase by heating at 75°C for 10 min.

10. Precipitate the DNA with 2 volumes of ice cold absolute ethanol and dissolve the
pellet in 50 µL of TE buffer.

11. Ligation and transformation: ligation and transformation can be carried out as
described for sticky-end cloning (see Subheading 3.2., steps 4 and 5).

3.4. TA-Cloning

1. Purify PCR product using a QIAquick spin column. Gel purification of the PCR
product may be required, particularly if the PCR reaction does not produce a
single, distinct DNA band.

2. Prepare ligation reactions as described for sticky-end cloning (see Subhead-
ing 3.2., step 4) with a range of vector to insert ratios with PCR product and
control DNA.

3. Ligation and transformation are done as previously described (see Subheading
3.2., steps 4 and 5).

3.5. Summary

Rapid, simple, routine analyses are required for environmental monitoring
applications. Although the PCR can take several hours to amplify a specific
gene fragment, high-performance thermal cyclers are now available that are
ideally suited to rapid throughput of samples (78). These thermal cyclers offer
the possibility of running 30 cycles of the PCR in under 15 min if thin-walled
glass capillaries are used, and they are well suited to routine analysis of large
numbers of samples. Furthermore the technology has been developed to allow
real-time monitoring of the PCR based on fluorescence technology (79) and

Fig. 3. (previous page) Effect of annealing temperature on the amplification of
rRNA gene fragments from genomic DNA of autotrophic ammonia-oxidizing bac-
teria using primers Nso190 (5'-CGATCCCCTGCTTTTCTCC-3') and Nso1225
(5'-CGCCATTGTATTACG TGTGA-3') (81) specific for ammonia-oxidizing bacte-
ria of the β-Proteobacteria. (A) Primer annealing at 57°C. (B) Primer annealing at
58°C. Lane 1, no DNA control; lane 2, Nitrosospira sp. Nv141; lane 3, Nitrosomonas
europaea Nm50; lane 4, Nitrosomonas eutropha Nm57; lane 5, Nitrosospira sp.
NpAV; lane 6, Nitrosospira multiformis C-71; lane 7, Nitrosospira sp. 23.21. M, mol
wt marker VI (BCL). The N. eutropha Nm57 16S rRNA gene has a single base mis-
match with primer Nso190.
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instruments that can simultaneously monitor three fluorescence channels are
commercially available (80). With this instrumentation, there is potential to
monitor the amplification of different templates in real time by the inclusion of
specific fluorescent hybridization probes within the PCR reaction mix (79).
Thus, the amplification of an internal standard and competitor can potentially
be measured rapidly, and problems such as preferential template reannealing
can be identified. However, the instrumentation is expensive and a relatively
recent development, and thus its value for many quantitative PCR applications
has yet to be fully evaluated.

The ability to quantify specific groups of organisms, or at least the abun-
dance of specific rRNA gene sequences using PCR, is essential if we are to
realize the full potential of rRNA gene sequence-based environmental moni-

Fig. 4. Screening of pUC18 clones for the presence of rRNA gene inserts by colony
PCR using pUC/M13 forward (5'-GTAAAACGACGGCCAGT-3') and reverse prim-
ers (5'-CAGGAAACAGCTATGAC-3'). The PCR product insert was approx 500 bp
long. The products are approx 120 bp longer than this because the primers used amplify
regions flanking the insert DNA. The size variation is consistent with length variation
in rRNA genes from different taxa. The PCR products were cloned using a sticky-end
cloning procedure. Lanes 1 and 6 show truncated inserts that contained internal
restriction sites. M, 100-bp mol wt marker (Promega). The Intense band in the ladder
is 500 bp in size.
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toring. For instance, it may be valuable to know that a specific organism
capable of a particular catabolic function is present, but it is much more valu-
able to be able to determine how large the population of the organism is and,
potentially, how active it is. It is now apparent that reliable PCR-dependent
quantification of rRNA and rRNA genes is a real possibility.

Potential end users for the technology include the water industry and those
involved in cleanup of polluted land, sediments, and water. To be widely
adopted the techniques must be rapid, simple, cheap, and reliable. A major chal-
lenge will be to take the techniques from the research laboratory and to develop
rapid, simple, analytical formats that can be used in a wide range of situations.

The use of sophisticated molecular techniques does not abrogate our respon-
sibility to conduct rigorous science. It is therefore essential that when molecu-
lar techniques are used, suitable means to determine the quality of the data
be adopted. Only recently have steps been taken to determine how repro-
ducible and representative data obtained from molecular biological tech-
niques are. Such considerations are critical if routine environmental
monitoring using molecular biological techniques is to become a reality. This
is not to say that the largely adopted more piecemeal approach to date is not
valid, and it is still necessary to carry out baseline studies to determine what
microbial diversity actually exists. In the context of environmental monitor-
ing, however, a more focused outlook is required.

4. Notes
1. Buffers supplied with particular enzymes are likely to vary in their composi-

tion. The buffer described is recommended for use with Dynazyme (Flowgen,
Lichfield, UK) DNA polymerase.

2. An A260 of 1 is equivalent to 20 µg/mL of oligonucleotide, and the mol wt of the
oligonucleotide can be calculated using the mol wt of individual nucleotides (dA
= 330.2, dC = 306.2, dG = 346.2, dT = 321.2 ) – 79 (98 for the 5' phosphate
group, which is not present on synthetic deoxyoligonucleotides).

3. A wide range of thermostable DNA polymerases are available commercially for
use in the PCR, including proofreading enzymes such as Pfu DNA polymerase
(Stratagene) and ULTma DNA polymerase (PE Applied Biosystems) which is a
modified version of a Thermotoga maritima enzyme. These are often used to
generate PCR products for preparation of 16S rRNA gene clone libraries by blunt-
end ligation. They have a lower rate of misincorporation than enzymes such as
Taq DNA polymerase and generate flush-ended products suitable for direct blunt-
end ligation.

4. The choice of host strain used in the cloning of PCR-amplified rRNA genes is of
considerable importance. All organisms contain rRNA sequences, and a high
degree of sequence conservation is evident across a wide range of taxa. Con-
sequently, the potential for homologous recombination between cloned rRNA
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sequences and the E. coli host is significant. Therefore, recombination-defi-
cient E. coli host strains must be used. Generally recA mutants have been used
most successfully (e.g., JM109, XL-1 Blue strains). I have found that SURE2
competent cells (Stratagene) are also good hosts for cloned rRNA gene frag-
ments. SURE2 cells are not recA mutants but are disabled with respect to recB and
recJ. Together these two mutations confer a phenotype similar to recA mutants.

5. The amount of DNA added depends on a several factors, but typically 200 ng of
template per reaction works well. However, smaller quantities can be used, par-
ticularly if dilution to reduce the amount of inhibitory contaminants is required.
Using larger quantities of DNA, if of high enough purity, can allow detection of
rRNA sequences that are present in low abundance.

6. This protocol has been used with an Omnigene thermal cycler (Hybaid Ltd.,
Ashford, UK) to amplify almost complete rRNA gene fragments (approx 1.5 kb)
from a wide range of cultured bacteria and environmental samples using primers
targeting the distal and proximal ends of bacterial 16S rRNA genes (77). It has
also enabled the amplification of cloned rRNA gene fragments using pUC/M13
primers to prepare templates for DNA sequencing.
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Application of Denaturing Gradient
Gel Electrophoresis to Microbial Ecology

Richard Hastings

1. Introduction
A significant proportion of microbial ecology is now based on the descrip-

tion of community structure in naturally occurring bacterial assemblages. The
development of molecular biological techniques has facilitated this task, pri-
marily via the cloning and sequencing of microbial genes retrieved from the
environment. However, the labor-intensive nature of a cloning procedure, as
well as the biases that it can introduce, have generated the need for alternative
laboratory methods that more accurately describe microbial community struc-
ture; denaturing gel electrophoresis is an approach largely adopted by molecu-
lar microbial ecologists to perform this function. Denaturing gradient gel
electrophoresis (DGGE) and temperature gradient gel electrophoresis (TGGE)
are techniques based on the separation of polymerase chain reaction (PCR)-
amplified gene fragments, not according to size, but owing to variation in the
targeted nucleotide sequences. Nucleotide pair dissociation is mediated in
denaturing gradient gels (DGGE) by the chemicals urea and formamide. These
denaturants are incorporated into the gel in increasing concentrations to form
the denaturing gradient. A so-called melting domain within the DNA fragment
being analyzed loses its helical symmetry as it migrates through a linear dena-
turing gradient gel when it reaches its melting temperature (Tm) point (1). Loss
of the double-stranded structure of DNA virtually halts migration. Sequence
specificity of domains dictates that they have individual melting temperatures,
so, in theory, similar-sized DNA fragments from closely related organisms are
resolvable in denaturing gels.

TGGE uses urea and formamide in fixed concentrations to encourage but
not mediate DNA dissociation; thus, PCR products are subjected to a linear
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increase in temperature as they migrate through the gel during electrophoresis.
When a melting domain Tm is reached, dissociation occurs and migration
ceases. It is usual for a GC-rich sequence of approx 40 nucleotides in length to
be attached to one end of the DNA fragments being analyzed, acting as a high-
temperature melting domain. This significantly increases the detection of base
pair variants over identical but nonclamped fragments (2,3). GC-clamps can
easily be incorporated into PCR products by the use of one oligonucleotide
primer that contains the clamp sequence at its 5' end.

Gene cloning and denaturing gel electrophoresis techniques, applied to ques-
tions of microbial ecology, are both prone to the biases of PCR amplification
(4–6), but the latter is believed to offer certain advantages over cloning tech-
niques. Once optimized, denaturing gel electrophoresis is a relatively quick
and easy way of analyzing genetic diversity within a microbial community.
Also, a broader spectrum of environmental genetic diversity may be observ-
able using denaturing gels, because the analysis of library clones can be a ran-
dom process influenced by laboratory time and number of clones available.

DGGE is proving to be most useful in microbial ecology studies when com-
bined with other molecular techniques. Electrophoretic profiles can give readily
observable indications of community structure, but the probing of resolved
bands with oligonucleotides and/or sequencing of excised bands are additions
that can yield more meaningful information of microbial diversity. There are,
however, limitations to these supplementary techniques. Bands that do not
hybridize an oligonucleotide probe remain unidentified beyond the level of
PCR primer specificity, and the quantity of sequence data yielded from excised
bands for phylogeny studies is limited (16S rDNA V3 regions analyzed typi-
cally extend between 200 and 250 bases in length).

DGGE was originally used to analyze genetic mutation, but since its first
microbiologic application (3), it has become increasingly popular with mo-
lecular microbial ecologists, and the list of reports detailing its use in numer-
ous and different ecosystems continues to lengthen (7–10).

2. Materials
2.1. DGGE

1. Appropriate gel electrophoresis apparatus (see Note 1).
2. Dual-chamber gradient maker (see Note 2).
3. Gel reagents: Acrylamide stock solution 40% w/v (37.5:1, acrylamide:bis-

acrylamide), formamide (deionized with AG 501-X8 mixed-bed resin [Bio-Rad,
Hercules, CA]), Tris-acetate buffer (0.5X TAE: 20 mM Tris, 10 mM acetate,
0.5 mM Na2EDTA, pH 7.4), molecular biology grade sterile distilled water,
ultrapure urea (Gibco-BRL, Paisley, UK), and ammonium persulfate, N,N,N'N'-
tetramethylethylendiamine (TEMED).
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4. DNA stain (see Note 3).
5. Loading dye 2% (w/v) bromophenol blue.
6. PCR products for analysis (see Note 4).

2.2. TGGE

1. Appropriate gel electrophoresis apparatus (see Note 1).
2. Gel reagents. Acrylamide stock solution 40% (37.5 :1, acrylamide:bis-acryla-

mide), formamide (deionized with AG 501-X8 mixed-bed resin [Bio-Rad]), Tris-
acetate buffer (0.5X TAE: 20 mM Tris, 10 mM acetate, 0.5 mM Na2EDTA, pH
7.4), molecular biology grade sterile distilled water, ultrapure urea (Gibco BRL),
glycerol, ammonium persulfate, TEMED.

3. DNA stain (see Note 3).
4. Loading dye: 2% (w/v) bromophenol blue.
5. PCR products for analysis (see Note 4).

3. Methods
3.1. Preparation of Gels

DGGE is performed in one of two ways, the option depending on whether
electrophoretic parameters are to be optimized or genetic diversity is to be
analyzed. Parameter optimization requires perpendicular DGGE whilst subse-
quent genetic analysis requires parallel DGGE.

3.1.1. Casting a Denaturing Gradient Gel

This protocol uses the example of a gel incorporating a denaturing gradient
range of 0–100% (7 M urea, 40% v/v formamide) to a 20-mL volume.

Component 0% Denaturant 100% Denaturant

8% Acrylamide solution 9.8 mL 5.8 mL
50X Tris-acetate buffer 0.2 mL 0.2 mL
Urea — 4.2 g
Formamide — 4.0 mL

1. Assemble ethanol-cleaned glass plates.
2. Place the gradient maker on a magnetic stirrer approximately 5 cm higher than the

assembled glass plates. Close the valve and seal its outflow tube with a small clamp.
3. Once the denaturing acrylamide solutions are prepared, pipet an appropriate vol-

ume of the higher concentration denaturing solution into the mixing chamber and
briefly open the valve, allowing some acrylamide solution to pass through to the
reservoir. With the valve closed, transfer this solution back to the mixing cham-
ber. Remove traces of the denaturing solution from the reservoir by washing with
fresh 8% acrylamide solution.

4. Begin rotation of the stirrer bar at a low rate of revolution (but sufficient to
adequately mix acrylamide solutions when the valve is opened).
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5. Pipet an equal volume of the lower concentration denaturing solution into the
reservoir. Adjustment may have to be made for difference in volume between the
two solutions as the volume of acrylamide in the mixing chamber will have been
increased by insertion of the stirrer bar. This can be performed by the addition of
a compensating bar to the reservoirs solution.

6. Add the polymerizing agents to each chamber. For an acrylamide volume of 10
mL, use 10 µL of TEMED and 100 µL of freshly prepared 10% (w/v) ammo-
nium persulfate. Polymerizing agents added to the reservoir need to be mixed
manually.

7. Position the outflow tube centrally on the glass plates, open the valve, and release
the clamp, allowing pouring to begin. It may be necessary to initiate the flow by
sucking solution along the tube with a pipetting action.

8. Insert comb.
9. Once the gel is poured, wash the gradient maker with distilled water to prevent

tube blockage.
10. Allow the gel to set for at least 60 min. Gels can be made and stored overnight at

4°C after sealing with cling film.

3.1.2. Casting a Perpendicular Denaturing Gradient Gel

The direction of electrophoretic migration is perpendicular to denaturant
concentration. The orientation of pouring, therefore, must be at right angles to
the comb. A single-well comb that extends the length of the gradient is inserted
into the gel allowing loading of DNA across the entire gradient range (see Fig. 1A).

3.1.3. Casting a Parallel Denaturing Gradient Gel

Because the direction of migration is parallel to denaturant gradient, the
multiwell comb is inserted in the glass plates at the lower end of the denaturant
range (see Fig. 1B). An adjustment to the denaturant range may have to be
made since comb teeth (and therefore PCR products when loaded) extend a
distance into the gradient.

3.1.4. Casting a Constant Denaturing Gradient Gel

The use of a gradient maker is unnecessary since gel component can be
mixed in a glass container and poured by pipetting. A multiwell comb is used
and can be easily inserted into the gel immediately after pouring without
necessitating adjustment to the denaturant range.

3.2. Running a Perpendicular Denaturing Gradient Gel

1. Switch on the heating mechanism and allow the operating temperature to read
55–60°C.

2. Position the polymerized gel into the electrophoresis apparatus. This step will
depend on the make of apparatus being used. Gel plates may have to be dis-
mantled and removed (Multiphor II system, Pharmacia Biotech, Uppsala, Swe-
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den) or, more usually, clamped into a supporting frame of the electrophoresis
apparatus (Dcode™, Bio-Rad).

3. Clean away unpolymerized acrylamide solution from wells when the comb is
removed with fresh tank buffer by a pipetting action (this step may be performed
before the gel is attached to the electrophoresis apparatus, if more convenient).

4. Allow the gel time to equilibrate with the operating temperature of the heating
mechanism.

5. Load an appropriate volume of DNA and dye in each sample well (usually 10
parts PCR poducts:1 part dye).

6. Connect the power supply to the apparatus electrodes and begin current flow.
The usual voltage applied across denaturing acylamide gels is 150–200 V. The
time of electrophoresis needs to be determined for individual PCR fragments
(see Subheading 3.3.2.).

3.3. Optimization of DGGE Parameters

An essential component of denaturing gel electrophoresis is the determina-
tion of melting behavior of the DNA under investigation, which enables the
optimization of electrophoresis parameters. Parameters applicable to DGGE
include the range of the denaturant gradient and the duration of electrophore-
sis. These are determined empirically because it is important to establish opti-
mal electrophoresis parameters for different PCR products. Determination of
denaturant gradient range is best performed by perpendicular DGGE whilst
determination of electrophoresis run time is performed by parallel DGGE.

3.3.1. Optimization of Denaturant Gradient Range

It is advisable to begin with a broad denaturant range and observe the char-
acteristic sigmoid curve of DNA migration after electrophoresis through a per-
pendicular denaturing gradient gel. The region of interest in these gels is the
point of DNA inflection at which discrete fragments are being resolved in the
gel (Fig. 2). Denaturant concentrations flanking this region can be largely
ignored, and subsequent gels are made spanning the gradient range of interest.
The degree of fine-tuning in determining the precise gradient range depends
mostly on the quality of band resolution. At its extreme, denaturant ranges can
be optimized to a single point (constant denaturing gel electrophoresis, see
Subheading 3.1.4.).

3.3.2. Optimization of DGGE Run Time

The denaturant gradients determined in Subheading 3.3.1. should be used
to optimize electrophoresis run time. Replicate samples of DNA are loaded
into adjacent lanes of a parallel denaturing gradient gel with specific time
intervals between loading. Maximum band resolution is thus observed from a
known run time.
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3.4. Casting a Temperature Denaturing Gel

This protocol describes a gel composition that is suitable for beginning the
parameter optimization procedure for TGGE. As with DGGE, the TGGE pro-
cedure needs to be optimized to resolve band profiles at a usable clarity. Gel
volume is 40 mL.

1. Mix components of gel (8% acrylamide solution, 1X Tris-acetate buffer, 20%
deionized formamide, 7 M urea, 2% glycerol).

2. Polymerize gel by the addition of 40 µL of TEMED and 400 µL of freshly
prepared 10% ammonium persulfate. Insert comb and allow gel to set for at
least 60 min.

3. Switch on electrophoresis apparatus and set to the desired start temperature.
Allow heating mechanism to reach this operating temperature.

4. Position the polymerized gel into the electrophoresis apparatus, and allow it to
reach the operating temperature.

Fig. 2. Diagrammatic representation of perpendicular DGGE showing the charac-
teristic “sigmoid” migration pattern of DNA. At high denaturant concentrations, DNA
melts on entering the gel and migration is limited. At low denaturant concentrations,
melting does not occur and migration is unimpeded. Point of inflection (shaded) indi-
cates optimum denaturant gradient in which to resolve individual DNA fragments.
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5. Clean away unpolymerized acrylamide solution from wells when the comb is
removed with fresh tank buffer by a pipetting action (this step may be performed
before the gel is attached to the electrophoresis apparatus, if more convenient).

6. Load 10 µL of PCR products and 2X loading dye, and electrophorese at 100 V
with heating ramp rate and final temperature determined (see Subheading 3.5.).

7. Visualize band profiles with appropriate DNA stain (see Note 3).

3.5. Optimization of TGGE Parameters

TGGE parameters that need to be optimized include the temperature range
over which electrophoresis proceeds and run time. A suitable temperature gra-
dient to begin with would extend from 30 to 60°C. If a ramp rate of 2°C/h is
used and electrophoresis is continued for 15 h, the gel would be divisible across
its length into known temperature increments. After electrophoresis and stain-
ing, the region of gel (and therefore temperature gradient) across which all
melting occurred is determined. Repeat this gel using the newly defined tem-
perature gradient and adjusting the ramp rate to give a convenient run time.
Typically, temperature gradients of 15°C are suitable, so a ramp rate of 1°C
increase per hour gives a run time of 15 h.

3.6. Electroblotting of Band Profiles

1. Equilibrate the gel in electrophoresis buffer for 15 min.
2. Transfer band patterns to Hybond-N+ nylon membrane (Amersham) using

suitable electrotransfer apparatus (Transblot Cell™, Bio-Rad; Semi-Dry
Electroblotter, Schleicher & Schuell, Dassel, Germany) by applying a current of
0.5 mA/cm2 of gel for 45 min.

3. Denature the transferred DNA by placing the membrane on a piece of 3MM
Whatman paper soaked in denaturing solution (0.4 M NaOH, 0.6 NaCl) for
10 min.

4. Neutralize by two rinses in 2.5X SSC (0.375 M NaCl, 0.038 M Na citrate).
5. Expose for 45 s to ultraviolet (UV) light (302 nm) to crosslink the DNA frag-

ments to the membrane.
6. Membranes can be sealed in cling film and stored at –20°C if probe hybridization

is delayed.

3.7. Oligonucleotide Probe Hybridization of Band Profiles

There are various hybridization protocols available using RNA and
DNA probes that have been radiolabeled or nonradiolabeled. Given here
is a typical example of probing a denaturing gradient gel band profile
using a 32P (γ ATP)-labeled DNA oligonucleotide (see Note 5 for nonradio-
active method).

1. Prehybridize blotted membrane in blocking solution (10% Blocking Reagent
[Boehringer Mannheim], 25% 5X SSPE [20X is 3.6 M NaCl, 0.2 M Na phos-
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phate, 0.02 M Na2EDTA, pH 7.7], 0.1% N-lauroylsarcosine, 0.02% sodium
dodecyl sulfate [SDS], 20% deionized formamide) at 45°C for at least 60 min.

2. Incorporate 32P (γ ATP) into the oligonucleotide (10–20 pmol) using a commer-
cially available nucleotide kinase according to the manufacturer’s instructions.

3. Remove blocking solution and rinse membrane with pre-warmed hybridization
solution (25% 5X SSPE, 0.1% N-lauroylsarcosine, 0.02% SDS, 20% deionized
formamide). Immerse membrane in approx 20 mL of fresh, prewarmed hybrid-
ization solution and add labeled oligonucleotide probe. Hybridize overnight at
the appropriate incubation temperature (see Note 6).

4. Remove probe solution and elute nonspecifically bound oligonucleotide from the
membrane in a series of washes using fresh, prewarmed hybridization solution
with gentle shaking. Continue washing until radioactivity is confined to the DNA
bands suspected as being complimentary to probe sequence. Remove excess wash
solution and wrap membrane in cling film.

5. Hybridization signals are detected using autoradiography (placing X-ray film
against the membrane and allowing exposure for an appropriate period) or a Phos-
phor Imager SF system and associated software according to manufacturer’s
instructions (Molecular Dynamics, Sevenoaks, UK).

3.8. Excision of DNA from Gels
1. Remove the area of gel containing the band of interest with a suitable sterile tool

(e.g., pipet tip or scalpel blade), and place in a sterile microfuge tube.
2. Add a volume of sterile distilled water to the tube, and allow the DNA to diffuse

passively from the gel at 4°C overnight. (The quantity of water added is depen-
dent on the volume of gel removed, but smaller volumes result in more concen-
trated template for subsequent PCR; a typical volume is 20 µL.)

3. Remove half the volume of water and use as template for PCR.

4. Notes
1. There are a variety of manufacturers that currently market apparatus for denatur-

ing gel electrophoresis. Consideration should be given for the technique to be
used (i.e., DGGE or TGGE), because not all apparatus is dual purpose. Available
apparatus include the following: Hoefer Scientific (San Francisco, CA), SE600
system; Bio-Rad, Protean II and DCode™ systems; Diagen (Düsseldorf, Ger-
many), TGGE system; CBS Scientific (Del Mar, CA), DGGE system; Pharmacia
Biotech, Multiphor II system.

2. There are a variety of manufacturers that currently market gradient pouring
devices, including Gibco and M.S.E.

3. There are currently three DNA staining methods applicable to denaturing gels.
Choice of a particular method should be made after review of their advantages
and disadvantages.
a. Ethidium bromide is quick, inexpensive, and allows recovery of bands from

the stained gel. It has a relatively low sensitivity, can give background fluo-
rescence, and is highly toxic.



184 Hastings

b. Silver staining is more expensive and takes longer to perform than ethidium
bromide (typically 2 to 3 h) but may be automated (Pharmacia Biotech). It has
a high sensitivity and does not produce background staining. DNA can not be
retrieved from the gel after its prestaining fixation.

c. SYBR Green I (Molecular Probes, Eugene, OR) is also relatively expensive
and has a limited life once used. It offers good sensitivity, a lack of toxicity,
and no background staining. Bands can be observed under UV transillumina-
tion and recovered from the stained gel.

4. The majority of studies into microbial ecology by the application of DGGE or
TGGE have targeted the 16S rRNA gene. Within this ribosomal gene, the vari-
able V3 region is exploited the most because PCR primers are readily available
for the eubacterial group of 16S rRNA genes that flank this sequence, and the
fragment generated by amplification is of an appropriate size (216 bases) to elec-
trophorese. Some studies have targeted alternative variable regions of the 16S
rDNA gene (11), or other, functional genes (12). As with oligonucleotides used
as probes, PCR primers must have their optimum annealing temperature deter-
mined empirically to provide amplification with the desired specificity (but it is
not within the remit of this chapter to detail methodology for determination of
this parameter of amplification). A touchdown protocol of thermal cycling is
given here which is suitable for any primer pair used to generate GC- clamped
PCR products for denaturing electrophoresis (13).
a. Heat the DNA/reaction mix to 94°C for 5 min to denature double-stranded

DNA molecules completely. Cool to 80°C and add Taq polymerase.
b. Cool to 10°C above optimum primer annealing temperature and hold for 1 min.
c. Heat to 72°C and hold for 1.5 min.
d. Denature at 94°C for 1 min, anneal at 10°C above optimum primer annealing

temperature again for 1 min, and extend primers at 72°C for 1.5 min.
f. Continue thermal cycling but drop annealing temperature by 3°C after every

two cycles until the optimum annealing temperature is reached.
g. Perform another 15–20 cycles at this annealing temperature. Check PCR prod-

uct yield by electrophoresis of 0.1 vol of reaction mix in 1.5% agarose gel.

Primers suitable for PCR amplification of a 193 nucleotide sequence across
the V3 region of Eubacteria 16S rDNA (14) include the following:

Primer 1 (forward) 5'-CCT ACG GGA GGC AGC AG-3' (E. coli position 341-358)
Primer 2 (reverse) 5'-ATT ACC GCG GCT GCT GG-3' (E. coli position 534-517)
GC-clamp 5'-CGC CCG GGG CGC GCC CCG GGC GGG GCG GGG

GCA CGG GGG G-3'

5. Nonisotopic methods of probe labeling have proved to be popular owing to the
lack of radioactivity and need for specialized containment facilities. In addition,
nonradioactive probes are reusable longer than the half life of 32P (14 d). A com-
monly used nonradioactive label is the DIG System (Boehringer Mannheim).
The manufacturers claim a detection sensitivity comparable to that of radioactiv-
ity. The DIG System may be used with DNA, RNA, or oligonucleotide probes.
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6. Oligonucleotide probes need to be hybridized to immobilized target DNA at a
temperature at which one-half of the bound probe is released from the hybrid.
This so-called temperature of dissociation (Td) is determined by a temperature-
graded wash series as previously described (15).
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Reporter Gene Expression
for Monitoring Microorganisms in the Environment

James R. Firth

1. Introduction

1.1. Principles of Reporter Gene Expression

Reporter gene is a generic term that is used to describe genes whose expres-
sion is indicative of the presence of a particular cell, a specific event occurring
within that cell, or a reflection of the expression of other, usually targeted genes
of interest. For example, the presence of such a gene may make an organism
standout to help in identification, as will be described in this chapter, or it could
be that a gene is only expressed under certain conditions, e.g., during different
developmental stages (1), environmental stresses (2,3) , or DNA repair as a result
of induction of the SOS response to DNA damage (4). Naturally-occurring
reporter genes can be used to avoid the need for genetic engineering by selecting
a unique property of an organism and using it as the reporter. However, by far the
commonest approach is to introduce a reporter gene into a cell to allow detection
of a particular organism or to monitor its activity. The reporter gene can be
located on a plasmid or to increase the stability of the gene within the cell it can
be incorporated into the bacterial chromosome. There are a wide variety of
reporter genes available, and all have particular properties that make them more
or less useful depending on the application (Table 1). The choice of a particular
reporter gene is made on the basis of the environment into which the organism is
to be released, how the gene is to be detected, and what factors might interfere
with the detection of the gene and/or its protein product.

Expression of the best reporter genes can be detected phenotypically, thus
avoiding the need for molecular techniques. Most reporter genes code for an
enzyme, so that expression of the gene can be either monitored directly or
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monitored after addition of a substrate as enzyme activity. The substrate used
normally produces colored products when reporter gene expression has taken
place. When selecting reporter genes for detection of specific microorganisms,
there are a number of factors that must be taken into consideration. The first is
that the reporter genes has to be unique to the environment in which it is to be
monitored. There has to be a means of clear selection of gene expression that
distinguishes the target organism from the background microflora. There must
be high sensitivity of detection so that large samples are not required. Ideally,
detection of the reporter gene should be simple, making the process as quick
and as easy as possible. An inexpensive system is obviously best as this allows
more samples to be analyzed. The detection method for expression of the
chosen gene may involve either destructive or nondestructive sampling and
where population changes and community interactions are being studied such
as in biofilms (Chaps. 19 and 20), the nondestructive option may be essential.
Ideally, the methods chosen would also allow in situ detection so that inter-
actions in the actual environment can be examined.

1.2. Applications of Reporter Genes
1.2.1. Detection of Target Organisms

There are three different ways that reporter genes are used. The first, and the
most common, is to distinguish a target cell from within a heterogeneous natural
population. A commonly used marker system in the laboratory is antibiotic resis-
tance markers, which enables an organism to survive and grow on a medium in
the presence of a particular antibiotic. Any organisms not carrying the resistance
marker will be unable to survive. The limitations here are that the environment
contains an increasing number of microorganisms that have a natural resistance
to a number of antibiotics. These microorganisms would not be screened out by
the selective plates and would therefore make detection of a specific organism
difficult if not impossible even if multiple antibiotic resistance genes are used.
Recently, concerns about multiply-resistant pathogens and the difficulty in treat-
ing such organisms has rightly highlighted the potential risk of releasing antibi-
otic resistance genes into the environment. Alternative resistance genes have been
employed encoding resistance to herbicides (5) and heavy metals (6), but, again,
natural resistance limits the usefulness of such genes.

An alternative to resistance genes is the use of chromogenic reporter genes,
which, when expressed, cause a color change to occur within the cell. Probably the
most popular of these reporter systems is based on the lacZY genes of Escherichia
coli. These genes encode β-galactosidase and lactose permease, and, once inserted
into an organism, their expression can be detected by growth on a solid medium
containing X-Gal (5-chloro-4-bromo-3-indolyl β-galactopyranoside). When X-Gal
is cleaved by the enzyme, the colony appears blue–green. Hofte et al. (7) claimed
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to be able to detect cells at densities of 10 per gram of soil using this method and
detection limits of as low as 1 per gram of soil have also been claimed (8). This
system has been used to monitor the colonization of biofilms in a drinking
water supply line by enteric bacteria (9). Again with this system there is the
problem of the indigenous microflora also possessing the lac genes, and this
possibility must be taken into consideration before employing the technique
and obviously the target organism must be lac-minus.

Another example is the xylE gene, which is found naturally on the TOL
plasmid pWW0 of Pseudomonas putida. The gene codes for the enzyme
catechol 2,3-dioxygenase (C23O) that converts catechol, which is color-
less, to hydroxymuconic semialdehyde, which is yellow, and, allows cells
carrying the gene to be distinguished. The xylE system has been used in
both Gram-positive organisms, e.g., Streptomyces lividans (10), and
numerous Gram-negative organisms (11, 12) as a reporter/marker gene. In
the studies on Gram-negative species, the xylE gene was cloned into the
broad host range, nonconjugative IncQ plasmid pKT230. The gene was
expressed from either the pL or pR promoter of the lambda bacteriophage
under the control of the temperature-sensitive lambda repressor cI857,
which allows expression at 37°C but not at 30°C. This allows the gene to be
switched off until detection is required, thus reducing the metabolic burden
caused by the high level of expression of xylE. The system has since been
used in IncP conjugative plasmids (13). Morgan et al. (14) found that such
systems could be employed to detect recombinant P. putida at concentra-
tions as low as 103 cells mL-1 of lakewater.

The other group of reporter genes are the bioluminescent and fluorescent
reporter genes. These include the luciferases and the green and yellow fluo-
rescent proteins, GFP (15–17) and YFP (18) (Table 1). These reporter genes,
when expressed, produce light that can then be visualized in a number of
ways (see Note 1). Since the source of these genes is eukaryotic organisms
(with the exception of the lux system), there is no problem with background
populations of microorganisms producing the same response. Even the lux
system is very useful in soils and freshwater, since the Vibrio spp. in which it
occurs naturally are marine organisms. The range of different bioluminescent
reporter genes also produce light of different wavelengths, so that two or
more can be used in conjunction to distinguish between different organisms
or metabolic processes. One of the major problems with using GFP used to
be its high stability, which meant that the protein remained within the cell
long after the gene had been switched off, a problem when trying to investi-
gate what factors might switch on particular processes. This problem has now
been overcome by the development of more unstable GFPs (19), which can
be degraded more easily by proteases within the cell giving the protein a half
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life of minutes Much work has been carried out using luciferases to monitor the
distribution and survival of numerous microorganisms in the environment (20–
22). An interesting and novel method of detecting microorganisms in the environ-
ment is to use bioluminescent reporter genes in conjunction with species-specific
phage. These phages are modified to contain the reporter gene, which , since viruses
do not synthesize proteins, is not expressed. However, when the phage infects the
host cell and inserts its DNA into the host chromosome, the reporter gene is
expressed and the cell lights up. This has been used to detect a number of bacterial
species including Listeria (23, 24), and Mycobacteria (25).

1.2.2. Reporter Gene Fusions to Detect Gene Expression

Another way in which reporter genes are used is in gene fusions in which
the reporter gene is linked to a gene of interest. Expression of the reporter
gene is assumed to reflect the time of expression of the fused gene product.
This kind of application is suited to the bioluminescent reporter genes. For
example, lux gene fusions have been used to monitor the expression of the
toluene dioxygenase enzyme in P. putida (26). Here the lux gene was fused
to the gene encoding the enzyme, which not only allowed a correlation
between the time of expression but also between the activity of the enzyme
and the amount of bioluminescence. Taken further, such an approach can be
used to monitor the concentrations of various pollutants in the environment.
Heitzer et al. (27) used a nahG-lux fusion for naphthalene catabolism to inves-
tigate bioavailability of fuel hydrocarbons. Since bioluminescence appeared
at the same time as enzyme expression, which, in turn, was proportional to
the concentration of pollutant, bioluminescence showed a linear correlation
with the amount of hydrocarbon pollution in solution.

1.2.3. Reporter Gene–Promoter Fusions
to Monitor Environmental Conditions

Recently the trend has been to move away from fusing reporter genes to the
structural genes of interest and instead fusing the reporter directly to the pro-
moter region of the target gene. This approach has been used in a wide variety
of applications. It has been used to construct plasmid vectors incorporating the
regulatory xylS xylR genes of the TOL plasmid into which various reporter
genes can be inserted to detect a number of hydrocarbon pollutants (28, 29).
The GFP reporter system has been used to replace the coat protein gene of
potato virus X so that when the virus infected a potato cell, GFP was synthe-
sized to show which cells had become infected (30). This also showed that the
coat protein that had been replaced was essential for cell-to-cell movement.
The luxAB genes have been used to monitor circadian rhythms in cyanobacteria
by fusing them to the promoter of psbAI, a gene thought to be influenced by
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circadian rhythms (31). Promoter fusions are not limited to bioluminescent repor-
ter genes. Flaherty et al. (32) used the β-glucuronidase reporter gene fused to the
promoter of a gene responsible for the production of aflatoxin in Aspergillus
flavus. This leads to expression of the reporter gene under conditions that would
cause the production of the toxin. In a similar way, the antibiotic resistance gene
catP has been fused to the promoter region of the alpha-toxin gene of Clostridium
perfringens so that resistance to chloramphenicol is only inferred under condi-
tions that would promote production of the toxin (33).

Reporter genes can also be used to demonstrate activity of cells. For
example, Mycobacterium tuberculosis and M. bovis expressing the luc
luciferase gene have been used to evaluate the activities of a number of anti-
microbial compounds (34). The more effective the compound, the less light
is emitted from the cells. This is also the basis of the commercially available
Microtox assay (35). A similar approach has also been applied but using the
lacZ reporter system (36).

Reporter genes can also be used to monitor the effect of microorganisms
without the gene actually being present inside the cell. The pathogenic effect
of Erwinia amylovora on tobacco or pear plants was investigated by intro-
ducing the luciferase not into the bacterial cells but into the plant cells (37).
The pathogenic effect was then monitored by following the reduction of light
being emitted by the plant cells as they were killed.

The take home message from all of this is that there is no perfect reporter
gene that can be used to investigate all organisms and all metabolic processes
in all environments. Each reporter gene has its own limitations, be they the
need to extract samples before growth on selective plates, the presence of natu-
rally occurring microorganisms carrying the gene, or the need for relatively
high metabolic activity to allow detection of expression. However, by using a
range of the reporter genes available, we can gather enormous amounts of
information about the behavior of microorganisms in the environment

The example described here uses the plasmid pLV1013 (Fig. 1) to monitor
the survival of P. aeruginosa introduced into sterile and nonsterile lakewater
microcosms. In this plasmid the xylE gene is temperature regulated and
expressed from the pR promoter of the bacteriophage lambda. The plasmid
also contains kanamycin- and streptomycin-resistance genes for an additional
selection method.

2. Materials
2.1. Labeling P. aeruginosa with the xylE Reporter Gene

1. P. aeruginosa recipient strain.
2. E. coli donor strain carrying the plasmid pLV1013.
3. E. coli CA60 carrying the mobilization plasmid pNJ5000.
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4. Simmons citrate agar.
5. Kanamycin stock solution (50 mg/mL).

2.2. Inoculation of Microcosms

1. P. aeruginosa carrying the reporter gene.
2. Fresh, nonsterile lakewater.
3. Autoclaved lakewater.
4. Spectrophotometer.
5. OD550 vs. colony forming units calibration curve.
6. Sterile distilled water.
7. Desk-top centrifuge.

2.3. Extraction and Detection
of Marked Microorganisms from Microcosms

1. Sterile pipet.
2. Sterile 1 mL Eppendorf tubes.
3. 1% (w/v) catechol solution.
4. Volatilization chamber and aerosol.
5. Fume hood.
6. Glass spreader.

Fig. 1. Plasmid pLV1013 carrying the genes for kanamycin resistance (Km),
streptomycin (Sm), and the xylE reporter gene. *Cutting sites for the restriction
enzymes SmaI(s), XhoI(xh), HindIII(H), and XbaI(Xb) are shown
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7. Pot of ethanol.
8. Bunsen burner.

3. Methods
3.1. Labeling the Organism with the xylE Reporter Gene

The experiment described here involves monitoring the survival of P. aeruginosa
labeled with the xylE reporter gene. Other reporter gene systems will vary in the
details of their use, but essentially the principles of the protocol described here will
be the same for all culture-based detection systems (see Note 1).

1. Grow up overnight cultures of the recipient P. aeruginosa, E. coli CA60, and the
donor E. coli strain in nutrient broth with the appropriate concentration of anti-
biotic (see Note 2).

2. Place a 10 µL drop of each organism on top of each other, on a nutrient agar plate
containing no antibiotic and allow to dry.

3. Incubate the plate at 30oC overnight.

3.2. Screening of Plasmid Transfer

1. Resuspend one of the spots of bacterial growth in 0.5 mL of sterile distilled water.
2. Make a 10x dilution series of the suspension using sterile distilled water.
3. Spread 0.1 mL of each dilution onto separate plates of Simmons citrate agar (38)

containing 50 µg/mL kanamycin, (see Note 3).
4. Incubate the plates at 30oC overnight.
5. Select a plate with approx 30 colonies on it and subculture in duplicate any colony

that appears to be surrounded by a green coloration to a new Simmons agar plate
containing 50 µg/mL of kanamycin and streak out.

6. Incubate one of each duplicate plate at 30oC and one at 37oC overnight.
7. Place all the plates in a fume cupboard and spray evenly with a light covering of

1% catechol solution. If the plasmid has been taken up successfully by the recip-
ient P. aeruginosa, the colonies grown at 30oC will remain cream in color, while
those grown at 37oC will turn a bright yellow.

3.3. Assessment of Plasmid Stability
1. Remove a single bacterial colony from Simmons agar plate and inoculate in trip-

licate into 100 mL of nutrient broth.
2. Incubate for 24 h at 30oC.
3. After 24 h transfer 50 µL from each culture to a fresh flask into nutrient broth and

grow for a further 24 h at 30°C.
4. Take a further 1 mL sample from each flask and make a 10x dilution series of

each sample.
5. Plate each dilution series  onto nutrient agar with and without 50 µL/mL

kanamycin.
6. Incubate these plates overnight at 30oC followed by a further 2 h at 42oC (see Note 4).
7. Spray the plates with catechol as described previously (Subheading 3.2., step 7).
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8. Choose plates with between 30 and 300 colonies both with and without the
kanamycin for each replicate and count the number of yellow colonies and
white colonies on each (see Note 5).

3.4. Setting up of Sterile and Non-Sterile Microcosms

1. Take a sample of river or lake water and divide into 6x 500 mL batches in 500 mL
conical flasks (see Note 6).

2. Autoclave three of the flasks to sterilize the water.
3. Take an overnight culture of the P. aeruginosa carrying the marker plasmid

and pellet the cells by centrifuging 1 mL volumes for 3 min at 900g in a desktop
centrifuge.

4. Pour off the supernatant and resuspend the cells in 1 mL of sterile distilled water.
5. Repeat the centrifugation and resuspension three times to prevent any carry-over

of nutrients to the microcosms.
6. Take a reading of the optical density at 550 nm of the cell suspension using a

spectrophotometer and calculate the cell density using an OD550 vs. colony form-
ing U (cfu) calibration curve (see Note 7).

7. Inoculate each microcosm with the cell suspension to give the required cell density.

3.5. Extraction and Detection of xylE Carrying Organisms

1. After 24 h remove 1 mL volumes from each of the microcosms aseptically, using
sterile pipets (see Note 8).

2. Make 10x dilution series of each sample in sterile distilled water.
3. Plate out and incubate the samples on nutrient agar containing 50 µL/mL

kanamycin overnight at 30oC and then for a further 2 h at 42oC.
4. Spray the plates with the catechol solution as described previously (Subheading

3.2., item 7).
5. Choose plates with approx. 30–300 xylE positive colonies and make accurate

counts (see Note 9).
6. Repeat this process at the required sampling times for the duration of the experiment.

4. Notes
1. As well as using culture based techniques, fluorogenic and chromogenic reporter

genes can also be visualized and counted using other technologies such as flow
cytometry (Chap. 5), confocal laser scanning microscopy (Chap. 17) and charge-
coupled device cameras (22). Fluorescent reporter genes can also be monitored
in situ by using X-ray film, which, when placed over or next to the sample in the
dark, becomes exposed by the light being emitted by the cells. These different
visualization methods have their own advantages and disadvantages.

2. E. coli CA60 carrying the conjugative plasmid pNJ5000 and the donor E. coli strain,
in this case strain ED8654 carrying the plasmid pLV1013, are grown on agar or in
nutrient broth containing 50 µg mL–1 of kanamycin as selection pressure to ensure
the plasmid is maintained within the cells. The antibiotic and its concentration may
vary depending on which plasmids are being used. Antibiotics should be filter steri-
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lized and added to broth or agar after autoclaving. Agar should be below 60oC
before adding antibiotics. An indication that the agar is cool enough is when the
bottle can be held comfortably in the hand without using gloves.

3. Simmons citrate agar (38) is a medium that contains citrate as the sole carbon
source. Since E.coli cannot utilize citrate as a carbon source and P. aeruginosa
can, only P. aeruginosa should be able to grow on the plates. Since kanamycin is
also incorporated into the plates, only those P. aeruginosa cells that have taken
up the pLV1013 plasmid should be present.

4. Since the expression of the reporter gene xylE is temperature regulated in the
plasmid pLV1013, no expression occurs while the organisms are grown at 30°C.
Therefore, in order to express the gene, the culture or plates containing the plasmid
carrying cells can be incubated at 42°C for 2 h prior to spraying with catachol.

5. Plasmid stability is important as the reporter gene must be maintained within the
cell and be inherited by subsequent generations in order for those cells to be detec-
ted. Stability is expressed as the percentage of the total number of cells (the total
number of colonies) that show expression of the xylE gene. In practice any cells
that have lost the plasmid will appear white when sprayed with catechol.

6. The usefulness of xylE as a marker gene is dependent on the gene not being
present in the natural bacterial population. It is therefore essential to first plate
out a sample of the uninoculated microcosm and spray with catachol to show that
there are no naturally occurring xylE carrying organisms present.

7. A calibration curve of OD550 vs. colony forming units is constructed by making
dilutions of a culture and taking the OD550 . Each dilution is then used to make a
10x dilution series, which is spread onto agar plates and incubated overnight.
After counting colonies it is then possible to correlate each OD550 to a number of
colonies, i.e., cells in the original sample.

8. It may be that 1 mL of water from the microcosm may not contain any of the
introduced cells that may still be present but at lower concentrations. Under
such circumstances larger vols can be extracted and concentrated up by cen-
trifugation before resuspending the pellet of cells in a smaller volume of water.
This concentration step must be taken into consideration when quantifying the
target organism.

9. One problem often encountered when trying to count organisms carrying the
reporter gene on a plate, especially when they are present in low numbers, is that
they can be swamped by the natural microflora. Using the kanamycin in the plates
will help to select against these background cells, although natural kanamycin
resistance may still lead to swamping of the plates. An added advantage of the
plasmid pLV1013 is that it also carries a gene for streptomycin resistance and
this can be utilized as an extra selection pressure, which should further reduce the
number of background cells growing on the plates.
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Characterizing Microorganisms in the Environment
by Fatty Acid Analysis
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1. Introduction
1.1. Fatty Acid Methyl Ester (FAME) Analysis
as an Ecological Tool

Determining the taxonomic composition, biomass, and physiological status
of microbial assemblages is still one of the greatest challenges facing micro-
bial ecologists. There are many reasons why assessment of microbes in the
environment is so demanding, not least their number, diversity, and limited
size. Unlike eukaryotes, descriptions of the morphology of prokaryotes usually
yields little or no information concerning the phylogenetic affiliation or eco-
logical role of organisms. Consequently, although direct observations can pro-
vide an indication of biomass, they do not allow the investigator to
distinguish among the many microbial populations present in samples.
Classical approaches that utilize enrichment methods for the isolation of
microorganisms from the environment continue to provide valuable informa-
tion in biochemical, taxonomic, and autoecological studies. The primary limi-
tations to such approaches are those of nonculturability (the active cellular
component that cannot be grown in the laboratory on artificial media), and the
problem of characterizing and identifying statistically relevant numbers of iso-
lates necessary to gain insight into the population ecology and community
diversity of any but the simplest of habitats. Furthermore, these approaches
rarely provide information on microbial assemblages in situ. Modern molecu-
lar techniques may help to resolve some of these limitations and their applica-
tion to environmental samples has allowed descriptions of microbial “species,”
and cellular location and activity in targeted communities (1). However, as
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with all techniques, there may be bias with regard to limited quantification and
amplification of genetic material, which imposes inevitable selection for
the sequences analyzed in the collected “representative” samples. Although
this can, to some extent, be controlled, it is far from simple to routinely relate
nucleic acid diversity to relative taxonomic abundance (2). Nevertheless, recent
developments, such as denaturing gradient gel electrophoresis of polymerase
chain reaction (PCR)-amplified products of isolates or whole community DNA
(3), are beginning to reduce these difficulties.

Current efforts focusing on the molecular biology of nucleic acids may, to
some extent, undervalue the enormous amount of information that can be
derived by examining the chemistry of other cell constituents. The culmination
of these data sets provides a combined understanding of both taxonomy and
microbial ecology. Analysis of whole cells, e.g., by mass-spectrometry (MS)-
pyrolysis, or cell wall constituents such as peptidoglycans, proteins, and lipids
all provide valuable chemical data for the distinction of microbial groups, fami-
lies, genera, species, and subspecies. Assessment of the cell wall composition
of bacteria using differential reactions to the crystal/iodine complex of Gram’s
stain was one of the first methods that exploited chemical differences in micro-
bial taxa. One group of cellular constituents, the lipids, have been widely and
effectively used to provide taxonomic information for individual isolates and
whole microbial assemblages. The wealth of information lipids provide about
the identity, classification, biomass, and physiological state of microorganisms,
together with technologic advancements in analyzes based on gas chromatog-
raphy (GC) and computerized data handling, has significantly improved the
understanding of environmental microbiology.

It is not intended here to cover all aspects of microbial fatty acids, but to provide
some practical insight on how two of the most commonly used fatty acid profiling
approaches, phospholipid fatty acid (PLFA) and fatty acid methyl esters (FAME),
have been applied to the study of microbial diversity and function in the environ-
ment. PLFA has been widely exploited by microbial ecologists, but for further
details of the principles, methodologies and application of this technique, the reader
is referred White et al. (4). The introduction of semiautomated FAME analysis has
revolutionized the study of cellular fatty acid components by making the approach
available to the untrained user by combining speed without loss of sensitivity. In
the following sections, we have outlined approaches for the use and application of
FAME as an ecological tool and, where appropriate, have contrasted it with other
methods of lipid analysis. Two other approaches to lipid analysis focus on the
polar lipids and isoprenoid quinones, which are only briefly considered here. For
further details on methods for the extraction, identification, and quantification of
polar lipids and isoprenoid quinones, the reader should consult the reviews of
Suzuki et al. (5) and Komagata and Suzuki (6).
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1.2. Isoprenoid Quinones

Isoprenoid quinones are located in the cytoplasmic membrane of most
prokaryotes, in which they play a role in electron transport systems. The varia-
tion in isoprenoid quinones is generally considered to provide useful taxonomic
markers (5). Isoprenoid quinones have been widely applied to taxonomic stud-
ies and can distinguish members of the four rRNA subclasses (α, β, δ, and γ) of
Proteobacteria.

1.3. Lipids

Lipids are amphipathic molecules, containing both a hydrophilic and a
hydrophobic moiety, include phospholipids and glycolipids, and are located in
bacterial membranes. Variation in the polar hydrophobic head has also been
used as a taxonomic marker, although predominantly for distinguishing the
actinomycetes (7,8). There are four main classes of lipid: long-chain fatty
acids, polar, mycolic acids, and the isoprenoid quinones. Here we will con-
centrate on the fatty acids and polar lipids; other studies have confirmed the
utility of the mycolic lipids and the isoprenoid quinones for differentiating dif-
ferent taxa (9,10).

1.4. Long-Chain Fatty Acids

Carboxylic acids with long hydrocarbon chains are the basic constituents
of important lipids including the glycerides. Bacterial lipids range in chain
length from simple 2-carbon atom backbones to those, as in the case of the
mycolic acids, that contain over 90 carbons atoms. Taxonomically, fatty acids
in the range of C11–C24 provide the greatest information and are present in a
diverse range of microorganisms. These cellular and structural fatty acids are
distinct from lower weight compounds associated with metabolism that can
also provide taxonomic information, but they are not considered in this
review. Most fatty acids are located in the cytoplasmic membrane as con-
stituents of polar lipids and glycolipids, in which they form the integral part
of the lipid layer. In Gram-negative bacteria, fatty acids are also present in
the outer membranes as part of the lipopolysaccharide. Fatty acids are prop-
erly named by the basic structure of their carbon skeleton, i.e., the number
and position of double bonds, in the carbon chain, and the presence of func-
tional groups (5). Diversity in fatty acids such as chain length, position of the
double bonds and substituted groups associated with their highly regulated
synthesis make them valuable biomarkers. For example, hydroxylated fatty
acids having the –OH group in either position 2 or 3 can be found in most
Gram-negative isolates. Fatty acids with branched alkyl chains predominate
in Gram-positive genera.
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1.5. Polar Lipids

Amphipathic polar lipids constitute the major part of bacterial membranes.
They comprise a hydrophobic head group linked to two hydrophobic fatty
acids. Variation in the polar or hydrophobic head group is not so marked as for
the fatty acids but, nevertheless, provides general taxonomic information.

1.6. Nomenclature

Fatty acids are designated according to the number of carbon atoms, the
number of double bonds, and the position of the double bond relative to the
methyl terminus (ω) of the molecule. The configuration of the double bond is
indicated by c (cis) and t (trans). The prefixes a and i indicate anteiso- and iso-
branching, and br- indicates an unknown methyl branching position. For
example, 10Me indicates a methyl group on the tenth carbon atom from the
carboxyl end of the molecule and cy- refers to cyclopropane fatty acids (e.g.,
cy 17:0). The position of a hydroxyl group is numbered from the carboxyl end
of the fatty acid, with OH as a prefix (e.g., 3-OH17:0; 3-hydroxy-hepta-
decanoate) (4,11).

1.7. Applications and Environmental Monitoring

1.7.1. Chemotaxonomy and Biomass

The wealth of information on the composition of microbial fatty acids has
been widely used by microbiologists to improve understanding of community
composition and dynamics in the environment. This has been achieved using
two distinctive but complementary approaches: assessing community compo-
sition by extraction of the total fatty acid content of environmental samples
and using signature fatty acids as biomarkers of specific populations, and cul-
turing individual isolates and characterization by the fatty acid content.

PLFA analysis has been most commonly and effectively used to examine
microbial community structure in whole environmental samples, since differ-
ent subsets of a community have different PLFA patterns (29). This approach
exploits the fact that distinctive microbial groups comprise characteristic PLFA
patterns and has been sculpted in a broad range of habitats (Table 1). When
determining community structure by using a signature fatty acid approach, it is
essential to consider the environment from which the sample was retrieved
(2,30). For instance, in a sediment two functional groups (defined by Findlay
and Dobbs [2] as suites of microorganisms sharing biochemical characteris-
tics) can be distinguished by PLFA analysis. First, the eukaryotes, composed
of PLFA of both animal and plant or algal origin. These are distinguishable
depending on the position of the first unsaturation being either in the ω6 (ani-
mals) or ω3 (plant) positions of the PLFA. The second functional group com-
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posed of prokaryotes can be further divided into bacteria utilizing anaerobic
desaturase pathway, Bacillus-type Gram-positive bacteria and even specific
genera such as Desulfobacter, according to the presence of specific marker
PLFAs. Some PLFAs are even more specific markers and are highly diagnos-
tic of specific groups. For instance, type II methane-oxidizing bacteria form
monoenoic PLFA with the unsaturation in atypical positions, such as 18:1 ω8c
(27). Unlike most other bacteria, this group contain more of the 18-carbon
moiety (18:0) than the 16-carbon, a pattern normally characteristic of fungi. At
a less specific level, general trends in PLFA can be observed within specific
functional groups. Straight-chain PLFAs tend to be present in greater quanti-
ties in bacteria as the 16-carbon moiety (16:0), whereas microeukaryotes con-
tain greater amounts of the 18-carbon form. Some distinctive groups share
similar fatty acid constituents, and, consequently, interpretation of profiles
must be undertaken with care and with the habitat characteristics in mind. For
instance, terminally branched saturated PLFAs are common to Gram-positive
bacteria but are also present in some Gram-negative anaerobic bacteria.
Branched monoenoic PLFA are common in the anaerobic Desulfovibrio-type
sulfate-reducing bacteria but are also found in some aerobic bacteria. Although
PLFA profiles do not reveal species-level information directly, this approach
provides a fingerprint of microbial diversity present.

The main application of FAME analysis has been in the identification and
elucidation of the taxonomic relationships among cultures of microorganisms

Table 1
Application of PLFA for Monitoring Microbial Communities
in the Environment

Microbial community investigated References

Microbial biomass and community in soil (55,56)
Soil bacterial response to presence of roots (57)
Biomass arbuscular soil mycorrhizal fungi (58)
Biomass and community structure, biofilms (59)
Impact on soil microbial communities of pollution stress (11,56,59,60–62)
Impact of land management practices (11,59,63–67)
Microbial biomass, community structure, and physiologic state (68–72)

in deep-sea sediments
Biomass and community structure in rocks (73,74)
Monitoring specific population (sulfate-reducing bacteria, (16,75,76)

methanotrophic bacteria) in soils and sediments
Quality assurance methods of sampling and storage methods (13,77,78)

(soils and sediments)
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(17). Improvements in GC techniques, computerization, and more efficient
methods of FAME extraction have come together as part of the new generation
of instrument-based systems, for rapid characterization of microorganisms.
FAME analysis of bacterial cellular fatty acids is extensively used as either a
primary or an adjunctive means for identification of clinical and phytopatho-
genic bacteria (31–33). It is well established that fatty acid composition of
microorganisms is an important taxonomic character (34) and that FAME data
can be analyzed quantitatively to provide important taxonomic information at
the species and subspecies levels (35,36). Although FAME analysis utilizing
the microbial identification system (MIS) has been commonly applied to bac-
teria, it has also been used to differentiate yeasts (37), mycorrhizal fungi
(38,39), spirochetes (40,41) and iridescent viruses (42). In many of these stud-
ies, the groupings obtained have proved to be highly congruent with other more
labor-intensive methods such as genomic analysis by the direct restriction frag-
ment comparison of total extracted DNA or PCR amplification of target
regions. MIS-FAME analysis has also been applied to assess whole communi-
ties of complex substrates such as fecal stools (43), soils (44) and model bacte-
rial communities (45) (Table 2).

In addition to providing information on community composition and
dynamics, PLFAs fulfill many of the criteria required to be effective chemical
markers of microbial biomass. This includes their universal distribution in the
cellular components of intact cells, but short residence time in detrital pools
after death. In general, they are expressed at relatively constant levels within a
community throughout the growth cycle. The following PLFAs are considered
to be of predominantly bacterial origin: i15:0, 15:0, i16:0, and 16:1ω9.

1.7.2. Physiological Status

The fatty acid components of the individual membrane lipids are not fixed
but vary with nutritional status and environmental conditions. By studying the
changes of phospholipid fatty acid profiles, especially the presence of certain
PLFA markers, it is possible to assess the physiologic status of the microbial
community. For example, changes typically found in PLFA profiles when
Gram-negative bacteria are starved include an increase in the ratio of saturated
to unsaturated fatty acids (15,46,47), and an increase in the ratio of the trans-
to cis- monoenoic unsaturated fatty acid. By contrast, negligible changes in
PLFA profiles are observed in Gram-positive bacteria (48). The observed
changes in the relative ratio of specific lipids at a gross level and the proportion
of poly-β-hydroxyalkanoic acid (a storage lipid) in bacteria (49) relative to
PLFA, provides a measure of nutritional-physiological status (4). Bacteria in
bulk soils that are characteristically low in available nutrients have PHA/PLFA
ratios below 1. By contrast poly-β-hydroxyalkanoic acid PHA/PLFA ratios of
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6 or more have been recorded for bacteria growing in the nutrient-rich condi-
tions typical of the rhizosphere (50). Starvation, stationary-phase growth, and
anaerobic metabolism in bacteria all lead to conversion of monoenoic PLFA to
the cyclopropyl PLFA, which can also provide a useful indicator of physi-
ological state (15).

Changes in the PLFA profiles of individual isolates grown in culture can be
induced following exposure to potentially toxic substances, and have been used
as effective indicators of pollution stress (51). For instance, increasing concen-
trations of organics such as phenol induces a reduction in the proportion of
monoenoic to saturated PLFA, and an increase in the proportion of trans-
unsaturated fatty acids of exposed bacteria unable to degrade the contaminant.
Similar changes have been observed in a range of microorganisms exposed to
different organic compounds and have been associated with altered cell perme-
ability and specific resistance mechanisms (51–53). However, little is known of
the mechanisms of solvent tolerance, although the recorded quantitative increase
in fatty acids suggests that membrane repair mechanisms, involving rapid
fatty acid synthesis, are involved. Not surprisingly, since cellular fatty acid
composition is dependent on growth conditions, the membrane compositions of
bacterial cells that can utilize pollutants as a nutrient source are altered, whereas,
typically, increases in the proportion of saturated fatty acids are observed.

1.7.3. Environmental Monitoring: Method Application

Investigators have taken two basic approaches to the investigation and inter-
pretation of community fatty acid profiles: first, examination of specific fatty

Table 2.
Application of FAME Analysis for Monitoring
and Assessing Individual Isolates
and Microbial Communities in the Environmenta

Microbial community investigated References

Bacterial diversity inaquatic ecosystems (79,80)
Characterization of xenobiotic degrading bacteria (81,82,83)
Characterization of mycorrhizal fungi (38,39)
Phytosphere bacterial population dynamics (54,84–86)
Bacterial community succession in necrotic plant tissue (87,88)
Predicting biocontrol activity of environmental bacterial isolates (89,90)

on the indigenous microbial community
Impact of a genetically modified bacterium (91)

aSince 1986 there have been at least 50 articles published in which the MIS has been used to
characterize the FAME composition of individual isolates or total community profiles from envi-
ronmental samples.
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acid profiles known or assumed to be unique to a given functional or taxo-
nomic group, and second, application of multivariate analysis to discriminate
between composite profiles to assess habitat disturbance. As with any selected
method for monitoring microbial communities present in environmental
samples, PLFA and FAME analyzes have advantages and limitations.

The primary advantage of PLFA analysis is that microbial biomass and com-
munity structure can be assessed from the same sample. The results obtained
integrate across the entire community, and thus avoid the inevitable selective
pressures on the sampled community owing to the choice of media and growth
conditions inherent to culture-dependent studies. Also, any weaknesses associ-
ated with enumerative studies, such as dislodging microbial cells from
substrate (extraction), can be avoided and therefore reduce problems of repre-
sentative sampling and direct cell visualization. This method is also applicable
to a range of dense and solid substrates such as sediments, soils, sand, and
rock, in which microscopic methods can be of limited value. Relative to
molecular techniques, the approach is often more cost- and time-effective with-
out the loss of the high precision or quality in the data obtained, although
molecular methods are continuously becoming more reliable and less time  con-
suming to undertake. Finally, sample extracts can be used to undertake fur-
ther biochemical characterizations (2).

FAME analysis has been widely accepted in clinical microbiology as a pri-
mary or adjunctive means for identification of medically important bacteria
(32). However, FAME analysis, using instrument-based systems, has not been
as widely applied as a sensitive, reliable, and rapid method for microbial char-
acterization in environmental microbiology. This may, in part, be owing to the
capital cost of equipment. Nevertheless, FAME analysis compares well with
other methods of strain characterization such as DNA hybridization or target
nucleic acid amplification. Indeed, when fitted with an electron detector,
femtomole (10–15) quantities of fatty acids can be detected that may be more
sensitive than for direct (nonamplified) DNA/RNA detection. For example, for
highly specialized communities such as the phyllosphere, FAME data of indi-
vidual pseudomonad isolates aligned well with genomic studies (54). Assur-
ance of the reliability of FAME data overcomes the need for supporting
characterization by traditional diagnostic biochemical methods that are labor-
intensive and rely on the organisms being reactive. FAME-MIS is also reason-
ably rapid, easy to perform, and requires little specialized technical training.

Despite the need to consider the contribution of the active but unculturable
component in any environmental sample, the challenge remains for the further
development and exploitation of current techniques that enable large numbers
of strains to be rapidly and reliably characterized. And although existing data-
bases for environmental strains may be limited, preventing precise species iden-
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tification for unknown isolates, large numbers of environmental isolates are
being examined, which further improves the quality and precision of identifi-
cation. There is certainly a need for a managed database, i.e., a Web site, for
FAME and PLFA profiles that compare to the quality of databases developed
for DNA sequence information

There are, of course, associated disadvantages. Analysis of PLFA and FAME
requires special analytical apparatus such as a gas chromatogram, in the case
of PLFA, with mass spectrometer. Solvents, reagents, and glassware must be
scrupulously clean and rigor must be observed in sample handling and record
keeping. All procedures should be stringent and careful attention paid to the
inclusion of appropriate standards. In addition, specialized equipment is nec-
essary and requires considerable understanding to optimize its application at
the limits of sensitivity. Furthermore, interpretation of PLFA profiles is often
complex and requires a thorough knowledge of a widely scattered literature.
Finally, few genera or even functional groups have distinctive fingerprints, and
with limited data sets, often discrimination at population level is not possible.

Although factors for converting phospholipids data to carbon content are
established, uncertainties remain for quantifying phospholipid data in terms of
cell numbers or biovolume. And although the fatty acid composition of many
microbial taxa are known, it is difficult to convert PLFA data for the precise
description of the composition of microbial communities. Because fatty acid
composition is directly dependent on growth conditions, one of its strengths is
that it can be used as a diagnostic tool, e.g., to describe pollution impact, habi-
tat perturbation, or differentially regulated gene expression in response to local
environmental changes (Table 1).

Future developments require investments appropriate to the application of
current research objectives linked to automating and accelerating the speed of
the analyzes. It is, nonetheless, realistic to believe that these developments will
result in automated systems for signature lipid biomarker analysis that will be
accomplished in a matter of hours, instead of the current time frame of days.

2. Materials
1. Four reagents are required to saponify the cells, esterify, extract, and base wash

the fatty acids. All reagents should be prepared and stored in acid-washed, brown
(light opaque) glass bottles fitted with volumetric plungers. Extraction should
only be undertaken in glass tubes fitted with Teflon-coated screw-capped lids.
a. Reagent 1 (saponification): 3.75 M NaOH in methanol/H2O (50:50 by volume).
b. Reagent 2 (methylation): 4.7 M HCl in methanol (325 mL 6M HCl, 275 mL

methanol).
c. Reagent 3 (hexane/methyl-tert butyl ether [MTBE]): 200 mL hexane,

200 mL MTBE.
d. Reagent 4 (base wash): 0.3 M NaOH in deionized distilled water.
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2. Water baths are required at 100°C, 80°C, and room temperature. A rotating mix-
ing device should be used for test tubes.

3. All reagents should be of high-performance liquid chromatography analyti-
cal grade.

4. All procedures should be undertaken in an appropriate, ventilated facility or
chemical fume hood. Reagents 1 and 4 are caustic and reagent is 2 acidic;
they should be only handled by operators wearing safety goggles and gloves.
MTBE and hexane are flammable; extinguish all flames and sources of heat
before use.

3. Methods
Although the principles of PLFA and FAME analyzes are similar, the two

methods are generally used for distinct purposes. PLFA is most commonly
used to analyze the biomass and total community composition of environmen-
tal samples, and FAME to characterize isolates grown on defined laboratory
media (see Note 1).

3.1. PLFA Extraction

Environmental samples must be handled with extreme care to limit distur-
bance to the microbial community. This can be achieved best by halting micro-
bial activity by rapid freezing to –20°C or by lyophilization. Alternative
methods of preservation should not be used since these can adversely affect
certain lipids. Gas chromatographic analysis of PLFAs extracted from envi-
ronmental samples generally requires nanomolar sensitivity. This necessitates
the use of clean glassware washed in either 10% (v/v) HCl or Decon phos-
phate-free detergent (BDH[Merck] Ltd., Lutterworth, UK) and baked in an
oven (450°C for 4 h). Plastic must be avoided at every step from sample collec-
tion and storage to eventual extraction and analysis. The extraction is usually
undertaken at room temperature. All solvents and chemicals used must be of
analytical grade.

Preparation of PLFAs consists of three steps: extraction of lipids, separation
of phospholipids by column chromatography, and methylation of esterified
fatty acids in the phospholipid fraction. There are many variations of the
extraction procedure, each modified according to requirements. The procedure
described by White et al. (4) is summarized next:

1. Transfer 1–3 g of humus or soil into centrifuge tubes equipped with Teflon-lined
screw caps.

2. Extract in a single-phase chloroform-methanol mixture (1:2, v/v) the Bligh and
Dyer mixture (12). Alternatively, a dichloromethane-methanol mixture (1:2 v/
v) can also be used (13). For soils with high clay content, supplement the
mixture with phosphate or citrate buffer (1:2:0.8, v/v/v) to increase PLFA
recovery (11,14).
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3. Centrifuge samples at 6000g for 30 min, remove the liquid, and shake with equal
volumes of chloroform and distilled water (or buffer) to produce an emulsion
that is allowed to stand overnight.

4. Remove the lipid-containing organic phase, filter, and collect the lipids by rotary
evaporation at 37°C.

5. Dissolve the dried total lipid extract in chloroform, transfer to silica acid col-
umns, and separate into neutral, glycolipid- and polar lipid fractions by elution
with solvents of increasing polarity (15). The polar lipid containing the phos-
pholipid is subjected to transesterfication by mild alkaline methanolysis (16)
and the resulting FAME is separated, quantified, and tentatively identified by
capillary GC.

3.2. Fatty Acid Methyl Esters

Preparation of cellular fatty acids consists of hydrolysis using sodium hy-
droxide to form sodium salts, and then methylation of the fatty acid esters to
make them volatile in the gas chromatograph (17). There are various proce-
dures that have been used to obtain the end product for GC analysis, and all
involve acid or base hydrolysis followed by esterification with methanol (18–
20). However, recent advances in the methods have optimized the recovery of
fatty acids that formerly were difficult to identify reliably. This is owing, in
large part, to the efforts of Miller (21), who developed a simple washing proce-
dure with NaOH that removes free acids and prevents the tailing of hydroxyl
acid peaks during GC analysis. This development, together with other refine-
ments in the procedures (18,19) has led to a relatively simple four-step process
for the preparation of samples (22).

1. Harvest approx 50 mg (wet wt) of cells from culture plates incubated for 24–48 h.
2. Saponify using a sodium hydroxide–methanol solution for 30 min at 100°C, to

release fatty acids from cellular lipids.
3. Methylate with HCl in methanol at 80°C for 10 min and extract the FAME

into a solution of hexane and MTBE for 10 min.
4. Wash the extract in aqueous NaOH for 5 min. This procedure is simple to per-

form and up to 120 samples can be processed in a day. Samples can be prepared
from pure cultures or environmental samples.

5. The FAME profile is used to identify isolates against the Microbial Identification
Software database (MIDI-MIS, Newark, Delaware). However, databases for any
media or growth condition can be constructed to suit particular requirements such
as growth conditions on a specific medium. Similarly, total extracts from directly
sampled habitats, such as soil samples, can be made to profile the diversity of the
microbial community.

3.3. FAME Analysis of Isolates

The following standard protocol has been developed for cultures prepared
after exactly 24 h of growth, at 28°C in 85-mm Petri dishes containing 20 mL
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of tryptone soy broth agar (TSBA) that is allowed to set and dry at 37°C for
16–20 h before use.

1. Spread a single colony of bacteria, using a loop, over a quadrant of a dried TSBA
plate, sterilize the loop and spread a second quadrant from the edge of the first
quadrant. Repeat this procedure until four reducing densities of inocula are
present in the quadrants.

2. After exactly 24 h of incubation at 28°C, collect 50 mg wet wt of cells from the
third quadrant using a loop and deposit at the bottom of a 10 × 1 cm Pyrex glass
boiling tube with teflon-lined screw-capped lids (samples may be stored at –70°C
for many months).

3. Add 1 mL of reagent 1, vortex to suspend the cells and incubate at 100°C for 5 min.
Vortex the suspension and incubate at 100°C for a further 25 min.

4. Rapidly cool the saponified samples to room temperature by placing tubes in
water.

5. Methylate with 2 mL reagent 2, and incubate at 80°C for 10 min. Cool to room
temperature. This is the most critical step and should be undertaken exactly as
described.

6. Add 1.25 mL of reagent 3, and mix by inversion on a rotating platform for 10 min
at room temperature.

7. Allow phases to separate, and collect and discard the lower aqueous phase.
8. Wash organic layer with 3.0 mL of reagent 4 by mixing on the rotator for 5 min.
9. Allow the contents of the tubes to settle; add several drops of saturated NaCl

solution to aid separation of phases.
10. Using a glass pipet, collect two-thirds of the top organic phase, transfer to a glass

GC-vial, and seal with sample caps.
11. Store samples at –20°C for up to 4 wk and run on the gas chromatograph (see

Note 1).

3.4. Statistical Analysis of Data

PLFA and other profiles are subjected to multivariate statistical applications
to assess similarities between PLFA profiles. Dendrograms from hierarchical
cluster analysis are usually constructed from arcsine-transformed PLFA mole
percentage values, with similarities based on modified Euclidean distances.
The use of two-dimensional plots generated from a principal analysis not only
identifies the extent that specific PLFAs contribute to the plots but also reveals
profile similarities (4,28).

Data analysis is rapid and efficient with the MIS. The retention time is used
to calculate an equivalent chain length. The equivalent chain length is equal to
the number of carbon atoms of a straight-chain saturated fatty acid or to a num-
ber that can be calculated by interpolation with a mathematic formula for other
fatty acids. The amounts of fatty acid detected are calculated as a percentage of
the total amount and printed together with the most likely identification
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according to similarity to entries in the database (17,22). Multivariate statisti-
cal methods, resulting in pattern recognition, are used for interpretation of data,
matching unknowns with database entries and resulting in an identification.
Numerical analysis of fatty acid data can be applied for the construction of
dendrograms. An unweighted pair-matching method can also be applied to
determine the extent of similarity between isolates and the collection to the
genus, species and subspecies level.

4. Notes
1. There have been two major advances since the 1950s that have brought routine

fatty acid analysis to the laboratory. The first is the development and implemen-
tation of fused-silica capillary columns (19,23). In contrast to packed columns
and others with a broad diameter, capillary columns allow reproducible recovery
of hydroxy fatty acids and the ability to distinguish several isomers of fatty acids
with the same carbon chain length. Parallel developments in other methods such
as nuclear magnetic resonance spectrometry, infrared spectroscopy, and mass
spectrometry have also been widely used to identify fatty acids (24). The second
major advance is the development of microcomputers systems that enable effi-
cient data processing (25).

The resulting FAME obtained from the phospholipid as described above,
or one of the many variants of this procedure, are separated on a gas chro-
matograph equipped with a flame ionization detector and phenylmethyl sili-
cone capillary column (14). In the procedure described by Frostegård et al.
(14) hydrogen is used as the carrier gas, and injection is made in a splitless
mode. Tentative identification of fatty acids is based on retention time on the
column as measured against calibration standards. Individual components can
also be identified by mass spectrometric analysis. With this procedure, the
GC conditions are identical to those used above, but helium is used as the
carrier gas. Identification of FAMEs is based on comparison with spectra that
are obtained either from standards (26) or by analysis of the dimethyl disul-
fide adducts (27).

The fatty acid analysis of microorganisms is now so common that a com-
mercially available GLC system is now available. This system was initially
codeveloped by Hewlett-Packard and Microbial ID (Newark, Delaware) for
the identification of aerobic bacteria, but more recently it has been used for
the analysis of fungi, viruses, spirochetes, and the lipid content of total soil
extracts. The system consists of a gas chromatograph (HP 5890 Series II)
equipped with a flame ionization detector, 5% methylphenyl silicone fused-
silica capillary column (25 m X 0.2 mm), autosampler (HP7673), integrator,
computer and printer. Equipment designed and dedicated for the purpose of
microbial identification is not a necessary requirement, but the MIS greatly
facilitates the interpretation of results (17). Furthermore, an element of auto-
mation is added by the automatic sampler, which lets the operator run up to
100 samples without intervention.
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1. Introduction
1.1. Overview of the Method

The discovery that prokaryotic and eukaryotic cells could be made perme-
able to fluorescently labeled, sequence specific oligonucleotides makes pos-
sible the determinative probing of intact microbial cells (1). Thus, individual
target cells can be identified and enumerated in heterogeneous populations (or
even when present as endosymbionts of other organisms (2) without the need
for direct isolation and culture of the organisms of interest. In microbial ecol-
ogy, the primary targets for such procedures, referred to collectively as fluo-
rescent in situ hybridization (FISH) techniques, have been the ribosomal RNAs
(rRNAs). The rRNAs have proved exceptionally good targets for determina-
tive probes for several reasons. First of all, despite being highly conserved
biopolymers owing to their role in protein synthesis, they also exhibit regions
of marked sequence variability. Thus, the rRNAs can be considered as mosaics
of highly conserved and highly variable sequence. Regions of highly conserved
sequence have remained virtually unchanged throughout evolution and pro-
vide ideal targets for so-called universal or consensus probes and for probes
directed at higher levels of taxonomic rank. The variable regions, on the other
hand, have evolved more rapidly and can be used to differentiate among spe-
cies or even subspecies of bacteria. A second advantage is that they are present
in high copy numbers in active cells (1000–10,000 ribosomes per cell) (3),
thereby increasing the sensitivity of direct determinative examinations. A third
advantage is associated with the generation of rDNA sequence in that sequenc-
ing of the rDNA operons, primarily the 16S and 18S rDNA (1.6 and 1.8-kb,
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respectively), is relatively straightforward and yields a great deal of informa-
tion for evaluating phylogenetic relationships among organisms as well as for
FISH probe design. In addition, sequence generation, and hence probe design,
is applicable to both cultured and “unculturable” taxa using standard gene
amplification, cloning and sequencing strategies.

Whole cell in situ hybridization with fluorescently labeled oligonucleotide
probes was first used in microbial ecology in the late 1980s by De Long and
colleagues (1). Since then, FISH procedures have become widely used in the
analysis of microbial communities in natural environments, and an excellent
review of their application in the detection and phylogenetic characterization
of individual microbial cells is provided by Amann et al. (4).

1.2. FISH: Limitations and Potential Solutions

Although FISH techniques are relatively easy to perform and can be used to
provide useful determinative information on microorganisms in natural envi-
ronments, several methodological constraints do exist. As previously described,
permeabilization remains an important limitation and whether cells will
permeabilize cannot be easily predicted. Furthermore, it is has been shown that
cells growing in natural environments such as soils may exhibit different
permeabilities to oligonucleotide probes than those grown under laboratory
conditions. Macnaughton et al. (5) have shown using Rhodococcus fasciens–
infected root sections that although permeabilization by mild acid hydrolysis
prior to FISH was necessary for successful probing in the laboratory, it was not
needed for samples located at the surface of a growing root. Similar findings
were reported by Hahn et al. (6), who demonstrated that the enzymatic
permeabilization pretreatment used successfully to probe Streptomyces sca-
bies in pure culture was not required to permeabilize the same organism when
it was grown in nutrient-amended soil.

Even though cell permeabilization is assured, there is no guarantee that probe
hybridization to rRNA within the cell will occur. This is thought to be owing to
the target sequence being inaccessible because of strong interactions with ribo-
somal proteins or to highly stable secondary structure elements within the
rRNA (7). The latter should be suspected if a strong hybridization signal can
be obtained with a universal probe that is known to target a different, acces-
sible site on the rRNA molecule. A list of successfully targeted sites for rRNA-
directed FISH is available in an excellent review by Amann et al (4).

It is also important to consider the sensitivity of FISH techniques when used
to study microorganisms in natural environments. Probes carrying a single fluo-
rochrome will only give a strong signal if the cells are actively metabolizing.
This makes such probes ideal for studying laboratory cultures, but for natural
environments in which oligotrophic conditions prevail, alternative detection
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strategies may be required. A number of approaches have been proposed to
improve the sensitivity of in situ hybridization techniques, including the use of
more than one probe in a single cell (8,9), the use of detection systems that
allow for enzymatic signal amplification or enzymatic production of reaction
products that allow discrimination of probe binding against background fluo-
rescence (11). Another problem with the use of FISH approaches in natural
environments is that even though the target cells are active, they may represent
only a relatively small fraction of the indigenous population, making it neces-
sary to search large numbers of microscopic fields in order to locate the target
organisms. Realistically, this limits microscopic analysis of target populations
to organisms present at more than 104 –105 mL–1. Such problems might be
overcome by cell sorting using flow cytometry (see Chapter 5) or by some
form of enrichment prior to analysis.

With greater availability of sequences from diverse organisms, the problem of
probe specificity and the design of diagnostic probes is becoming increasingly
difficult; this has always been a potential limitation to the widespread applica-
tion of FISH. As for all oligonucleotide-dependent techniques—not only for
FISH—the probability of a specific 18-mer probe or primer targeting a variable
region in an unrelated organism is 1:418. However, even in variable regions the
likelihood of finding 18 variable positions is limited, and it is more likely that
the probe differs in only four or five base positions. Under these circumstances,
the likelihood of encountering the same sequence in an unrelated organism
falls to 1:45 (for five base differences). It has been proposed that FISH tech-
niques can be made more specific by using multiple specific probes, labeled
with different fluorochromes and targeting different sites on the rRNA molecule.
Thus, although a single oligonucleotide target sequence may be found in several
related taxa, the probability is much lower that target sites for several specifi-
cally designed oligonucleotides are present in nontarget organisms.

Brock (25), in his 1966 book the Principles of Microbial Ecology, stated
that “the cell is small and therefore its environment is also small.” If one accepts
this view, then to understand the role of microorganisms in their natural envi-
ronments, one needs to study microbial cells at scales appropriate to their size
and to the microniches they influence. This idea was reiterated by Brock over
20 yr later when he identified that a major factor limiting the use of micro-
scopic studies in ecology is the difficulty in identifying microorganisms in situ
and in using the microscope to measure cell activity. In the last 10 yr, the
development of molecular microbial ecology and the introduction of FISH and
cytochemical staining procedures have helped to resolve these problems. It is
expected that over the next decade microbial ecologists will continue to har-
ness advances in molecular biology and to use these developments to study, at
the correct spatial scales, important, microbially mediated ecologic processes.
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2. Materials
2.1. General

1. All reagents were obtained from Sigma (Poole, Dorset, UK) unless stated
otherwise.

2. Fluorescence microscope with appropriate filter blocks.

2.2. Cell Fixation

Paraformaldehyde fixing solution is freshly made to a final concentration of
4% in phosphate buffered saline (PBS): 8 g NaC1, 0.24 g KH2PO4, 0.2 g KCl,
1.44 g Na2HPO4 dissolved in 800 mL distilled water, pH 7.4, with HCl and
made to 1000 mL).

2.3. Cell Permeabilization

Cell permeabilization was carried out using a graded series (in water) of
ethanol at 50%, 80%, and absolute.

2.4. Cell hybridization

Hybridization buffer (see Subheading 3.4.1.). Wash buffer: 0.9 M NaCl, 20 mM
Tris HCl, pH 7.4, 0.1% v/v SDS. Negative controls treated with RNase I prior
to probing.

2.5. Fluorescently Labeled Oligonucleotide Probes

Oligonucleotide probes were supplied 5' labeled with fluorescein or
rhodamine from GENOSYS Biotechnologies, Cambridge, UK.

2.6. Fluorescence Microscopy

Standard fluorescence immersion oil and mountant.

2.7. Cytochemical Staining

2,3,5-tri-p-nitrophenyl-2H-tetrazolium chloride (TNTTC) 15 mM stock
diluted to 1-5 mM synthesized by E. Seidler. Commercially available tetrazo-
lium salts, 15 mM diluted to 1.5 mM, provided by Sigma

3. Methods
Fig. 1 provides a general overview of the approach used. Briefly, cells are

fixed and made permeable by treatment with paraformaldehyde and detergents
or alcohol. This helps to maintain the morphologic integrity of the cells, allows
for passage of the probe through the cell envelope, and crosslinks the target
rRNA, making it accessible to probe binding. Once fixed, cells are attached to
gelatin or 3-aminopropyltriethoxysilane (APS) coated microscope slides and
dehydrated prior to hybridization with a fluorescently labeled oligonucleotide
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probe (15–25 nucleotides in length). Alternatively, fixed cells can be hybrid-
ized in suspension and then immobilized on slides prior to microscopic exami-
nation, or analyzed by flow cytometric techniques directly from suspension
hybridizations (see Chapter 5).

3.1. Preparation of Gelatin-Coated Slides

1. WEARING GLOVES, prepare fresh wash solution by dissolving 50 g of KOH in
95% ethanol (500 mL).

2. Leave slides in the KOH/ethanol solution for 1 h.
3. Remove the slides and wash in distilled H2O (×3). Place rack on filter paper and

allow slides to air dry.
4. Dissolve gelatin (0.1% w/v) and KCr (SO4)2 (0.01% w/v) in 500 mL of hot distilled

water. Keep dissolved gelatin in a glass beaker in a water bath at 70°C (see Note 1).
5. Put the slides into the gelatin for 1 min lifting up and down gently to coat

them. Remove the slides and allow them to dry for 5 min. Repeat this four
times. Allow the slides to air dry, and store them in the dark in a dust-free box
prior to use.

3.2. Preparation of APS-Coated Slides

APS reacts with free hydroxyl groups on the glass surface, and the resultant
covalently coated surface carries a positive charge at physiological pH (bacte-

Fig. 1. Schematic diagram of the basic procedures for FISH protocols.
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rial cells tend to be negatively charged at this pH). APS treatment also leaves
the surface more hydrophobic than the original glass. Bacterial cells can be
deposited on the slide using either air drying or a cytospin apparatus.

1. Clean microscope slides by immersion in acetone, then distilled water and blot
with tissue.

2. Lay the slides flat in a suitable container (glass dish or similar), and, working in a
chemical fume hood, immerse the slides in a freshly prepared 2% (v/v) solution of
APS in acetone, and leave at room temperature for between 16 and 24 h (see Note 2).

3. Remove the APS/acetone coating solution, and immerse the slides in acetone for
5 min to remove excess APS.

4. Remove the acetone and individually wash the slides by sequentially immersing
them in two distilled water washes. Note that care must be taken to identify the
upper (coated) surface (see Note 3).

5. Drain the slides and gently blot with tissue paper. Leave at 37°C for 1 h to air dry.
6. Store the slides for up to 1 mo in a clean, dry Petri dish (see Note 4).

3.3. Cell Permeabilization and Fixation

3.3.1. Paraformaldehyde Treatment

A good and widely utilized procedure that has proven to be reliable, particu-
larly when permeabilizing Gram-negative bacteria, is based on that originally
proposed by De Long et al. (1). Given that the intensity of fluorescence corre-
sponds with the cellular rRNA content (12), FISH procedures are best carried
out on actively growing, log-phase cells; however, this cannot be guaranteed
for probings within natural assemblages.

1. Centrifuge cells (see Note 5) in a microfuge and resuspend in 0.4 mL, 0.1% (w/
v) Nonidet P-40. Spin down and resuspend in 0.3 µL of PBS (see Note 6).
Make up fresh a solution of 4% paraformaldehyde in PBS. Allow to cool and
add 0.1 µL of the solution to the cells. Fix for between 3 and 16 h (overnight) at
4°C (see Note 7).

2. Centrifuge cells and resuspend in Nonidet P-40 (0.1% w/v) so that there are
approx 104–105 cells in 5 µL of solution. Spot 5 µL onto a gelatin-subbed or
APS-treated slide (see Note 8).

3. Allow to dry, then dehydrate using ethanol:H2O (50% for 3 min, 80% for 3 min,
and 96% for 3 min). Allow to dry (see Note 9).

3.3.2. Acid Pretreatment

Fixation using 4% paraformaldehyde and/or ethanol is the commonly used
method for permeabilizing microbial cells and stabilizing rRNA prior to
hybridization with fluorochrome-labeled oligonucleotides (4–6,8,12–15). Nev-
ertheless, the failure to permeabilize many Gram-positive cells has been well
documented (6,11,16,17). Attempts have been made to provide a general
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method for permeabilizing all cell types including those with highly hydro-
phobic cell envelopes such as the actinomycetes . However, differences in
cell wall structure between Gram-positive and Gram-negative organisms
make it unlikely that any single method capable of permeabilizing all organ-
isms can be easily achieved. The method described next is from Macnaughton
et al. (17) and was proposed for the pretreatment of selected mycolic acid con-
taining actinomycetes.

1. Use exponential phase cells for optimum results.
2. Immobilize cells on gelatin-subbed slides and dehydrate by immersion in ethanol

(50, 80, and 95%, v/v) as described above.
3. Allow to air dry, then immerse slides in 1 M HCl at 37°C for between 30 and 50

min (for mycolic acid containing actinomycetes) (see Notes 10 and 11).
4. Wash three times in distilled water and air dry prior to fixation in ethanol/

paraformaldehyde (Subheading 3.3.1.).

3.4. Hybridization

Once cells have been fixed and permeabilized, they are ready to be hybrid-
ized. Hybridization needs to be carried out in a securely sealed chamber to
prevent loss of the hybridization buffer through evaporation. If the buffer
evaporates and the preparation is allowed to dry out, then significant nonspe-
cific binding will result. We routinely use a small airtight sandwich box as a
hybridization chamber, but a 50-mL polypropylene tube can also be used.

3.4.1. Preparation of Hybridization Buffer

1. Hybridization buffer: 1.8 mL of 5 M NaCl, 0.2 mL of 100 mg/mL Ficoll, 0.8 mL
of 25 mg/mL polyvinylpyrolidone, 0.4 mL of 50 mg/mL bovine serum albuorin,
1.0 mL of poly A (10 mg/mL), 2.5 mL of 0.2 M phosphate buffer, 0.5 mL of 20%
(w/v) SDS, 0.1 mL of 0.5 M EDTA, 0.77 mL of formamide, 1.93 mL of H2O for
a total of 10.0 mL. Filter sterilize each of these components except the poly A.
Store in 1-mL aliquots at –20°C until needed.

2. Spot 9 µL of hybridization buffer onto the fixed cell preparation (see Note 13)
taking care to avoid air bubbles (see Note 14). Add 1 µL of probe solution (50
ng/µL of each probe prepared in sterile distilled water). Carefully place a cover-
slip onto the cells.

3. Line the incubation chamber (an airtight sandwich box) with Whatmann 3M fil-
ter paper and wet with 0.9 M NaCl. Place chamber in a water bath at 37°C and
equilibrate for 30 min. Pour off excess salt solution. Place slides into chamber.
Leave to hybridize for between 2–16 h (overnight) at a hybridization temperature
appropriate for the probe (see Notes 15 and 16).

4. Prior to microscopic analysis, wash slides thoroughly at the hybridization tem-
perature using 0.1% SDS and 20 mM Tris-HCl (pH 7.2) in 0.9 M NaCl wash
buffer (wash stringency can be modified by lowering the NaCl concentration,
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e.g., see ref. 18). This is most easily done using a washing chamber immersed in
a water bath set at the hybridization temperature. Cover slips should float off.
Remove slides from buffer and wash in distilled H2O (×3). Blot slides on filter
paper and allow to air dry. Mount in appropriate mountant (e.g., Citifluor™, Agar
Scientific, Stansted, UK), and store at 4°C in the dark prior to examination by
epifluorescence microscopy (see Notes 17 and 18).

3.5. Microscopic Analysis

Following hybridization each slide is mounted in antifadent (Citifluor) and
examined using an epifluorescence microscope fitted with the required filter
sets (e.g., fluorescein has an absorbance at 490 nm and emission wavelength of
520 nm whereas rhodamine has an absorbance at 550 nm and an emission at
610 nm). Fluorescein is the more sensitive stain and provides lower detection
limits. However, it is also more prone to bleaching and can be difficult to
detect against background fluorescence. For these reasons, it is good prac-
tice first to examine samples using phase contrast and to switch to
epifluorescence only when the sample is located. Using epifluorescence
microscopy to locate cells of interest can lead to premature bleaching and to a
loss in fluorescence intensity below background levels. Similar precautions
should be taken when using rhodamine.

For more detailed quantitative analysis of a range of fluorochromes and
variations in their intensity, we recommend using a microscope with associ-
ated image analysis capabilities. We routinely use an inverted microscope that
provides a stable platform for physiologic experiments, which can be coupled
with FISH experiments (19), and there is no need to change the light path from
the objective to the detector to obtain phase contrast, bright-field, or fluores-
cence images, a problem that can cause image misalignment when taking mul-
tiple exposures on conventional microscopes. Several systems are available
for image processing, and a detailed discussion of the equipment, procedures,
and protocols can be found in Whiteley et al. (20).

3.6. Colocalization of Phenotypic and Genotypic Characteristics
in Individual Bacterial Cells

Cytochemical procedures combining tetrazolium salts with or without
exogenous oxidizable substrates (substrate-enhanced reactions) can be used to
study the pattern of oxidative metabolism in individual cells without the need
to culture them (21). This has obvious implications for the analysis of micro-
bial communities in many natural environments in which most of the organ-
isms remain largely uncultured. However, to exploit the potential of this
cytochemical information and to apply it to environmental samples requires
clear determinative information on the individual cells present. Such informa-
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tion is now readily available by combining FISH techniques with substrate-
enhanced tetrazolium reduction since both methods have a common goal: the
description of a cellular characteristic at the single-cell level without the need
for culture. Thus, the substrate-enhanced tetrazolium reduction is used to
assign a phenotype, since actively respiring cells convert tetrazolium salts to
insoluble cell-localized precipitates, whereas the rRNA probing techniques
(FISH) are used to colocate genotypes (19). An overview of the experimental
protocol for this type of analysis, applicable to natural communities to assess
respiratory activity within rRNA-probed cells, is provided next, utilizing the
tetrazolium salt “TNTTC,” a typical analysis is shown in Fig. 2. Protocols for
more in-depth single-cell physiologic analyses using cytochemical techniques
coupled with FISH is provided in Whiteley et al. (20).

1. Add 100 µL of 10 mM TNTTC (see Note 19) to 900 µL of cells (approx 106–107

cells/mL). Cells can be concentrated by filtration or centrifugation prior to analy-
sis if cell concentration is low.

2. Incubate cells for up to 4 h with TNTTC (see Notes 20 and 21) at a temperature
appropriate for the conditions from which the cells were derived.

3. Fix the reacted cells with 3 vol of freshly prepared 4% paraformaldehyde and
proceed as in Section 3.4. for FISH protocols (see Note 22).

4. Notes
1. The gelatin is best added to the KCr (SO4)2/distilled water rather than adding the

solution to the gelatin.
2. We routinely store the undiluted APS stock solution at 4°C for a maximum of 1

mo, because we find that activity declines rapidly with longer storage periods.
3. Mark the coated surface of the slide for subsequent analysis (i.e., the side facing

upward in the acetone/APS solution). Marking the top left-hand corner with an
indelible pen serves as a good reference.

4. Microscope slides or cover slips can be coated using the APS method. Cover
slips tend to be used for physiological measurements of immobilized bacteria on
inverted microscopes where the cover slip provides a thin focal pathway through
which to view the cells from below while solutions can be placed over the cells
above. APS has the advantage over gelatin for this procedure in that cells do not
have to be dried to the slide but can be efficiently deposited by centrifugation
onto the cover slip within a liquid medium.

5. To facilitate subsequent microscopic examination, we usually try to ensure that
our starting cell concentration is about 108 cells · mL–1. This can be determined
by counting cells in a hemocytometer.

6. Note that when preparing the 4% paraformaldehyde in PBS, the paraformalde-
hyde dissolves only at between 70 and 80°C with stirring. Addition of a few
drops of concentrated sodium hydroxide (2M) will aid the dissolution of the
paraformaldehyde.
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Fig. 2. Colocalization of TNTTC with rRNA probing as part of the FISH analyses
of ammonia-oxidizer communities. (Top left) Ammonia-oxidizer communities reacted
with TNTTC and viewed under bright-field microscopy. Note the distinct ammonia-
oxidizer colonies (A) and the tetrazolium deposition indicating strong respiratory ac-
tivity (B) and cells with an extremely high-respiratory activity (C). (Top right) The
same field as top left but viewed with epifluorescence microscopy after probing with
EUB338, a eubacterial-specific probe. Note the diffuse fluorescence in the background
owing to the depth of field and size of the ammonia-oxidizer colonies, indicating the
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7. Prolonged storage in fixative reduces the quality and strength of the fluorescent
signal. Fixed cells may be stored for up to 8 wk with only slight deterioration of
signal (22). Glutaraldehyde or formaldehyde as a substitute for paraformalde-
hyde is a poorer choice since a high level of autofluorescence can be observed.

8. We routinely spot two samples for probing per conventional microscope slide
however specific slides are available that allow up to 15 separate samples to be
processed on one slide (e.g., ICN Chemicals, OH: Multitest slides).

9. Note that for some cells, fixation in 1% paraformaldehyde may not be necessary
and that cells can be prepared for FISH simply by ethanol dehydration. Indeed,
Braun-Howland et al. (23) suggest that some organisms (Staphylococcus aureus,
Micrococcus luteus) may even respond adversely to fixation in 1% paraformal-
dehyde, resulting in lower in situ fluorescence when probed.

10. The length of treatment time in 1 M HCl differs according to the cell envelope
structure of the organisms being probed. Mycolic acid containing organisms gen-
erally required between 30 and 50 min hydrolysis whereas cells such as Bacillus
subtilis were rendered permeable in only 10 min.

11. For most of the actinomycetes tested, fluorescence intensity increased as the time
the cells were immersed in 1 M HCl increased, and only decreased when immer-
sion exceeded 50 min. A possible explanation for the decreased intensity is that
longer exposure to acid caused degradation of the target rRNA.

12. The success of the procedures described in Notes 10 and 11 seems to depend, to
some extent, on the chain length of the mycolic acids. Organisms such as
Tsukamurella, Gordona, and Nocardia in which mycolic acid chain lengths range
from 47–76 carbon atoms, could not be permeabilized. However, Mycobacte-
rium fortuitum and Nocardia asteroides, which possess longer chain mycolates
(60–90 carbons and 46–60 carbons, respectively), were moderately perme-
able, suggesting that chain length alone does not explain the differences be-
tween cells. Strains of Lactobacillus plantarum could not be permeabilized using
any of the procedures described.

13. When applying the hybridization buffer and the probe, it is useful to have marked
previously the face of the slide to which the cells were added.

14. If bubbles do form when applying the hybridization buffer, they can be removed
by “popping” with a fine syringe needle.

15. The optimal temperature for hybridization is a function of the base composition
of the probe (dissociation temperature Td) and the complementary target

large colonies to be eubacterial in origin, as well as the presence of smaller cells, also
eubacterial in origin (D) and closely associated with the large ammonia-oxidizer colo-
nies. (Bottom left) The large colonies (phase contrast) were subsequently probed with
a probe specific for ammonia oxidizers, assigning these organisms to this specific
group (bottom right). Note, however, the heterogeneous distribution of fluorescence
within the colony, possibly indicating localized areas of cells with high ribosome con-
tent, or limited probe accessibility within the dense colony.
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sequence. This should be determined empirically to minimize any nonspecific bind-
ing of the probe owing to mismatches between the probe and its target sequence
(22). A rough guide for Td calculation is 2°C for every A or T and 4°C for every G
or C base within the oligonucleotide. An alternative to changing the temperature of
hybridization, or if the hybridization temperature is too high based on the probe
dissociation temperature (>55°C), is the addition of formamide in the hybridization
buffer. Since formamide is a strong denaturant, it will disrupt higher-order struc-
tures within the rRNA molecule (e.g., hairpin loops) and increase probe accessi-
bility to sequences while also allowing a reduction in the required hybridization
temperature. In general, the addition of 1% formamide accounts for a 0.7°C reduc-
tion in hybridization temperature. A comprehensive discussion of methods for
optimizing hybridization conditions is provided by Amann et al. (1995) (4).

16. Although procedures are available for the fluorescent labeling of oligonucleotide
probes, these are often best obtained from commercial suppliers already labeled.
To end-label probes an aminohexyl linker (Amino-Link 2, Applied Biosystems,
Foster City, CA) is incorporated into the oligonucleotide at the 5' end during
synthesis. The fluorescent dye (for microbial studies, this is usually fluorescein-
isothiocyanate hydrochloride or tetramethyl-6-carboxy-rhodamine) is then
reacted with the primary amino group according to the manufacturer’s proto-
cols. Any unincorporated fluorochrome is removed from labeled oligo-
nucleotide using an oligonucleotide purification cartridge. Full-length, labeled
oligonucleotides are then purified by thin-layer chromatography using a Sure-
Pure oligonucleotide purification plate (Cambridge BioScience, Cambridge, UK).
Labeled probes can then be dispensed and stored in sterile deionized water at
–20°C until needed. We have kept probes prepared in this way for up to 2 yr.

17. When using FISH techniques, it is vital that proper controls be included since
nonspecific binding and autofluorescence are common. We routinely include,
in our analysis, both a positive and a negative control. For the positive con-
trol, if probing bacteria, we use the eubacterial probe EUB 338 (5'-
GCTGCCTCCCGTAGGAGT- 3') to determine whether cells are permeabilized
and suitable for probing. We also include in the analysis a cell preparation known
to be permeable and one that will hybridize under the chosen reaction conditions.
As negative controls, we use a probe with the same sequence as the target rRNA
(no complementarity, therefore no binding) as well as fixed cells pretreated with
RNase I (100 µg · mL–1, 1 h, 37°C) to assess nonspecific probe binding to other
cellular constituents. For natural sample work, counterstaining of the bacterial
cells with DNA-specific fluorochromes that have emission wavelengths outside
those of the labeled oligonucleotides provide a means of locating cells within the
field of view and, more important, provide a total cell count to which the fraction
of probe-positive cells can be compared. The use of DNA-specific fluorochromes
for locating cells becomes essential if oligonucleotide probing is performed on
polycarbonate or cellulose nitrate filters (24).

18. We recommend examining preparations immediately, but when this is not pos-
sible slides can be stored at 4°C in the dark for 4–6 wk.
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19. In our original paper we used INT (p-iodonitrotetrazolium violet)-formazan to
measure substrate-enhanced reduction. However, INT-formazan and several
other formazans, including CTC-formazan, are extracted by the ethanol used to
dehydrate cells prior to FISH. This makes colocalization more difficult and
requires image analysis to locate and record immobilized cells since the formazan
is no longer deposited in the cells when they are subsequently probed using FISH.
The use of TNTTC (which is not soluble in ethanol) or alternative permeabil-
ization and dehydration strategies (possibly using reagents such as cold lysozyme
treatment and polyethylene glycol) could circumvent this problem when using
INT. Currently, TNTTC is not commercially available, and, therefore, its use is
limited because it must be chemically synthesized.

20. Exogenous substrates can be added during the incubation with TNTTC to assess
substrate enhanced tetrazolium reduction. In parallel, controls with only TNTTC
addition should also be prepared.

21. The incubation period is critical to the analyses. Rapidly growing cells may only
require an incubation period of the order of min before substantial deposition is
observed. For more slowly growing cultures, or natural samples, incubation peri-
ods may have to be extended up to 4 h to ensure adequate tetrazolium deposition.
The incubation period should be empirically determined by removing serial
samples at distinct time points and microscopically checking for tetrazolium
deposition. Substantial extracellular formazan deposition generally indicates cell
lysis has occurred and that the reaction has been performed for a longer period
than necessary.

22. Since FISH requires that cells are fixed and permeabilized prior to probing, it
must be performed after the tetrazolium reduction assay.
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Specific Detection, Viability Assessment,
and Macromolecular Staining
of Bacteria for Flow Cytometry

Jonathan Porter

1. Introduction
Direct analysis of bacteria from natural environments is problematic. Direct

examination of samples by microscopy is an essential technique for bacteriolo-
gists, but is prone to error, is time-consuming, and can be tedious. In many
situations, the process can be automated using flow cytometry (FCM) (1,2).
FCM can be considered an alternative and complementary technique to
microscopy, and it can also extend the range and value of microscopical mea-
surements, allowing quantitative analysis of thousands of bacterial cells, one at
a time, every second. Data can thus be obtained on millions of cells, with use-
ful information acquired for individual cells. The option of cell sorting also
allows physical separation of specific cells. A detailed discussion of the physi-
cal basis of FCM and cell sorting, different instrument configurations, and some
applications to environmental bacteriology are given in Chapter 5.

Successful application of FCM to environmental bacteriology generally
requires a fluorescent label to differentiate events of interest (cells) from back-
ground events (environmental particulates, machine noise, or nontarget cells).
Dyes or probes of general interest allow total cell enumeration (DNA stain-
ing), specific cell enumeration (antibody or oligonucleotide staining), viability
assessment, and physiological assessment (staining cells for total nucleic acid
and protein content). The wide range of samples that may be encountered
within environmental bacteriology precludes a defined protocol for each analy-
sis. However, the procedures outlined subsequently are robust and should pro-
vide a useful starting point for enumeration of total and specific cells, viability
assessment, and macromolecular staining. Protocols will almost certainly need
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optimization for each environment, and can also be easily adapted (e.g.,
for different fluorochromes and for dual-labeling procedures). Addition-
ally, the range of fluorescent probes available continues to expand rap-
idly (3). This improves choice of dye for each application, but means that
protocols may be rapidly outdated. It is worthwhile to spend time design-
ing the experimental procedure carefully (Fig. 1), especially if dual-
labeling techniques are to be used, to ensure that the assays and fluorochromes
being used are suitable for the instrument, the environment from which
the cells originate, and to ensure that spectral overlap does not hamper
detection.

2. Materials
2.1. FCM

1. Flow cytometer with appropriate filter blocks.
2. Filter apparatus with 0.1- and 0.2-µm filters for both large and small volumes.
3. Sheath fluid, filtered at least three times through 0.1-µm filters (see Notes 1 and 2).
4. Filtered buffers and stock solutions (see Notes 2 and 3): Useful solutions and

buffers include filtered distilled water, phosphate buffered saline ([PBS]; 8 g
NaCl, 0.24 g KH2PO4, 0.2 g KCl, Na2HPO4 dissolved in 800 mL distilled
water; pH to 7.4 with HCl and make up to 1 L), Tris buffer (Tris-[hydroxy-
methyl] aminomethane, e.g., 10 mM or 100 mM, dissolve in distilled H2O and
pH adjusted with HCl before making up to final volume), TE (10 mM Tris-HCl
and 1 mM EDTA pH 8.0).

5. Environmental cell suspension (see Note 4).

2.2. Total Cell Enumeration

1. 4',6-diamidino-2-phenylindole ([DAPI], 1 mg/mL stock in distilled H2O [dH2O])
(see Note 5).

2. Filtered formalin (38–40% formaldehyde) (see Note 6).

2.3. Specific Cell Enumeration

2.3.1. Specific Cell Detection Using Fluorescent
In Situ Hybridization (FISH) with Oligonucleotide Probes

1. Labeled oligonucleotide probes (see Note 7).
2. Freshly prepared, filtered paraformaldehyde (4% in PBS) (see Note 6).
3. Hybridization solution: 0.9 M NaCl, 20 mM Tris-HCl, pH 7.2, 0.1% sodium

dodecyl sulfate (SDS) or Nonidet P-40.

2.3.2. Specific Cell Detection Using Antibodies

1. 3% Bovine serum albumin in PBS (BSA/PBS).
2. Antisera against target cells: If primary antisera are not labeled, then a

fluorescently labeled secondary antibody is required (see Note 7).
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2.4. Viability Assessment

2.4.1. Membrane Potential Using Rhodamine 123
or a Cyanine Dye

1. Rhodamine 123 (Rh123) (stock 0.05 mg/mL in PBS or 1X TE buffer) or
dihexyloxacarbocyanine (DiOC6[3]; stock 0.57 mg/mL in dimethyl sulfoxide
[DMSO] or absolute ethanol).

Fig. 1. Diagram showing aspects of the experimental work that must be considered
carefully before successfully applying FCM to the study of environmental bacteria.
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2. Valinomycin (stock 1 mg/mL in DMSO or absolute ethanol).
3. Gramicidin S (stock 1 mg/mL in DMSO).

2.4.2. Membrane Potential using Oxonol

1. Bis-(1,3-dibutylbarbituric acid) trimethine oxonol (DiBac4[3]; Molecular Probes,
Eugene, OR; stock 0.517 mg/mL in DMSO).

2. Heated control cell suspension (80°C for 10 min).

2.4.3. Intracellular Enzyme Activity and Membrane Integrity

1. 5 (6) Carboxyfluorescein diacetate ([CFDA], mixed isomers; stock 1 mM in acetone).
2. Chemchrome B (bacterial viability substrate from Chemunex SA, Maisons-

Alfort, France).

2.4.4. Nucleic Acid Dye Exclusion Assays

1. Propidium iodide (stock 10 mg/mL in dH2O) or 4-[3-methyl-2,3-dihydro-(benzo-
1,3-oxazole)-2-methylidene]-1-(3'-trimethylammonium propyl)-pyridinium
diiodide ([PO-PRO-3]; obtained from Molecular Probes as a 1 mM stock solu-
tion in DMSO) or BacLight viability testing kit (Molecular Probes).

2. Control cell suspension (see Note 8).

2.5. Cell Macromolecular Content Analyses

2.5.1. Ribosomal RNA Content

1. Propidium iodide (stock 10 mg/mL in dH2O).
2. RNase A (10 mg/mL stock, boiled and filtered).
3. Fixative (formalin or 70% filtered ethanol).

2.5.2. Total Cell Protein Content

Fluorescein isothiocyanate (FITC) (stock 1 mg/mL in acetone).

3. Methods
3.1. Instrument Setup, Calibration, and Monitoring

1. Exact instructions will vary with each instrument. However, focusing and cali-
bration must be achieved using standard particles (see Note 9).

2. Save calibration data each time the machine is set up, and confirm focusing peri-
odically throughout a series of measurements. Often this may be achieved by
inoculating samples with a known number of calibration beads, which helps both
monitoring and counting.

3. Detection of bacteria requires stringent filtration of buffers and fluids to keep
background particles to a minimum. Allowing growth of bacteria within the
instrument tubing will also interfere with sensitive measurements.

4. Wash and flush the instrument fluid systems thoroughly. Rinse thoroughly with
filtered distilled water after bleach or detergent cleaning. Have a standard clean-
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ing and shutdown procedure that all users must follow. Monitor users to identify
those that do not leave the system clean.

5. When analyzing cells, it is preferable to keep the rate of analysis at or below
2000 cells/s (although some machines may cope with far higher analysis rates,
especially if upgraded). Rates such as this reduce the coincidence of two cells
passing through the sensing region together.

3.2. Total Cell Enumeration

1. Dilute or concentrate sample until a concentration of approx 1 × 106 cells/mL is
achieved (see Notes 10 and 11).

2. Fix sample if necessary (see Note 6).
3. Add dye from stock to a final concentration of 0.5 µg/mL (see Note 5).
4. Incubate in the dark for 1 h. (These conditions may be improved on by optimiza-

tion on different environments, but should allow detection from the first run.)
5. Analyze by FCM.
6. Controls may be prepared by inoculating samples with known numbers of cul-

tured cells prior to fixation.

3.3. Specific Cell Enumeration

3.3.1. Fluorescent In Situ Hybridization

1. Fix cell suspension for 16 h in 3 vol of freshly prepared paraformaldehyde in PBS.
2. Wash and resuspend cells in PBS to a final concentration of approximately 1 ×

109 cells/mL (if possible).
3. Add an equal volume of absolute ethanol (the cells are now ready for FISH, but

are stable and can be stored at –20°C for several months).
4. Add approx 1 × 106 fixed cells into 50 µL of prewarmed hybridization buffer in a

water bath (actual temperature will depend upon the probe being used; for the
general eubacterial probe, Eub338, hybridize at 46°C).

5. Add between 0.1 and 0.5 ng/µL probe and incubate for at least 6 h if no washing
step is to be performed (see Note 3). If cells are to have posthybridization washes,
add 1–5 ng probe/µL and incubate for 1 to 2 h (see Note 12).

6. Wash cells if necessary, and resuspend in ice-cold, filtered buffer. If no washing
steps are to be performed, add 1 mL of ice-cold, filtered buffer and hold on ice
until analysis.

7. Analyze by FCM if the oligonucleotide probe has a fluorescent label. If immunologic
detection is required to detect bound probe (see Note 7), go to Subheading 3.3.2.

8. A very effective control is to substitute the probe complement (e.g., Eub338') in a
parallel sample. Other probes known not to bind to the target cells may also be used
as nonspecific staining controls. RNase treatment may also be used (see Note 13).

3.3.2. Immunofluorescence Detection

1. Prepare cell suspensions in BSA/PBS to approx 1 × 106 cells/mL. Surface label-
ing of antigens can be performed on fixed or live cells.



242 Porter

2. Add antibody to the cell suspensions to achieve a range of concentrations of active
antibody of between 0.1 and 10 µg/mL. If the active concentration is unknown,
test from 1/10 and 1/10,000 dilutions. If the primary antibody is directly labeled
with the fluorochrome, it will be necessary to test a range of concentrations to
find the optimal level. Too much antibody will give a high background whereas
too little will mean poor detection.

3. Incubate for 30 min room temperature.
4. For directly labeled antibodies, wash and resuspend in BSA/PBS and analyze by

FCM. If the background fluorescence is high, repeat the washing step up to three
times until background is satisfactory.

5. If secondary detection is required, wash and resuspend cells at least twice before
adding the secondary fluorescent antibody. Again, a range of dilutions will need
to be tested, but as a general rule, try slightly higher dilutions than those tested
for the primary (e.g., 1/10–1/500).

6. Incubate for 30 min room temperature.
7. Wash and resuspend once in BSA/PBS and analyze by FCM. Again, if back-

ground fluorescence is high, perform more washing steps.

3.4. Viability Assessment

3.4.1. Membrane Potential Using Rhodamine 123 or a Cyanine Dye

1. Resuspend cells in an appropriate buffer (see Notes 3, 11, and 14) to produce 5 mL
of cell suspension in a particle-free 30-mL glass bottle (see Note 2).

2. Depending on dye used, add Rh123 to a final concentration of 5 µg/mL (50 µL
stock), or add DiOC6(3) to a final concentration of 50 nM (prepare a 1 in 10 dilution
of stock to produce a working solution, add 25 µL working solution to 5 mL).

3. Incubate for 15–30 min, with shaking (see Note 15).
4. Analyze by FCM (see Note 16).
5. Controls are prepared by incubating parallel samples with Gramicidin S (add 5

µL stock to 5 mL to give a final concentration of 0.1 µM active ingredient). A
further control is the use of valinomycin (add 25 µL stock to 5 mL, see Note 17).

3.4.2. Membrane Potential Using Oxonol

1. Prepare 1 mL of cell suspension in 5 mM Tris buffer, pH 7.5 (see Note 18).
2. Add oxonol to a final concentration of 1 µM (5 µL stock).
3. Incubate at room temperature for 3–5 min.
4. Analyze by FCM.
5. Controls for oxonol labeling may be prepared using heated cells (e.g., 80°C for

10 min). Other investigators have used Gramicidin (1 µL stock/mL).

3.4.3. Intracellular Enzyme Activity and Membrane Integrity

1. Resuspend cells in appropriate buffer (see Note 19).
2. Add fluorogenic substrate (10 µL stock CFDA/mL or 10 µL Chemchrome B

stock/mL (see Note 20).
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3. Incubate for 10–30 min (see Note 21).
4. Analyze by FCM.
5. Controls may be prepared using formaldehyde-fixed cells or heated cells.

3.4.4. Nucleic Acid Dye Exclusion Assays

1. Resuspend cells in appropriate buffer (see Note 22).
2. For propidium iodide, add dye to a final concentration of 50 µg/mL (20 µL stock/

mL suspension). For PO-PRO-3, add dye to 3 µM final concentration. If using
the BacLight kit, follow manufacturer’s instructions (see Note 23).

3. Incubate for 10 min in the dark.
4. Analyze by FCM.
5. Controls may be prepared using formalin-fixed cells, heated cells, or including

octanol (10 µL/mL) in the incubation mixture.

3.5. Cell Macromolecular Content

3.5.1. Ribosomal RNA Content

1. Fix cells in 70% ice-cold ethanol (see Note 6 regarding fixation in ethanol).
2. Wash and resuspend twice in PBS.
3. Add propidium iodide to 50 µg/mL (if this results in high background staining,

reduce the propidium iodide to 15 µg/mL rather than introducing a wash step).
4. Incubate in the dark for 45 min at 4°C.
5. Analyze by FCM.
6. Controls for this will include RNase digestion (see Note 13). Propidium iodide

staining intensities have been correlated with biochemical determinations of RNA
(see Note 24).

3.5.2. Total Cell Protein Content

1. Fix cells in 70% ice-cold, filtered ethanol (see Note 6 regarding fixation
in ethanol).

2. Wash and resuspend cells twice in 100 mM Tris-HCl, pH 9.0.
3. Add 2.5 µL/mL stock FITC solution.
4. Incubate in dark for 10 min.
5. Analyze by FCM.
6. Controls are difficult for an assay of this type, because enzymatic digestion would

destroy the cells. Comparison of sample fluorescence intensities with cultured
cell standards may be possible in some cases. This type of staining has also been
correlated with biochemical determinations of protein content (see Note 24).

4. Notes
1. It may be helpful to aliquot sufficient sheath fluid for a day’s work before auto-

claving. Any remaining at the end of the day can be discarded after instrument
cleaning. The flow cytometer will have an in-line filter somewhere between the
sheath fluid tank and the sensing region. If it is necessary to fit a custom filter, a
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large effective filtration area may be required to maintain sheath fluid pressure.
If the solution used for sheath fluid is to be used for sorting, it will need to con-
tain salt for the droplet charging process. The amount of salt necessary for suc-
cessful sorting may well be substantially less than that recommended by the
manufacturer. It is simple to try the required buffer in the instrument and check
for satisfactory droplet deflection. Finally, it is best (if possible) to use the same
buffer for sheath fluid and for the cell suspensions. The waste sheath and cells are
collected in a separate tank, to which it may be possible to add concentrated
disinfectant to treat biological and chemical hazards.

2. Routinely filter all buffers and sheath fluid before use. Some stock dyes may
come in solution, or only a few milligrams may be purchased to prepare stock.
Since often less than a microliter may be added to label cells, it is generally
unnecessary to filter such stocks (although they should be prepared in filtered
buffer). For cheaper dyes and larger volumes, filtration of stocks is worthwhile.
When filtering stock buffers or solutions, pour an aliquot of filtrate from the first
run into the final receiving container, cap, shake vigorously, and decant the solu-
tion to be filtered again. Repeat this once more. Thus, solutions are filtered three
times, and the containers are rinsed in particle-free solution twice.

3. If absolute counting is critical for the experimental objectives, it will be prefer-
able to limit cell pelleting/resuspension steps. Often this may be achieved by
amending the samples with concentrated buffer, as well as by selecting a specific
protocol that requires minimal washing steps (e.g., Hoechst or Chromomycin
labeling of DNA, viability assessment using oxonol or fluorogenic esters, FISHs
using low levels of oligoprobe and long hybridization times, using minimal lev-
els of antisera for effective detection, and so on).

4. Obtaining a representative sample of bacterial cells in suspension may be prob-
lematic for some environments. In general, marine and freshwater samples are
ideally suited to FCM, although crude filtration (e.g., 50–100-µm nylon mesh)
may be preferred in some situations. The sample must not contain large particles
that could clog the instrument fluid systems. Samples such as soil and sediment
may be prepared (e.g., using blending/centrifugation steps) for FCM, but the user
may risk criticism over the representativeness of the suspension. However, all
investigators are faced with the same problems of representative cell extraction,
for FCM, microscopy, or molecular biology, and for most applications a satisfac-
tory cell suspension should be possible.

5. More specific labeling may be achieved using Chromomycin A3 (G/C rich DNA;
1.2 mg/mL stock in dH2O) or Hoechst 33342/33258 (A/T rich DNA; 0.5 mg/mL
stock in dH2O). The specificity of these dyes allows detection of discrete chro-
mosomes in bacteria after rifampicin treatment. Control cells produced in this
way (4) may help in estimation of DNA content of cells from environmental
samples. Diaper and Edwards (5) correlated FCM measurements of Hoechst
33342 fluorescence with the diphenylamine method for biochemical determina-
tion of DNA (6). These dyes can be substituted for DAPI in the procedure but
have a greater quantum yield (brightness). DAPI has often been used at higher
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concentrations (e.g., 2.5 µg/mL) than the other dyes. Dye stocks can be aliquoted
and stored frozen. SYBR Green I (Molecular Probes) allows specific measure-
ments of DNA in marine samples, when the high ionic strength solution may
inhibit binding of other dyes. Dyes such as acridine orange have a reputation for
staining instrument tubing and contaminating subsequent samples. This can be
overcome by bleach treatment, but in view of the range of DNA dyes available, it
is probably best to avoiding acridine orange.

6. Optimal fixation conditions have been widely debated; however, fixation by the
addition of formalin is quick, easy, and does not promote cell clumping as alco-
hol fixation can do. Often samples have to be fixed for storage prior to analysis.
Aldehyde fixation in clean bottles followed by storage at 4°C should prove
adequate in most situations. In many cases, fixation is performed at the time of
sampling to allow analysis at a later date. Freshly prepared paraformaldehyde
has been demonstrated to be an effective fixative in many situations (e.g., dual
labeling for total cell enumeration combined with FISH) at a final concentration
of between 1 and 4% w/v. Formaldehyde-based fixatives have been suggested to
cause nonspecific binding of DAPI to cellular material, but this has not been
reported for Hoechst or Chromomycin dyes. Nucleic acid staining should still
prove effective if the fixation conditions are altered. If alcohol fixation is
required, cell clumping can be avoided by injecting the sample gently into the
centre of ice-cold, vortexing ethanol. Cell permeabilization after fixation can
often be improved by inclusion of a detergent in the buffer (e.g., 0.1% SDS,
Tween-20, or Nonidet P-40).

7. When choosing a label for specific detection, it is possible that a dual labeling
technique may be useful (e.g., total cell enumeration, or viability assessment).
The options available will depend on the light sources of the instrument in use.
Dual-laser options enable use of dyes with no spectral overlap. Many viability
dyes share the fluorescein excitation/emission wavelengths. Thus, single light
source instruments would require a phycoerythrin label (or equivalent) for anti-
body labeling. Generally, immunofluorescence output from bacteria is dim (at
least compared with mammalian systems), and thus the necessary machine set-
tings may cause spectral overlap. It is possible to compensate for this, depending
on the software available, but it is unlikely that the procedure will be as straight-
forward when applied to bacteria as it may appear to be from clinical cytometry
research publications. FISH requires killed bacteria, which precludes dual label-
ing with a viability dye, although some viability dyes are fixable in place using
an aldehyde fixation/crosslinking step. However, determining total and specific
cell numbers using nucleic acid and oligonucleotide probing with a single light
source instrument may still be possible by use of a hapten (e.g., digoxygenin or
biotin) linked to the oligonucleotide probe instead of a directly conjugated fluo-
rochrome. The procedure would then be to hybridize in situ, detect bound oligo-
nucleotide hapten using (e.g., phycoerythrin) immunofluorescence, and detect
total cells using a 488-nm excited nucleic acid dye (e.g., SYBR Green 1 from
Molecular Probes). Autofluoresence from photosynthetic pigments should also
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be considered when designing the fluorochrome combinations.
8. Controls for this type of assay involve permeabilizing cells to allow free dye

passage across the membrane. This may be achieved by fixation in formalin,
heating, or addition of octanol.

9. Clinical FCM often utilizes chicken red blood cells as standards. However, for
bacteria it is probably preferable to use uniform fluorescent microspheres, which
are available in a range of sizes and fluorescence intensities (numbers of fluores-
cein equivalents per bead). Using beads of approximately bacterial cell size will
help instrument setup. Instruments that utilize high-numerical aperture objective
lenses for light collection generally require precise focusing to allow very precise
measurements, and small beads (e.g., 0.5 µm diameter) are suitable. However, for
jet-in-air systems, it may be preferable to use larger beads. This allows for cells that
follow slightly different paths through the sensing region to remain in focus.

10. Dilute cells in an appropriate diluent (e.g., if analyzing lake water samples, dilute
cells in filtered lake water). Dilution steps are also an ideal way of altering salt
concentrations, which may affect some dyes binding to DNA (see Note 5). In
such cases, use an appropriate diluent. Other environments may require sample
concentration (see Note 11).

11. When concentrating cells from some environmental samples by centrifugation, a
fraction of them may be difficult to pellet. If centrifugation is to be used, it may
be preferable to remove 90% of the volume by gentle pipetting from the surface
layer to try to avoid losing cells that have concentrated near the bottom of the
tube, but that are not firmly in the pellet. For larger volumes of sample, tangential
flow filtration (described in Chapter 3) may be used.

12. When present at a concentration >0.1 µg/mL, the amount of oligonucleotide is
not limiting (i.e., there is more probe than ribosomes providing the total number
of cells does not exceed approx 1 × 106). Very high probe concentrations (e.g., 20
µg/mL) cause high background owing to nonspecific binding, possibly caused by
reactivity of the fluorescent label. Detailed optimization experiments led Wallner
et al. (7) to recommend intermediate probe concentrations and shorter hybridiza-
tion times if samples are to be washed, and low probe concentrations with longer
hybridization times if washing is to be omitted. This approach is strongly recom-
mended (Porter, J., et al., unpublished data). Hybridization stringency can be
increased by the addition of formamide in the buffer.

13. RNase digestion of ribosomal RNA inside intact, fixed cells has been reported by
several investigators. However, other data (Porter, J., et al., unpublished data)
suggest that effective and reproducible digestion requires larger amounts of
enzyme and extended incubation periods. Treatment of fixed, washed cells with
1 mg/mL of final concentration enzyme for periods of 4–16 h at 37°C have been
used (Porter, J., et al., unpublished data). Such extended treatments do not affect
cell integrity, but have on occasion been noted to alter (increase) cell forward
light scatter (Porter, J., et al., unpublished data).

14. Gram-positive bacteria generally label satisfactorily in PBS whereas Gram-negative
bacteria require a permeabilization step. This can be achieved using 1 mM EDTA in
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the buffer (e.g., TE). If EDTA is toxic to the cells of interest, EGTA has also been
used at 0.1 mM (8). Gram-positive bacteria also label well in the presence of EDTA,
so such a permeabilization step should be used for heterogeneous suspensions.

15. Cell labeling will generally occur within 15 min. The cyanine dyes work slightly
more rapidly than Rh123, but this varies according to the buffer used. For Rh123,
allow 30 min. For cyanine dyes, allow 15 min, but increase this to 30 min in a
protein-containing suspension.

16. Using these conditions it should be possible to avoid a wash step. Labeling speci-
ficity can be confirmed using the controls to ensure that membrane potential is
being measured. Some previous work has used higher concentrations of
rhodamine (9) and relied upon the use of extensive wash steps to provide dye
equilibrium. Other reports (8,10) have advocated lower concentrations, thus
avoiding wash steps.

17. Valinomycin selectively transports K+ across the membrane until membrane
potential is a function of the K+ gradient. Thus valinomycin will hyperpolarize
cells in low-K+/high Na+ buffers and depolarize cells in low Na+/high-K+ buff-
ers. Hyperpolarization can be achieved in PBS.

18. Labeling with oxonol has proven to be a robust method, and may be performed in
many standard buffers, or directly in broth for cultures. Its robustness and lack of
requirement for sample pretreatment has led to suggestions that it is the superior
dye for viability assessment in some applications (11,12).

19. This approach is a very robust procedure, but some permeabilization step should
be used. Amending lake water with Tween-20 (0.1% final concentration) allowed
effective labeling of lake water bacteria (13) and maximized viable cell counts.
However, a labeling buffer is provided with the Chemchrome B kit (Chemunex
SA) and this also works well. The procedure uses excess dye, and it is possible to
prepare the viability substrate in buffer and mix 1:1 (v/v) with the cell suspension
(14). Samples can be heated to ensure dye access into the cell, although tempera-
ture effects may be minimal in some environmental samples (13,15). If samples
are heated (e.g., 40°C), subsequent chilling on ice may be required before analy-
sis to ensure dye retention (Porter, J., et al., unpublished data). The large advan-
tage offered by these fluorogenic ester dyes is that they are non-fluorescent until
cleaved inside a cell, thus ensuring low background signals. Labeling efficiency
may, however, vary according to the growth phase of cells.

20. Using cocktails of the dyes does not increase viable cell counts, suggesting that
the different dyes label the same bacterial cells in heterogeneous samples (13,15).

21. Extended incubation times do not generally improve the viable cell count and
may cause nonspecific hydrolysis of the substrate.

22. Often it is possible to perform these assays in the original cell suspension, but
some investigators may prefer to add concentrated, defined buffer.

23. It is often possible to scale down manufacturer’s protocols to allow more assays
from an expensive kit.

24. FCM measurements of protein have been correlated with biochemical determi-
nations (5,16). These methods (6,17) require large numbers of cells, which may
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lead to undue extrapolation to sample cell levels. Additionally, blocking nonspe-
cific labeling may prove problematic in some samples, because proteinaceous
blocking agents would not be applicable.
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1. Introduction
1.1. Confocal Laser Scanning Microscopy for Microbiology

Enormous technical advances in imaging and data acquisition techniques,
combined with a continuing increased scope for fluorescence labeling of specific
constituents of living organisms, have brought about a revolution in approaches
to biological problems. Whereas spatial organisation at an ultrastructural level
would have seemed definitely the province of electron microscopy just a few
years ago, now the new methods of light microscopy can offer not only a comple-
mentary approach, but can achieve more, especially in terms of noninvasive and
real-time measurements. Confocal laser scanning microscopy (CLSM) is the
most revolutionary development in optical microscopy since the early sevent
eenth century. From the microbial ecologist’s point of view, the availability of
this powerful new technique, which has been driven primarily by the needs of the
biomedical sciences to define in situ in cells the interactions of ions, molecules
and macromolecules, with membranes with a minimum of perturbation, could
not be more timely. The past century has seen great advances in microbial physi-
ology and biochemistry, mostly with organisms grown in suspension on rich
media and at high growth rates. More recently there is a growing awareness that
surface growth, nutrient deprivation, or pulsatile nutrient sufficiency are more
realistic modes of laboratory cultivation with respect to the natural environment.
But the study of heterogeneity in space and time brings a host of methodological
problems not encountered in the shake flask or continuously stirred tank reactor.
In any case, most of the organisms responsible for biogeochemical processes,
nutrient cycling, and environmental change cannot yet be studied in the labor-
atory by traditional microbiological procedures. CLSM provides the means
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whereby individual organisms can be identified and their activities probed in
sampled ecosystems with little disturbance. Imaging in three dimensions enables
elucidation of the spatial relationships of microorganisms with one another, and
their location with respect to the substratum (surface, host plant, or animal). The
technique has been reviewed extensively (e.g., see refs. 1–3), and three excellent
books (4–6) provide many practical details. The ‘bible’ of fluorescent probes is
published by Molecular Probes (Eugene, OR) (7). However, information on sample
preparation of use to the microbial ecologist is still not widely available (8).

1.2. Principles and Methodology

The first commercially produced confocal laser scanning microscope
became available in 1983. It has revolutionized microscopy in that it trans-
forms the microscope from a device that resolves structures in two dimensions
to one capable of reconstructing in three—in real-time CLSM, even in four
dimensions. It is simple in principle (Fig. 1). The laser light source is projected
onto the specimen (usually by the microscope objective lens) and imaged by
the same lens, onto a pinhole (or aperture) in front of a photomultiplier detec-
tor. A complete image is obtained by rapid scanning of the area back and forth
(in a raster scan) across the specimen, so that the image is built up point by
point. Light from out-of-focus planes above and below the plane of the scan is
widely spread at the pinhole and hence eliminated, so that defocused informa-
tion contributes very little to the final image. A confocal microscope can thus
form a very sharp image, even of thick objects. By stepping through a range of
focal planes, a series of optical “sections” through the specimen can be
acquired; these can be used to reconstruct a three-dimensional (30) image of
the object of interest. This can then, if desired, be optimally displayed by selec-
tion of a preferred orientation, or can be viewed from all angles as the image is
rotated. This is the basic process of image acquisition, construction, and dis-
play that is most often used for intensity analysis in conjunction with specific
fluorescent probes. More recently, real-time confocal instruments have been pro-
duced (9). These allow study of events and processes as well as static structure.

The principle of confocal microscopy was established by Minsky (10); sev-
eral different systems have been used including multiple-point scanning using
a Nipkow disc, stage scanning, and beam scanning (2). Systems that scan the
beam using one or two mirrors have become predominant since their introduc-
tion in the mid-1980’s (11,12); although, in theory, one mirror is ideal, in prac-
tice it is easier to use two. Ideally suited to measurement of fluorescence, almost
all instruments use either small air-cooled argon-ion, helium-neon, or krypton
lasers as the excitation source. Appropriate excitation and emission filters are
used, depending on the fluorescence characteristics of the fluorophores used.
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Fig. 1. (A) The layout of a typical confocal microscope. Illuminating light is
focused to a point at one plane in the specimen. Fluorescent or reflected light from this
point is focused on the pinhole and hence passes through to the detector. At a different
plane (broken lines), the light illuminates a diffuse patch of the specimen and forms an
even larger patch at the pinhole, and thus very little light passes through. (B) The basis
of improved resolution in confocal microscopy. As the illuminating spot passes across
a point object, the object is imaged as an Airy disk of progressively increasing inten-
sity that scans across the detector pinhole. (C) The resulting intensity profile across
the image of a point object in conventional and confocal microscopes. (Reproduced
with permission from ref. 2.
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1.3. Application of the Technique

Sampling of natural ecosystems for CLSM presents practical difficulties.
As Caldwell et al. (8) have pointed out, bacteria operate on a scale one million
times smaller than we do, and 1 mm2 on that scale is equivalent to 1 km2 on
ours. Hence, looking for a bacterium on a 1 mm2 surface is like looking for a
single person in a 1-km2 forest. The marked spatial heterogeneities of natural
environments make the selection of sampling sites and depths difficult as only
very small samples (e.g., 1 mm2 × 0.2 mm depth) can be studied in detail.

Samples of this size, containing individual organisms, microcolonies, and
microbial communities attached to mineral surfaces in soils, sediments, or on
the surfaces of plant or animal tissues, may be examined discretely. Optical
sectioning enables successive fields to be acquired (e.g., 20 sections of 0.5 µm
thickness with 1-µm intersection spacings).

Thicker samples must be physically sectioned first, and cryosectioning pro-
vides an excellent option. For those examples in which spatial associations are
easily lost, enmeshing in agarose gel can prevent loss of structural information.
Penetration of antibodies and of molecular probes into organisms necessitates
prior fixation and sometimes treatment with solvents (e.g., formamide enables ri-
bosomal-targeted oligonucleotides to reach their hybridization sites).

2. Materials
2.1. Some Suppliers of Confocal Laser Scanning Microscopes

1. Bio-Rad Microscience Ltd., Bio-Rad House, Maryland Avenue, Hemel
Hempstead, Herts, HP2 7TD, UK (tel: 44-1442-232552; fax: 44-1442-2334434).

2. Carl Zeiss Ltd., P.O. Box 78, Woodfield Road, Welwyn Garden City, Herts, AL7
1LU (tel: 44-1707-871200, fax: 44-1707-871287.

3. Olympus Microscopes, 2-8 Honduras Street, London, EC1Y 0TX (tel: 44-171-
250-0179, fax: 44-171-250-4678).

4. Nikon UK Ltd., Nikon House, 380 Richmond Road, Kingston, Surrey, KT2 5PR
(tel: 44-181-541-4440, fax: 44-171-250-4678).

2.2. Materials Required for Analysis

Requirements for vital staining, activity, and 16S ribosomal RNA (rRNA)
analysis are described elsewhere (see Chapters 11, 15, and 16).

3. Methods
3.1. Direct Examination of Samples After Vital Staining
for in Situ Activities

The staining methods discussed here are described in detail in previous chap-
ters (see Chapters 15 and 16). One of the most attractive and important advan-
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tages of the application of CLSM in microbial ecology is the imaging of live
microbes in situ. The quantitation of the relative contributions of individuals to
overall processes may even be possible. Considerable population heterogene-
ity with regard to any measured activity (e.g. respiration) is evidenced even in
well-mixed laboratory cultures; this can be resolved on many time scales (13).
Flow cytometry (FCM) provides a powerful means of study (14).

In natural populations there are usually many different types of organisms
crowded together. Using CLSM it is possible to evaluate spatial distributions
of activities with minimal disturbance and thereby produce 3D maps of inter-
actions (microbe-microbe, microbe-plant or microbe-animal). Organisms
firmly attached to surfaces (leaves, roots, mucosal membrane, etc.) are viewed
directly as small specimen blocks (1 mm2 × 0.2 mm thick). Natural samples
that tend to disaggregate (e.g., from loosely aggregated sediments or soils)
should first be embedded in 2% (w/v) agarose. The sample is impregnated with
low-melting point (39°C) agarose solution; after solidification, it is sliced into
small blocks before further treatment with fluorophores.

Organisms in liquid suspension (e.g., from various regions of the water col-
umn) present some problems, even if nonmotile. Two methods of preventing
Brownian movement (as well as swimming movements) may be utilized. The
first is to increase viscosity by use of 10% (w/v) methyl cellulose solution, and
to compress them slightly by withdrawal of excess fluid from under the cover
slip. Alternatively, slides can be precoated with a thin layer of the polyanion
polylysine formed by drying a 2% (w/v) solution.

A wide variety (see refs. 7 and 15 as well as Chapter 16) of “activity”-
indicating fluorophores are available (see Note 1). The propriety kits for
“viability staining” that ideally enable differential counting of “live” and
“dead” organisms (e.g., Bactolite and Fungolite from Molecular Probes) use
undisclosed dye formulation; alternatively, a large number of well-under-
stood staining methods are available. The most frequently used is the dual-
staining combination of propidium iodide (red), and fluorescein diacetate
(nonfluorescent). The nucleic acid intercalating agent can only penetrate dam-
aged or dead organisms, whereas the esterase substrate locates active enzymes
in live cells by fluorescein production (yellow-green) (16). “Improvement” of
this classical protocol includes the use of the more highly permeable 6-carboxy-
fluorescein diacetate, Calcein acetoxymethyl ester (both from Sigma), or the
Chemchrome dyes (Chemunex SA, Maisons-Alfort, France) (17,18). Some
organisms have nonspecific efflux pumps (19) that can expel vital dyes (20).
Only seldom has the validity of estimates of live organisms in natural samples
been confirmed by fluorescence-activated cell sorting and subsequent culture
(21). The complementary nature of information obtainable from the CLSM
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and FCM techniques is likely to become increasingly evident in the future.
Other vital activity stains include those for transmembrane electrochemical
potential (the cyanine dyes and rhodamine 123, both cationic and actively taken
up by a process of electrophoresis through any biological membrane with posi-
tive change on the outer face) and the anionic oxonols, excluded but seen as a
“halo.” Choice of a cyanine dye is based on hydrophobicity and hence perme-
ability properties; DioC6(3) and DiBaC4(3) appear to be the most generally
useful cyanine and oxonol dyes, respectively (22,23). Provided appropriate
excitation is available, samples with marked autofluorescence are better stained
with indodicarbocyanine or oxonol VI; both emit in the red (24).

A widely used activity strain is the tetrazolium salt CTC (5-cyano-2,3-ditolyl
tetrazolium chloride), which reacts with the dehydrogenases of electron trans-
port chains to produce an insoluble red fluorescent formazan (25); it produces
extremely bright images of bacteria in CLSM (Fig. 2). Use of different elec-
tron donors (e.g., organic acids, H2S, H2) can be measured directly by image
subtraction between tests and control after incubations with various substrates.

Other available argon-ion laser-excitable fluorophores (7) include many that
indicate ion concentrations (e.g., fluor 2 for Ca2+) or pH (BCECF or SNARF)
as well as a host of fluorescently labeled antibodies for extracellular compo-
nents. Before mounting under cover slips, material should be washed free of
excess dyes and suspended in a solution of a free-radical scavenging agent
(e.g., 2.5% DABCO [w/v] (1,4-diazabicyclo-2,2,2-octane), propylgallate, or
phenylene diamine) to prevent photobleaching of the fluorophore (see Note 2).

3.2. Cryosectioning

An excellent background to the cryopreparation of biologic specimens (26)
gives the theory and practice of this technique. Advantages include processing
in native extracellular fluid environments, maintenance of activity of enzymes
and antigens, and rapid (within 0.1–1 ms) immobilization of organisms. After
placing the sample on the microtome chuck, it is placed on a bed of ethanol
“slush” cooled to 77K in liquid N2. When frozen the sample may be stored in
liquid N2, or transferred to a cryostat chamber at 253K, cut with a steel knife
into 7-µm sections, and then allowed to thaw after collection on a microscope
slide at ambient temperature. Alternatively, the section is allowed to freeze-
dry overnight on the slide. Vital staining or fixation is also performed on the
slide. Subsequent procedures can include scanning electron microscopy (SEM)
or microprobe analysis for elemental distribution (see Notes 3 and 4).

3.3. Fixed Samples

Identification of microbes in situ requiring the use of rRNA-targeted oligo-
nucleotides necessitates prior fixation and permeabilization (27). A potential
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problem is the low copy number of rRNA molecules present in cells found in
nutrient-limited environments, which can result in low levels of fluorescence
in stained cells, making their discrimination difficult (see Note 5). Freshly
hydrolyzed paraformaldehyde solution (4% w/v) in phosphate-buffered saline
minimalizes problems of autofluorescence. Fixation is for 3 h at 4°C. Process-
ing is conveniently carried out with agarose-embedded material or with mate-
rial attached to slides. Clean slides (soaked in 10% KOH in ethanol for l h)
rinsed thoroughly with 0.2 µm filtered distilled water and air dried are coated
with gelatin by dipping them in a 0.1% gelatin, 0.01% chromium potassium
sulfate solution at 70°C, then allowed to air dry in a vertical position.

Dehydration (3 min each in 50, 80, and 98% [v/v] ethanol) is followed by
the in situ hybridization procedure. Hybridization buffer (0.9 M NaCl, 0.1%
sodium dodecyl sulfate, 20 mM Tris-HCl at pH 7.2 in 0.2 µm filtered distilled
water) can be supplemented with formamide, or the organisms can be sub-
jected to other permeabilization procedures (28).

3.4. Applications of Methods

CLSM has been extensively used to study biofilms growing on teeth, sub-
merged steel structures, silicone rubber catheters, and so on (8,29,30). In spe-
cially designed flow cells, repeated investigations enable studies of the buildup
of the film and the successions of organisms, as well as providing information
on pH and redox gradients thereby generated. Combined with microelectrode
determinations (e.g., of O2 and NO3

–), studies of the distribution of 16S rRNA–
targeted oligonucleotide probes provide detailed maps of microbial communi-
ties (31,32). We have found that CLSM gives invaluable data on the stratification
of activities and identities of organisms in peat bogs (33, Figs. 3). Studies of
rhizosphere organisms using rRNA-targeted oligonucleotide probes allows
high-resolution analysis of spatial distributions of bacteria with respect to plant
roots (34). Investigations of a denitrifying sand-filter (35), and of sewage
sludge (36) have also used these methods. A method for the enumeration of
soil bacteria has been elaborated (37). Diffusion coefficients for the migration
of small molecules through gels have been determined by CLSM (38). The
activity and distribution of toluene-degrading Pseudomonas putida has been
evaluated in a multispecies biofilm (39). Intracellular bacteria are splendidly
revealed by CLSM studies, even when their hosts are very large (e.g., 80
µm in the case of the rumen entodiniomorphid protozoon Polyplastron
multivesciculatum) (40). The technique also finds important applications in the
study of pathogenic Legionellaceae within the protozoon Tetrahymena pyri-
formis (41).

A neglected area of microbial ecology, the phagocytosis of bacteria by pro-
tozoa (they have a prodigious propensity for grazing and can turn over the
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Fig. 2. Fluorescent images of plant-associated microorganisms from a peat core.
These were obtained on optical sectioning of 1-mm3 peat samples taken from known
depths within an intact core and stained with either tetrazolium (CTC) (A–D) or cya-
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entire bacterial population of a sediment within a few days [42]), is conve-
niently studied by CLSM. Thus the kinetics of fluorescent bead uptake by
Acanthamoeba castellanii, a common soil amoeba, can be measured quan-
titatively by FCM, and the complementary technique of CLSM is necessary
to distinguish between ingested and surface-adsorbed particles (43). In
marine and freshwater anaerobic environments, it is the major function of
large ciliates (e.g., Metopus spp.) to carry out this process. These organ-
isms lack mitochondria, and their hydrogenosomes can be revealed by the
use of membrane potential–sensitive dyes (44). These organelles serve also
as Ca2+ stores, and fluor-3 has been used to show this in CLSM images.
Similar results have been obtained for the other hydrogenosomes of
lower eukaryotes living in O2-deficient or anaerobic environments:
Neocallimastix frontalis, a chytrid fungus that inhabits the rumen (45), and
Trichomonas vaginalis (46), a flagellated protozoon parasite of the human
vagina (see Note 6).

4. Notes
1. Limited availability and economy of light sources and optics largely preclude the

use of useful ultraviolet (UV) excitable dyes for most commercially available
confocal laser scanning microscopes. However, reasonable longer wavelength
alternatives, for the most part, are already in use and this range becomes
extended daily.

2. In conventional epifluorescence microscopy, the image fails to represent 3D
objects accurately. Stray light blurs this image, and because the entire object is
illuminated, fluorescent probes may become bleached. In CLSM, rejection of all
out-of-focus light gives a true optical section with a thickness as little as 0.2 µm;
depth resolution is proportional to the square of the numerical aperture (2).
Emission from a fluorophore can be quantified for the calculation of molecu-
lar concentration. Digital imaging of a sequence of optical sections obtained
by stepping in the z-direction is followed by 3D reconstruction. The advan-
tage of the confocal method is clearly evident in the images of intracellular
bacteria within a rumen protozoon (Fig. 3). Software is available for rapid
quantification of pixel (voxel) intensities with chosen areas (volumes) of the
image. Rapid scanning of the object by the focused spot minimizes exposure to
the potential photobleaching of the fluorophore.

3. The resolving power of the confocal laser scanning microscope is marginally
improved (i.e., the minimal resolved distance is 0.7 of that of the conventional

nine [DiOC6(3)] (E–H) for 90 min. Depths of sampling were (A, E) 1 cm; (B, F) 3 cm;
(C, G) 5 cm; (D, H) 20 cm. Samples from 1–5 cm were stained under an atmosphere of
air, whereas those from 20 cm were stained anaerobically, under N2 (d, h). Bars are
calibrated in micrometers.
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Fig. 3. Polyplaston multivesiculatum, a rumen ciliate protozoon containing bacterial
endosymbionts labeled with fluorescein–16S rRNA probe by in situ hybridization. (A)
Epifluorescence, image-diffuse, out-of-focus autofluorescence and overlap of bacterial
images makes counting impossible, (B) confocal laser scanning of similar specimen a
single section. (C) image as in (B), but reconstructed after latitudinal rotation and cut away
to show surface features and internalized bacteria. (Reproduced from Lloyd et al. [40].)

light microscope [2]). As well as enabling nondestructive enumeration of organ-
isms in microassemblages, and thereby evaluation of associations, extracellular
fluorescence can be determined as a measure of diffusible metabolites, pH varia-
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tions or gradients of ions, or O2 as indicators of metabolic activities. Direct visualiza-
tion of gene expression is possible (e.g., specific promoter-controlled expression of
green fluorescent protein or bioluminescent emission flux in photon counting mode).

4. Electron microscopy scanning (SEM) or transmission (TEM) electron micros-
copy gives much higher resolution, but almost always requires use of fixed and
dehydrated material. Repeated examination of live samples by CLSM allows the
dynamics of change to be investigated on rapid (milliseconds to seconds) or slow
(hours to months) time scales. Thus, as well as having great potential for the
studies of spatiotemporal oscillations (e.g., Ca2+ waves), the establishment and
development of biofilms over extended periods of time have also been docu-
mented (38). Three-dimensional spatial reconstruction of TEM images by serial
sectioning is an extremely time-consuming, operator-intensive task. Other tech-
niques of scanning probe microscopy (scanning tunneling, atomic force, scan-
ning ion-conductance) use probes that give information only on surface topography.
An example of the complementarity of some of these methods for the examina-
tion of biofilm has been presented (47).

5. Further developments include enhancement of axial resolution to better than
0.05 µm by standing-wave excitation (48), and fluorescence lifetime imaging
(49), enabling more reliable estimation of fluorophore concentrations. A new,
Nipkow disc, real-time confocal microscope (50) shows advantages for weakly
fluorescent objects. A microscope/macroscope enables examination of small and
large specimens in a single device (51,52). The burgeoning list of available
fluorophores includes new red dyes (53,54) that potentially give greater sensitiv-
ity of measurement at wavelengths longer than characteristic of the Raman scat-
tering of water and those commonly encountered in autofluorescence (e.g.,
chlorophyll). Fast acquisition systems that allow 3D imaging of living micro-
organisms in their natural environments is an obvious target (55).

6. High-powered argon-ion lasers (lines between 330 and 364 nm) have to be
watercooled and are very expensive: microscope lenses are not chromatically
corrected into the UV. Thus, although UV-excitable dyes such as DAPI, Hoechst,
DANSYL, fura-2, and indo-l cannot be used with most systems, derivatives
of fluorescein, rhodamine, BOIDIPY, Texas red, cyanine, oxazole, thiazole,
phenanthridine, and the phycobilins are excitable by small argon-ion lasers
(488 and 514 mm) or mixed-gas Krypton-argon lasers (488, 568, and 647 nm).
New fluorescent calcium indicators include fluor 3, Calcium green, Calcium
orange, Calcium crimson, and Fura red. pH indicators used in confocal scan-
ning applications are BCECF and carboxy SNARF. New red dyes show great
promise (53,54).
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Monitoring Microbial Activities
Using Membrane Inlet Mass Spectrometry

James R. Firth and Clive Edwards

1. Introduction
1.1. Principles of the Technique

Monitoring microbial activities in the environment is difficult owing to the
lack of suitable methods. For a technique to be useful for monitoring in situ
activities, it must possess the following properties: sensitivity, selectivity, sta-
bility, the ability to make continuous real-time measurements, and be noninva-
sive or perturbing to the microorganisms or to the environment being studied.
Currently used methods include manometric techniques, microsensors, chemi-
cal assays, gas chromatography and high-performance liquid chromatography,
but all have their limitations and usually require substantial disruption to the
environment being studied. The principles of membrane inlet mass spec-
trometry (MIMS) have been described elsewhere (1,2), and are summa-
rized in detail here. Although MIMS allows measurements of numerous gases
to be made in both the liquid and gas phases, only liquid phase measurements
are detailed in this example.

Essentially the method involves the ionization of the gas or volatile mol-
ecules followed by the separation and selection of the required ion on the basis
of its mass/charge ratio (m/z). Figure 1 shows the basic components of the
system. Gases diffuse continuously from the environment being studied across
a silicon rubber membrane located at the tip of the stainless-steel dissolved
species probe. Alternative membranes can be used such as Teflon, depending
on the properties of the gas or volatile being measured. The tip of the probe has
an external diameter of 0.7 mm and contains a number of fine slits to allow the
gases to pass through. The system described here has a manifold with four such
probes that can sample sequentially by programming the mass spectrometer.
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Opening of valves and switching between probes is carried out pneumatically,
and it therefore requires a gas cylinder of inert gas, e.g., air or nitrogen, to
obtain the required pressure (6 bar). Once inside the probe, the gases are drawn
along by the high vacuum produced by the mass spectrometer’s turbo molecu-
lar pump. On reaching the ionization chamber, the gas molecules are bom-
barded by a stream of high-energy electrons generated from a heated, thoriated
iridium filament. This causes the ionization of the gas molecules. The vacuum
continues to draw the ions along into the quadrupole analyzer. This consists of
four metal rods, usually steel or molybdenum, with a potential difference and
radio frequency applied across each pair. The number of positive ions passing
through the analyzer can be quite large, and each of these is deflected to differ-
ing degrees by the magnetic field between the rods. The differences in the
degree of deflection are dependent on the atomic mass and charge of each ion,
i.e., their m/z. Many ions will be deflected onto the rods and neutralized, but by
scanning through a range of DC voltages and radio frequencies, a number of m/
z channels can be examined and the ions of interest focused onto the detector.
As each deflected ion comes into contact with the detector, the signal is ampli-
fied, giving a readable current. Since the number of ions detected is propor-
tional to the concentration of the gas present in the environment (given that the

Fig. 1. A schematic diagram of the workings of the quadrupole membrane inlet
mass spectrometer
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ionization source remains the same), it is therefore possible to quantify the
concentration of that gas.

Because different gases are ionized simultaneously, they may produce ions
of the same m/z ratios; e.g., some m/z channels may contain contributions from
a number of different gases. To overcome this problem, a mass spectral crack-
ing pattern is used (Table 1). For example, when studying denitrification, the
gases of interest present major peaks at m/z channels 28 (nitrogen), 30 (nitric
oxide [NO]), 32 (oxygen), and 44 (nitrous oxide [N2O] and carbon dioxide
[CO2]). Therefore, some peaks are potentially made up of contributions from
other gases, e.g., channel 44 consists of the major peaks of both [N2O] and
CO2. It is therefore necessary to study additional m/z channels to measure
various minor peaks to establish what contribution each gas makes to a
major peak. To distinguish between the two gases, CO2 can be measured at
m/z channel 12, at which it causes a peak corresponding to 6% of its contribu-
tion at channel 44 (see Table 1). From this minor peak, it is therefore possible
to calculate what fraction of the channel 44 peak is owing to CO2 with N2O
making up the remainder.

The Hal quadrupole gas analyzer (Hiden Analytical, Warrington, UK) has
the ability to measure and record up to 16 m/z channels simultaneously.
Because of the need to carry out multiple calculations, the data are saved to
computer disk by the mass spectrometer in the form of a spreadsheet. The
spreadsheet is then imported into Excel 5.0 (Microsoft), where a macro pro-
gram can be designed to perform the necessary calculations. Most of the
experiments carried out involve the sequential use of all four of the dissolved

Table 1
An Example of a Mass Spectra Cracking Patterna

Gas 2 12 18 28 30 32 34 40 44 46 64

N 100
NO2 100 37
N2O 11 31 100
NO 6 100
CO2 11 100
O 100
SO2 10 100
H2S 44 100
H2O 1 100
H 100
Ar 100

aThese data are of amplitudes relative to the major peak (100%).
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species probes, and hence this means the data for all four experiments are ini-
tially located in a single spreadsheet. To analyze the data, it is therefore neces-
sary to place each data set into a separate spreadsheet corresponding to the
different experiments. Once the data has been processed each probe is cali-
brated against a known concentration of gas to convert the mass spectrometer
units into molar concentrations.

1.2. Applications of MIMS

This chapter describes the use of MIMS to study denitrification in environ-
mental samples. This is an important research area because of the global
importance of the denitrification process regarding to the greenhouse effect
and water quality, and the fact that so many of the compounds involved are
gases, i.e., O2, CO2, N2, NO, and N2O. The ability to monitor oxygen alongside
the products of denitrification has lead to many studies using MIMS reporting
the existence of aerobic denitrification (3–6). The method has demonstrated an
enormous variation in both rates and products of denitrification between dif-
ferent denitrifying isolates under different conditions (7,8). This is also
reflected in the environment (9).

The technique is useful for real-time monitoring of any microbial process
that has gaseous or volatile end products. It has been used to study various
microbial processes both in the laboratory and in the environment as reviewed
by Degn et al. (10). One of the first processes studied with the technique was
nitrogen fixation and its relationship with hydrogen cycling (11,12). Hydrogen
production by nitrogenase in the light is inhibited by acetylene, but production
is restored in the presence of carbon monoxide, which inhibited hydrogen
uptake by the hydrogenase enzyme. Jensen et al. (13) monitored nitrogen fixa-
tion in cyanobacteria and found that at high light levels, an increase in nitrogen
uptake occurred, which corresponded to a rise in hydrogen concentration. Later
work found that during light conditions, a concentration of hydrogen is reached
which actually inhibits nitrogenase activity (14), again showing the close rela-
tionship between nitrogenase and hydrogenase in nitrogen fixation.

Another microbial system that has been studied using MIMS is fermenta-
tion, and it has been shown that both aerobic respiration and anaerobic fermen-
tation of glucose are inhibited by ethanol and that higher alkanols exert an
increasingly inhibitory affect on CO2 production (15). Degn (2) proposed the
industrial application of MIMS in process monitoring and when Bohátka et al.
(16) put the system to work as a device for monitoring fermentation they found
that they could distinguish changes in gas concentrations of <0.02% vol. Gas-
eous exchanges in the rumen ecosystem both in vitro and in vivo have been
examined (17), giving an insight into the complex relationship between organ-
isms in a fluctuating environment. The properties of MIMS make it an excel-
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lent tool for monitoring pollution (18), and the fact that it is so easily trans-
ported means it can be used to sample numerous sites (19). A more novel ap-
proach, however, has been used by Cristea and Langer (20). Here MIMS was
coupled to the water plant Elodea canadensis by inserting the probe into the
plant stalk. From the stalk, oxygen and CO2 were monitored, and the effect of
various pollutants on the levels of these gases were recorded. A further process
studied using MIMS is methanogenesis. Benstead and Lloyd (21) studied
methanogenesis in peat cores and found that in the surface layers, aerobic decay
of organic matter led to methane oxidation to CO2 by methanotrophic bacteria.
At greater depths, at which anaerobic conditions predominated owing to water
saturation of the peat, methanogenesis could occur.

The advantages of MIMS are that it is continuous, sensitive to the level of
parts per trillion (22), and virtually noninvasive. In addition, it can be used to
measure numerous gases and volatiles simultaneously in either the liquid or
gas phase (23), and is very stable, requiring calibration only every few
months. Furthermore, response times can be as short as a few seconds
depending on the length of the probe being used, meaning that the results
obtained are almost instantaneous.

The MIMS’s relatively small size enables it to be easily mobilized, and thus,
with a generator and gas bottle the entire system can be setup out in the field,
next to a river or lake, e.g. After the initial expenditure on the apparatus,
the cost of the technique is extremely cheap, with no continuous cost of
consumables required.

The primary limitation of the technique seems to be that detecting a change
in gas concentration is dependent on the rate at which it is produced or con-
sumed. For example, when gases that occur naturally within a given environ-
ment are measured, e.g., N2, diffusion out of solution may occur at a
comparable rate to that of production. Under such circumstances, no net change
in concentration would be seen. In nutrient-rich laboratory media, this inability
to detect a change in gas concentration is unlikely to be a problem because
processes such as denitrification will be occurring almost to their maximum
potential; in the environment, however, this would be problematic.

2. Materials
2.1. General Consumables
for Membrane Inlet Mass Spectrometry

1. Membrane inlet mass spectrometer (e.g., Hal series mass spectrometer,
Hiden Analytical).

2. Mixtures of gases to be measured, at known concentrations.
3. A cylinder of an inert gas capable of producing a pressure of 6 bar to operate the

valve system of the mass spectrometer.
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4. A PC-formatted floppy disk to record the data produced.
5. Environmental sample.
6. In the example described here, the environmental sample was transferred to a

benchtop 2-L fermentor with stirrer, temperature, pH, and aeration control in
order to characterize the denitrification process under controlled conditions.

2.2. Cleaning and Sterilization of Dissolved Species Probe
and Replacement of Membranes

1. 70% (v/v) Ethanol.
2. Replacement platinum-cured silicon rubber membrane, internal diameter 0.63 mm

(Merck Magna Park, Lutterworth, UK) (see Note 1).
3. Scalpel.
4. Chloroform.
5. Steel forceps.

2.3. Calibration of the Dissolved Species Probes

1. Sterile distilled water.
2. Thermometer.
3. Gas mixtures of known concentrations.
4. Gas solubility tables.

2.4. Data Processing.

1. A PC capable of supporting a spreadsheet package.
2. A spreadsheet package (Microsoft Excel 5.0.) (see Note 2).
3. Mass spectral cracking pattern.

3. Methods
3.1. Programming the Mass Spectrometer

The instrument described here is a Hal series quadrupole mass spectrometer
supplied by Hiden Analytical (Warrington, England). Other systems will vary
in the details of their use, but essentially the principles of the protocol described
here will be the same for all.

1. Select MID mode to program the mass spectrometer to record the appropriate
m/z channels. For example, channels 12, 18, 28, 30, 32, 34, 40, 44, 46, and 64 are
selected for denitrification. These allow concentrations of the gases N2, N2O,
NO, CO2, and O2 to be calculated by subtracting contributions from other gases
such as hydrogen sulfide (H2S) and sulfur dioxide (SO2) that contribute to chan-
nel 32, where oxygen is measured.

2. Set the period setting, i.e., the length of time between recorded scans to 900 s (see
Note 3). This ensures that despite scanning the range of m/z channels continuously,
the system only records its designated range of m/z channels every 900 s.

3. Insert a floppy disk and select the disk option (see Note 4).
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3.2. Sterilization of the Dissolved Species Probes

Applications of the technique to pure cultures will require the dissolved spe-
cies probe to be sterile. This is carried out as follows:

1. Insert the probe into a 10-mL glass pipet to avoid damage, and wrap the exposed
end in aluminum foil.

2. Sterilize the probe by autoclaving at 121°C for 15 min (see Note 5).
3. Oven dry the probe at 60°C for 2 h before reconnection to the mass spectrometer.

This prevents moisture from entering the mass spectrometer.
4. Attach the probe to the mass spectrometer before inserting into any liquid, to

ensure that full vacuum is reached (see Note 6).

3.3. Preparing the Sample

The example used here is measurement of denitrification by aquatic bacteria
in river water samples taken from the river Mersey, Merseyside, UK.

1. Place the river water sample in a suitable vessel, e.g., a fermentor pot, and stir at
200 rpm, sufficient to keep the cells in suspension but avoiding mixing too much
air into the solution.

2. Incubate the sample at a fixed temperature; in this example we used 30°C to
increase the rate of denitrification.

3. Supplement with 15 mM of NaNO3 and 50 mM of sodium acetate in order to
stimulate the denitrifying population.

4. Insert the probe into the water sample once vacuum has been achieved, keeping it
clear of the stirrer baffles.

5. Switch the probe from “standby” to “on” at the manifold, and the mass spectrom-
eter to begin recording data.

3.4. Calibration of the Dissolved Species Probes

Once the experiment has ended, the probe is switched to “standby” on the
manifold and removed from the river water.

1. Immerse the probe tip in distilled water after gently wiping away any debris that
may have accumulated on its outer surface.

2. Switch the probe on at the manifold.
3. Bubble the gases of interest through the water in turn until saturation is reached

(see Note 7).
4. Calculate the gas solubility at a known water temperature from data tables (24).

By dividing the saturation concentration of the gas at a given temperature by the
reading recorded by the mass spectrometer, a molar concentration can be assigned
to each mass spectrometer unit.

3.5. Data Processing
1. Remove the disk from the mass spectrometer once the experiment is finished

and transfer to a PC (see Note 2). The data are saved by the mass spectrom-
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eter as a text file that can be accessed as a spreadsheet using Excel 5.0
(Microsoft).

2. Opening the file header gives information about the setup of the mass spectrom-
eter, which is displayed above the recorded data. The header information is
deleted and the columns of data labeled with m/z channel numbers. Data are dis-
played with the smallest recorded m/z channel on the left up to the highest on the
right, i.e., 12, 18, 28, 30, 32, 34, 40, 44, 46, and 64.

3. Using data from the cracking pattern (see Table 1), the CO2 value is calculated
by multiplying the data from channel 12 by 16.667. This is converts the CO2

reading as recorded to its actual concentration.
4. Subtract these values from those in channel 44, where CO2 and N2O both con-

tribute to the peak value. The remainder is owing to N2O.
5. Apply these principles to the rest of the data, again using the cracking pattern to

calculate the value of each gas.
6. Use the calibration data to convert these values into gas concentrations.
7. Recording these calculations as a macro program in the Excel package allows

subsequent data to be processed at the push of a button, as long as the data are
first located in the same place in the spreadsheet.

8. Plot the data as a graph (Fig. 2). Concentrations of nitrogen, oxygen, and N2O
measured over 48 h are presented showing the initial drop in oxygen concentra-
tion to a low steady state as the microorganisms carry out respiration using
the added succinate. Subsequently, an increase in N2O is detected followed
by nitrogen production. This is the result of denitrification, as the denitrify-
ing organisms begin to reduce the added nitrate to a gaseous form, again utiliz-
ing the succinate present.

3.6. Maintenance

Wear and tear means that the system requires some low level maintenance
as described here (see Note 8).

3.6.1. Cleaning the System

1. Clean the probe and replace the membrane.
2. Immerse the tip of the probe in 70% (v/v) ethanol and continuously sample with

the mass spectrometer. This speeds up the passage of dirt through the system and
therefore returns the peak profiles to their normal “bell” shape.

3.6.2. Cleaning the Dissolved Species Probe

1. After extensive use, an accumulation of dirt may appear on the surface of the
steel probe, beneath the membrane.

2. Remove the membrane by scoring with a scalpel and gently peeling away from
the probe.

3. Wipe the steel probe clean using an ethanol-soaked lens tissue (see Note 9).
4. Apply a new membrane to the clean probe.
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3.6.3. Membrane Replacement

1. Soak the membrane in chloroform for 30 s, causing it to soften and expand.
2. Slide the expanded membrane onto the probe ensuring that no creases or bubbles

are present.
3. Rinse the membrane with water to allow it to shrink back to size, ensuring a tight

seal is formed at both ends.
4. Seal the tip of the membrane by gently but firmly squeezing with hot steel for-

ceps to ensure that no liquid can enter along the length of the probe (see Note 10).
A tight fit at the top of the membrane is also essential to prevent gases from
traveling down between the probe and membrane, which tends to give aberrant
readings (see Note 11).

4. Notes
1. As an alternative to silicon rubber, Teflon, polypropylene, or polyethylene, mem-

branes can also be used depending on the circumstances involved. These allow
diffusion of small, nonpolar gas molecules but are less permeable to water and
polar molecules, which is why silicon rubber was used in this work.

2. Although the description given here uses a spreadsheet software package to
process the data, this machine and others may be used in conjunction with spe-
cific, dedicated software provided with the machine. Such software may or may
not be preferred.

Fig. 2. A typical result obtained by using MIMS to meadure denitrification in river
water supplemented with 15 mM nitrate and 50 mM sodium succinate. The gases
shown are nitrogen —, nitrous oxide ---, and oxygen ------.
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3. The period setting used here was chosen because it produced enough readings to
give a good representative curve when plotted as a graph. If the period is too
long, important periods of activity may be missed, and if it is too short, the enor-
mous number of results generated means that long experiments will produce too
much data to fit onto the floppy disk. Such data will therefore be lost.

4. Although this example uses data saved to a floppy disk, some systems can save
data to a small internal hard drive or linked PC hard drive. The use of a floppy
disk enables the data to be easily transferred to other PCs.

5. Silicon rubber is resistant to repeated dry and wet heat sterilization, and, hence,
generally the probes can be repeatedly sterilized without causing damage. How-
ever, heating and cooling may slightly affect the permeability of the silicon to
gases, making calibration essential after each experiment.

6. Water and other liquids possess a great potential for expansion when converted
to a gaseous form. This increase in volume prevents the attainment of the required
vacuum within the mass spectrometer.

7. Saturation of the calibration gases is achieved when no further increase in concentra-
tion is detected by the mass spectrometer. This will vary at different temperatures,
and therefore temperature must also be considered. Calibration should also be carried
out under conditions as similar to the experiment as possible. For example, discrep-
ancies can occur if the sample is static but the calibration solution is agitated since a
zone of gas depletion can occur around the inlet under static conditions.

8. When membrane integrity is breached or built-up dirt from the surface of the
probe enters the mass spectrometer, performance is reduced dramatically. This
reduced performance manifests itself as aberrant split peak profiles owing to the
ionization of the contaminating matter. Occasionally this dirt may be drawn into
the mass spectrometer, leading to a dramatic loss in performance. To prevent this
the probes are cleaned whenever discoloration becomes apparent.

9. Ethanol is used to clean the probes to prevent water from entering the system on
reconnection, because water can lead to damage of the turbo molecular pump bearings.

10. If this is not done, it is possible that a leak in the membrane may allow a substan-
tial amount of liquid to be drawn into the system.

11. If the membrane does not have a tight seal at the top of the probe, samples can be
contaminated with gases traveling from the atmosphere down the length of the
probe between steel and membrane to the tip. This can manifest itself as unusu-
ally stable readings of atmospheric gases at atmospheric levels. Such readings
may also indicate a leak in the system elsewhere.
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1. Introduction
1.1. Why Study Biofilms?

The trend in research in recent years has been to extrapolate results from
studies of planktonic bacteria into environmental systems. This method of
studying planktonic bacteria under in vitro conditions has undoubtedly yielded
important data in a wide range of areas; however, the examination of several
environmental habitats, extreme or otherwise, such as a drinking water pipe-
line has revealed only relatively low numbers of planktonic cells. In aquatic
systems the biofilm bacterial count per square centimeter of surface has been
estimated to be approx 1000-fold higher than the corresponding planktonic
count per cubic centimeter (1). Surface colonization by microorganisms was
first recognized as significant as early as 1943 (2), and there is now a realiza-
tion that we need to study microorganisms not only as biofilms but also in the
context of the biofilm interactions with their immediate surroundings and the
influences they exert on the environment. The environment has a significant
effect on the metabolic activities of bacteria, and studies of biofilm bacteria
represent the best tool for examining growth in natural and pathogenic ecosys-
tems (3). The study of biofilms is relevant to a wide range of areas, and a
multidisciplinary approach is the most productive route forward in the quest to
understand the interactions occurring not only between the cells and the sur-
faces to which they adhere, but between the microcolonies that coexist within
multispecies biofilms (4).



280 Rayner and Lappin-Scott

1.2. What is a Biofilm?

A microbial biofilm is essentially microbial cells immobilized at an inter-
face, covered with a microbially produced exopolysaccharide layer. The initial
colonization of surfaces and subsequent growth as a biofilm is the bacterial
survival response to environmental stimuli such as low nutrient levels (5), and
may occur as a response to the nutrient accumulation that is thought to occur at
air-liquid or liquid-solid interfaces (6,7). Adhesion to a submerged surface by
starved Vibrio cells resulted in the cells regaining their normal morphology
and growth characteristics (5). However, attachment has also been observed in
systems with an increased dissolved organic carbon content (8), and higher
nutrient and substrate concentrations alone are insufficient to explain the over-
all effects of surfaces in terms of bacterial activity (9). Benefits of the attached
mode of growth include increased protection against antimicrobial agents
(10–13) and the body’s defense mechanisms—phagocytosis, opsonization, and
so on. Initially the biofilm was viewed as a homogeneous distribution of cells
in a confluent, blanket-like exopolysaccharide matrix (3) but confocal scan-
ning laser microscopy (CLSM) has been the driving force behind altering our
understanding of the processes and the structures within the biofilm. This form
of nondestructive visualization has allowed the three-dimensional and real-
time visualization of hydrated biofilms. Biofilms are now modeled as
microcolonies or clusters of cells enclosed within a hydrated matrix, with pores
or channels throughout the nonconfluent biofilm (14,15). The pores and chan-
nels facilitate transport of oxygen and nutrients to the microcolonies and
removal of waste and secondary products, but the biofilm matrix or
exopolysaccharide has a postulated role in antimicrobial resistance, possibly
acting as an ion exchange resin (11) or ionically hindering the inward diffusion
of cationic molecules (16). Far from being a random structure, the biofilm rep-
resents an optimized arrangement of cells to facilitate maximal nutrient diffu-
sion to enable the establishment of microbial consortia allowing metabolic
exchange and recycling of essential nutrients (17), and to facilitate the transfer
of plasmids enclosing drug and heavy metal resistance as a result of the close
proximity of the cells within the biofilm (17,18). The biofilm has been likened
to a primitive eukaryotic tissue, with homeostatic control mechanisms and a
high level of physiological cooperativity (19).

1.3. The Role of Biofilms
in Understanding Environmental Processes

Our understanding of environmental systems and processes has largely been
obtained through the extrapolation of data obtained from laboratory systems
involving planktonic cells; but this is increasingly inapplicable to real ecosys-
tems (3,15). Direct observations using some of the techniques described in this
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chapter have confirmed the dominance of biofilm bacteria, both numerically
and metabolically, in nutrient-sufficient environments (1,15). Data that can be
viewed as unequivocal, owing to its acquisition using nondestructive in situ
techniques, has demonstrated that biofilm bacteria possess a wide range of phe-
notypical differences in contrast to their planktonic counterparts (15). Biofilms
have enormous potential to be utilized in the biotechnology industry, because
they exhibit a number of capabilities such as the ability to localize a specific
biological response (biosensors), production of specific metabolic compounds,
and an increased level of performance in a reactor system compared to plank-
tonic bacterial cultures (20). Wastewater treatment systems commonly utilize
trickling filter and porous/nonporous fluidized beds in a number of areas such
as denitrification, xenobiotic detoxification, and heavy metal removal from
water. Biofilm reactors have been developed and utilized for toluene degrada-
tion, removal of uranium, and the degradation of hydrocarbons from wastewa-
ter systems (20). Biofilms play an important role in the biodegradation of
organic compounds and the transformation of inorganic compounds, subse-
quently acting to minimize the buildup of pollutants (21). Most sections of the
human and animal gastrointestinal tract are colonized by bacteria that form
tissue-protective biofilms, preventing adhesion by foreign bacteria (22).

1.4. Detrimental Effects of Biofilms

The uncontrolled and undesirable accumulation of biofilms in biomedical
and engineering systems has three primary effects: physical damage, e.g., cor-
rosion and tooth decay; reduction in proper function of the surface, e.g.,
reduced efficiency of heat exchangers (7) and turbine power losses in hydro-
electric pipelines (23); and the creation of a reservoir of potential pathogens.
Biofouling has been defined as damage to surfaces or the environment as a
direct result of surface-associated microbial growth (23).

1.4.1. Physical Damage and Reduction in Surface Efficiency

Metal corrosion of ships, pipelines, and oil rigs is an expensive problem,
with biofilm formation occurring rapidly following immersion of the surface.
Marine macrobiofilms on ships act to increase drag and frictional forces,
resulting in increased fuel consumption; an 18% difference in power consump-
tion was observed in trials to determine the effect of biofilm removal from ship
hulls (8). The physical thickness of the biofilm reduces the pipe diameter in
industrial heat exchanger systems, affecting flow, and the exchange of heat
between the liquid and the cooling surface is reduced (24), with a subsequent
estimated cost of £500 million annually (23). Anaerobic zones are formed
within the biofilm as depletion of oxygen occurs by the aerobic microorgan-
isms present in the microbial consortium, favoring the growth of primary corro-
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sion organisms such because the sulfate-reducing bacteria (SRB) (23). Physi-
cal damage occurring as a result of biofilm formation can also be observed in
the body. Dental caries are an indirect consequence of the formation of a
multispecies oral biofilm (“plaque”) on the enamel surface of the tooth.
Demineralization of the enamel occurs as a result of by-products of the bac-
terial metabolism, such as organic acids, which become trapped at the tooth
surface (19). The oral microflora utilize biofilm formation not only as a
mechanism to avoid the antimicrobial action of salivary components such as
lysozyme and mechanical removal, but also to facilitate the optimal utiliza-
tion of the abundant nutrient supply.

1.4.2. Creation of a Reservoir of Pathogens

The primary concern of the food, water, and medical industries is to deter-
mine the potential of the biofilm to act as a pathogen reservoir and to develop
effective control strategies (6,23,25). In most cases, planktonic cell counts do
not accurately represent the extent to which biofilm formation is occurring.
The contamination of food products may occur following contact with poten-
tially detrimental bacteria sequestered within surface-associated biofilms (6).
The accumulation of coliform bacteria in biofilms in water distribution sys-
tems may act to mask the presence of indicator organisms occurring as a result
of deficiencies in the treatment processes (25,26). Legionella pneumophila has
been demonstrated to be harbored within biofilms that would be present in
cooling towers and water systems (27). The recent increase in the use of ind-
welling medical devices and advances in intravenous therapy can be correlated
with a corresponding increase in nosocomial infection (28). Extensive bacte-
rial biofilms, formed in the presence of optimal growth conditions provided by
the nutrient-rich body fluids, have been observed on sutures, cardiac catheters,
central venous lines, pacemakers, heart valves, and prosthetic hip joints (7),
and these biofilms may act as sites for further dissemination of infection. The
inherent resistance of the bacteria to phagocytosis and antibiotic chemotherapy
may result in the surgical removal of infected devices, in order to dispel chronic
device-associated infections (24).

1.4.3. Strategies for Biofilm Control

Treatment regimes against biofilm-associated infections are normally
developed using data that measure measures the efficacy of an antimicro-
bial agent against planktonic organisms, subsequently resulting in ineffec-
tual eradication of the biofilm (29–31). Biofilm control can be divided into
two areas: the prevention of initial colonization and subsequent biofouling,
and the development of removal/control strategies against the established
biofilm.
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1.4.3.1. PREVENTION OF BIOFOULING/ADHESION

The efficacy of several different antifouling coatings and repellents against
marine biofilms has been examined (32), but there must be a balance between
efficiency against biofilms and the level of toxicity to other marine life. The use
of impregnated or coated catheters has been examined as a method of reducing
the incidence of catheter-associated urinary tract infections; inhibition of pri-
mary adhesion to silver-coated latex catheters has been observed in vitro (33).
The incorporation of biocides such as 10,10-oxybisphenoxyarsine (OBPA) has
been shown to reduce adhesion to polyvinyl chloride (34). However, it appears
that regardless of the surface roughness, charge, hydrophobicity, or incorporated
antimicrobial agents, bacteria will eventually adhere to any surface, and the
search for a completely effective antifouling/antiadhesion surface is ongoing.

1.4.3.2. SANITIZATION/REMOVAL STRATEGIES

In industrial systems, chemical biocides represent the primary strategy for
biofilm control. Chlorine, in four different forms—monochloramine, hypochlo-
rous acid, hypochlorite, or chlorine dioxide—is the most commonly used bio-
cide for chemical treatment of water. Monochloramine has been found to be
the most effective in the inactivation of biofilm bacteria (35). Environmental
factors, such as nutrient loading, shear stress, and physiologic properties of the
bacteria (e.g., growth rate and metabolic status), will affect the overall proper-
ties of the biofilm, subsequently affecting biocide efficiency. The nonuniform
pattern of microbial respiratory activity that occurs following monochloramine
treatment (36) is suggestive of variations in antibiotic penetration rates (36,37)
and the presence of distinctive biocide gradients within the biofilm (38) sug-
gests that local differences occur within biofilms in terms of resistance to chlo-
rine and other disinfectants. The food industry uses sanitizers or disinfectants
following detergent treatment; commonly used chemical disinfectants include
chlorine, iodine, and ammonium-based compounds. Antibiotic treatment of
device-associated infections is largely dependent on the organism, or organ-
isms, involved. However, the inherent resistance of the bacterial biofilms (29)
may result in the surgical removal of the infected device in order to dispel
chronic device-associated infections (24). There is currently a trend toward the
development of methods that will enable the testing of the susceptibility of the
organism of interest as a biofilm.

2. Materials and Equipment for Studying Biofilms
2.1. Model Systems for Establishing Experimental Biofilms

The complexity of biofilms and the need to study them under laboratory
conditions has led to the development of model systems for the establishment
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and study of experimental biofilms. Model systems enable the testing of hy-
potheses and the extrapolation of data under defined, controlled conditions.
There are two main types of experimental biofilm models (39): replicative,
which encompass a wide range of complex environmental variables, and in-
vestigative which are generally simpler and enable the control of a variety of
influencing factors. Most laboratory systems are of the latter type and tend to
examine biofilm formation at solid/liquid interfaces utilizing fixed surfaces.
Table 1 lists several variables and parameters that can be examined using labo-
ratory model systems, and Fig. 1 lists some analytical methods for the mea-
surement of biofilm parameters. This section describes only a number of the
most common laboratory model systems in use; for further information on other
systems, see refs. 4, 7, 15, and 40.

2.1.1. The Robbins Device

The Robbins device was developed at the University of Calgary to examine
biofouling in industrial pipelines in situ (41). Initially composed of brass or
stainless steel, it was later modified for use in examining medical device–asso-
ciated biofilms. The modified Robbins device (MRD) is a rectangular Perspex
block 44 cm long, 2 cm high, and 2.5 cm wide, with a 2 mm high by 1 cm
central lumen and a series of removable studs placed along its length to which
different surfaces can be fitted. The system is sterilized using ethylene oxide
gas since high temperature/pressure results in warping of the Perspex. This
system allows the examination of a range of physical, chemical, and biological
parameters on biofilm formation and analysis of the response of biofilms to
antibiotic and biocide treatment.

2.1.2. Continuous Culture Flow Cell

The continuous flow of media prevents the accumulation of waste and meta-
bolic products and the depletion of oxygen and nutrients (42–44) and subse-
quently enables the control of the bacterial growth conditions (44). Several
different designs of continuous culture flow cell are currently in use, utilizing

Table 1
Experimental Variables and Parameters for the Investigation
of Biofilms Using Laboratory Model Systems

Variables Parameter

Physical Temperature, surface composition, surface charge, surface roughness
Chemical pH, substrate concentration, dissolved oxygen concentration
Biological Organism type, organism concentration
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materials such as glass and Perspex and ranging from relatively simple, such as
two, sealed, glass cover slips with silastic rubber tubing in and outlets, to the
more complex. The limitations with the use of flow cells are primarily due to
the restriction on the use of transparent surfaces, but when used in conjunction
with CLSM, microscopy, image analysis, and metabolic stains, flow cells can
provide a great deal of information concerning initial attachment, biofilm struc-
ture and functional organization within single and multispecies biofilms.

2.1.3. Perfused Biofilm Fermenter

The perfused biofilm fermenter system was developed to enable distinction
between the effects of growth rate and adhesion by selecting synchronous bac-
terial populations (45). Midexponential phase bacterial cultures were filtered
onto a cellulose acetate membrane; the impregnated membrane was removed
and inserted upside down in a continuous fermentation apparatus (46). Fresh
medium was then perfused from below through the filter, with the numbers of
eluted cells reaching a steady state after approx 2 h—a situation similar to that
of bacterial surface infections of soft tissues. This system has applications for
use in examining the effects of antibiotic therapy on soft tissue infections.

2.1.4. Rototorque

Also known as the annular reactor, the rototorque system is composed of
two concentric cylinders with a number of removable slides in a continuous
culture system. Rotation of the inner cylinder creates a shear field indepen-
dently of the medium flow (47). The system is highly sensitive to changes in
fluid frictional resistance and is capable of varying fluid shear and stress and

Fig. 1. Experimental variables and parameters for the investigation of experimen-
tal biofilms established using laboratory model systems.
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residence times independently. The surface area of the slides are exposed to
uniform shear stress values and complete mixing of the liquid in the system
enables the analysis of a range of biofilm processes.

2.1.5. Constant Depth Film Fermenter

The constant depth film fermenter is an enclosed fermenter that has been
used to examine a river water community (48) and a Pseudomonas aeruginosa
metalworking fluid biofilm (49). It contains a rotatable steel or polytetra-
fluoroethylene (PTFE) turntable, with a series of removable film pans, each
containing six removable plugs. The biofilm is maintained at a constant depth
by a scraper blade and, based on protein levels, viable counts, dry weight mea-
surements, and carbohydrate levels, is considered to be “quasi steady-state”
(40). Biofilm formation can be controlled, is reproducible, and is easily
sampled under specified nutrient and gas conditions.

3. Methods
3.1. Microscopy

The ability to visualize the biofilm is important in defining the architecture
of biofilms and the interactions occurring between the cells and the surfaces.
Microscopy has been widely used for the direct visualization of initial attach-
ment and subsequent biofilm formation (44,50–53) and phenotypic changes
following adhesion (15,54).

3.1.1. Electron Microscopy

The major advantage of electron microscopy is its ability to resolve objects
that cannot be seen using light microscopy; the resolution of electron micro-
scopes is approx 0.5 nm compared with the 0.2-µm resolution of differential
light absorption microscopes (55). In electron microscopes, the heating of a
tungsten filament generates an electron beam that is focused by a series of
magnetic lenses under high vacuum onto the specimen.

3.1.1.1 SCANNING ELECTRON MICROSCOPY (SEM)

Unlike conventional bright-field and phase contrast microscopy, SEM does
not require a transparent surface. Scanning of the specimen surface by the elec-
tron beam causes the emission of secondary electrons that enter the detector
and strike a scintillator, generating light flashes, which are converted to an
electrical current by the photomultiplier. Subsequent amplification and trans-
mission to a cathode ray tube produce a raster display image (55). The number
of electrons detected is dependent on the surface topography; the presence of
depressions causes electrons to be trapped, and consequently, the area appears
darker compared to raised and therefore lighter areas. Sample preparation
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involves the fixation of the surface and attached biofilm using glutaraldehyde
or formaldehyde, followed by dehydration and either air or critical-point dry-
ing. The specimen is coated with a fine layer of metal particles, placed in the
microscope chamber, subjected to a vacuum, and bombarded with electrons
(56). Figure 2 shows a biofilm on glass visualized by SEM.

3.1.1.2. ELECTROSCAN SEM (ESEM)

ESEM, a modified form of SEM enables imaging of hydrated specimens
(57) by placing the specimen in a chamber at pressures exceeding 20 torr—the
saturated partial pressure of water at room temperature (58). This enables the
visualization of hydrated specimens under high magnification, with minimized
shrinkage and generation of artifacts compared to conventional SEM tech-
niques. However, as is the case with standard SEM, the electron beam dam-
ages the specimen in a relatively short period of time.

3.1.1.3. TRANSMISSION ELECTRON MICROSCOPY (TEM)

In TEM the electrons are scattered as they pass through the specimen, then
focused by magnetic lenses to form an image on a fluorescent screen. TEM has

Fig. 2. Laminar flow biofilm (flow rate of 0.8 mL · min–1 formed on glass surfaces
in a flow-through culture MRD and visualized using SEM. The Enterococcus faecium
biofilm was 72-h old; microbially produced exopolysaccharide is visible as a blanket-
like layer (black arrow), revealing underlying coccoid bacterial cells. Scale bar = 5 µm.
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been used to produce information on biofilm thickness and on the interactions occur-
ring at a cellular level among members of a biofilm. It enables detailed analysis of the
spatial arrangements and cellular structure of cells present within the biofilm.

3.1.1.4 ATOMIC FORCE MICROSCOPE (AFM)

The AFM is a scanning probe microscope, in which variations in voltage
occur owing to deflection of the electron cloud at the AFM tip by surface atoms
(59). When a sample is scanned in a raster pattern, variations in the surface
topography cause undulations of the cantilever to which a silicon nitride tip is
attached. A laser measures this movement and feeds back a signal to the
piezoscanner, causing the cantilever deflection to be kept at a constant level.
The voltages applied to the piezo scanner can then be converted to an artifi-
cially colored image, which consequently mimics the topography of the sur-
face at a constant rate of deflection (57).

3.1.2 Light and Phase Contrast Microscopy

Studies using bright-field and phase contrast microscopy coupled with
image analysis have examined colony development, effects of nutrient con-
centration on attachment, and so on (53,60). Phase contrast microscopy has
been used to demonstrate reversible and irreversible attachment of marine bac-
teria to glass surfaces (53). However, most bright-field and phase contrast
microscopy is heavily reliant on the use of transparent surfaces, severely limit-
ing their application to the study of biofilms on opaque materials, except in
situations in which stains such as acridine orange and 5-cyano-2, 3-ditolyl-
tetrazolium chloride (CTC) can be used and then visualized using epi-
fluoresence microscopy.

3.1.3. Differential Interference Contrast (DICM) Microscopy

DICM has a marked level of superiority compared to phase contrast
microscopy, allowing the observation of biological samples without the gen-
eration of artifacts. The DICM microscope is a conventional light microscope
with ultraviolet fluorescence, which has undergone reconfiguration of the
epifluorescence and episcopic DICM sections to above the microscope stage.
These and other adaptations allow the visualization of opaque specimens, and
the light intensity can be enhanced by mirrors present in the mercury lamp
casing (51). DICM can provide details of the surface topography of the biofilm
and allow visualization of the biofilm exopolysaccharide (EPS) (57).

3.1.4. Confocal Laser Scanning Microscopy

In CLSM, penetration into thick biofilms is made possible owing to the use
of a krypton/argon laser, which excites fluorophore dyes present within the
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sample. The resulting fluorescence is detected by photomultiplier tubes and a
digital image is obtained. Alteration of the focal (z plane) depth and the subse-
quent collection of the x-y plane images (parallel to the surface) enables the
collection of a series of optical sections that can then be computer processed
using image analysis software to create a 3D image (61) . CLSM is an effective
tool for the study of a wide range of biofilm features, including physiologic
profiles and structural heterogeneity (see also Chapter 17). Because of its abil-
ity to allow the in situ study of intact, fully hydrated biofilms; the measurement
of pH, oxygen, and nutrient profiles and microcolonies using microelectrodes;
the analysis of velocity and diffusional processes and a number of other fea-
tures, CLSM represents a technique of major importance in the study of medi-
cal, industrial, and environmental biofilms (62).

3.1.5 Metabolic/Vital Stains

Laboratory techniques utilized in the enumeration of planktonic bacteria,
such as viable cell counts, possess an inherent tendency to underestimate the
total number of viable bacteria present owing to the presence of viable but
nonculturable cells or a biofilm. Direct microscopic techniques coupled with
the use of vital stains represent a more accurate technique for the enumeration
and visualization of such bacteria. Metabolic stains such as 5-cyano-2,3-ditolyl
tetrazolium chloride (CTC) and INT (2-[p-iodophenyl]-3-[p-nitrophenyl]-5-
phenyltetrazolium chloride) have been used to detect metabolically active bac-
teria present in water samples (63), on pipelines, and in disinfected biofilms
(64). In the presence of an active electron transport chain, CTC undergoes
reduction, resulting in the formation of an insoluble purple CTC-formazan
crystal that fluoresces red when excited with a certain wavelength of epi-
fluorescent light. CTC has the advantage over the related compound INT in
that it allows the visualization of actively respiring cells on membrane filters
and other optically opaque surfaces such as wood, metal, and plastic (65). Other
fluorogenic compounds that have been used to assess biofilm physiological
activity include rhodamine, which determines membrane potential (66), and
4,6-diamidino-2-phenylindole (DAPI), which stains living and dead cells.

3.2. Additional Techniques for Studying Biofilms

3.2.1. Attenuated Total Reflection Fourier Transform
Infrared Spectrometry (ATR/FTIR)

In the study of biofilms, ATR-IR radiation is directed through an internal
reflectance element (germanium or zinc selenide crystals) to which bacteria
are attached. IR radiation is absorbed by a molecule when the energy of the
radiation is equal to that required to put the molecule in an excited, vibrational
state. This absorption only occurs at discrete frequencies, and the number of
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molecules present is proportional to the amount of radiation absorbed. This
frequency-dependent absorption produces a unique absorbance pattern of the
spectrum that is defined by the structure of the molecule. In biofilms this spec-
trum is the composite of the spectral signatures of each of the biomolecules
present. The frequency at which a molecule absorbs radiation is determined by
the presence of specific groups of atoms within the molecule. The group fre-
quency is defined as the individual wave number range at which a specific
group of atoms absorbs radiation. Differences in molecular structure can sub-
sequently be identified and quantified using tables of characteristic frequen-
cies to identify specific IR absorbance bands (52).

3.2.2. Cryoembedding

Cryoembedding is applicable to biofilms of variable thickness on an assort-
ment of opaque or transparent surfaces, and involves the fixation of a biofilm
using a cryoembedding compound that contains a number of water-soluble
polymers to maintain the intact biofilm structure (64). The embedding com-
pound is placed onto the biofilm while it is still attached to the surface. This
process is carried out on dry ice in order to freeze the sample rapidly, avoiding
the formation of ice crystals. The embedded biofilm is removed from the sur-
face and the opposing side embedded, so that the frozen biofilm is sandwiched
between the embedding compound (66). Cross sections of variable thickness
can then be cut using a cryostat and imaged using microscopy. Minimal sample
disruption ensures that individual cells, microcolonies, and water channels all
remain visible; physiologic gradients of metabolic activity, such as those
present following antibiotic treatment, can be observed using a combination of
metabolic dyes and fluorescence microscopy.

3.3. Model Systems and Experimental Biofilms

Experimental biofilms established using model systems represent a useful
tool for the laboratory-based study of sanitization and disinfection strategies,
metabolic processes, nutrient utilization, gene transfer, and biodegradation.
They allow the examination of a wide range of hypotheses or the determination
of those parameters that have a role in influencing biofilm formation, architec-
ture, and functional characteristics. The production of reproducible biofilms
under laboratory conditions represents an important factor in the study of
biofilms, with particular relevance to environmental processes.

3.4. Applications of Biofilms to Study Industrial Systems

Despite the applicability of experimental biofilms and associated techniques
for the study of environmental processes, it should be recognized that biofilms
are the site where the majority of environmental processes occur, rather than
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simply a tool to facilitate their study. The study of biofilms encompasses a
wide range of disciplines and has many important applications in furthering
our understanding of key environmental processes. The primary use of
biofilms, from an industrial point of view, is in the control of unwanted
biofilms, e.g., in the development of antifouling coatings or surfaces that will
reduce or prevent microbial adhesion.

3.4.1 Influence of Surface Type on Adhesion and Biofilm Formation

SEM (Subheading 2.2.1.1.) has been used to examine the attachment
mechanisms utilized by marine-fouling bacteria to glass, plastic, and antifoul-
ing painted surfaces (67). The MRD (Subheading 2.2.1.) enables the testing of
a wide range of surface types in batch or continuous culture and is a good
model for studying flow system biofilms (68), although it does not allow dis-
tinction between factors attributable to growth rate and those owing to adhe-
sion. Mild-steel surfaces exhibited a 10-fold difference in the number of
colonized heterotrophic bacteria relative to polycarbonate surfaces when
examined using the annular reactor (Subheading 2.2.4.) in a study of the per-
sistence of coliforms in mixed-population biofilms (69).

3.4.2. Physiological Effects of Biocides

To evaluate a particular antimicrobial agent for utilization in treatment
regimes, it is necessary to determine the effects on the biofilm in terms of
alterations to the physiology or metabolic activity of the bacterial cells.
Biofilms that form in heat exchangers, pipelines, and drinking water systems
(26,38) are notably resistant to chlorine which is frequently the main disinfec-
tant of choice. This poses several questions; e.g.: Is this the result of an inabil-
ity of the biocide to penetrate the biofilm as a result of the presence of an EPS
matrix or owing to transport or diffusional processes? Are all of the cells within
a biofilm equally affected by the treatment? The use of chlorine microelec-
trodes and CLSM for the visualization of chlorine penetration into a mixed P.
aeruginosa and Klebsiella pneumoniae biofilm grown in a rototorque revealed
the presence of reaction-diffusion interactions, which resulted in limited chlo-
rine penetration into the biofilm (38). The gradients of physiologic activity
within a biofilm following biocide treatment that have been visualized using
cryoembedding and image analysis have shown a nonuniform loss of respira-
tory activity within the biofilm (36). Cryoembedding has also been used to
visualize the physiological responses of bacteria in biofilms to treatment with
chlorine (37,64). To date, there seems to be no single factor that can be identi-
fied as being solely responsible for the observed recalcitrance of biofilms. One
thousand to 10,000-fold higher concentrations of antimicrobial agents may be
required to cause levels of killing equivalent to those observed with planktonic
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cells (29). It is postulated that a combination of altered antibiotic permeability
with regard to the cell envelope, binding of antibiotic molecules or modifica-
tion of molecular targets by EPS (29), altered physiological status of the cells
at different sites within the biofilm (36,37), and growth rate (12) all influence
the effectiveness of a particular treatment strategy.

3.4.3 Biocorrosion and Pitting

The biofilms existing in the majority of natural ecosystems are present as
complex mixed communities, which possess complementary metabolic func-
tions, resulting in the formation of several localized microenvironments.
Biofilms are recognized as playing an important role in biocorrosion, and this
role can be attributed to a number of features of the biofilm (70). The heteroge-
neity inherent of many biofilms (47,71–73) results in the establishment of
localized corrosion cells; anaerobic zones created by the utilization of oxygen
by the aerobic and facultatively aerobic organisms favor the growth and activ-
ity of SRB. Under optimal conditions, the SRB are important contributors in
corrosion. Enhancement of their activity may occur as a result of the EPS,
which is capable of acting both as a metal binder and in the retention of corro-
sion products. AFM (Subheading 3.1.1.4.) has been used to examine a bacte-
rial biofilm on a copper surface (previously assumed to be toxic to
microorganisms) and has shown that the organism tested was directly
associated with the pitting corrosion of copper (59). AFM does not require
sample dehydration and can provide information on the association between
the cells, the EPS produced and the surfaces to which they attach. Positioning
of a microelectrode tip (<10 µm) in relation to microcolonies and water chan-
nels has been used to examine the pH and dissolved oxygen levels in biofilms
present at metal/artificial seawater interfaces (74). In a P. aeruginosa biofilm,
the levels of dissolved oxygen decreased as the microelectrode was moved
away from the biofilm interface and deeper into the less aerobic central zones
of the microcolony (3).

3.4.4 Fluid Flow Systems

Laboratory studies involving experimental biofilms are relevant to indus-
trial and natural systems. Knowledge concerning the effects of factors such as
flow rate, hydrodynamics, and shear stress is applicable not only to the unde-
sirable biofilm causing a reduction in the flow rate of a pipeline but also to the
aquatic biofilms on rocks in fast-flowing rivers or streams. Biofilm accumula-
tion in pipelines can affect the hydrodynamics of the system, with conse-
quences for heat and mass transfer properties. Even under conditions of
turbulent flow, which are common in both natural and engineered systems, a
laminar flow sublayer probably exists in the vicinity of the pipe wall (68).
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Variations in the flow rate will influence diffusion rate and nutrient availabil-
ity and, subsequently, colonization levels. Liquid flow velocity in model sys-
tems is an important factor in predicting the effect of a biofilm on system
hydrodynamics. Figure 3 shows a biofilm developed under turbulent condi-
tions and visualized using CLSM. The MRD has been used in an examination
of the relationship between biofilm formation and laminar flow conditions (68).
By tracking fluorescently labeled latex beads through the biofilm present on
the surface of a flow cell using CLSM, it is possible to link flow velocity with
various physical parameters such as biofilm structural heterogeneity (71). The
structural heterogeneity of a biofilm may correspond with heterogeneity in
some physiologic parameters such as dissolved oxygen gradients. Transport
processes occurring within biofilms will influence the supply of oxygen and
nutrients and the overall efficiency of biocides such as chlorine.

3.4.5. Food and Water Treatment Industries (75)

Biofilms possess the potential to act as reservoirs for potentially harmful micro-
organisms capable of affecting the quality of the finished product (25). This is
highly undesirable and there is a need to determine the extent to which existing
strategies used in cleaning and sanitization are effective in eradication of these
microorganisms (6), and to develop further strategies for the prevention of bacte-
rial adherence, e.g., by polymer surface modification (75). The use of a combina-
tion of two fluorogenic compounds and cryoembedding to examine gradients in
respiratory activity in a mixed culture biofilm following disinfection with
monochloramine revealed a nonuniform loss of respiratory activity within the
biofilm following monochloramine treatment (36). The highest loss of activity
occurred at the surface of the biofilm near the biofilm and bulk fluid interface,
leaving underlying organisms relatively unaffected in terms of their respiratory
and metabolic activity. Biofilm bacteria may directly affect water quality by enter-
ing the bulk phase liquid or may represent a site for the sequestration of viruses
(76), coliform bacteria (69), or pathogens such as legionella. Since these organisms
will not be detected during standard sampling procedures, this will consequently
mask the true quality of the finished water in terms of microbial load. The indirect
effects of the presence of biofilm bacteria may include changes in taste or odor, and
discoloration of the finished water owing to microbial biodegradation. Fluorescence
microscopy of a laboratory-grown drinking water biofilm stained with a β-galactosi-
dase probe showed the presence of Escherichia coli (containing a lacZ reporter gene)
(25), demonstrating the ability of coliforms such as E. coli to become situated within
a biofilm. Coliforms acclimatized to oligotrophic conditions similar to those inherent
in water distribution systems were found to be successful in colonization of the mild
steel and polycarbonate surfaces of an annular reactor (69). Differential interference
contrast microscopy (DICM) (Subheading 2.2.3.) combined with fluorescein



294 Rayner and Lappin-Scott

immunolabeling has demonstrated the presence of L. pneumophila within a
multispecies tap water biofilm grown on plumbing material surfaces (77).

3.5. Medical Environments

Any foreign implant introduced into the body, such as a catheter, an artificial
joint, or heart valve, represents a potential site for biofilm formation owing to the
absence of the normal host defence mechanisms associated with, e.g., the mucous
layer (78). The physical damage/disruption of tissues or organs by invasive
techniques may result in a loss of the protective antiadhesion coatings main-
tained by the body and the establishment of an opportunistic infection (79).

3.5.1. Development of Antifouling/Adhesion Coatings

The development of antiinfective devices such as catheters is desirable due
to the high incidence of associated nosocomial infection and primary septice-

Fig. 3. Biofilm developing under turbulent flow conditions on a glass cover slip in
a polycarbonate flow channel at 72 h (A), 98 h (B), 122 h (C), and 144 h (D) using
CLSM in transmitted light mode. The biofilm was composed of P. aeruginosa,
Pseudomonas fluorenscens, and K. pneumoniae. The average flow velocity was 1.8
ms–1, the flow direction is indicated by the arrow in (A). The large black mark on the
left edge of each panel is a relocation mark drawn on the outside of the cover slip.
Scale (C) = 250 µm. (Image supplied by Paul Stoodley, University of Exeter.)
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mia (80). The MRD represents a good in vitro model system for testing the
efficacy of various incorporated antimicrobial agents (80). A combination of
minocycline and rifampin were found to be effective against Gram-positive
cocci, Gram-negative bacilli and yeasts such as Candida albicans.

3.5.2. Evaluation of Antibiotic Susceptibility

Current tests for the determination of antibiotic sensitivity on which treat-
ment strategies are based, such as the disk diffusion assay and minimum
inhibitory concentration tests (30,81), rely heavily on the use of planktonic cells.
The role of biofilms in clinical disease is well documented (7,28), and recent
increases in the use of indwelling medical devices such as catheters and artifi-
cial joints have been closely shadowed by an increased incidence of implanted
device-associated infections (82). Coagulase-negative staphylococci account
for more occurrences of device-associated infection than any other microor-
ganism (83). The MRD represents a good in vitro model for studying this colo-
nization with a view to determining effective concentrations of antibiotics,
either for treatment of the infection or as a coating on the catheter surface to
decrease initial attachment of the cells (80). ATR/FTIR has been used to study
the effects of biofilms on substrate and in the examination of biofilm composi-
tion (37,52,84), and also in a medical context to investigate the penetration of
ciprofloxacin into a P. aeruginosa biofilm; the penetration of the antibiotic
from the bulk fluid to the surface was significantly reduced by the presence of
the biofilm (37). The perfused biofilm fermenter closely mimics the situation
which occurs with soft-tissue infections, and represents a good model for ex-
amining the role of cell growth rate in antibiotic resistance by biofilms (12).

3.6. Natural Systems

Biofilms were first studied with particular relevance to aquatic systems (79),
and research into this ubiquitous mode of bacterial growth has subsequently
expanded into all natural environments. Growth as a biofilm enables exploita-
tion of the nutrients which may be concentrated at a surface (5,9), protects
against desiccation and changes in the pH, temperature, or osmolarity of the
environment, and may offer increased protection from grazing predators such
as amoebae and protozoa (85).

3.6.1 Gene Transfer/Exchange

The requirement to understand gene transfer, as it occurs in terms of the
ability of the natural population to uptake exogenous DNA, has been prompted
by concerns about the ability of indigenous populations to uptake genetic
sequences from engineered organisms. Transformation occurring in the river
epilithon (86) has been suggested to represent a possible mechanism by which
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resistance genes could be spread through natural populations; the transfer of
mercury-resistant plasmids from epilithic communities to Pseudomonas pudita
recipients (17) has been demonstrated. Further studies of genetic transfer be-
tween microbial communities in aquatic and terrestrial environments should
account for the existence of the majority of microorganisms, as biofilm com-
munities and experimental systems should be designed accordingly.

3.6.2. Influence of External Factors on Microbial Biofilm Formation

Environmental forces such as temperature and nutrient concentration exert
an effect on microbial behavior in the natural environment. Lawrence and
Caldwell (43) used light microscopy and continuous-flow slide cultures to dem-
onstrate a number of colonization maneuvers shown by bacteria from a natural
stream community. Computer-enhanced microscopy has been used to examine
colony development on surfaces (43), examine the behavior of bacterial stream
populations within the hydrodynamic surface layers of microenvironments (43)
and to look at the effects of different concentrations of organic nutrients on
bacterial colonization (5).

3.7. How Representative Are Experimental Biofilms?

Experimental biofilms represent a compromise between two extreme types
of models; holistic, which involves a study of the complete systems, and
reductionistic, which enables wider predictions to be made following the study
of individual elements of the system, but which often does not take into account
community interactions (87). Most model systems and experimental biofilm
studies fall somewhere in the middle of these two classifications. The use of
holistic/replicative models for producing experimental biofilms represents the
best system in terms of their relative similarity to environmentally occurring
biofilms, but the variety and number of ecologic niches means that these types
of models can vary widely (39). Reductionistic/investigative models simplify
the environment, producing reproducible biofilms for the examination of fea-
tures common to different systems. These enable a wider degree of control
over specified experimental factors that have a postulated role in influencing
structural and functional processes (87).

The biofilms present in the environment, on riverbeds, oil rigs, or ship hulls
represent a consortia of bacteria, fungi, algae, and protozoa; biofilms in the
body are composed of a number of different bacterial species. For example, in
the case of dental plaque the primary plaque formers are the oral streptococci,
which are then followed by secondary formers such as fusobacterium (88).
Monoculture (single species) biofilms are widely used in laboratory studies
but are more usually only present in soft-tissue infections such as endocarditis.
Biofilm characteristics are reflective of their growth environment (89) and are
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influenced by nutrition, fluid dynamics, species composition, and physico-
chemical properties. The laboratory environment differs significantly from the
external environment in terms of fluctuations in nutrient supply and demand,
and growth conditions should therefore attempt to mimic those observed in
vivo (29). The nature of the growth-limiting nutrient is important in influenc-
ing the phenotypic characteristics of the cells (90) and, consequently, must be
considered prior to the extrapolation of data from in vitro models to in situ
biofilms (39). In the environment, biofilms represent dynamic systems, with
complex interactions such as predator-prey relationships, e.g., the grazing of
protozoa on biofilms (85). These relationships and others, such as specific
changes in the physicochemical properties of the surface or microenvironment
and the interactions occurring between complex microbial communities, can
often prove difficult to model under a laboratory environment. For example, in
the perfused biofilm fermenter model, the nutrient concentration will be simi-
lar for most of the cells; however, in a naturally occurring biofilm, nutrient
gradients and subsequent differences in cell physiology exist owing to the spa-
tial distribution of the cells (85). The modified Robbins device (MRD) allows
no distinction to be made between features occurring as a result of adhesion
and those owing to growth rate (40,45).

3.8. Visualization of the Biofilm

Since CLSM, light, and phase contrast microscopy are limited to transparent
surfaces, this restricts the variety of substrates that can be examined. Although
electron microscopy enables a variety of surfaces to be examined, dehydration of
the sample prior to examination severely condenses the hydrated glycocalyx (58),
destroying the complex architecture of the biofilm (with the exception of envi-
ronmental SEM [58]). Structural components of the biofilm are often lost during
preparation for SEM, sampling is sacrificial, and artifacts are common—a cell
may appear present in a pit, suggesting breakdown of the surrounding substra-
tum, but the pit may actually be the condensed residue of the dehydrated
glycocalyx (7). Despite its applicability with the study of biofilms, there are some
of disadvantages with CLSM: the use of autofluorescing environmental samples
may cause problems when used in conjunction with a fluorescent stain in visual-
izing objects within a biofilm; shadowing may sometimes occur owing to the
presence of objects that are not penetrated by the laser beam, and extremely thin
specimens may be difficult to find (91). ATR/FTIR only examines the base layer
(approx 1 µm) and averages the picture to apply to all of the exposed area (52).

3.9. Sampling Techniques

Primary methods for the enumeration of bacterial viability and activity are
largely dependent on the ability of the bacteria to form colonies on laboratory
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media. Sublethal injury following exposure to antimicrobial agents, reduced
culturability, and the varied microbial composition of biofilm communities
may hamper the accurate assessment of surface-associated bacteria (92). Physi-
cal removal of the adherent cells results in changes in the physiologic charac-
teristics of the cells. The spatial distribution of the cells and interspecies
interactions may be important in influencing the biodegradative efficiency of a
biofilm (93) or in determining the effects of antimicrobial agents on biofilm
processes (92). There is, therefore, a need to develop techniques that enable the
nondestructive analysis of biofilms, as opposed to destructive sacrificial
procedures such as colony counts, total cell counts, and SEM. Metabolic
stains such as CTC (65) and rhodamine 123 (94,95) have been coupled with
microscopic visualization and used for the in situ study of bacterial metabolic
activity (96).

3.10. Future Applications for Biofilms
in the Study of Environmental Processes

It is now clear that biofilms represent the primary tool in the processes of
gaining a clearer understanding of a wide range of environmental processes
that have previously relied on the extrapolation of data obtained from plank-
tonic microbial cultures (15). The study and use of biofilms in environmental
processes is applicable to a wide range of areas; general areas of future interest
may include the following:

1. The further determination of important biofilm structural and metabolic processes
that will enable the development of a model of structure/architecture applicable
to both high- and oligotrophic nutrient environments.

2. The development of systems to enable the more accurate assessment of the effi-
cacy of biocides and antimicrobial agents; i.e., less reliance on the use of plank-
tonic cell systems in the assessment of antibiotic efficacy prior to the treatment
of biofilm-associated infections or in the development of sanitization strategies
in the food industry.

3. A more detailed understanding of both cell-cell and cell-interface interactions to
enable the development of antifouling surfaces/coatings for use across a wide
range of industries, coupled with an understanding of the mechanisms/signaling
processes involved in defining biofilm structure/architecture.

4. A study of the underlying genetic processes that influence biofilm formation,
such as the expression of genes related to alginate or EPS production; the
production of cell signaling factors, and the genetic characteristics that
account for the observed physiologic differences between the planktonic and
biofilm cells.

5. The determination of the degradation rates of pollutants that occur in the envi-
ronment by biofilm bacteria rather than owing to planktonic cells. For example,
the adsorption of organic pollutants and surfactants onto sediments present in
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soils or rivers may act to stimulate attachment, resulting in accelerated biodegra-
dation and depletion of the absorbed surfactant (97).

6. An understanding of the interactions that occur between the bacterial populations
present in a multispecies biofilm in terms of nutrient exchange and recycling,
utilization of oxygen, and subsequent effects on metabolic activity, cell distribu-
tion, and interspecies cooperation.

3.11. Biofilms and Environmental Monitoring

A model system is essentially a smaller scale reproduction or simplification
of a complex system, which allows calculations to be made, along with the
testing of hypotheses and predictions. The choice of the system to be used for
the production of an experimental biofilm is a process that involves an analysis
of the ultimate end-point requirements: Do we require qualitative (SEMs,
AFM, light microscopy images) or quantitative (viable counts, metabolic
counts, total carbohydrate levels) data? Are we interested in biological, physi-
cal, or chemical parameters? How accurate a representation of the natural
environment do we require? Once determined, we can then balance the desir-
able features against the disadvantages of the system of interest. No single
model will produce a biofilm capable of examining all areas of interest simul-
taneously. Whether looking at the chemical factors influencing biofilm forma-
tion, the effects of antimicrobial treatment regimes, or the influence of structure
on degradative ability, an awareness of the inherent problems connected with
the experimental model systems can allow the selection of a system with opti-
mized applications for the area of interest being investigated. A knowledge of
the movement of particles and fluids, physiological conditions within the
biofilm, the presence of chemical and physical gradients, the spatial arrange-
ment of cells, and diffusional and transport processes occurring within biofilms
is important in furthering our understanding of dynamic processes such as
nutrient transport and the diffusion of antimicrobial agents. Biofilms are ubiq-
uitous and represent the site for the majority of environmental process. As such,
they therefore represent an essential experimental tool in the quest to under-
stand those environmental systems and processes of interest to us.
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1. Introduction
1.1. Properties of Biofilms

Recent studies have shown that biofilms (a complex organization of bacte-
rial cells present at a surface or interface, which produces a slime-like matrix)
represent the principal form of bacterial growth in all environments studied to
date (1). There are numerous advantages to bacteria growing in biofilms. These
include extended protection against environmental changes, antimicrobial
agents such as chemical disinfectants and antibiotics (2) and grazing predators
such as amebae (3), as well as providing increased access to limited nutri-
ents (4). Biofilms are of interest in medical, industrial, and natural environ-
ments for several reasons. For example, they can act as reservoirs from which
the dissemination of pathogens may occur. Legionella pneumophila has been
shown to be harbored within biofilms formed within drinking water pipelines
(5). Similarly, it is well established that biofilms can colonize numerous types
of medical implants (6). In industrial systems, detrimental effects may occur
following biofilm growth such as reductions in heat-transfer efficiency and
flow capacity. Biofouling may also markedly increase corrosion (7). Finally,
biofilms represent a bacterial architecture that may support genetic transfer,
nutrient utilization, and biodegradation (8).

1.2. Establishing Experimental Biofilms

A major problem associated with the investigation of environmental sys-
tems is the inherent degree of complexity within a system. To facilitate the
study of biofilms in the laboratory, simplified model systems have been devel-
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oped that enable the growth of biofilms, along with the analysis of several
defined parameters, under conditions that can be replicated. There are sev-
eral model systems in current use (see Chapter 19). Among these, the modi-
fied Robbins device (MRD) and flow cells have many advantages and are
readily adaptable to individual experimental systems. The major advantage
is that they allow the study of biofilms under flowing conditions with con-
trolled hydrodynamics.

1.2.1. Modified Robbins Device

The MRD was initially developed to study biofouling in industrial pipelines
(8). It has since been modified and used to investigate biofilms from a number
of environmental habitats. The primary advantage associated with the system
is the number of colonized sampling ports available for analysis. This allows
for several samples to be taken simultaneously as well as sampling more than a
single time point in the development of the biofilm. Quantification of several
aspects of the biofilm, such as viable and total cell counts, and total protein and
carbohydrate content is therefore possible. Microscopic analysis is possible
using conventional staining techniques of slide-mounted samples or electron
microscopy of the colonized surfaces. The MRD is also relatively inexpensive.
It can be used in both batch (recirculating) and flow-through culture systems
and can be connected to a chemostat if close monitoring of growth conditions
is required. Disadvantages of the MRD system include the inability to visual-
ize the biofilm in situ, the possibility of nutrient gradients existing along the
length of the device, and the possibility of compromised hydrodynamics around
the sampling stud. Finally, the MRD is prone to the drawback shared by many
systems utilized in the study of biofilms. For quantitative analysis of the biofilm
to be carried out, destructive sampling techniques are required. Conventional
techniques such as viable cell counts, total cell counts, and total protein or
carbohydrate content analysis usually all involve disruption of the biofilm.

1.2.2. Flow Cells

The continuous and nondestructive monitoring of biofilms is essential in
understanding biofilm processes (9). There are several different types of flow
cells suitable for many different experiments (10). Flow cells can also over-
come many of the drawbacks of the MRD. Firstly, they allow in situ visualiza-
tion of the biofilm in its hydrated form when used in association with
computer-enhanced image analysis or a television camera. This is particularly
advantageous because alteration of the biofilm by fixation or desiccation, which
may have unknown effects on biofilm structure, are avoided. Also, using image
analysis, accumulation rates can be calculated by comparing captured images
with those at the outset of the experiment, allowing quantification of the growth
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kinetics of the biofilm. Qualitative information regarding surface colonization
is also possible. Second, the flat plate reactor (developed at the Center for
Biofilm Engineering, Bozeman, Montana) can accommodate various surfaces
so that they may be compared. The surface can be removed at the end of the
experiment to enable either quantification of the biofilm by scraping and/or
sonication of the surface, as in the MRD, or analysis using scanning electron
microscopy (SEM).

A disadvantage of the flat plate reactor is that it is constrained by the chan-
nel thickness. This type of flow cell must necessarily be thin owing to the
limitations of the working distance of the microscope objectives. Thus, there is
a tradeoff between magnification and hydrodynamics (11). Another type of
flow cell, the square glass tube reactor, overcomes this problem by facilitating
higher magnification of the biofilm, allowing the flow cell to be viewed from
above, and the channel depth is not restricted. This flow reactor was designed
as a model to study biofilm biofouling in industrial pipelines. Most flow reac-
tors that allow direct microscopic observation operate at low, laminar flow
rates. However, this system can be operated at high, fully turbulent flow rates
which are often more industrially relevant. The system can be operated using
two parallel flow cells through which the flow rates can be independently con-
trolled, allowing the influence of flow on biofilm structure and biofouling to be
determined. The hydrodynamics of the square tube reactors have been well
characterized using the relationship between the friction factor and the
Reynolds number and fit well to established equations describing laminar and
turbulent flow through a smooth pipe (12). They are also easy to make and
adapt to particular experimental conditions. However, larger bore tubing
requires thicker glass, thereby restricting magnification. Nevertheless, depend-
ing on the experimental conditions, there are several flow devices that permit
analysis of biofilms.

2. Materials
2.1. Modified Robbins Device

1. Ethylene-oxide gas sterilized MRD (Fig. 1A) fitted with removable studs to
which the surfaces of choice have been fitted.

2. Sterile replacement studs.
3. Bacterial culture reservoir (usually a glass flask) with an outflow connector and

filtered air inlet.
4. Sterile medium reservoir with an outflow connector and filtered air inlet (see

Note 1).
5. Sterile flask for waste collection.
6. Sterile silicon rubber tubing for connection of the MRD to the medium reservoir,

bacterial culture reservoir, and waste flasks (see Note 2).
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7. Peristaltic pump calibrated to give required flow rate (see Note 3).
8. Sampling equipment consisting of sterile scalpel blades, buffer solution, waste

jar containing bleach or disinfectant, sterile test tubes containing diluent (e.g.,
0.9 mL sterile buffer solution), forceps, scalpel blade holder, 70% alcohol, 5-mL
pipet tips, and 5-mL Gilson pipet.

2.2. Flow Cells

2.2.1. Flat Plate Reactor

1. Sterile closed channel reactor with an observation window consisting of a 24 mm
× 60 mm glass cover slip held in place by a rubber gasket and metal flange (see
Note 4).

2. Sterile flask with outflow connector, filtered air inlet, tubing, flow breaks, and
connectors for attachment of the flow cell.

3. Sterile waste reservoir including inflow connector and filtered air outlet, tubing
with flow break, and connectors for attachment to the flow cell.

4. Peristaltic pump calibrated to desired flow rate.
5. Water bath or heating or cooling units, if necessary, to keep test cultures at tem-

peratures other than room temperature.
6. Microscope.
7. Camera (see Note 5).
8. Computer with Framestore board (see Note 6).
9. Image analysis software (see Note 7).

2.2.2. Square Glass Tube Reactor

1. Flow cells made from sections of square glass tubing (S-103 Camlab, Cambridge,
UK) 3 mm wide and 3 mm deep and 20 cm long (Fig. 1C [13]).

2. Sterile nutrient reservoir.
3. Peristaltic pump delivered with a recycle flow rate (see Note 8) controlled with a

vane head pump (Masterflex, Cole-Parmer, Niles, IL).
4. Flow meters (McMillan Flo-sensor model 101T #3724 and 3835 supplied by

Cole-Parmer).
5. Pressure transducers (RS Components, Corby, Northants, UK, model 286-686).
6. Waste reservoir.
7. Polycarbonate holder mounted on the stage of an upright microscope with

epifluorescence capabilities. By positioning the flow cells on the holder, the
biofilm can be imaged in situ without interrupting flow.

8. Camera (see Note 5)
9. Computer with Framestore board (see Note 6).

2.3. Suppliers

All of the described flow devices can be found on the following Web
pages: for information on MRDs, contact Environmental Microbiology
Research Group at Exeter University at http:\\www.ex.ac.uk/biology/
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resrch.html#DrHMLappin-Scott; for information on flat plate reactors, contact
BioSurface Technologies Corp. at http://www.imt.net/~mitbst/flowcell.html.

3. Methods
3.1. Modified Robbins Device

3.1.1. Preparation of the MRD

1. Cut silastic rubber, black backing discs using a 0.85-mm cork borer.
2. Attach the surfaces, e.g., silastic rubber, glass, or plastic, of a known diameter to the

black backing discs using a strong adhesive or waterproof sealant (see Note 9).
3. Wipe the fitted surfaces with 70% alcohol solution and lint-free tissue and allow

to air dry.
4. Fit the studs into the MRD so that the surfaces for colonization lie flush with

the central lumen.
5. Wipe the MRD with 70% alcohol and seal in gas-permeable bags.
6. Package 25 replacement studs in batches of approx 4 studs per bag to prevent

contamination during the course of the experiment.
7. Sterilize the MRD using ethylene oxide gas (see Note 10).

3.1.2. Inoculation of Surfaces and Biofilm Treatment

1. Remove the MRD from the gas-permeable bag and check for loose surfaces.
2. Remove any surfaces, that have become detached during sterilization.

Fig. 1. Three types of devices to study biofilms under flow conditions.
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3. Connect the MRD to the culture, medium, and waste reservoirs using wide-bore,
sterile silastic rubber tubing (see Fig. 2 for experimental setup).

4. Inoculate the culture reservoir to give an appropriate planktonic viable cell
count, e.g., 3% v/v exponential bacterial broth culture and incubate for 18 h
or overnight.

5. Inoculate the MRD surfaces. Turn on the peristaltic pump and ensure that the
inoculated culture is moving through the MRD system and into the waste jar.
After the initial biofilm has been formed (e.g., by inoculating the surfaces for
24 h), quickly switch the system to flowthrough with only the sterile medium
and control agent (antibiotic or biocide), by changing the open and closed
clamps.

6. Maintain a low rate of flow during the switchover to prevent backflow of liquid
through the system.

7. Remove any air bubbles from the MRD by turning it upside down and tilting at a
45° angle for a few minutes while under the normal flow conditions.

3.1.3. Sampling Colonized Surfaces

1. Switch off the pump at the appropriate time period, and clamp the silastic tubing
at either end of the MRD.

2. Remove a stud (determine using random number tables) and immediately replace
it with a sterile replacement stud.

3. Hold the removed stud above a pot containing disinfectant or bleach solution.
Rinse to remove any nonadherent bacteria by pipetting 10 mL of sterile buffer
solution gently onto the side of the stud, so that the flow is not directed at the
immediate colonized surface (see Note 11).

4. Place both the scalpel blade and the scraped surface into a test tube containing
sterile buffer solution (for techniques for the analysis of biofilm formation see
Subheading 3.2.).

5. Sonicate the scalpel blade and surface for approx 5 min to disperse the biofilm
and any clumps of cells.

6. Place the used MRD stud into the pot of disinfectant.
7. Repeat for appropriate number of samples.
8. Spray the MRD with 70% alcohol after sampling, wipe, and remove the clamps.
9. Switch the pump back on and turn the MRD upside down to remove any air

bubbles formed during sampling.

3.1.4. Final Procedure of the Experiment

1. Empty the tubing and the MRD by tipping the reservoirs while maintaining the
pump rate so that no liquid is taken up into the system.

2. Spray the tubing with 70% alcohol and disconnect from the reservoirs and the MRD.
3. Seal all open ends of tubing with aluminum foil and autoclave.
4. Soak the MRD in bleach or disinfectant for approx 12–24 h (increase the time of

disinfection depending on thickness/viscosity of biofilm). Do not soak for longer
than 48 h.
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5. Connect to a tap and rinse in cold, running water for 8–12 h to remove residual
disinfectant.

6. Soak the used studs in bleach or disinfectant for approx 8 h and then rinse in
continuous running water for a further 8-12 h.

7. Allow the MRD and studs to dry prior to reassembling.
8. Autoclave all medium, waste, and inoculum reservoirs as appropriate (increase

autoclaving time for large volumes).

Fig. 2. Schematic diagram of MRD experimental setup. (A) and (B) indicate
clamps: B closed = inoculation of surfaces, and A closed = flowthrough with only
steril medium.
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3.2. Experimental Measurements

3.2.1. Viable Cell Counts

1. Vortex the tube containing the surface and scalpel blade for 15–20 s after sonica-
tion (Subheading 3.1.3.).

2. Serially dilute in buffer and plate out on an appropriate solid growth medium.
3. Calculate the numbers of viable cells per square centimeters of surface using the

following equation:

Number of bacterial colonies × 10 (biofilm removed is 
assumed to constitute 0.1 mL) × Df × 1/As = bacteria/cm2

where Df = dilution factor and As = area of surface in square centimeters (see
Note 12).

3.2.2. Scanning Electron Microscopy

1. Fix the surface at room temperature for 2 h or overnight at 4°C (Subheading 3.1.3.).
2. Remove from the buffer and use a successive ethanol series to dehydrate the

sample: start with a concentration of 30% and work through 50, 70, and 100%
ethanol for 3 min.

3. Remove the solution after 3 min and discard, then replace with the next solution
in the series.

4. Place the stud onto an SEM mount, coat with silver using a palladium catalyst,
and view using SEM (see Note 13).

3.2.3. Total Cell Count

1. Scrape one to three surfaces into glutaraldehyde cacodylate buffer (see Note 11).
2. Fix at room temperature for 2 h or overnight at 4°C. Samples may also be frozen

and processed at a later date.
3. Serially dilute the sample in buffer solution and filter 3–5 mL onto a black

0.2-µm polycarbonate membrane. Apply and then release the vacuum.
4. Stain with 1 to 2 mL (enough to cover membrane) of a 0.1 mg/mL acridine orange

solution (in phosphate buffer) for 3 min.
5. Reapply vacuum and while running destain with 1.5 mL of isopropyl alcohol.
6. Remove filter and air dry on filter paper, view using a ×100 oil immersion lens

under epifluorescence microscopy, with a calibrated eyepiece graticule, a
mercury lamp and acridine orange filter block (emission wavelength of 488–
514 nm).

7. Count the fluorescently stained cells in approx 10 fields of view and average to
calculate the total cell count.

3.3. Flat Plate Reactor

1. Calibrate pump to desired flow rate by volumetric displacement prior to auto-
claving all tubing and connectors.
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2. Autoclave the flow cell (Fig. 1B) after fitting with the coupon or test material,
and cover with a rubber gasket, glass cover slip, and metal covering.

3. Grow the bacterial culture to the desired density and attach to pump, flow cell,
and waste reservoir via sterile silicon rubber tubing (see Fig. 3).

4. Initiate flow (see Note 14) and monitor flow cell, tubing, and connectors for
leaks. Tighten seals if necessary.

5. Monitor the biofilm at various time points depending on the experimental design
(see Note 15).

6. Autoclave the tubing, reservoirs, and flow cell at the end of the experiment, and
rinse well in running water to remove any biofilm residue.

7. Replace any tubing if necessary.
8. Clean the flow cell with 70% ethanol to remove any remaining residue, and fit

with a new surface before autoclaving in preparation for the next experiment.

3.4. Square Glass Tube Reactor

The square glass tube reactor flow system (see Fig. 4) was designed to have
laminar flow in one flow cell and turbulent flow in the other.

1. Measure the flow rate through each of the flow cells (Qf) using flow meters con-
trolled independently by tightening or loosening clamps on the inlet tubing. The
average flow velocity (u) is calculated from:

u = Qf/CSA (1)

where CSA is the cross sectional area (in this case 9 × 10–6 m2). The Reynolds
number is found from:

Fig. 3. Example of flat plate reactor system with nutrients and waste reservoir.
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Re = uDh/ν (2)

where ν is the kinematic viscosity of the media (for low-nutrient media the value
for water can be used), Dh is the characteristic length, which in this case is the
hydraulic diameter calculated from:

Dh = 4CSA/WP (3)

WP is the wetted perimeter of the flow cell, 2(width + depth). For these flow
cells, Dh = 3 × 10–3 m. The Reynolds number is a dimensionless number com-
monly used by engineers to characterize flow conditions. It is particularly useful
because it predicts whether flow will be laminar or turbulent and can be used as a
comparative parameter for a diverse range of flow systems.

2. Determine the pressure drop (∆P) across each flow cell using differential pres-
sure transducers. ∆P can be used to find the Fanning friction factor (f):

f = (∆P × Dh)/2lpρwu2 (4)

where ρw is the density of liquid media and lp is the distance between pressure
ports (14). f is also a dimensionless number and can be used as an indicator of
biofouling. The predicted f for laminar flow through a smooth (clean) pipe (from
the Hagen–Poiseuille equation) is:

Fig. 4. Example of biofilm reactor system consisting of parallel flow cells in a
recycle loop attached to a mixing chanber. The mixing chamber was aerated and the
level maintained by overflow to waste.
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f = 16/Re (5)

and in the turbulent region f is predicted from the Blasius formula:

f = 0.0791/Re0.25 (6)

The relationship between Re and f for 20-cm long flow cells showed that the
transition between laminar and turbulent flow occurred at Re = 1200 (Qf = 3.15
cm3/s). To increase the sensitivity of the ∆P measurement, the flow cells can be
lengthened.

3. At the end of the experiment, biofilms can be fixed with 1% paraformaldehyde
(30 min) and stained with nucleic acid stains such as propidium iodide (0.4%, at
25°C for 30 min).

4. Biofilms can be imaged in situ using confocal laser scanning microscopy, trans-
mitted light microscopy, or epifluorescent ultraviolet microscopy, all of which
can be used in conjunction with image analysis.

5. Biofilm accumulation can be routinely monitored (e.g., by obtaining surface area
coverage data) and related to changes in pressure drop.

6. Metabolic activity of the biofilms can be examined using the metabolic stains
such as 5-cyano-2,3-ditolyl tetrazolium chloride (CTC) in which flow cells are
removed from the reactor system and stained with CTC (0.04 % w/v) for 30 min
at 25°C in a shaker incubator.

4. Notes
1. Antibiotics or biocides may be added to the medium reservoir after autoclaving if

testing susceptibility of biofilms to antimicrobial agents.
2. Insert metal or thick-walled glass tubing into rubber bungs and place them into

the sterile medium, waste, and inoculation reservoir flasks. After sterilization,
the silastic rubber tubing can then be attached to the reservoirs via the tubing.

3. Precalibrate the pump to the required flow rate by using a nonsterile system with
water in place of the culture or growth medium.

4. Certain designs allow a desired surface to be fitted with various test materials.
5. We use a COHU 4612-5000 charge-coupled device (Cohu, San Diego, CA).
6. We use a Scion VG-5 PCI (Scion, Frederick, MD).
7. We use the NIH-Image 1.59 program from the National Institutes of Health, avail-

able from the Internet by anonymous FTP from zippy.nimh.nih.gov or floppy
disk from the National Technical Service, Springfield, VA, part no. PB95-
500195GEI.

8. The volume (V) of the mixing chamber and recycle loop, including the flow cells,
was approx 175 mL. The nutrient influent flow rate (Qn) was 4.3 mL/min, giving
a resulting residence time (θ = V/Qn) of 40 min.

9. When cutting surfaces, ensure that the diameter of the surface does not exceed
that of the sample port; otherwise, this may interfere with removal of the stud
from the MRD and the surfaces may become detached.

10. Autoclaving and chemical disinfectants damage the MRD and O-rings used to
ensure a tight seal where the studs are fitted into the MRD (see Fig.1A). Check
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for leaks on the MRD and in the areas where the tubing is joined to the MRD.
Spray with 70% alcohol, wipe, and then seal with a quick-drying waterproof
aquarium sealant where necessary.

11. If sampling for SEM, place the rinsed surface in 3–5% glutaraldehyde buffer
(25% SEM grade glutaraldehyde diluted in 0.1 M cacodylate buffer). If sampling
for viable cell counts, total cell counts, total protein, or carbohydrate, use a sterile
scalpel blade to scrape the biofilm from the colonized surface (7–10 times should
be sufficient to remove the adherent cells).

12. The planktonic viable cell count in the system can also be monitored in order to
check sterility and cell growth by removing 0.1-mL samples, carrying out serial
dilutions, and plating out on appropriate growth medium.

13. Alternatives to the use of the ethanol series include critical point and air drying of
the sample. Once dehydrated and coated, samples can be stored for 1 to 2 wk
until required.

14. Determine planktonic cells at the initiation of flow. A sampling port near the
effluent interrupted by a flow break to reduce the possibility of contamination
allows easier access.

15. For example, initial colonization events may be monitored in the first 24 h,
or a biofilm of a certain thickness may be grown before examination.
Biofilm thickness may be measured microscopically by focusing on the sub-
stratum of the cell cluster and then on the surface of the cell cluster and
noting the difference on calibration on the fine focus adjustment (12). It is
important to determine the optimal working distance between the micro-
scope objective and the flow cell and to use the appropriate objective lens.
Once this is established, surface area, as well as heights and areas of cell
clusters can be compared to previous images. The appropriate software
allows for images to be linked and provides a virtual record documenting
changes over time. Length and width of cells may be measured, and all the
assays outlined for the MRD are possible, but at only one time point.
Focusing on a single area of the biofilm enables a cell cluster or groups of
clusters to be monitored with time. Such images may be animated to pro-
vide a real-time record of cell attachment, aggregation, and sloughing, as
well as the evolution of the biofilm with time.

The flat plate reactor flow cell is easily disassembled at the end of the
experiment and the coupon can be removed and subjected to the same experi-
mental measurements and quantitative sampling used in the MRD, that is rinsing
and sonication of the coupon resulting in disruption of the sessile organisms
to yield viable cell counts (see Subheading 3.1.) However, viable cell deter-
mination of the colonized surface and SEM is available only at the final time
point to maintain sterility.
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610c1de5 1n 610f11m treatment, 291, 
292 

610c0rr0510n, 292, 307, 308 
610f11m(5), 76, 257, 261,273-319 

app11cat10n5, 279-319 
A7R/F71R 0f, 289, 290 
610f0u11n9, 283, 293-295 
c0n5tant depth f11m fermenter, 286 
c0nt1nu0u5 cu1ture f10w ce11, 284, 285 
c0ntr01 0f, 282 
c0rr0510n 6y, 281 
cry0em6edd1n9 0f, 290 
def1n1t10n 0f, 280 
detr1menta1 effect5 0f, 281-283 
exper1menta1, 279-319 
f1at 6ed react0r, 314, 315 
f10w ce115 f0r, 308-311,316 
future app11cat10n5 0f, 298, 299 
1n med1c1ne, 294, 295 
m1cr05c0py 0f, 286-289 
m0de15y5tem5, 283--286, 290-294, 

296, 297, 307-309 
M0d1f1ed R0661n5 Dev1ce (MRD), 

284, 308, 309, 311-313,317, 
318 

perfu5ed fermenter, 285, 297 

pr0pert1e5 0f, 307 
r01e 1n natura1 env1r0nment5, 280, 

281,295, 296 
r0t0rt0r4ue, 285, 286 
5amp11n9 fr0m, 297, 298 
54uare 91a55 tu6e react0r, 309, 315 
and t00th decay, 281,282 

6101um1ne5cence, 35, 261 
610remed1at10n, 8 
6105en50r5, 35 
610t1n, 245 
615-car60xyethy1-car60xyf1u0re5ce1n 

acet0xymethy1e5ter (8CECF- 
AM), 65, 255, 261 

61unt end c10n1n9, 153, 154, 161,163 
80rdate11a pertu5515, 85 
60v1ne 5erum a16umen (85A), 80, 152, 

238 
a5 610ck1n9 a9ent, 80 

8urkh01der1a 
cepac1a 64, 158 
p1ckett11 PK01, 158 

C 

ca1ce1n acet0xymethy1e5ter, 4, 65,255 
ca1c0f1u0r wh1te, 65 
cancer ce115, 36 
Cand1da a161can5, 4, 295 
car60xy-f1u0re5ce1n d1acetate (CFDA), 

4, 65, 240, 242, 255 
catach01, 188 

2,3-d10xy9ena5e (C230), 188, 190 
ce11 50rt1n9, 55-73, 75, 119, 237 

app11cat10n5, 62-74, 255 
pr1nc1p1e5, 56-61 

char9e c0up1ed dev1ce (CCD) camera, 
188 

chemchr0me8, 5, 65,240, 242, 247, 255 
chemchr0meY, 4 



1ndex 323 

ch1mera5, dur1n9 PCR, 149, 150 
Ch10r061um, 157 
chr0m0myc1n, 64, 244, 245 
c11ck 6eet1e, 188 
c10ne 116rary, 143-145 

0frRNA, 146, 147, 155 
c10n1n9, 109, 116, 128, 140 

61unt end, 153, 154 
rRNA 9ene5, 143 
5t1cky end, 153, 154 
7A, 153, 154 

C105tr1d1um perfr1n9en5, 192 
c011f0rm 6acter1a, 46, 282, 293 
c0mpetent E.c011, 161, 163 
c0nduct1v1ty, 37-39, 41, 44, 47, 48, 

50, 51, 84 
c0nf0ca1 1a5er 5cann1n9 m1cr05c0py 

(CL5M), 119, 188, 251-265 
app11cat10n5, 254-259 
f0r 610f11m ana1y515, 280, 285,288, 

289, 291,293,294, 297 
1n m1cr0610109y, 252-254 
pr1nc1p1e5 and meth0d5, 252-254 
u51n9 f1xed 5amp1e5, 256, 257 

c0re(5) 
extru510n 0f, 20-22 
peat, 18 
5amp1er5, 15 

c0rer(5), 15, 101 
type5, 17 

cry0em6edd1n9, 290, 291,293 
Crypt0c0ccu5 ne0f0rman5, 82 
Crypt05p1r1d1um parvum, 5, 47-50, 52 

00cy5t5, 47-50, 52 
cu1tura61e, 2, 3, 29 
cu1tura1 

detect10n, 82 
enr1chment, 36 
meth0d5, 29, 35, 81, 97, 139 

cyan1ne dye5, 242, 247, 256, 261 
cyan06acter1a, 270 
5-cyan0-2,3-d1t01y1tetra2011um ch10r1de 

(C7C), 5, 65, 233, 256, 288, 289, 
298, 317 

D 

denatur1n9 9rad1ent 9e1 e1ectr0ph0re515 
(D66E), 128, 140, 143--145, 155, 
175-186 

9e15 and the1r preparat10n, 153, 
156, 158, 159, 177-180 

0pt1m12at10n 0f, 180, 181 
den1tr1f1cat10n, 270, 272-275 

aer061c, 270 
den1tr1f1er5, 8, 9, 257 
detect10n meth0d5, 35-38, 238 
De5u1f06acter, 205 
De5u1f0v16r10, 128, 205 
d1a1y515 

ca55ette5, 46-48 
cham6er5, 46-48 

4,6-d1am1d1n0-2-pheny11nd01e (DAP1), 
5, 64, 238, 244, 245, 261,289 

D1ANA, 85 
d1e1ectr1c, 37 

pr0pert1e5, 38, 43, 45 
d1e1ectr0ph0re515, 35-53, 75 

app11cat10n5, 46-52 
and C. parvum, 50 
e4u1pment f0r, 39-43, 47 
fact0r5 f0r, 43, 44, 48 
0f m1cr00r9an15m5, 43, 44 

d1e1ectr0ph0ret1c 
cham6er(5), 39, 43, 47, 48, 50, 51 
c011ect10n pr0f11e5, 39, 43, 46, 51 
f0rce, 36, 38, 39, 44 
1501at10n, 44, 46, 48, 49 

D16 5y5tem, 184, 245 



324 1ndex 

d1hexy1 0xacar60cyan1ne, 4, 65 
d1rect ep1f1u0re5cence f1fter teehn14ue 

(DEF7), 35, 36 
d1rect 

1a6e11n9 (0f ant160d1e5), 86, 87 
v1a61e c0unt (DVC), 67, 81 

d15501ved 5pec1e5 pr06e, f0r mem6rane 
1n1et ma55 5pectr0metry (M1M5), 
272-275 

DNA, 5, 9, 29, 30, 35, 38, 63 
archaea1, 64, 66, 83,295 
aut0mated 5e4uenc1n9 0f, 100, 101 
6acter1a1, 109-117, 131 
0f610f11m5, 100, 101,202, 206 
d1550c1at10n temperature 7d, 100, 101 
d0u61e 5tmnded (d5DNA), 231,232 
e1ectr0ph0re515, 111,175 
exc1510n fr0m 9e15, 112, 114 
extract10n 0f, 183 
f1u0re5cent 1a6e11n9 0f, 30, 97-100, 

102, 109, 124, 144 
fra9ment5, 244--246 
fun9a1, 175, 176 
9en0m1c, 100, 101 
hy6r1d12at10n, 142 
1501at10n, 268 
119a5e, 98 
me1t1n9 temperature (7m) , 160 
1n peat, 175, 176, 180, 181 
p01ymera5e(5), 100 

Pfu, 109, 110, 141,147, 160, 167 
7a4, 147, 154, 167 
therm05ta61e, 147, 154, 160, 167 

pr06e5, 149, 152, 154, 167 
165 rDNA, 35 
185 rDNA, 124, 176, 184, 221 
5amp11n9, 221 
5ed1ment, 99, 110 
51n91e 5tranded (55DNA), 97-100 

5011, 109 
5pec1f1c f1u0r0chr0me5 f0r, 97-100 
temp1ate f0r PCR, 232, 237 
vect0r, 112, 113, 116, 130, 131 
v15ua112at10n, 112, 160 
water, 99, 100, 107 

DNAa5e, 152, 167 
DNA-DNA rea550c1at10n, 145 
DNA 5e4uence(5), 119, 123, 124 

ana1y515, 119-126, 133 
pr1mer de519n, 122, 123 
50ftware f0r ana1y515 0f, 121-124 

d0t 610t5, 61 
dr0p1et(5) 1n ce11 50rt1n9, 59-61 
dye(5), 3, 63, 67, 68 

E 

eff1ux pump5, 68 
e1ectr1ca11mpedence meth0d5, 35, 

38, 52 
e1ectr0610tt1n9, 182 
e1ectr0e1ut10n, 102 
e1ectr0ph0re515, 175-186 

and DNA ana1y515, 111, 131,132 
parameter5, 111, 176, 180--185 
pr0f11e5 1n D66E, 182 

e1ectr0r0tat10n, 43 
E10dea canaden515, 271 
e1utr1at10n, 75, 76 
enr1chment cu1ture, 30, 81, 83 
enter1c 6acter1a, 6 
Enter0c0ccu5 faec1um, 287 
enumerat10n, 35, 238, 241,245 
en2yme-11nked 1mmun050r6ent a55ay 

(EL15A), 35, 36, 84, 85 
er61um, 86 
ErC13, 86 
Erw1n1a 

amy10v0ra, 192 



1ndex 325 

carat0v0ra, 11, 82, 84 
chry5anthem1, 84 

E5cher1ch1a c011, 1, 5, 6, 9, 11, 39, 
66, 143, 168, 188, 189, 192 

CA60, 192, 194, 195 
ED8654, 1195 
0157, 82, 85 

eth1d1um 6r0m1de, 64, 65, 100 
EU8338, 230, 232, 241 
Eukarya, 140, 141 
extrace11u1ar p01y5acchar1de 1n 610f11m5, 

280, 287, 288, 292, 298 
F 

FAME-M15, 208 
FA57A, 135 
fatty ac1d(5), 201-220 

ana1y515, 201-220 
app11cat10n5 f0r m0n1t0r1n9, 207-209 
1n 6acter1a1 ce115, 206, 211 
and 610ma55, 204-206 
f0r chem0tax0n0my, 204-209 
e5ter1f1ed, 210 
10n9 cha1n, 203 
methy1 e5ter, 202, 205, 206, 208- 

211,213 
and phy5101091ca1 5tatu5, 206, 

207 
pr0f111n9, 202-220 
5tat15t1ca1 ana1y515, 212, 213 

f1ref1y, 188 
F15H (f1u0re5cent 1n 51tu hy6r1d17at10n), 

29, 63, 66, 67, 140, 221-235, 238, 
241,244, 245 

0f ce115, 224 
ce11 f1xat10n f0r, 224, 226 
de5cr1pt10n 0f, 221,222 
11m1tat10n5 0f, 222, 223 
permea61112at10n f0r, 224, 226 

pr0t0c015 f0r, 224-228 
F1av06acter1um, 66 
f10w ce11(5) 

cham6er, 57 
rate, 59 
5y5tem5 f0r 610f11m5, 284, 285, 308- 

311,316 
f10w cyt0meter (FCM), 55-74, 119, 

223,259 
app11cat10n5, 62-74 
f0r detect10n 0f6acter1a, 66, 67 
1n5trument 5et up and ca116rat10n, 

240, 241 
manufacturer5, 61 62 
pr1nc1p1e5 0f0perat10n, 56-61 
and v1a6111ty mea5urement5, 67, 68 

f10w cyt0metr1c 
ana1y515, 56, 188, 225, 237-249, 255 
ce11 50rt1n9, 76 

f1u0re5ce1n, 63, 64,224, 228, 232, 
245,261,293 

f1u0re5ce1n d1-13-D-9a1act0pyran051de 
(F6P), 4 

f1u0re5ce1n d1acetate (FDA), 4, 65, 
255 

f1u0re5ce1n 150th10cyanate (F17C), 
232, 240, 243 

f1u0re5cence, 59, 60, 63, 165, 188, 253 
em15510n, 56, 57 
1nten51ty, 61 
m1cr05c0py, 224 

f1u0re5cent 
6ead5, 66 
dye5, 3, 56, 293 
1n 51tu hy6r1d12at10n (F15H), 5ee 

F15H 
1a6e15, 56, 63, 64 
1a6e1ed pr1mer5, 111 
dN7P5, 110 



326 1ndex 

pr06e5, 29, 63, 67, 119, 238, 252, 259 
f1u0re5cent PCR/re5tr1ct10n fra9ment 

1en9th p01ym0rph15m (F1u- 
PCR/RFLP), 127-138 

app11cat10n5, 133-135 
mater1a15, 131 
pr1nc1p1e5 0f, 123-131 
pr0t0c015 f0r, 132, 133 

f1u0re5cent1y 1a6e1ed 
01190nuc1e0t1de5, 221 

a5 pr06e5, 222, 224, 232, 241 
f1u0r0chr0me, 3, 64, 66, 232, 246, 247 
f1u0r0cyt0metry, 35 
f1u0r09en1c e5ter5, 67, 244, 247 
f0rmam1de and D66E, 175-186 
Fun9011te, 255 

6 
13-9a1aet051da5e, 188, 189, 293 
9a5 

chr0mat09raphy (6C), 202, 206, 
209, 210, 267 

114u1d chr0mat09raphy (6LC), 
213,267 

6A5P (mutant5), 7, 8 
9e1(5) 

denatur1n9 9rad1ent, 177, 178 
e1ectr0ph0re515, 177 
para11e1 denatur1n9 9rad1ent, 178 
perpend1cu1ar denatur1n9 

9rad1ent, 178-180 
9ene(5), 83 

ant1610t1c re515tance, 189 
c10n1n9, 176 
exchan9e, 295 
expre5510n, 3, 6 
fra9ment5, 175 
funct10na1, 119 
6C-c1amp5, 176, 184 

5en50r-re9u1ated, 3 
tran5fer, 16, 295 

9enet1ca11y m0d1f1ed m1cr00r9an15m5 
(6MM05), 2, 5, 8, 207 

9en0typ1c, character5 0f 6acter1a, 228, 
229 

6e0tr1chum cand1dum, 48 
61ard1a cy5t5, 30 
13-91ucur0n1da5e (9u5A), 188, 192 
60rd0na, 231 
9ra6 5amp1er(5), 15 
6ram-ne9at1ve(5), 43, 190, 203,226, 

227, 246, 295 
6ram p051t1ve(5), 43, 68, 190, 203, 

205, 206, 226, 227, 246, 247, 
295 

9ram1c1d1n 5, 240, 242 
9reen f1u0re5cent pr0te1n (6FP), 

188, 190 
H 

hapten(5), 76, 79, 80, 81, 83, 86, 89, 245 
heat 5h0ck, 3, 5, 7 
He11c06acter py10r1, 84 
hepat1t15 A, 84 
h15t09ram(5), 59, 61 
H0ech5t, 64, 244, 245, 261 

33342, 64, 244 
33258, 64, 244 

h0m05er1ne 1act0ne(5) (H5L), 10, 11 
hum1c ac1d5, 102 
hy6r1d12at10n 6uffer (f0r F15H), 227, 228 
hydr0dynam1c f0cu51n9, 56, 57, 59 

hypervar1a61e re910n5 (0f 165 rRNA), 
141 

1 
1ma9e ana1y515, 43, 47, 228, 251, 

252, 285, 288, 308 



1ndex 327 

1mmun0f1u0re5cence, 64, 67 
and FCM 6, 241,245 

1mmun0f1u0re5cent1y 1a6e1ed, 60, 63 
1mmun09106u11n 6 (196), 79, 88 
1mmun0ma9net1c part1c1e 5eparat10n(5) 

(1M5), 36, 81, 83, 86, 89 
1mpedence, 35 
1nd0d1car60cyan1ne, 256 
1nfrared 5pectr05c0py, 213 
1n5ert10n e1ement5 (151), 30, 83 
1N7-f0rma2an, 233,289 
1nternet c0nnect10n, 120 
150pren01d 4u1n0ne5, 203 
J 

Jenk1n c0rer, 17, 20 
jet 1n a1r (and FCM), 57 
K 

K1e651e11a pneum0n1ae, 291,294 
K1uyver0myce5 1act15, 48 
L 

1ac-, 190 
Lact06ac111u5 p1antarum, 231 
1ac2Y, 10, 188, 189, 192, 293 
1ake water, 30, 33, 66, 88 
1am1nar f10w, 57 
1atex 6ead5, 35 
1ect1n(5), 76, 81, 82, 86-89 
Le910ne11apneum0ph11a, 66, 156, 282, 

294, 307 
Le910ne11aceae, 257, 293 
119at10n, 163 
f19ht 

detect0r5, 56 
em15510n, 67 
exc1tat10n, 56, 57, 67 
1nten51ty, 59 
1a5er, 57, 59, 111,252 

5catter1n9, 56, 57, 59, 61 
11p1d5 

6acter1a1, 203 
myc011c, 203 
p01ar, 203,204 

L15ter1a, 46, 191 
m0n0cyt09ene5, 82, 84 

1uc, 188 
1uc1fera5e, 188, 190 
1um1n0metry, 188 
1ux, 83, 188, 190, 191 
1uxA8, 191 
1uxR, 10 
M 

macr0m01ecu1e(5) 
c0ntent, 63 
5ta1n1n9 0f 1n FCM, 237 

ma9net1c capture hy6r1d12at10n PCR 
(MCH-PCR), 83, 102 

ma9net1c part1c1e 5eparat10n(5), 75-96 
app11cat10n5, 79-81 
1n ce11 50rt1n9, 75, 76, 83 
f0r m0n1t0r1n9 6acter1a, 75, 76, 81-83 
pr1nc1p1e5 0f, 76-79 

Makereth c0rer, 17, 18 
ma55/char9e rat10 (m/2), 267-269, 

272, 274 
ma55 5pectr0metry (M5), 202, 209, 

213,269 
M5-pyr01y515, 202 

ME1, 120, 124 
ME2, 120, 124 
ME4, 124 
ME5, 124 
mem6rane 

dye uptake, 3 
1nte9r1ty, 65, 67 
permea6111ty, 67 



328 1ndex 

p0tent1a1, 65, 67, 68, 239 
u51n9 cyan1ne dye5, 239, 242 
u51n9 0x0n01, 240, 242 
u51n9 rh0dam1ne, 239, 242, 

256, 289 
5en51t1ve dye5, 259 

mem6rane 1n1et ma55 5pectr0metry 
(M1M5), 267-278 

app11cat10n5, 270, 271 
c0n5uma61e5 f0r, 271 
data pr0ce551n9, 272 
d1a9ram 0f, 268 
d15501ved 5pec1e5 pr06e f0r, 272-275 
ma1ntenance, 272-275 
pr1nc1p1e5 0f, 267-270 
Pr09ramm1n9 0f, 272 

mercur1c reducta5e, 188 
mercury 

arc 1amp, 56, 57 
mer 0per0n, 133, 135 
re515tant p1a5m1d5, 296 

meta6011c 5tatu5, 68, 285,289 
methane, 26 

ana1y515, 22 
f1ux, 16 
0x1d121n9 6acter1a, 205 
pr0duct10n, 18, 20 

methan09ene515, 22, 23,271 
methan09en5, 8, 9, 18, 120 
Methan05arc1na 6arker1, 124 
methan0tr0ph5, 8, 9, 271 
methy1 C0M reducta5e, 120, 122 
Met0pu5, 259 
m1cr061a1 

act1v1t1e5, 2 
c0mmun1t1e5, 2, 29, 51,140 
d1ver51ty, 2 
1dent1f1cat10n 5y5tem (M15), 206, 

207, 212 

1nteract10n5, 16 
M1cr0c0ccu51uteu5, 4, 5, 11, 39, 40, 41, 

68, 119,231 
m1cr0c05m5, 16, 17, 193 
m1cr05c0py, 67, 228, 286-289 

at0m1c f0rce (AFM), 288 
6r19ht f1e1d, 230 
c0nf0ca11a5er 5cann1n9, 19, 188, 251- 

265, 280, 285, 288, 289 
dark f1e1d, 57 
d1fferent1a11nterference c0ntra5t 

(D1C), 288, 293 
e1ectr0n, 251,286 
ep1f1u0re5cence, 188, 228, 230, 259, 

260 
119ht, 288, 296, 299 
pha5e c0ntra5t, 288, 297 
5cann1n9 e1ectr0n (5EM), 286, 

287, 297-299, 314 
tran5m15510n e1ectr0n (7EM), 287, 

288 
m1cr0t1tre we115, 61 
M1cr0t0x a55ay, 192 
M1111p0r-PeU1c0n ca55ette 5y5tem, 30 
m1thramyc1n, 5, 64 
M0d1f1ed R0661n5 Dev1ce (MRD) (f0r 

610f11m5), 284, 308, 309, 311- 
313,317,318 

m0n0c10na1 ant160d1e5 (Ma65), 78, 84, 
85, 88 

Muc0r p1um6eu5, 48 
mu1t1parameter h15t09ram5, 59 
mu1t1var1ate 5tat15t1c5, 212, 213 
Myc06acter1um, 190 

av1um, 184 
60v15, 192 
f0rtu1tum, 231 
tu6ercu10515, 192 



1ndex 329 

N 

nah-1ux fu510n, 191 
na11d1x1c ac1d, 67 
nan0p1ankt0n, 30 
Ne0ca111ma5tr1x fr0ntat15, 259 
ne0dym1um ma9net5, 78, 86 
neura1 netw0rk5, 59, 68 
n1tr1f1er5, 8, 9, 11 
N1tr06acter, 127 
n1tr09en f1xat10n, 270 
N1tr050m0na5 eutr0pha, 165 
N1tr05p1ra, 34, 127, 158, 165 

mu1t1f0rm15, 165 
N0card1a a5ter01de5, 231 
n0n-cu1tura61e, 3, 11, 97, 201 
n0n-v1a61e, 36, 43 
nuc1ear ma9net1c re50nence (nmr), 213 
nuc1e1c ac1d(5), 68, 81, 97, 102, 127, 139 

d0u61e 5tranded, 65 
dye(5), 67, 68 

exc1u510n a55ay, 240, 245 
extract10n, 97, 102, 140, 141, 152 

nutr1ent 11m1tat10n, 2, 3, 5, 6, 67, 
257, 280 

0 
01190nuc1e0t1de(5), 63, 64, 112, 135, 141, 

143, 153, 157, 176, 184, 232 
610t1ny1ated, 83 
d1a9n05t1c, 153, 156 
f1u0re5cent1y 1a6e1ed, 119, 135, 221, 

222, 224, 232 
hy6r1d12at10n, 128 
pr06e(5), 8, 119, 123, 140, 143, 153, 

155, 176, 182, 183, 184, 185, 
221,223, 245 

pr1mer5, 127, 153, 156, 160 
r16050ma1 RNA-d1rected, 63, 151, 

157, 254, 256, 257, 260 

00cy5t5, 0f C. parvum, 47 
0x0n01, 4, 65, 240, 242, 244, 247, 256 
P 

paraf0rma1dehyde f1xat10n (1n F15H), 
226 

part1c1e(5), 30, 36, 38, 51, 57, 59, 
61, 63, 75, 78 

part1cu1ate(5), 33, 89 
env1r0nment, 66, 68, 76 
matter, 30, 75 

path09en(5), 36, 46 
pear1 cha1n5, 39, 41, 43 
peat, 18, 19, 22, 24-26, 119 

6095, 257 
c0re(5), 18, 19, 24-26, 258 
pr0f11e, 24 
5amp11n9, 18---23 
5ect10n1n9, 22, 23 

Pe1t1er dev1ce, 44 
Pen1c1111um 5pp., 48 
perm1tt1v1ty, 37, 38, 44, 51 
phen0typ1c (character5 0f 6acter1a), 

228, 281,286 
ph05ph011p1d(5), 209, 210, 213 

cyc10pr0py1 PLFA, 207 
extract10n, 210, 211 
fatty ac1d (PLFA), 97, 202, 204-210, 

212 
m0n0en1c PLFA, 207 
5tat15t1ca1 ana1y515 0f pr0f11e5, 

212, 213 
Ph0t06acter1um 5pp., 188 
ph0t0d10de, 59 
ph0t0mu1t1p11er tu6e (PM7), 59, 61,252 
phyc0erythr1n, 63, 64, 245 
phy109enet1c ana1y515, 123, 124, 141,222 
P1c09reen, 64 
p1nh01e (1n CL5M), 252, 253 
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p1a5m1d(5), 188 
1n 610f11m5, 280 
mercury re515tance, 296 
pLV1013, 192-196 
pNJ500, 195 
pUC18, 163 
5ta6111ty, 194 
70L, 188, 190, 191 
vect0r5, 128, 154 

p01ar12at10n, 36, 38 
p0110 v1ru5, 83 
P0-PR0, 65, 240, 243 
p01yacry1am1de 9e1(5), 111, 114, 132 

DNA 5e4uenc1n9, 112-115 
e1ectr0ph0re515 0f DNA, 112-115 
10ad1n9 0f, 115, 132 

p01yc10na1 ant160d1e5 (Pa65), 78, 84, 85 
p01ymera5e cha1n react10n (PCR), 30, 

35, 109, 112, 119, 127, 130, 140, 
151-186, 202, 206 

amp11f1cat10n 0fDNA, 102, 113, 155 
amp11f1cat10n 0frRNA 5e4uence5, 

142, 146, 149, 156, 161 
61a5 0f, 147 
1n detect10n, 30 
1n DNA 5e4uenc1n9, 112-114 
pr1mer5, 112, 160, 184 
pr0duct(5), 130--132, 147, 152, 154 
4uant1tat10n, 149, 157 
reannea11n9, 147 
rever5e tmn5cr1pta5e (R7-PCR), 147 
temp1ate DNA, 112, 113, 123 

P01yp1a5tr0n mu1t1ve5c1cu1atum, 
257, 260 

p01yv1ny1pyrr011d1ne, 102 
P0rphyr0m0na5 91n91va115, 85 
pr1mer(5), 123, 130, 135, 151,154, 184 

annea11n9, 146 

de519n f0r PCR, 123, 124, 141,160 
d1a9n05t1c, 153, 156, 157 
d0ma1n 5pec1f1c, 141 
pA, 160 
pHr, 160 
pUC/M13f, 166 
pUC/M13r, 166 
N50190, 165 
N501225, 165 
f0r 165 rRNA 9ene5, 141-148, 153, 

184 
un1ver5a1, 141,146 

Pr0ch10r0c0ccu5, 66 
pr0m0ter5, 9 
pr0p1d1um 10d1de, 5, 64--66, 240, 243, 255 
pr0te1n 

A, 78, 79, 88 
6, 78 
t0ta1 ce11, 63, 64 

pr0te1na5e K, 102 
pr0te06acter1a, 165, 203 

1 rRNA 5u6c1a55, 203 
J rRNA 5u6c1a55, 165,203 
L rRNA 5u6c1a55, 203 
K rRNA 5u6c1a55, 203 

P5eud0m0na5 
aeru91n05a, 11, 48, 192, 194- 

196, 286, 292, 294, 295 
f1u0re5cen5, 83,294 
p5eud0ma11e1, 86 
put1da, 82, 88, 158, 188, 190, 

191,257, 296 
5tut2er1, 82 

Pyr0c0ccu5 f1tr105u5, 147 

0 
4u0rum 5en51n9, 10, 11 
R 

recA mutant5, 168 
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Ren111a ren1f0rm15, 188 
rep0rter 9ene(5), 187-199 

app11cat10n5 0f, 189-192 
6101um1ne5cent, 188, 190 
chr0m09en1c, 195 
f0r detect10n 0f 0r9an15m5, 189-191 
examp1e5, 188 
f1u0re5cent, 188, 190, 195 
1n 9ene fu510n, 191,192 
pr1nc1p1e5 0f, 187-189 
1n pr0m0ter fu510n5, 192 
xy1E, 192-196 

re5tr1ct10n 
d19e5t10n, 163 
end0nuc1ea5e, 98, 131,132, 154, 160 
fra9ment 1en9th p01ym0rph15m 

(RFLP), 128 
51te5, 154 

rever5e tran5cr1pt10n PCR (R7-PCR), 
83-85, 141 

Reyn01d5 num6er, 309, 315, 316 

Rh12061um, 82 
1e9um1n05arum, 11 

rh1205phere, 207, 257 
rh0dam1ne 123, 4, 65, 68, 224, 228, 239, 

242, 247, 256, 261,289, 298 
Rh0d0c0ccu5 fa5c1en5, 222 
r16050ma1 data6a5e pr0ject (RDP), 

120, 123 
mRNA,9, 67 
r16050ma1RNA (rRNA), 7, 10, 66, 101, 

119, 127, 139-172, 140, 221-224, 
226, 229, 230, 232, 246, 256, 257 

ana1y515 0f, 139-172, 240 
61unt end c10n1n9 0f 9ene5, 154, 161, 

163-165 
c10n1n9 and 5e4uenc1n9 0f 9ene5, 

143, 144, 149, 151,153 

detect10n 0f 0r9an15m5, 156-159 
9ene5, 67, 127, 140, 141-143, 146, 

147, 155, 158-, 159, 167 
11m1tat10n5, 144-149 
PCR amp11f1cat10n 0f 9ene5, 141, 

142, 149-154, 159, 160, 162 
rec0very 0f, 139-172 
R7-PCR, 142 
5t1cky end c10n1n9 0f 9ene5, 153, 

154, 160, 161-163 
55 rRNA, 140 
165 rRNA, 67, 124, 141,142, 145 
185 rRNA, 139, 140 
235 rRNA, 140 
285 rRNA, 140 
7A c10n1n9 0f9ene5 f0r, 154, 155, 

161,162, 165 
r16050me(5), 67, 101,139, 221,246 
RNAa5e, 142 
RNA p01ymera5e, 6 
rp05, 7-9, 11 
r0tav1ru5, 84 

5 
5acchar0myce5 cerev151ae, 1, 4, 43 
5a1m0ne11a 5pp., 7, 9, 35, 46, 82, 84 

enter1t1d15, 84 
5er09r0up C 1, 82 
5er09r0up D, 84 
5er09r0up 0-6,7, 84 
typh1mur1um, 6, 9, 84 
v1rch0w, 84 

5AR11, 157 
5AR406, 157 
5cann1n9 e1ectr0n m1cr05c0py (5EM), 

256, 260, 286, 287, 291,297-299, 
309, 314 

5en51n9 re910n, 61 
5en50r re9u1ated 9ene expre5510n, 3, 6 
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5e4uence(5) 
DNA, 109-117 

ana1y515, 109 
ch1mer1c, 149 
fr0m dye cyc1e react10n5, 112, 114 
fr0m dye term1nat10n react10n5,112, 

114 
rRNA 9ene5, 143, 144, 153 

5errat1a 114uefac1en5, 11 
5heath f1u1d, 56--58, 243, 244 
5h19e11a 

dy5enter1ae, 85 
f1exner1, 85 

519ma 32 (t~32), 7 
519ma 5 (05), 6, 7 
519na1 

m01ecu1e5, 10 
t0 n015e rat10 (5NR), 57, 66 

511ver 5ta1n1n9, 184 
5NARF, 256 
50rt1n9 and FCM, 59, 61 
505, 5 
5p1r0chete5, 84, 206 
5taphy10c0ccu5 aureu5, 4, 231 
5taphy10c0cc1, 295 
5tarvat10n, 3, 5-9 

1nduc161e pr0te1n5 (571), 6 
5tat10nary pha5e, 6, 7, 8, 207 
5t1cky end c10n1n9, 153, 154, 160, 162 
5t0macher, 80 
5treptav1d1ne 

---610t1n, 80 
c0ated part1c1e5, 78, 83 

5trept0c0cc1, 295 
5trept0myce5 

c0e11c010r, 1 
11v1dan5, 82, 190 
5ca61e5, 222 

5trept05p0ran91um fra911e, 82 

5tre55 re5p0n5e, 68 
5u1fur 0x1d121n9 6acter1a, 128 
5u1fur reduc1n9 6acter1a (5R8), 128, 

282, 292 
5Y8R6reen, 64, 184, 245 
5Y70X6reen, 65 

7 

7A c10n1n9, 153, 161,165 
tan9ent1a1 f10w f11trat10n (7FF), 29-34, 

101 
c0ncentrate, 30, 31, 33 
f11ter ca55ette, 33 
meth0d5, 32, 33 
retentate, 30, 31, 33 
5amp11n9, 32 

tar9et 
6acter1a, 88, 89 
ce115, 75, 78, 81, 83, 88, 89, 98, 221 
DNA, 120, 127, 184 
m01ecu1e5, 81 
5e4uence5, 143, 151 

7a4 p01ymera5e, 102, 112, 147, 154, 160 
temperature 9rad1ent 9e1 e1ectr0ph0re515 

(766E), 175-186 
7etrahymena pyr1f0rm15, 257 
tetra methy1-6-car60xy-rh0dam1ne, 232 
tetra2011um, 230 
7herm0d5u1f0t0macu1um m0611e, 82 
7herm0t09a mar1t1ma, 167 
7hermu5 a4uat1cu5, 147 
t0ta1 

ce11 RNA, 240, 243 
ce11 pr0te1n, 240, 243 
ce11 v1a61e c0unt, 49, 50, 63, 67, 

238, 241,289, 314 
t05y1 9r0up, 88 
trad1t10na1 cu1tura1 meth0d5, 1, 3, 11, 

83, 97, 251 
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tran5f0rmat10n, 163 
tran5m15510n e1ectr0n m1cr05c0py 

(7EM), 261 
tree 0f11fe, 140 
7r1ch0m0na5 va91na115, 259 
2,3f1-1r1-p-~1-2H-t~a2011um 

ch10r1de (•1N•17C), 224, 228--230, 233 
75ukamure11a, 231 
U 

u1tram1cr06acter1a, 9 
uncu1tured m1cr00r9an15m5, 155--157, 

222, 289 
urea 1n D66E, 175-186 
UV 

exc1ted dye5, 259, 261 
119ht, 5 
tran5111um1nat0r, 100, 152 

V 

va11n0myc1n, 247 
var1a61e re910n5 0f 165 rRNA 

9ene5, 184 
vect0r(5) 

f0r DNA116rar1e5, 128, 160 
p1a5m1d, 128 
••7,•• 154 

v1a61e 
6ut n0ncu1tura61e (V8NC), 2, 3, 5, 9 
ce11 c0unt, 4, 36, 43, 50, 63, 247, 

286, 299, 314 

v1a6111ty, 3, 5, 8, 67, 68 
a55e55ment 0f, 237-249, 255 
dye5, 245,255, 256 

V16r10 5pp., 6, 9, 190, 280 
f15cher1, 10, 11,188 
harvey1, 188 
vu1n1f1cu5, 5 

v1ru5e5,206, 293 

W 

water c01umn, 16, 18 
wh01e ce111n 51tu hy6r1d12at10n, 155, 157 

X 

Xanth0m0na5 
ax0n0p0d15, 85 
campe5tr15, 82 

X-9a1, 161,188, 189 
xy1E, 188, 190, 192-196 
xy1R, 191 
xy15, 191 

Y 

yea5t5, 4, 5, 36, 206 
ye110w f1u0re5cent pr0te1n (YFP), 188 
Yer51n1a 

enter0c0cc011t1ca, 85 
rucker11, 5 

Y0Y0-1, 64 
Y0Y0-PR0-1, 64 
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