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Preface

The increasing instances of product recalls globally, with the high-profile cases
of the Tanaka airbags in cars and Samsung Note 7 smartphones, signify the
importance and necessity of measures for Quality and Reliability in industries. This
is especially so in Asia as more and more manufacturing activities are taking place
in this part of the world, with a corresponding increase in research and development
initiatives.

It cannot be overemphasized that Quality and Reliability Management, which
focuses on organization, planning and behavioral matters, with an orientation
towards analytical tools as well as technical performance, is dynamic in nature as
customer demand and market conditions evolve. The teaching of past “Quality
Gurus” like Juran and Deming provides a bearing for business leaders and opera-
tions personnel, but as time passes, new thinking, techniques and analytical pro-
cedures will continue to develop to meet fresh needs and requirements as product
variety, complexity and application domains increase. Thus globalization, big data,
customization, sustainability, instant and wide communications—to name a few
major items—are realities which traditional mainstream methodologies of
Statistical Process Control and Reliability Testing, for example, have hardly
addressed. Indeed professionals everywhere are constantly faced with expected or
unexpected emerging needs and requirements. Thus there is an incessant stream of
new interests and issues faced by researchers and practitioners, making Quality and
Reliability studies such fascinating and important areas of endeavor within both
academia and industrial sectors worldwide.

This book is contributed by researchers and practitioners of Quality and
Reliability Management and Engineering in the recent past. The papers are based
on the authors’ presentations at the 2014 ANQ (Asian Quality Network) Congress
in Singapore; they have been selected based on their relevance to the practice of
Quality and Reliability, as well as the directions they have pointed out in the
profession’s development. The compilation is not meant to be a textbook on Quality
and Reliability, for which there are already many titles in the market, but is a
snapshot of areas within Quality and Reliability that are of current interest to
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professionals in this field, and also—as explicitly described in some of the papers—
society in general. The contents of this book would constitute a very useful sup-
plement to users of traditional textbooks on Quality and Reliability as there are
many actual cases and examples reflecting the latest applications in areas such as
services and the environment.

We would like to thank the ANQ Governing Board for its approval of and
support for the publication of this book, and in particular to Mr Kenneth Liang,
President of the Singapore Quality Institute (SQI), who had mobilized resources for
the publication’s successful preparation. We would also like to take this opportunity
to thank all those who have in one way or another contributed to the compilation
of the paper in this volume. In particular, we would like to mention Dr Ho Siong
Lin, Mr Teo Lip Hong, Mr Ellson Boey, Ms Sharon Tay and Mr Kitson Lee who
helped with the selection and editing of papers in Chapters 3, 4, 5, 7 and 8
respectively. Last but not least, we would like to thank Mr Too Meng Ken, SQI
publication chairman, and all the reviewers who have helped in ensuring the high
quality of the papers included in this book. Thanks are also extended to Mr. Vivek
Sagawan, Research Assistant of Professor Tan, who assisted in liaising with
Springer to ensure the accuracy of the contents of these papers.

Taoyuan, Taiwan Cher Ming Tan
Singapore, Singapore Thong Ngee Goh
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Quality Engineering Today

T.N. Goh

To many in the Quality profession, the terms Quality Management (QM) and
Quality Engineering (QE) tend to be used interchangeably, or at least there has been
little official attempt to distinguish them. As recent as 2014, ASQ (American
Society for Quality) http://asq.org/glossary/q.html (seen on April 29, 2014)
describes QE as “The analysis of a manufacturing system at all stages to maximize
the quality of the process itself and the products it produces.” (ASQ 2014). The fact
is, Quality today is not just about manufacturing (as quality of service has gained
considerable attention nowadays) and QE, unlike many traditional engineering
disciplines, cannot be effective without management elements—and that is why one
needs the wisdom of both Shewhart and Deming: is it a surprise that the P-D-C/S-A
cycle for quality improvement is attributed to both Shwehart and Deming, arguably
from the engineering and management perspectives, respectively?

While there is no commonly recognized definitive delineation of what QM is
meant to be and what QE precisely is, it may be said that the former touches more
on conceptual and behavioral matters as well as approaches to accomplishing
business objectives, and the latter the application of generic and usually rigorous
analytical tools comprising technically justifiable methodologies devoid of ide-
ologies or subjective judgments. It may be noted that the recent years has seen an
increased use of the term “engineering” with a connotation of planning and
endeavor—as in “social engineering.” Whatever the interpretation, the impetus for
research and application of good techniques continues unabated, and developing
economies of the world such as those in Asia, are where the growth of the Quality
field is particularly noticeable.

T.N. Goh (&)
National University of Singapore, Singapore, Singapore
e-mail: isegohtn@nus.edu.sg; tngoh2008@gmail.com

© Springer Nature Singapore Pte Ltd. 2017
C.M. Tan and T.N. Goh (eds.), Theory and Practice of Quality
and Reliability Engineering in Asia Industry,
DOI 10.1007/978-981-10-3290-5_1
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Generally, professional and academic conferences are the most common plat-
form for noteworthy quality techniques to be presented and discussed. Thus, this
volume contains selected papers from the 2014 Congress of the Asian Network for
Quality (ANQ) that serve to reflect a wide variety of approaches to quality
improvement. Readers, regardless of individual experience and maturity, would
catch a glimpse of some latest thoughts and applications in the Quality field. This
collection reflects yet another step, albeit coming mostly from Asia, in the ardent,
global journey toward quality excellence in all fields of human endeavor.

Author Biography

Goh Thong Ngee (吴桐毅), PE, is Academician of the International Academy for Quality (IAQ),
Fellow of the American Society for Quality (ASQ) and Honorary Member and Advisor of the
Singapore Quality Institute (SQI). He is a recipient of IEEE Engineering Management Society
“Educator of the Year” award in 2005, IAQ Masing Medal in 2006 (for the book “Six Sigma:
Advanced Tools for Black Belts and Master Black Belts”, Wiley UK), ASQ Statistics Division
William G Hunter award in 2007, Asia-Pacific Quality Organization Harrington-Ishikawa Medal
in 2010, and ASQ Eugene L Grant Medal in 2012.
The citation for Prof Goh’s ASQ Grant Medal reads: “For an outstanding career dedicated to the

education and research of concepts and techniques for quality excellence and performance
improvement; and for exceptional leadership in promoting the learning and application of effective
quality tools throughout the world.”
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Overview of Reliability Engineering

Cher Ming Tan

Abstract The evolution of reliability since the late 1940 till 2000s is described.
This evolution mainly came from United States, and the evolution is from system
level reliability and maintenance to components reliability through statistical
methods. Exponential distribution was used initially, and it was found not realistic
in the 60s. Physics of failure began in the 90s, and reliability evaluation was then
shifted from statistical methods to physics of failure. Since 2000, the hybrid phy-
sics–statistical approach evolve due to the need to combine both of them in order to
evaluate component and system reliability realistically. While reliability is evolving
and maturing in USA, the concept of reliability was introduced to Asia only in the
late 70s in the form of qualification as US manufacturers were shifting their pro-
duction to Asia, and they needed to qualify the factories in Asia. Unfortunately, the
growth of reliability methodology is very slow in Asia, and still many are using
exponential distribution to evaluate reliability. On the other hand, physics of failure
approach is growing fast in Asia, due probably to the need to troubleshoot failures
manufactured in Asia. This chapter helps the readers to have a border view of
reliability and the necessity for its evolution.

Keywords Historical evolution � Statistical approach � Physics of Failure
approach � Hybrid approach � Monte Carlo modeling � System reliability �
Eponential distribution

Before World War II (WWII), reliability as a word came to mean dependability or
repeatability. Such meaning still exists to many in Asia today. The modern use was
redefined by the U.S. military in the 1940s and evolved to the present. By the
1940s, reliability and reliability engineering still did not exist.

The current meaning connotes a number of additional attributes that span prod-
ucts, service applications, software packages or human activity. These attributes now

C.M. Tan (&)
Center for Reliability Science and Technologies,
Chang Gung University, Taoyuan, Taiwan
e-mail: cmtan@mail.cgu.edu.tw

© Springer Nature Singapore Pte Ltd. 2017
C.M. Tan and T.N. Goh (eds.), Theory and Practice of Quality
and Reliability Engineering in Asia Industry,
DOI 10.1007/978-981-10-3290-5_2
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pervade every aspect of our present day technologically intensive world. Let us
follow the journey of reliability engineering from the early days to present, where
most of the information described up to year 2000s are from References (McLinn
2010; Denson 1998; Azarkhail and Modarres 2012) unless otherwise referenced.

1 The Late 1940s

The demands of WWII introduced many new electronics products into US military.
At the onset of the war, it was discovered that over 50% of the airborne electronics
equipment in storage was unable to meet the requirements of the Air Core and
Navy. This was because the main electronic devices were still the vacuum tubes,
whether it was in radar systems or other electronics. These systems had proved
problematic and costly during the war. For shipboard equipment after the war, it
was estimated that half of the electronic equipment was down at any given time.
Vacuum tubes in sockets were a natural cause of system intermittent problems.
They could not afford to have half of their essential equipment non-functional all of
the time. The operational and logistics costs would become astronomical if this
situation was not soon rectified.

On the other hand, much of the reliability work during this period had to do with
testing new materials and fatigue of materials. M.A. Miner published the seminal
paper titled “Cumulative Damage in Fatigue” in 1945 in an ASME Journal.
B. Epstein published “Statistical Aspects of Fracture Problems” in the Journal of
Applied Physics in February 1948. These were obviously insufficient to meet the
reliability need on electronics, and IEEE formed the Reliability Society in 1948
with Richard Rollman as the first president. Z.W. Birnbaum founded the Laboratory
of Statistical Research at the University of Washington in the same year, and
through his long association with the Office of Naval Research, the lab served to
strengthen and expand the use of statistics in reliability.

2 The 1950s

A study group was initiated in 1950. This group was called the Advisory Group on
the Reliability of Electronic Equipment, AGREE for short. By 1952, an initial
report by this group recommended the following three items for the creation of
reliable systems:

1. There was a need to develop better components and more consistency from
suppliers.

2. The military should establish quality and reliability requirements for component
suppliers.
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3. Actual field data should be collected on components in order to establish the
root causes of problems.

In 1957, a final report was generated by the AGREE committee and it suggested
the following:

1. Most vacuum tube radio systems followed a bathtub-type curve.
2. It was easier to develop replaceable electronic modules to quickly restore a

failed system, and thus they emphasized modularity of design.
3. Recommend to run formal demonstration tests with statistical confidence for

products.
4. Recommend to run longer and harsher environmental tests that included tem-

perature extremes and vibration

The recommendations came to be known as AGREE testing and eventually
turned into Military Standard 781. Another item provided by the AGREE report
was the classic definition of reliability. The report stated that the definition is “the
probability of a product performing a specified function without failure under given
conditions for a specified period of time”.

In parallel, Rome Air Development Center (RADC) was established in Rome,
New York in 1951 to study reliability issues with the Air Force. In 1955, RADC
issued “Reliability Factors for Ground Electronic Equipment”. This was authored
by Joseph Naresky. This decade ended with RCA publishing information in
TR1100 on the failure rates of some military components. RADC picked this up
and it became the basis for Mil-Std Handbook 217 (MH-217) in 1962.

The applications of the probabilistic notions of reliability around this time were
widely represented by the exponential distribution. One of the main driving forces
for this popularity was the simplicity of the corresponding reliability functions.
Having limited computational resources, the early reliability practitioners were
evidently seeking a simple reliability model with a straightforward mathematical
representation. A combination of these factors made the exponential distribution the
dominant model in early reliability assessments. This simplicity accelerated many
improvements in traditional statistical and probabilistic approaches to measuring,
predicting and testing of item reliability in the 1950s. On the other hand, Wallodi
Weibull published his first paper for the ASME Journal of Applied Mechanics in
English. It was titled “A Statistical Distribution Function of Wide Applicability” in
1951 in view of the limitations of the exponential distribution that he understood.

Later on, Weibull produced “Statistical Evaluation of Data from Fatigue and
Creep Rupture Tests: Fundamental Concepts and General Methods” as a Wright Air
Development Center Report 59-400 for the US military in 1959. Birnbaum also
made significant contributions to probabilistic inequalities (i.e. Chebychev),
non-parametric statistics, reliability of complex systems, cumulative damage
models, competing risk, survival distributions and mortality rates during this dec-
ade. By 1956, ASQC was offering papers on reliability as part of their American
Quality Congress. The radio engineers, ASME, ASTM and the Journal of Applied
Statistics were contributing research papers. The IRE was already holding a

Overview of Reliability Engineering 5



conference and publishing proceedings titled “Transaction on Reliability and
Quality Control in Electronics”. This began in 1954 and continued until this con-
ference merged with an IEEE Reliability conference and became the Reliability and
Maintainability Symposium.

Another major report on “Predicting Reliability” in 1957 was that by Robert
Lusser of Redstone Arsenal, where he pointed out that 60% of the failures of one
Army missile system were due to components. He showed that current methods for
obtaining quality and reliability for electronic components were inadequate and that
something more was needed.

In 1955, a conference on electrical contacts and connectors was started,
emphasizing reliability physics and understanding failure mechanisms. Other
conferences began in the 1950s to focus on some of these important reliability
topics.

This decade ended with a lot of promise and activities. It was the advent of the
reliability engineering discipline, and several different methods were introduced to
achieve the goal of higher reliability. Two branches of reliability began to emerge.
One branch existed for investigation of failures and the other for predictions.

3 The 1960s

The demands of the military ranging from missiles to airplanes, helicopters and
submarine applications drove a variety of technologies. The study of the effects of
EMC on systems was initiated at RADC and this produced many developments in
the 1960s.

By now, the reliability discipline was working under the tenet that reliability was
a quantitative discipline that needed quantitative data sources to support its many
statistically based techniques, such as allocation and redundancy modelling.
Another branch of the reliability discipline focused on the physical processes by
which components were failing. The first symposium devoted to this topic was the
“Physics of Failure in Electronics” symposium sponsored by the RADC and IIT
Research Institute (IITRI) in 1962. Richard Nelson of RADC produced the docu-
ment “Quality and Reliability Assurance Procedures for Monolithic Microcircuits,”
which eventually became Mil-Std 883 and Mil-M 38510. This symposium later
became the “International Reliability Physics Symposium (IRPS)”. Unfortunately,
the electronic industry continued using the lot tolerance percentage defective
(LTPD) statistic to address failures of electronics. It was not until late 1980s that
PoF was revisited as a serious alternative.

In 1962, G.A. Dodson and B.T. Howard of Bell Labs published “High Stress
Aging to Failure of Semiconductor Devices” in the Proceedings of the 7th National
Symposium of Reliability and Quality Control. This paper justified the Arrhenius
model for semiconductors. Lots of other papers at this conference looked at other
components for improvement.

6 C.M. Tan



1962 was a key year with the first issue of MH-217 by the Navy. Once issued,
MH-217 quickly became the standard by which reliability predictions were per-
formed, and other sources of failure rates gradually disappeared. Part of the reason
for the demise of other sources was the fact that MH-217 was often a contractually
cited document and defence contractors did not have the option of using other
sources of data.

By the 1960s, the exponential distribution turned out to be not so practical for
many applications and sensitive to departure from the initial assumptions. The
application of this model for components with high reliability targets could result in
unrealistic mean-time-to-failure (MTTF). Further, this model basically ignored any
aging and degradation in the component and had no memory to keep track of the
damage being accumulated in the item.

After such disappointments, reliability practitioners made an attempt to capture
some of the physical characteristics of failure into their modelling by using other
available traditional distributions, such as the Weibull and lognormal distributions.
During this decade, a number of people began to use, and contribute to the growth
and development of, the Weibull function, the common use of the Weibull graph,
and the propagation of Weibull analysis methods and applications.

In 1969, Birnbaum and Saunders described a life distribution model that could
be derived from a physical fatigue process where crack growth causes failure.

Human reliability had now been recognized and studied, which resulted in a
paper by Swain on the techniques for human error rate prediction (THERP).

During the decade, a strong commitment of US Government to space explo-
ration resulted in the establishment of NASA, and this provided a driving force for
improved reliability of components and systems. The decade ended with a landing
on the moon showing how far reliability had progressed in only 10 years.

However, the two branches of reliability engineering seemed to be diverging by
the end of the decade, with the system engineers devoted to the tasks of specifying,
allocating, predicting, and demonstrating reliability, while the physics-of-failure
engineers and scientists were devoting their efforts to identifying and modelling the
physical causes of failure. Both branches were integral parts of the reliability
discipline.

4 The 1970s

In the early 1970s, the responsibility for preparing MH-217 was transferred to
RADC, who published revision B in 1974. However, other than the transition to
RADC, the 1970s maintained the status quo in reliability prediction. MH-217 was
updated to reflect the technology at that time, and there was a shift in the com-
plexity of the models being developed for MH-217.

In fact, there were several efforts to develop new innovative models for relia-
bility prediction. The results of these efforts were extremely complex models that
might have been technically sound, but were criticized by the user community as
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being too complex, too costly, and unrealistic. These models were never incorpo-
rated into MH-217.

The 1970s marked the birth of fault tree analysis, which was motivated by the
need for safety assessment in the aerospace industry and later for nuclear power
plants. Up to this point, most reliability engineering efforts were focused on reli-
ability of components and devices. Nevertheless, there was intense interest in
system-level safety, risk and reliability in different applications such as the gas, oil,
and chemical industries, and above all, in nuclear power applications. These
challenges were immensely appealing to reliability community in the 1970s.

The Navy Material Command brought in Willis Willoughby from NASA to help
improve military reliability across a variety of platforms. During the Apollo space
program, Willoughby had been responsible for making sure that the spacecraft
worked reliably all the way to the moon and back. In coming to the Navy, he was
determined to prevent unreliability. He insisted that all contracts contain specifi-
cations for reliability and maintainability instead of just performance requirements.
Willoughby’s efforts were successful because he attacked the basics and worked
upon a broad front.

5 The 1980s

The 1980s demonstrated progress in reliability across a number of fronts from
military to automotive and telecommunications to biomedical. This was because
televisions had become all semiconductor. Automobiles rapidly increased their use
of semiconductors with a variety of microcomputers under the hood and in the dash.
Large air conditioning systems developed electronic controllers, as had microwave
ovens and a variety of other appliances. Communications systems began to adopt
electronics to replace older mechanical switching systems. RADC published their
first Reliability Tool Kit.

While MH-217 was updated several times, other agencies were developing
reliability prediction models unique to their industries. As an example, the auto-
motive industry, under the auspices of the Society of Automotive Engineers
(SAE) Reliability Standards Committee, developed a set of models specific to
automotive electronics, SAE870050. The SAE committee believed that there were
no existing prediction methodologies that applied to the specific quality levels and
environments of automotive applications.

The Bellcore reliability prediction standard is another example of a specific
industry developing methodologies for their unique conditions and equipment. It
originally was developed by modifying MH-217 to reflect better the conditions of
interest to the telecommunication industry. It has since taken on its own identity
with models derived from telecommunication equipment and is now used widely
within that industry.

During this decade, the failure rate of many components dropped by a factor of
10. Software became important to the reliability of systems; this discipline rapidly
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advanced with work at RADC. Complex software-controlled repairable systems
began to use availability as a measure of success. Repairs on the fly or quick repairs
to keep a system operating would be acceptable.

The Very High Speed Integrated Circuit (VHSIC) program was the US
Government’s attempt to leverage from the technological advancements of the
commercial industry and at the same time produce circuits capable of meeting the
unique requirements of military applications. From the VHSIC program came
the Qualified Manufacturers List (QML)—a qualification methodology that quali-
fies an IC manufacturing line, unlike the traditional qualification of specific parts.
The US Government realized that it needed a QML-like process if it were to
leverage from the advancements in commercial technologies, and at the same time
have a timely and effective qualification scheme for military parts. At this point,
reliability concept was introduced to Asia as a form of qualification as some US
electronics manufacturers were moving some of their manufacturing sites to some
Asia countries such as Singapore and Taiwan since the 1970s.

As technology has advanced, the gate or transistor count became so high that it
could no longer effectively be used as the measure of complexity in a reliability
model. Furthermore, transistor or gate count data were often difficult or impossible
to obtain. Therefore, the model developed for VHSIC microcircuits needed another
measure of complexity on which to base the model. The best measures, and the
ones most highly statistically correlated to reliability are defect density and the die
area applicable to specific IC features, e.g., metalization and oxide. The failure rate
(for small cumulative fraction failure) is directly proportional to the product of the
area and defect density. Another factor that is also highly statistically correlated
with defect density and area is the yield of the die, or the fraction of die that is
functional upon manufacture.

However, the problem in using these factors in a model is that they are highly
sensitive parameters from a market competition viewpoint and therefore are rarely
released by the manufacturers, rendered inaccuracy of the models. The conflict
between the usability of a model and its accuracy has always been a difficult
compromise to address for model developers.

The traditional approach in developing a life model for such components was to
collect as much field failure data as possible to build a statistical model for the
component life. Because of the decreasing budget and resources, and also due to
faster trends in mass production, great emphasis was placed on capturing the
needed information with much less effort. As a result, design and assessment
methodologies that addressed the root causes of failure and other operating con-
ditions emerged as powerful cost saving techniques. The accelerated life modelling
approach was a direct outcome of this movement.

Accelerated life models took into account some of the operational conditions and
were a primary attempt by reliability practitioners to make the life models more
flexible. In the first step of this approach a stress agent, which could be an aggregate
effect of many physical and operational conditions, was introduced. In the next step
this agent was added to the statistical distribution of TTF to form a robust and
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general life model. Such models had more flexibility, yet needed much less relia-
bility (failure) data.

However, it is usually very complicated (if possible at all) to introduce one or
two stress agents to replace the aggregate effect of all influential factors in accel-
erated life testing approach. Many assumptions and simplifications need to be
made, which could unacceptably limit the relevance of the outcomes. Yet, this was
not the only challenge, since the accelerated life models, like all other
statistical-based approaches, needed data for validation, and data collection meant
time and resources that were decisively tight for most start-ups and fast-growing
businesses. In addition, there were no data available for a product in the design
stage or for a highly reliable product that was hard to break. In such cases, if the
modeller was lucky, reliability models could be constructed based on some generic
data from the history of similar products. This data could be updated later with
expert judgments or other soft data with statistical inference techniques. The
uncertainty bounds of such predictions depended upon direct failure data, if
available. Therefore, more dependable reliability techniques needed to be devel-
oped to address reliability challenges imposed by emerging mass manufacturing
technologies.

This latter challenge led to the growing application of Bayesian method in
probabilistic data analysis in the 1980s. Using this approach, engineers utilized data
available in generic handbooks and from expert opinions and any previous expe-
rience with similar products to make a probability density referred to as a prior
distribution. The Bayesian framework made it possible to update this prior
knowledge later and with just a few available data, an upgraded posterior state of
knowledge can be made. The applications of this approach, however, were origi-
nally limited to simple reliability models due to the mathematical complexity of
involved algorithms. The integrals necessary for normalization at Bayesian con-
ditional probability calculations can be very complex when dealing with
multi-parameter reliability models. This remained one of the two most important
constraining elements of this approach (the other was developing a proper likeli-
hood function representing reliability data) until recently, when advanced compu-
tational tools and techniques became available after revolutionary improvement in
the computational power of personal computers.

The 1980s also marked the development of initiatives for modelling depen-
dencies at the system level. Most of these efforts tackled the common cause failures
as frequent dependency problems in systems. The common cause failure (CCF),
which is the failure of more than one component due to a shared root cause, is
classified as a dependent failure. In the 1980s many implicit and explicit methods
were developed to incorporate common cause into the system failure analysis
(McLinn 2010). In early attempts to model CCF at the system level, a new inde-
pendent failure event with a specific probability was usually added to the system
model. The probability of this event was estimated using field data available on the
dependent failures of components.
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Contributions by William Meeker, Gerald Hahn, Richard Barlow and Frank
Proschan in developing their statistical models for wear, degradation and system
reliability made an impact on reliability in this decade and subsequent.

6 The 1990s

By the 1990s, the pace of IC development was picking up. New companies built
more specialized circuits. Wider use of stand-alone microcomputers was common
and the PC market helped keep IC densities following Moore’s Law and doubling
about every 18 months. It quickly became clear that high volume commercial
components often exceeded the quality and reliability of the small batch specially
screened military versions, and the move towards Commercial off the Shelf (COTS)
components gained momentum. Many of the military specifications became
obsolete and best commercial practices were often adopted. RADC updated their
Reliability Tool Kit for COTS applications in this decade.

With the end of the cold war, the military reliability changed quickly. MH-217
ended in 1991 at revision F2. New research developed failure rate models based
upon intrinsic defects that replaced some of the complexity-driven failure rates that
dominated from the 1960s through the 1980s.

RAC issued a six set Blueprint for Establishing Effective Reliability Programs in
1996. The internet showed that one single software model would not work across
the wide range of worldwide applications, which now includes wireless. Also,
network availability goals became “five 9 s or 5 min annually” to describe the
expected performance in telecommunication, raising the standard of reliability.
New approaches were required such as software mirroring, rolling upgrades, hot
swapping, self-healing and architecture changes.

With the spread of reliability requirements to commercial world, new reliability
training opportunities and books became available to the practitioners. ASQ made a
major update to its professional certification exam (i.e. certified reliability engineers
certification) to keep pace with the changes evident. ISO 9000 added reliability
measures as part of the design and development portion of the certification.

New technologies such as microelectromechanical systems (MEMS), hand-held
GPS, and hand-held devices that combined cell phones and computers all represent
challenges to maintain reliability. Product development time continued to shorten
through this decade and what had been done in three years was now done in
18 months. This meant reliability tools and tasks must be more closely tied to the
development process itself. Consumers have become more aware of reliability
failures and the cost to them.

In this decade, several vocal critics of MH-217 have complained about its utility
as an effective method for assessing reliability. While the faultfinders claim that it is
inaccurate and costly, there was no viable replacement in the public domain then.
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The premise of traditional methods, such as MH-217, is that the failure rate is
primarily determined by components comprising the system. This was a
not-unreasonable premise in the 1960s and 1970s when components had higher
failure rates, and when systems were less complex than they are today. Also,
MH-217 was originally created to support the weapon system acquisition process.
As such, it was required that a reliability estimate be available to system program
offices (SPO) at certain milestones in the DoD acquisition cycle.

In many cases, an estimate of reliability was required before the parts list was
even complete. Model developers have long known that many of the factors which
had a major influence on the reliability of the end product were not included in
MH-217, but under the constraints of handbook users, no better solution was
available.

Increased system complexity and component quality in the 1990s have resulted
in a shift of system failure causes away from components to more system-level
factors, including manufacturing, design, system requirements, interface, and
software. Table 1 shows the failure cause distribution of electronic systems as

Table 1 Failure-cause
distribution and definition for
electronic systems

• Parts (22%): Failure resulting from a part (e.g., microcircuit,
transistor, resistor, connector) failing to perform its intended
function

• No defect (20%): Perceived failures that cannot be
reproduced upon further testing. These may or may not be an
actual failure; however, they are removals and therefore count
towards the logistic replacement rate (which is often
incorrectly referred to as failure rate)

• Manufacturing (15%): Failures resulting from anomalies in
the manufacturing process, (e.g., faculty solder joints,
inadequate wire routing resulting in chafing, bent connector
pins)

• Induced (12%): Failures resulting from an externally applied
stress such as electrical overstress and maintenance induced
failures (e.g., dropping, bending pins)

• Design (9%): Failures resulting from an inadequate design
(e.g., tolerance stack-up, unanticipated logic conditions, a
non-robust design for given environmental stresses)

• Wearout (9%): Failures resulting from wearout-related
failure mechanisms (e.g., electrolytic capacitors, solder joints,
tubes (TWT), and switch and relay contacts)

• Software (9%): Failure of system to perform its intended
function due to the manifestation of a software fault

• System management (4%): Failures to interpret system
requirements, or failure to provide the resources required to
design and build a reliable system

The fraction for each failure cause is given in ( ), and listed from
most to least
Data are as of 2012
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collected by RAC. Historically, these factors have not been explicitly addressed in
prediction methods.

Therefore, a good model should reflects state-of-the-art technology, and it should
includes the assessment of processes used in the design and manufacture of the
system, including factors contributing to failure causes as follows:

• Parts
• Design
• Manufacturing
• System management
• Induced
• Wearout
• No defect found
• Software

The probability of failure is a complex interaction between the defect density,
defect severity, and stresses incurred in operation. Failure rates predicted using
empirical models are therefore typical failure rates and represent typical defect
rates, design, and use conditions.

Table 2 contains the predicted failure rate of the various empirical methodolo-
gies for a digital circuit board. The failure rates in this table were calculated for each
combination of environment, temperature and stress. These data show that there can
be important differences between the predicted failure rate values, depending on the
method used.

Differences are anticipated because each methodology is based on unique
assumptions and data. The RAC data in the last row of the table is based on
observed component failure rates in a ground benign application.

Table 2 Digital circuit board failure rates (failures per 106 part-hours)

Ground benign Ground fixed

Temperature (°C) 10 70 10 70

Stress (%) 10 50 10 50 10 50 10 50

ALCATEL 6.59 10.18 13.30 19.89 22.08 29.79 32.51 47.27

Bellcore Issue 4 5.72 7.09 31.64 35.43 8.56 10.63 47.46 53.14

Bellcore Issue 5 8.47 9.25 134.45 137.85 16.94 18.49 268.90 275.70

BrTelecom HDR4 6.72 6.72 6.72 6.72 9.84 9.84 9.84 9.84

BrTelecom HDR5 2.59 2.59 2.59 2.59 2.59 2.59 2.59 2.59

MH-217E Notice 1 10.92 20.20 94.37 111.36 36.38 56.04 128.98 165.91

MH-217F Notice 1 9.32 18.38 20.15 35.40 28.31 48.78 45.44 79.46

MH-217F Notice 2 6.41 9.83 18.31 26.76 24.74 40.15 73.63 119.21

RAC data 3.3

Br ) British
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Furthermore, the empirical models are usually developed from the analysis of
field data, which take time to collect. The faster the growth, the more difficult it is to
derive an accurate model.

As a result, the 1990s marked the rebirth and widespread development of the
PoF approach. While the roots of PoF methods can be found in fracture mechanics,
which by itself started through the work of Alan A. Griffith just after World War I
and was developed by George R. Irwin in the 1950s, and the PoF approach started
through a series of four symposia from 1962 to 1966, but the concept lost its drive
until the late 1980s. Enormous advancements in computational tools and faster
personal computers on one side and emerging, advanced testing technologies in
material science, on the other side, accelerated this trend. In this approach, facts
from root cause physical/chemical failure processes are used to prevent the failure
of the products by robust design and better manufacturing practices. Because of the
competitive environment in production of consumer products and limited budget
and resources, great emphasis was placed on capturing the needed information more
quickly and with less effort. As a result, design and assessment methodologies that
address the root causes of failure have emerged as powerful cost saving techniques.

In the early 1990s, the US Army and Air Force initiated two reliability physics
related programs. In 1992, the Army authorized the Electronic Equipment PoF
projects to promote a more scientific approach to reliability assessment of electronic
equipment.

The PoF approach to reliability utilized scientific knowledge of degradation
processes and the load profile applied to an item, its architecture, material properties
and environmental conditions to identify potential failure mechanisms that indi-
vidually or in combination lead to the item’s failure. The PoF models, once
developed and validated, would be used to estimate life expended and expected.
Use of PoF reduced the need for a substantial amount of life data to arrive at a
reliability model, since PoF employs the available well-developed knowledge about
the process of failure. Such knowledge models how and why the item fails and
reduces the need for large quantities of life data.

By the middle of the 1990s, criticism against the application of generic data in
general and MH-217, in particular, became increasingly intense, and the basic idea
of using failure rate data gathered in such databases was seriously questioned.
However, the critics who wanted to abandon the data provided in handbooks for
being irrelevant and useless in many applications had difficulties proving that the
PoF approach could do any better in reliability predictions. In fact, most of the PoF
models strongly depended on life or test data in one way or another. The question
was, if there is enough data available to evaluate a PoF-based model, why not use
the same data for statistical inference and take the traditional failure rate modelling
path again?

To help identify the manner in which reliability predictions are used by relia-
bility practitioners, a survey was issued at the end of the decade, and approximately
60 non-DoD companies responded. From these data, the 3 predominant purposes
for performing reliability assessments, in order of importance were reported as:
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1. Determining feasibility in achieving a reliability goal or requirement.
2. Aiding in achieving a reliable design, derating, component selection, environ-

mental precautions, input to FMEA and Fault Trees.
3. Predicting warranty costs and maintenance support requirements.

Survey respondents were also asked to identify the methodologies they use when
predictions are performed. MH-217 was reported to be by far the most universally
applied failure rate prediction methodology, although its updated ceased in 1991.

7 The 2000s

In view of the critics against MH-217 and the need to prove the usefulness of the
PoF approaches as mentioned earlier, the reliability community moved towards an
integrated use of both approaches. Where the PoF-based approach could save time
and money by addressing the root causes of failure and reduce the burden of
gathering a substantial amount of data, the traditional statistical failure rates could
be useful in probabilistic reliability predictions considering uncertainties involved.
However, the uncertainty bounds were often so wide as to make the result almost
worthless in decision-making processes. In order to better manage uncertainty and
make practical engineering decisions, two factors needed to be considered. The first
important element was indeed reliance on more data, for which accelerated life
testing, step-stress testing, expert judgment and many different resources were
exhausted. The second element, which was considered as important as the first, was
an appropriate computational framework that allows new data to be easily added to
the analysis. The classical maximum likelihood estimation (MLE) method intro-
duced by Fisher was one of the possible choices.

The MLE method used the likelihood function of the available data for the
model parameter estimation. This method provided no means to incorporate prior
knowledge available for the model parameters. This method would mathematically
collapse when no complete failure data was available. This was almost always the
case with new, highly reliable components and systems. The uncertainty bounds
provided by the local Fisher information matrix are not useful when dealing with
small sample sizes.

In contrast with MLE methods, the Bayesian approach provided many useful
features, including a powerful means to incorporate prior knowledge, dealing with
the whole distribution of the likelihood function, fair coverage of uncertainties, and
finally the possibility of using many different forms of data (exact, censored, fuzzy,
partially relevant and expert judgments). Nevertheless, one of the limiting factors of
the Bayesian inference methods in practical reliability analysis was the mathe-
matical complexity of the problem.

Multidimensional joint distributions are generally hard to deal with. Later in the
2000s, the numerical and computational advancements in Bayesian statistical
methods, such as Markov Chain Monte Carlo (MCMC) simulations and other

Overview of Reliability Engineering 15



sampling-based methodologies, combined with advancements in computational
tools and development of powerful programming platforms, made the Bayesian
inference techniques a common reliable practice.

Employing Bayesian analysis, reliability practitioners combined different types
of data, including simple failure rates from traditional handbooks, engineering
expert judgments, simulated results of sophisticated PoF models and direct test
results, in a hybrid platform. With availability of fast computing, hybrid method-
ology became widely available and practical. These techniques could rely on the
physical and, to a lesser extent, chemical phenomena that drive degradation and
failures. Along with small (accelerated) tests and field or expert judgment data, such
hybrid models became the source of industry-specific reliability data and analytical
models needed to assess the life and safety of highly reliable consumer products and
other complex engineering systems in the 2000s.

From the above description of the historical paths of reliability engineering, we
can see that the advancement of reliability engineering is driven from US military
and the weak reliability of electronics components. Over the decade, reliability
engineering has expanded to commercial world outside US and reliability of
electronic components are also getting much higher. Today the two primary pur-
poses for performing a quantitative reliability assessment of systems are two folds,
namely to

1. assess the capability of the parts and design to operate reliably in a given
application;

2. estimate the ‘number of field failures’ or the ‘probability of mission success’.

Fig. 1 History of methods developing in reliability engineering
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Purpose #1 does not require statistically based data or models, and
physics-of-failure approaches have merit.

Purpose #2, requires empirical data and models derived from those data; this is
because field component failures are predominantly caused by component and
manufacturing defects which can only be quantified through the statistical analysis
of empirical data.

For system acquisition, there is clearly a timeliness element. The prediction must
be available early enough to influence the design and/or selection of the design for
the system. Yet, the earlier the prediction is needed, the less detailed technical
information is available to support the prediction itself. Also, there is a cost/benefit

Fig. 2 Emerging PoF modelling approaches in reliability assesments
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tradeoff that must be considered. Usually, no one is willing to spend more money to
define accurately the system reliability than the system itself is worth, and few
people are interested in identifying the system reliability after they own it and it is
too late to influence its reliability. On the other hand, the emerging of the predictive
maintenance in the 2000s used the components’ reliability data to predict and
schedule future maintenance time is gaining acceptance. Examples of the predictive
maintenance can be found in (Tan and Raghavan 2007, 2008; Le and Tan 2013).

Figure 1 summarizes the history of methods in reliability engineering and Fig. 2
illustrates the gradual paradigm shift to applications of PoF modelling methods in
reliability assessment of components and systems in the last 50 years.

As shown in Fig. 2, the early reliability models, which were originally devel-
oped to address the probability of the occurrence of a failure event, gradually
became more complicated to address the real cause of failure. This important
change was first realized through statistical representation of the TTF. Applications
of other distributions were made by reliability engineers to at least consider some of
the real-life characteristics by introducing variable hazard rate models.

The next step was the accelerated life modelling approach, in which the
aggregate effect of operational conditions (or stress) was added to the life model to
be used as a link between the failure data available in different operational con-
ditions. To introduce a stress agent for an accelerated life model, a complete
understanding of the progressing failure mechanisms was needed. The acquisition
of this type of knowledge, alongside advancements in materials testing, helped the
development of an inclusive library of deterministic PoF models that was later used
as a basis for the Monte Carlo-based simulations in probabilistic PoF modelling
approaches in the 1990s. A comprehensive description of the progression and status
of PoF modelling for integrated circuit interconnections can be found in (Tan
2010).

Those with the view that the deterministic PoF would be sufficient to address
reliability and could be used to assure that no failure would occur during the
expected life of the item soon realized that there were many uncertainties associated
with the PoF models. This forced further testing and data collection and accounting
of the associated uncertainties. Generally speaking, the uncertainty of TTF in real
data is wider than that predicted by the PoF model. To address this issue, reliability
engineers are currently utilizing hybrid approaches within a Bayesian data assess-
ment framework, meaning that a prior TTF distribution is first developed utilizing
the PoF model/s; this prior is updated later, using appropriate field or test data to
make the final posterior TTF distribution.

The PoF models are deterministic by nature, since they are usually predicting the
basic behaviour of the materials in a controlled condition. These models therefore
need a separate stochastic process, such as Monte Carlo simulation, to generate the
statistical-based probability measures of reliability. Limited computational resour-
ces were the other restrictive factor for the further development of PoF modelling
approach into the system-level in early stages. However, this constraint was
overcome by the overwhelming advancements in personal computers and their truly
inexpensive computational power, related operating systems and computational
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tools. Today, the hybrid physics–statistics approach is the most popular approach
for assessing the reliability of components and subsystems. This is mainly because
the Bayesian inference data analysis platform allows integration of many different
independent sources of knowledge into the reliability assessment. The restrictions
in the available system level reliability methods, however, still remain as the main
barrier limiting the versatility of the PoF models.

8 Present Status

Since the middle of 2000s, the consumer culture has been dramatically altered from
the past few decades. Today, most consumers anticipate shorter product lives, but
expect higher dependability of their products. The product is discarded not because
it is no longer functional, but rather because it is simply obsolete or because more
affordable, newer versions with extra features are available. Consumer tolerance of
defective products has also dramatically decreased. Only two decades ago it could
take years before consumer reviews could sufficiently damage a product’s reputa-
tion in the market. Today, however, it can be a matter of only a few days before
customer reviews in Internet forums that can isolate a brand name and may lead to
financial misfortune for the company. A combination of these factors, plus
ever-increasing demand for better after-sale services, has created a very competitive
environment and has left a tiny allowable margin for error and negligence.

Today, reliability engineers are asked to develop reliability assessment platforms
that are capable of integrating diverse sources of knowledge, from simple field
returns to the results of the most sophisticated physics-of-failure and finite-element
stress analyses of the component.

From the safety regulation perspective, the diversity of design and alternative
safety features, the cost saving requisite of the projects, and environmental concerns
have all forced experts to abandon traditional conservative views and adopt new,
promising, risk-informed, risk-based and/or performance-based decision-making
approaches. This was mostly because even the conservative approaches to design,
manufacturing, and operation could not eliminate the possibility of accidents. The
risk assessment techniques that were originally developed to support conservatism
in design, construction, manufacturing, and operation were increasingly used to
develop comprehensive probabilistic risk assessment models to support critical
decisions about the alternatives.

Traditional reliability methods and concepts should be revised in order to
address the fast-growing demand for highly reliable and quickly evolving engi-
neering systems, structures, and components. Traditional reliability assessment
techniques have long been criticized for their shortfalls. The popular constant
hazard rate failure model is not practical in many applications and is sensitive to
departure from the initial assumptions and has also been obsoleted.
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Technologies are evolving at a pace much faster than the time needed to generate
enough field data or to perform a large amount of reliability tests economically.
This poses challenges to reliability prediction and assessment.

While reliability engineering has been advancing significantly in the US over the
decades, its progress in Asia is unfortunately lagging behind. In this last part of the
Chapter, let me share my personal experiences in my industrial involvement in
reliability activities, as reliability engineer in the 1980s and later as industrial
consultant and trainer on reliability engineering in Singapore and Taiwan. Although
it is not exhaustive, it is typical in Asia.

9 Reliability Engineering in Asia

Many US electronics companies set up their manufacturing plants in Taiwan and
Singapore in the late 1970s. Following their practices to ensure reliability, all these
manufacturing plants in Asia had to go through qualification before they were
allowed to mass produced. However, design and development were not transferred
over to Asia, and thus the reliability activities that these manufacturers seen were
Reliability qualification and periodic reliability monitoring.

With the introduction of the concept of QML in the 1980s as mentioned earlier,
the suppliers in Singapore and Taiwan were also needed to be qualified, and hence
reliability qualification concept was extended to other manufacturers in Asia.
As qualification tests are designed with no failure, and the computation of the
product reliability was based on exponential distribution in the 1980s, the reliability
knowledge for the engineers then were limited to zero failure represents good
reliability and the formulae for reliability computation were those derived based on
exponential distribution.

As reliability training is seriously lacking in Asia, and the trainers are mostly
from industrial where they were involved in reliability in the early days, the reli-
ability knowledge that passed down to the new engineers are again limited to the
case of zero failure and exponential distribution, even up to 2000s. This is also
partly due to the fact that present days reliability engineering has been evolved to
become mathematically intensive, and engineers in industrial tend to avoid math-
ematics in Asia. Hence, many are still stick to MH-217 for reliability
evaluation/prediction, without knowing that MH-217 has no longer been updated
after 1990s. In fact, in some cases, companies are using the quality concept such as
LTPD and Mil-Std 105 to evaluate product reliability. In a book chapter written by
me, I listed 10 misconceptions in reliability that are found to be common in Asia,
they are (Tan 2009):

1. High MTTF represents good reliability
2. Zero failure is better than having failures in reliability test.
3. Exponential distribution is all that I need for the analysis of test data
4. All test data are valid
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5. There is only one failure mechanism in the failure data
6. Select the right suppliers through accelerated stress test.
7. To save time in reliability, simply increase the stress level.
8. Mil-Std handbook provides the basis for calculation

On the other hand, with the advancement in technology in Asia in the late 1990s,
and the fact that manufacturers in Asia need to troubleshoot their low yield and
customer field returns as part of their responsibilities, the knowledge of physics of
failure is improving, and thus the reliability branch on PoF is progressing well in
Asia.

With the evidence of good technical competency in Asia countries, such as
Singapore and Taiwan, US companies are also shifting their R&D activities to these
countries for cost reduction as well as to have their development activities close to
their manufacturing sites and markets in Asia. This shift of R&D to Asia surface out
the inadequate reliability knowledge needed for R&D activities.

On the other hand, universities in Asia are performing research in reliability
engineering, both in the PoF as well as statistical approaches. Figure 3 shows the
trend of Journal and conference papers on reliability engineering from Singapore
and Taiwan since 1990. The research works done in universities are generally so
much more advanced that engineers from industrials are either not able to under-
stand the works or to apply the works in their workplaces. The gap in the reliability
engineering knowledge between academic and industrial is large in Asia, and at the
same time, reliability engineering training is scare even till now. There is no spe-
cialization on reliability engineering in almost all the universities in Asia.
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Fig. 3 Number of reliability related papers contributed from Singapore and Taiwan over the
various decades. The y-axis represents the number of papers, and the actual number of papers are
on top of the bars. The x-axis represents the various decades
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To meet the need on reliability engineering evaluations for industry as more
R&D activities are moving to Asia, various non-academic institutions in Asia are
offering basic reliability training, where again the use of MH-217 and exponential
distribution for reliability computation are taught. Some national institutes are
offering certified reliability engineers program in order to meet the need. However,
from the feedback of the trained engineers, they are not able to put what they have
learnt into practice as their managements still holding the early concept of zero
failure imply good reliability and the use of closed form formulae derived based on
exponential distribution of time to failure for estimation of their product reliability.
Management in Asia also tends to be put cost far above product reliability. On the
other hand, as reliability is not being designed in the product and process during the
R&D activities, products designed and manufactured in Asia tends to have poorer
reliability as people feel generally. Of course, many exceptions are present in Asia
also.

Due to the increasing need for reliability, reliability testing activities are getting
popular. However, most of the testing laboratories simply perform the reliability
tests according to the instruction from the clients or international standards, and no
analysis of the failure and data are being done due to the complexity natures of the
needed analyses.

While the industrial is still struggle with the basic reliability engineering in Asia,
the complexities of current products and technologies present need new challenges
in reliability engineering that require more research in it.

In summary, there is a need for the senior management in Asia to have a
paradigm shift in their understanding of reliability, and I am seeing a promising
change as I delivered several talks for industrial in several countries in Asia.
Specialization in reliability engineering should also be provided in universities, and
if not, by private institutions. But this is possible only if there are good markets for
the trainees, and this again depends on the senior management. Unlike in US where
an engineer can be a reliability engineer provided he or she has passed his or her
certified reliability engineer program, this is not practice in Asia. Industrial should
work with Universities to address the need for reliability knowledge for their
engineers and to address the challenges in their product and process reliability.
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Part I
Applications of Statistics in Industry

Dr. Siong Lin Ho, Ngee Polytechnic, Singapore
In today’s business world and industry, Statistics play an important role in

design, research & development, and also for monitoring, controlling, and
improving the performance of products and processes. Over the past decades, as a
result of advances in computer technology and statistical methodology—coupled
with the propagation and advocates of quality improvement initiatives such as Six
Sigma—the use and relevance of statistical tools and techniques are now more
widespread in a myriad of industries, as compared to the early applications that
focused primarily on manufacturing processes and quality control.

The papers presented at the ANQ2014 Congress provided useful insights and
further demonstrated the use of statistical methods in a wide spectrum of applica-
tions—with techniques spanning from Statistical Process Control (SPC), Design of
Experiments (DOE), nonparametric statistics, ANOVA, multivariate analysis,
regression, Taguchi methods, chi-square goodness of fit test, to management sci-
ence methods such as linear programming, decision tree, etc. Some interesting
findings and key highlights of selected papers are summarised as follows:

SPC charts are important tools for monitoring process stability in manufacturing
and service industries. In Uk Jung’s paper titled “Nonparametric Wavelet-based
Multivariate Control Chart for Rotating Machinery Condition Monitoring,” he
describes a new feature extraction technique that overcomes the high dimension-
ality problem of implementing multivariate SPC when the quality characteristic is a
vibration signal from bearing system. Numerical simulation of a bearing system and
the Average Run-Length (ARL) performance evaluation of the multiscale wavelet
scalogram-based bootstrap control chart demonstrated that the proposed method has
satisfactory fault-discriminating ability without any distributional assumptions.

An interesting application of multivariate process control is found in Lee and
Cheng’s paper titled “Identifying the Source of Variance Shifts in Multivariate
Statistical Process Control using Ensemble Classifiers.” The authors proposed a
useful diagnostic aid in monitoring shifts in process dispersion. Out-of-control



signals in multivariate control charts may be caused by one or more variables. In
quality control, in addition to quick detection of process change, it is also critical to
diagnose the change and identify which variable(s) has changed after an
out-of-control signal occurred. Using a decision tree (DT)-based ensemble classifier
in diagnosing out-of-control signal, simulation results found that the proposed
model is successful in identifying the source of variance change.

Computer experiments usually treat large number of factors with wide range of
levels. Consequently, there is a need to explore the large region spanned by large
number of factors. The paper by Shu Yamada on “Design Criteria for Exploring
Feasible Region of Factors in Multi-Dimensional Space” discusses the application
of DOE and strategies for exploring the feasible region of factors in computer
simulations. An example of flight simulator on the design and analysis of glider’s
performance is illustrated.
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Identifying the Source of Variance Shifts
in Multivariate Statistical Process Control
Using Ensemble Classifiers

Chuen-Sheng Cheng and Hung-Ting Lee

Abstract Statistical process control charts are important tools for monitoring
process stability in manufacturing and service industries. Using multivariate control
charts to monitor two or more related quality characteristic has become increasingly
popular in today’s environment. Out-of-control signals in multivariate control
charts may be caused by one or more variables or a set of variables. In the practice
of quality control, in addition to the quick detection of process change, it is also
critical to diagnose the change and identify which variable(s) has changed after an
out-of-control signal occurred. In this paper, we propose a decision tree (DT)-based
ensemble classifier to approach the problem of diagnosing out-of-control signal.
The focus of this paper is on the variance shifts of a multivariate process.
Simulation studies indicate that the proposed ensemble classification model is a
successful method in identifying the source of variance change. A comparative
study also reveals that DT using extracted features as input vector has slightly better
classification performance than using raw data as input. The proposed method could
be a useful diagnostic aid in monitoring shifts in process dispersion.

Keywords Multivariate control chart � Variance shift � Ensemble classifications �
Decision tree

1 Introduction

Statistical process control charts have been widely used to control various industrial
processes. In many industrial applications, the quality of a product or process can be
attributed to several correlated variables. In this situation, a multivariate chart is
needed to determine whether the process is in control. Many types of multivariate
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control charts have been proposed to monitor process shifts in the mean or in the
process dispersion. The Hotelling T2 control chart is commonly used to monitor the
shifts in the mean of a multivariate process. Detecting shifts in the process vari-
ability is also of great importance in process control. In multivariate process control,
process variability is characterized by the p� p covariance matrix R, where p is the
number of variables. The main diagonal elements of this matrix are the variances of
the individual variables and the off-diagonal elements are the covariances. For
detecting changes in the covariance matrix, a widely used approach is the gener-
alized variance, jSj, control chart (Alt 1985). What follows is a brief introduction of
this control chart, for further details the reader is referred to Montgomery (2013).
Consider a multivariate process with p correlated quality characteristics of interest.
It is also assumed that the quality distribution of the p quality characteristics is the
p�variate, normal distribution with the in-control mean vector l0, and covariance
matrix R0. The control limits of the control chart for jSj can be expressed as
UCL ¼ R0j j b1 þ 3

ffiffiffiffiffi
b2

p� �
, CL ¼ b1jR0j, LCL ¼ jR0j b1 � 3

ffiffiffiffiffi
b2

p� �
, where the

coefficients b1 and b2 are given by

b1 ¼ 1
ðn� 1Þp

Yp

i¼1

ðn� iÞ ð1Þ

b2 ¼ 1

ðn� 1Þ2p
Yp

i¼1

ðn� iÞ
Yp

j¼1

ðn� jþ 2Þ �
Yp

j¼1

ðn� jÞ
" #

ð2Þ

The lower control limit is replaced with zero if the calculated value is negative.
Usually R0 is unknown, and it can be derived by a sample covariance matrix S,
based on a set of historical samples. In this situation, one would replace jR0j by an
unbiased estimator jSj=b1, where jSj is the determinant of the in-control covariance
matrix. The chart statistic is jSij, where Si is the sample covariance matrix for
sample i. The process variability is monitored by plotting jSij on the chart. If a value
of jSij exceeds the UCL or LCL, then the process variability is considered to be out
of control indicating that there has been a change in R. Surtihadi et al. (2004)
considered various possible patterns of shifts in the covariance matrix and devel-
oped control chart to detect these process change. Costa and Machado (2009)
proposed a control chart for detecting shifts in the covariance matrix of multivariate
process. Machado et al. (2009) proposed a new statistic to control the covariance
matrix of bivariate process. When an out-of-control event is identified as a signal in
a control chart, a diagnostic procedure is needed for locating the specific variables
that are the cause of the problem. Although control charts are efficient in detecting
shift in the variance, they do not reveal which variable (or combination of variables)
caused the signal. Due to this reason, identifying the responsible variable for the
out-of-control process has become one of the most important topics in the field of
multivariate process control. For monitoring process mean shift, the most effective
method that addresses this problem is a decomposition of the control statistic
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(Runger et al. 1996). However, it is evident from the literature that little work has
been directed toward the identification of the source of process variability.

Various soft computing techniques have recently been proposed to identify the
responsible variables when the process is considered to be out of control (Low et al.
2003; Aparisi et al. 2006; Guh 2007). To identify the source of variance shift,
Cheng and Cheng (2008) considered two classifiers based on artificial neural net-
works (ANN) and support vector machine (SVM) to interpret the signals issued by
a generalized variance chart. Cheng et al. (2011) proposed a model based on a least
squares support vector machine (LS-SVM) to diagnose abnormalities in the
bivariate processes of a covariance matrix.

Lately, ensemble classification techniques have received much attention and
have demonstrated promising capabilities in improving classification accuracy over
single classifier (Hansen and Salamon 1990; Kim and Kang 2010; Yu et al. 2010).
The ensemble techniques have been used in the area of multivariate process control
to identify the source(s) of out-of-control signals. Recent examples are reported in
the literature (Alfaro et al. 2009; Yu and Xi 2009a, b; Yu et al. 2009; Cheng and
Lee 2014).

In this paper, we propose using the decision tree (DT) ensemble as a diagnostic
aid to determine which variable(s) in the process that has changed after the chart
triggered a signal. The present work considers the identification of the source(s) of
the variance shifts. The proposed system includes a variance shift detector and a
classifier. The traditional jSj chart is employed as a variance shift detector. An
ensemble learning approach is used to construct the classifier. The ensemble
classifier includes a number of DT-based models. The proposed system is depicted
in Fig. 1. The ensemble classifier, which determines the responsible variable(s) for
the variance shift, starts after the jSj chart sends out an out-of-control signal. This
study attempts to extend previous research in several directions. First, ensemble
model is created by considering the statistical properties of dataset. Second, a set of
features is proposed to further improve the classification accuracy.

We will illustrate the proposed approach using simulated multivariate data. This
paper demonstrates that the DT ensemble can improve the classification accuracy
greatly than using a single DT. The rest of this paper is organized as follows. In
Sect. 2, we briefly describe the fundamental theory of DT. This section also pro-
vides the basic concept of ensemble-based classification model. Section 3 presents
the details of building the proposed ensemble classifier. Next, experimental results
are given in Sect. 4. Finally, in Sect. 5, we summary the main conclusions from this
study and provide some directions for future research.

Monitor
process data 
( |S|  chart)

Is the process 
out-of-control ?

Decision
tree

ensembleyes

no

Extact
features

The source 
of variation

Collect
multivariate
process data

Fig. 1 The proposed diagnosis system
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2 Theoretical Background

2.1 Decision Tree

Decision tree (DT) is a non-parametric supervised learning method used for clas-
sification and regression. It is composed of root, internal, and leaf nodes. DTs have
attracted wide popularity due to their efficiency and simplicity in solving a wide
range of problems in various fields.

There are several algorithms available to construct a DT. The research described
in this paper considers the CART (Classification and Regression Trees) algorithm
developed by Breiman et al. (1984). The goal of CART is to explain the variation of
a single response (dependent) variable using a set of explanatory (independent)
variables, via a binary partitioning procedure. Both the response and the explana-
tory variables can be either categorical or numerical. Depending on the data type of
response variable, CART can create either classification tree or regression tree.
A classification tree is produced when the response variable is categorical while a
regression tree is obtained for a numerical response variable. This paper focuses on
using CART to build a classification model.

The model building process of CART involves three basic steps (Breiman et al.
1984). In the first step a tree is built using a recursive partitioning technique to select
variables and split points based on a splitting criterion (or splitting function). Several
criteria are available for determining the splits, including gini, and towing. For a more
detailed description of the mentioned criteria one can refer to Breiman et al. (1984).

Once a large tree is identified, the second step of the CART algorithm uses a
pruning method that incorporates a minimal cost complexity measure. The pruning
procedure converts a large tree into a less complex tree making it easier to
understand. Properly pruned tree will result in a faster implementation and avoid
over-fitting. The last step of the methodology is to select the optimal tree. The
selection is usually based on the evaluation of cross-validation error.

2.2 Ensemble-Based Classification Model

Ensemble learning is the process of creating multiple models and combining the
results of individual models in order to solve a particular problem. This section
focuses on classification-related applications of ensemble learning. An ensemble
classification model is defined as a set of basic classifiers whose individual out-
comes are combined (or fused) in some manner to form a final decision. It has been
shown that ensemble classification models outperform single classification models,
whose performance is limited by the imperfection of feature extraction, learning
algorithms, and the inadequacy of training data (Hansen and Salamon 1990).

In general, an effective ensemble-based model consisting of diverse models with
much disagreement is more likely to obtain a good generalization performance.
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In other words, the ensemble members in the ensemble model must possess dif-
ferent classification properties. Therefore, how to generate the diverse models is a
crucial factor for constructing an effective ensemble classification system. There are
various methods suggested for the creation of an ensemble of classifiers (Dietterich
1997). Strategies that can be used to create an ensemble of classifiers include
(1) using different subsets of training data with a single learning algorithm;
(2) using different training parameters with a single learning algorithm; and
(3) using various types of learning algorithms. The above methods are usually
referred to as diversity strategies.

Using data diversity to produce ensemble classifier relies on varying the data in
some way. Commonly used methods of varying the data include different sampling
methods, use of different data sources, use of different preprocessing methods,
distortion, and adaptive resampling (Kotsiantis and Pintelas 2004). Among them,
we put focus on the method of using different training data subsets. We consider the
most popular methods such as bagging (Breiman 1996) and boosting (Freund
1995). They are briefly described below.

Bagging (stands for bootstrap aggregating) is used to create and combine mul-
tiple classifiers. Diversity of classifiers in bagging is obtained using bootstrapped
replicas of the training data. The bootstrap data is created by resampling samples
randomly with replacement from the original training set. Each classifier is created
by training on corresponding bootstrap replicate. Individual classifiers could be
trained in parallel and combined by taking a simple majority vote of their decisions.
The class chosen by most number of classifiers is the final decision.

Boosting constructs an ensemble classifier by iteratively training classifiers.
Boosting algorithm assigns weights to the training samples, and these weight values
are changed depending on how well the sample is learned by the classifier.
Typically, the weights for misclassified samples are increased. Thus boosting
attempts to produce new classifiers that are better able to classify samples for which
the current ensemble’s performance is poor. Boosting combines classifications of
ensemble of classifiers with weighted majority voting by giving more weights on
more accurate classifications. The most common implementation of boosting is the
AdaBoost algorithm (Freund and Schapire 1997).

The following section describes an ensemble classification model using different
subsets of training data with a single training method.

3 Proposed Decision Tree-Based Ensemble
Classification Model

The section describes the proposed ensemble classification model using different
subsets of training data within a single training method. First, we describe the
construction of a single classifier, including the training dataset, input vector, and
model training. Next, we present the development of ensemble classifiers.
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3.1 Building Single DT-Based Classification Model

3.1.1 Generation of Training Data Set

Preparing an appropriate training dataset is a critical step in constructing an
effective classifier. Due to extensive demands for training data, Monte Carlo sim-
ulation is the often-recommended method to generate training data. A p-dimen-
sional multivariate normal process was simulated by generating pseudo-random
variates from a multivariate normal distribution whose mean was l and whose
covariance matrix was R. By manipulating the value of covariance matrix R, an
in-control or an out-of-control process can then be simulated. This paper considers
the case of increasing in process dispersion, which corresponds to deterioration of
process or product quality. We consider the patterns of shifts in the covariance
matrix described in Surtihadi et al. (2004). Using the notation of Surtihadi et al.
(2004), a description of the matrices follows.

Let R0 denote the known in-control covariance matrix. For simplicity, it is
assumed that the covariance matrix R0 is known. In practice it will be necessary to
collect sufficient data over a substantial amount of time when the process is in
control to estimate R0:

R0 ¼

r11 r12 � � � r1p
r12 r22 � � � r2p
..
. ..

. . .
. ..

.

r1p r2p � � � rpp

2
6664

3
7775 ð3Þ

The entry rij (i 6¼ j) is the covariance between variables i and j, when i ¼ j the
diagonal entries of the covariance matrix are equal to the variances of the individual
variables. When abnormal disturbance affects the process variance, the in-control
covariance matrix R0 is changed to R1. The following change schemes are con-
sidered. If the monitored process involves a change in one variable, then the
out-of-control covariance matrix R1 is written as follows:

R1 ¼
h2r11 hr12 � � � hr1p
hr12 r22 � � � r2p
..
. ..

. . .
. ..

.

hr1p r2p � � � rpp

2
6664

3
7775 ð4Þ

When the dispersions of all variables change simultaneously, each element of the
covariance matrix gets multiplied by an unknown constant h. The out-of-control
covariance matrix R1 can be expressed as
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R1 ¼

hr11 hr12 � � � hr1p
hr12 hr22 � � � hr2p
..
. ..

. . .
. ..

.

hr1p hr2p � � � hrpp

2
6664

3
7775 ¼ hR0 ð5Þ

The above change patterns were considered in the work of Cheng and Cheng
(2008). The present work considers the identification of the source(s) of the vari-
ance shifts after the control chart issues an out-of-control signal. Due to this reason,
each selected sample data must exceed the UCL of the jSj chart. This study con-
sidered the case that process dispersion increases. Shifts were investigated for
inflation factor h from 1.5 to 5.0 in steps of 0.25. In this study, the simulation was
implemented using MATLAB. For convenience, all variables were scaled such that
each process variable has mean zero and variance one. With this approach, the
covariance matrix is in correlation form; that is, the main diagonal elements are all
one and the off-diagonal elements are the pairwise correlation (q) between the
process variables. Here we assume that the process mean vector remains constant as
the process dispersion shifts. The current study considers the case of
equi-correlation (pairs of variables are equi-correlated). The values of q were from
0.1 to 0.9 in steps of 0.2. It will also be assumed that the value of q is stable with
respect to shifts in the process dispersion. Table 1 summarizes the shift patterns
considered for each q.

3.1.2 Selection of Input Vector

Determining the input feature vector to the classifier is an important task in building
a classification model. In the present research, there are many different elements that
could be used to construct an appropriate feature vector. The first feature vector
(henceforth vector-I) consists of sample data observed in the kth sample with
jSkj[UCL. An alternative is to use computed sample statistics as the input
components (hereafter called vector-II). The feature vector can be written as
ðS1k; S2k; . . .; Sjk; �X1k; �X2k; . . .; �Xjk;D1k;D2k; . . .;DlkÞ, where Sjk is the standard

Table 1 Shift patterns Variable Shift type Class label

p ¼ 2 The 1st variable shifts 1

The 2nd variable shifts 2

All variables shift 3

p ¼ 3 The 1st variable shifts 1

The 2nd variable shifts 2

The 3rd variable shifts 3

All variables shift 4
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deviation on the jth variable in the kth sample, �Xjk is the sample mean of the jth
variable, and Dlk is the Mahalanobis distance obtained from the kth sample data,
with subscript l being the index of class l. In the present research, Mahalanobis
distance measures the distance between an observation and a given class (shift
type). Obviously, this feature vector provides a compact and efficient representation
of the input vector. A similar feature vector was proposed by Cheng and Lee
(2014). Later in this paper, we will compare the performance of these two
alternatives.

3.1.3 Building Tree Models

The tree models were built using MATLAB classregtree procedure. The class label
was used as the response variable and input features described in Sect. 3.1.1 as
explanatory variables. The “splitcriterion” was set to be Gini’s diversity index.

3.2 Proposed DT Ensemble Model

This section presents the specific design details of the ensemble model. Building
ensemble classifier involves two parts: generation of classifiers and design of
ensemble strategy. In this study, using different training datasets is selected as the
diversity strategy to create ensemble members. This approach is referred to as data
diversity. Under this approach, multiple classifiers are trained using different
training subsets. This is in contrast to traditional approaches which try to train a
classifier using a single training set (Aparisi et al. 2006; Cheng and Cheng 2008). In
previous studies, samples corresponding to various magnitudes of process changes
must be considered simultaneously in a single training set. In other words, the
training set involves a multiple-shift distribution. This approach complicates the
training process.

If the dataset could be functionally or structurally divisible into different training
subsets then different subsets will be a feasible approach to create data diversity. In
this paper, we propose using the shift size for preparing different training data
subsets. We create multiple classifiers, each of which is trained using the same
learning algorithm (DT) with a training set corresponding to a particular shift size,
h. Using this setting, the number of classifiers of the ensemble model (i.e., ensemble
size) is equal to 15.

After training, each classifier has generated its own result. The next step is to
combine these classifiers into an aggregated classifier using an ensemble strategy.
In the present study, a majority voting-based ensemble strategy is adopted due to its
ease of implementation. The decision of the ensemble classifier is obtained from the
decision results of DTs via a majority voting-based ensemble strategy. Figure 2
illustrates the implementation of the DT ensemble.
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4 Results and Discussion

This section presents the comparisons of classification accuracy (%) of various
classifiers, including single DT, bagging, AdaBoost, and the proposed DT
ensemble. To demonstrate the power of the ensemble classifier and the benefits of
proposed features, we used single DT method and vector-I as a baseline. The test
data were generated in same way as training data. Shifts were investigated for h
from 1.5 to 5.0 in steps of 0.25. The sample size considered in this study is n ¼ 5.
Bagging and AdaBoost ensemble models were created using “fit ensemble” func-
tion of MATLAB. For bagging ensemble model, the input argument “NLearn” was
set to be 15. This setting was made so as to have a fair comparison between bagging
and the proposed DT ensemble. For AdaBoost ensemble classifier, the input
argument “Method” was set to be “AdaBoostM2.” Various values of “NLearn”
ranging from 1 to 100 were tried. Only the best result was reported.

In each simulation run, 1000 test samples (five times the size of training sam-
ples) were created for each h. For each q, classification rate was approximated
based on 15000 test samples for each variance shift pattern. Based on this simu-
lation setting, each classifier has been performed 10 independent runs of simulation
and the average performance is reported. Tables 2 and 3 summarize the overall
performances of classification models in terms of the classification accuracy. The
results are reported for q ¼ 0:1; 0:3; 0:5; 0:7; and 0:9. It can be observed from
Tables 2, 3 that models built with vector-II perform better than those with vector-I.
It can also be observed that DT ensemble uniformly performs better than single DT.

Observation
data DT 2

Result 1

DT m

DT 1

Result 2

Result m

Combiner Shifted
variable(s)

Fig. 2 The structure of DT ensemble

Table 2 Comparison of the classification accuracy (p ¼ 2)

q Vector-I Vector-II

Single
DT

AdaBoost Bagging DT
ensemble

Single
DT

AdaBoost Bagging DT
ensemble

0.1 76.66 79.96 80.89 84.44 80.30 80.82 85.56 90.83

0.3 77.88 81.57 82.15 85.71 80.95 81.56 85.77 90.88

0.5 79.80 83.42 84.34 87.19 83.29 84.38 87.60 91.19

0.7 84.37 85.88 87.91 89.13 86.54 87.82 90.45 92.90

0.9 90.61 91.60 93.36 94.12 93.32 94.73 95.73 96.42
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Fig. 3 Comparison of classification accuracy (p ¼ 2)

Table 3 Comparison of the classification accuracy (p ¼ 3)

q Vector-I Vector-II

Single
DT

AdaBoost Bagging DT
ensemble

Single
DT

AdaBoost Bagging DT
ensemble

0.1 82.19 83.99 86.17 87.29 83.74 84.16 88.11 92.06

0.3 82.31 84.56 86.63 87.69 84.55 84.63 88.43 92.38

0.5 84.18 86.03 87.60 88.52 85.72 86.03 89.20 92.86

0.7 85.55 88.08 90.45 90.59 88.46 90.16 91.54 94.33

0.9 93.57 94.50 95.73 96.52 94.22 95.08 96.16 97.47
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Generally the proposed method has the best performance, followed by bagging and
AdaBoost. Figure 3 presents the classification accuracy in the graphical form, as a
function of h. The results are reported for p ¼ 2 and q ¼ 0:3; 0:5; and 0:7. It can be
seen that DT ensemble consistently performs better than other classification models
irrespective of the size of h.

Based on the above results, it can be concluded that ensemble method can
improve the accuracy in the classification of shifted variable(s). The results show
that the proposed method can be a useful diagnostic tool in multivariate process
control.

5 Conclusion

Identifying the variable(s) responsible for the variance shifts is an important topic in
multivariate process control. In this paper, a DT-based ensemble classification
model has been proposed for the interpretation of variance shift signal in multi-
variate processes. The focus is on using the data diversity strategy to create an
effective ensemble classifier.

The results of extensive simulation studies indicate that the proposed DT-based
ensemble classifier provides better performance than single classifier. The proposed
DT ensemble model can also consistently outperform the other comparable models
including bagging and boosting. Comparative studies also reveal that substantial
improvement in classification accuracy can be obtained when DT was built using
relevant features. It is believed that the proposed DT-based ensemble classification
system can be used as a useful diagnostic tool in the interpretation of out-of-control
signal in multivariate process control. The main contributions of this paper include
a set of features useful for classification and a data diversity strategy based on shift
size.

Further studies are needed to address some important issues. First, selecting
appropriate number of ensemble members is an important issue to be studied in
future work. Second, further improvements of ensemble classifiers could be
achieved using new ensemble strategies. Moreover, future research could investi-
gate and evaluate ensemble of different classifiers.
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Nonparametric Wavelet-Based
Multivariate Control Chart for Rotating
Machinery Condition Monitoring

Uk Jung

Abstract Signal processing of vibration signals from rotating machinery has been
an active research area for recent years. Especially, discrete wavelet transform
(DWT) is considered as a powerful tool for feature extraction in detecting fault on
rotating machinery. However, the number of retained DWT features can be still too
large to be used for standard multivariate statistical process control (SPC) techniques
although DWT significantly reduces the dimensionality of the data. Even though
many feature-based SPC methods have been introduced to tackle this deficiency,
most of methods require a parametric distributional assumption that restricts their
feasibility to specific problem of process control and thus limits their applications.
This study introduced new feature extraction technique to alleviate the high
dimensionality problem of implementing multivariate SPC when the quality char-
acteristic is a vibration signal from bearing system. A set of multiscale wavelet
scalogram features was generated to reduce the dimensionality of data, and is
combined with the bootstrapping technique as nonparametric density estimation to
set up an upper control limit of control chart. Our example and numerical simulation
of a bearing system demonstrated that the proposed method has satisfactory
fault-discriminating ability without any distributional assumption.

Keywords Multivariate control chart � Fault detection � Wavelet transformation �
Bootstrap technique � Vibration signal

1 Introduction

Evaluating structural integrity of engineering structures has been a critical research
topic for last few decades in conjunction with ever-increasing demands on the
longevity of service life. Most of engineering structures are easily exposed to
unforeseen defects resulting from inside and outside of their environment such as
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fatigue crack, thermal degradation, impact, overloading, and corrosion during their
normal operating condition. Because overall cost of repair or downtime could be
enormous for severely damaged social infrastructures, the importance of early
detection and prognosis of damage has been greatly increased. The oldest and the
simplest measure of damage detection such as visual inspection, however, has been
a very limited option only for examining human-accessible areas, which becomes
impossible in a certain circumstance. For these reasons, structural health monitoring
systems using the measurements of vibration characteristics of the structure have
gained attention in recent years (Palacz and Krawczuk 2002; Sohn et al. 2003).

Many of vibration-based damage detection methods exploit the change of
dynamic properties such as modal parameters (natural frequencies, mode shapes,
and frequency response functions) due to stiffness or mass variations in a structure,
so that structural integrity can be remotely and indirectly assessed without physi-
cally involving human inspection. However, one of the main stumbling blocks for
vibration-based approach is inherently low sensitivity of modal properties toward
small size of structural defect (Swamidas and Chen 1995). It is very difficult to
discriminate the variation of damage-caused modal properties until the severity of
damage becomes significant.

Rolling element bearings are the most popular locations of potential defects in
rotating machinery which is one of engineering structures. Because the essence of
bearing condition monitoring is a prognostic warning of incipient fault, advanced
signal processing and fault diagnosis are very critical. In this context, signal pro-
cessing of vibration measurement has been an active research area in recent years
(Lin and Zhang 2005; Lei et al. 2011; Koh et al. 2008). Typically, a bearing system
with a defect experiences periodic impulses in its vibration signal, due to repeated
collisions between the defect and rolling components of the bearing.

The typical condition monitoring process is composed of two steps: first,
acquisition of data from sensor measurements around the bearing system. Then,
extracting damage-sensitive features from the measured data, and classifying the
pattern for further diagnosis, such as allowing a decision for maintenance (Jardine
et al. 2006). Over the last three decades, feature extraction from vibration signal has
been widely investigated for monitoring bearing conditions, in conjunction with
advanced signal processing techniques (Randall and Antoni 2011). Considering the
nonstationary nature of bearing dynamics, many studies are devoted to the
time-domain and/or time–frequency analysis. In the time domain, the simplest fault
detection method is to evaluate the crest factor or kurtosis value from measurements
(Dyer 1978). Also, empirical mode decomposition (Yu et al. 2006), wavelet
transform (Prabhakar et al. 2002), and autoregressive filter (Wang 2002) have been
successfully employed for monitoring fault in rotating machinery.

Among many other fields, condition monitoring for rotating machinery using
statistical process control (SPC) combined with statistical pattern recognition
methodology, such as feature extraction, has become an area of promising research.
Recent literature has presented several variants of a wavelet-decomposition-based
multiscale data analysis method for vibration-based fault detection, which are, in
concept, superior to those of the traditional single scale methods, such as the time
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series method (Jung and Koh 2009; Jung et al. 2006). A discrete wavelet trans-
formation (DWT) uses appropriate low-pass and high-pass filters, to map the signal
from the time domain into the time-scale domain. While DWT significantly reduces
the dimensionality of the data, using denoising techniques, the number of retained
wavelet coefficients can still be significantly large. Hence, additional dimensionality
reduction effort is necessary to summarize the wavelet coefficients. Consequently, a
DWT is only a start, and further analysis of the coefficients is needed for multi-
variate monitoring process.

Thus, in this present study, the multiscale wavelet scalogram (MWS) is selected
as a set of defect-sensitive features, especially in very low dimension, for con-
structing a control chart, to avoid a high false alarm rate (FAR). MWS provides
measures of signal energy at various frequency bands, and is commonly used in
decision making tasks, including signal and image processing, astronomy, and
metrology (Rioul and Vetterli 1991; Scargle 1997; Peng et al. 2002; Jeong et al.
2003). MWS represents the scale-wise distribution of energies of the signal. These
energies at different scales have distinct characteristics of different signals.
Therefore, intuitively, it is possible that MWS will be useful in monitoring process
changes, with data collected in time sequences.

Traditionally, a control chart assumes that the monitoring statistics follow a
certain probability distribution. The most widely used multivariate control chart has
been Hotelling’s T2 (T2 chart) (Hotelling 1947). The T2 charts monitor T2 statistics
that measure the distance between an observation and the scaled-mean, estimated
from the in-control data. Assuming that the observed process data follow a mul-
tivariate normal distribution, the control limit of a T2 control chart is proportional to
the percentile of an b distribution in Phase I (retrospective analysis), and an F
distribution in Phase II (future monitoring) (Mason and Young 2002). However,
when the normality assumption of the data does not hold, a control limit based on
the b and F distribution may be inaccurate, because the control limit determined
this way may increase the false alarm rate (Chou et al. 2001). To tackle the limi-
tation posed by the distributional assumption underpinning traditional control
charts, nonparametric (or distribution-free) control charts have been developed. In
particular, many studies have focused on the construction of nonparametric control
charts using a bootstrap procedure (Bajgier 1992; Seppala et al. 1995; Liu and Tang
1996; Lio and Park 2008; Polansky 2005; Phaladiganon et al. 2011). This proce-
dure is favored over the traditional distribution-assuming procedures, because of its
proven capabilities to effectively manage process data, without posing assumptions
about their distribution.

In this study, multivariate control chart analysis, which is the most commonly
used SPC technique, and very suitable for automated condition monitoring, is
applied to evaluate vibration signals, for further diagnosing the incipient fault in a
bearing system. In our case, even though MWS composes a set of good features
with high discriminating power in very low dimension, suitable for SPC applica-
tion, the probability distributional information of MWS is theoretically intractable,
due to the nature of the nonparametric approach, so that the traditional multivariate
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statistical control chart, such as Hotelling’s T2 control chart, is not a good choice.
To overcome the limitation posed by the parametric assumption, this study pro-
poses a nonparametric multivariate control chart method, using a bootstrap
approach based on MWS-based monitoring statistic for fault detection. Before the
proposed method is introduced, we first summarize a discrete wavelet transfor-
mation and multivariate SPC techniques.

The organization of this paper is as follows. The theoretical background for
discrete wavelet transformation and multivariate SPC is outlined in Sect. 2. In
Sect. 3, the proposed method for monitoring a high-dimensional vibration signal is
explained. In Sect. 4, the illustrative example of a bearing system and vibration
signal acquisition is summarized. In Sect. 5, the performance of the proposed
method is evaluated, through simulation of the bearing signal. Finally, Sect. 6
contains the conclusion and future research work.

2 Theoretical Background: DWT, SPC,
and Bootstrapping

2.1 Discrete Wavelet Transformation (DWT)

This section provides a brief reviewofDWT (Mallat 1989;Vidakovic 1999).Awavelet
is a function wðtÞ 2 L2ðRÞ with the following basic properties:

R
R wðtÞdt ¼

0 and
R
R w

2ðtÞdt ¼ 1; where L2ðRÞ is the space of square integrable real
functions defined on the real line R. Wavelets can be used to create a family of time–
frequency atoms, ws;uðtÞ ¼ s1=2wðst � uÞ, via the dilation factor s, and the translation
u. We also require a scaling function /ðtÞ 2 L2ðRÞ that satisfies

R
R /ðtÞdt 6¼

0 and
R
R /

2ðtÞdt ¼ 1: Selecting the scaling and wavelet functions as f/L;kðtÞ ¼
2L=2/ð2Lt � kÞ; k 2 Zg, fwj;kðtÞ ¼ 2j=2wð2 jt � kÞ; j� L; k 2 Zg, respectively, one
can form an orthonormal basis to represent a signal function f ðtÞ 2 L2ðRÞ, as follows:
f ðtÞ ¼ P

k2Z cL;k/L;kðtÞþ
P

j�L

P
k2Z dj;kwj;kðtÞ;, where Z denotes the set of all

integers f0;�1;�2; . . .g, and the coefficients cL;k ¼
R
R f ðtÞ/L;kðtÞdt are considered

to be the approximation level coefficients characterizing smoother data patterns, and
dj;k ¼

R
R f ðtÞwj;kðtÞdt are viewed as the detail level coefficients describing (local)

details of data patterns. In practice, the following finite version of the wavelet series
approximation is used: ~f ðtÞ ¼ P

k2Z cL;k/L;kðtÞþ
PJ

j¼L

P
k2Z dj;kwj;kðtÞ;, where

J[ L and L correspond to the coarsest resolution level. Consider a sequence of data
y ¼ ðyðt1Þ; . . .; yðtNÞÞT taken from f ðtÞ. The DWT of y is defined as
d ¼ ðdð1Þ; dð2Þ; . . .; dðIÞÞT where I ¼ J � Lþ 2:

In Fig. 1, the plot on the top shows the original vibration signal on time–
amplitude representation, and the one on the bottom represents a plot on which the
horizontal axis represents position along the time, the vertical axis represents scale
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(resolution), and the color at each horizontal–vertical point represents the
magnitude of the wavelet coefficient.

The main advantage of exploiting wavelets is performing local analysis of a
highly localized signal, such as spikes. On the other hand, wavelets can be con-
tained in a finite interval. Hence, they are well suited to represent or approximate
signals containing discontinuities. This functionality is particularly important for
fault detection using vibration signals. Moreover, due to the availability of a fast
transform version, the computational effort to perform the signal processing is
reduced. Because of these features, the wavelet transform has recently been con-
sidered as a powerful tool for fault detection and condition monitoring for rotating
machinery (Prabhakar et al. 2002). Wavelet-based examples showing the time-scale
nature of damage characteristics in vibration responses can be found in (Law et al.
2005, Li et al. 2006, Li et al. 2007).

Fig. 1 Time–frequency plot of discrete wavelet coefficients
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2.2 Control Chart in Statistical Process Control (SPC)

In general, control chart problems in SPC can be divided into two phases (Woodall
and Montgomery 1999; Woodall 2000). Phase I analysis tries to isolate the
in-control (baseline) data from an unknown historical data set, and establish the
control limits for future monitoring (Zhang and Albin 2007). Phase II analysis
monitors the process using control charts derived from the “cleaned” in-control data
set from the Phase I analysis. With a simple plot of the set of monitoring statistics
derived from the original samples, the control chart can effectively determine
whether or not a process is in an in-control state. In addition to the monitoring
statistics, another important component of control charts is determining the control
limits, which are often calculated based on the probabilistic distribution of the
monitoring statistics (Sukchotrat et al. 2010). Common characteristics used for
comparing the performance of control charts are first an in-control average run
length (ARL0), and second an out-of-control average run length (ARL1). ARL0 is
defined as the expected number of observations taken from an in-control process,
until the control chart falsely signals out-of-control. ARL0 is regarded as accept-
able, if it is large enough to keep the level of false alarms at an acceptable level.
ARL1 is defined as the expected number of observations taken from an
out-of-control process, until the control chart correctly signals that the process is
out-of-control. Ideally, the ARL1 should be as small as possible.

Hotelling’s T2 chart is a multivariate control chart that can monitor a multi-
variate process efficiently (Hotelling 1947). Mason and Young give the basic steps
for the implementation of multivariate SPC using the T2 statistic, and they pub-
lished a textbook on the practical development and application of multivariate
control techniques using the T2 statistic (Mason and Young 2002). Although
Hotelling’s T2 chart is one of most popular multivariate control charts, it is difficult
to apply this chart to the non-normal data that is often found in many applications,
due to the distributional assumption of the T2 chart. A number of nonparametric
control charts have been developed to address the limitation of the distributional
assumptions (Chakraborty et al. 2001; Liu et al. 2004; Bakir 2006; Kim et al. 2007;
Qiu 2008). However, no consensus exists about which of them best satisfies all the
conditions encountered in modern process systems. A detailed review of non-
parametric control charts is beyond the scope of this study.

2.3 Nonparametric Approach for Non-normality Situations:
Bootstrapping

In traditional control charts, the control limits are determined based on the under-
lying distribution of the monitoring statistic, with the user-specified value of type I
error rate (a). Here, type I error rate represents the probability of a false alarm. In
contrast, the distribution of some nonparametric monitoring statistics of new control
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charts is unknown, due to its nonparametric nature. This provides the motivation to
develop an appropriate nonparametric procedure to establish the control limits
(Chou et al. 2001; Sukchotrat et al. 2010). In particular, many studies have focused
on the construction of nonparametric control charts, using a bootstrap procedure.
The bootstrap, originally proposed and named by Efron (1979), is a computational
technique that can be used to effectively estimate the sampling distribution of a
statistic. One can use the nonparametric bootstrap to estimate the sampling distri-
bution of a statistic, while the only assumptions are that the sample is representative
of the population from which it is drawn, and that the observations are independent
and identically distributed. Bajgier (1992) introduced a univariate control chart
whose lower and upper control limits were estimated using the bootstrap technique,
and Seppala et al. (1995) proposed a subgroup bootstrap chart, to compensate for
the limitations of Bajgier’s control charts. Liu and Tang (1996) proposed a boot-
strap control chart that can monitor both independent and dependent observations.
Note that several control charts based on the bootstrap are compared in the study
from Jones and Woodall (1998). We apply the concept of the bootstrap procedure in
Sect. 3.2 to construct a control limit for our test statistic, with a more explicit
description.

3 The Proposed Control Chart: MWS-Based Bootstrap
Control Chart

3.1 Multiscale Wavelet Scalogram (MWS)

When the ith component of discrete wavelet transform d in Sect. 2 is defined as
dðiÞ ¼ ðdðiÞ1; dðiÞ2; . . .; dðiÞmi

ÞT, where mi is the number of wavelet coefficients at the
ðiÞth resolution level, the element of multiscale wavelet scalogram (MWS) at the
ðiÞth resolution level is defined as sðiÞ ¼

Pmi
k¼1 d

2
ðiÞk; i ¼ 1; 2; . . .; I (Vidakovic

1999, p. 289; Jeong et al. 2003) which is the sum of the squares of all wavelet
coefficients at the ðiÞth resolution level, where I ¼ J � Lþ 2. Then, a vector of
MWS that represents a single vibration signal is defined as S ¼ ðsð1Þ; sð2Þ; . . .; sðIÞÞ,
where sð1Þ is for the approximation level, and sðiÞ; 2� i� I is for the detail levels.
MWS provides measures of signal energy at various frequency bands (Rioul and
Vetterli 1991). MWS represents the scale-wise distribution of the energies of a
signal. Thus, a vector of MWS, S ¼ ðsð1Þ; sð2Þ; . . .; sðIÞÞ, is in very low dimension,
depending on the predetermined depth of decomposition
(decomposition level ¼ I � 1). An adequate depth of decomposition is required, to
avoid the risk of eliminating important features, and over-smoothing of the signal.
For a signal of length N in an off-line mode, or a window of length N in an on-line
mode, empirical evidence suggests that the depth of decomposition should be half
the maximum possible depth.
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According to Ganesan et al. (2004), for a dyadic data length N ¼ 2 j, the rec-
ommended depth of decomposition is j=2 (i.e., I ¼ j=2þ 1). Figure 2 shows the
result of boxplot analysis based on MWS, for the bearing signal having N = 4096
datapoints and 6 decomposition levels (S ¼ ðsð1Þ; sð2Þ; . . .; sð7ÞÞ), toward the healthy
and damaged cases. Here, a thousand sets of bearing signals for both healthy and
damaged cases are generated for demonstration purpose (each set has N = 4096
datapoints). As shown in the figure, the approximation level sð1Þ, and relatively high
frequency scales, such as sð4Þ, sð5Þ, sð6Þ, and sð7Þ, are less sensitive to the bearing
defect, while low frequency scales, such as sð2Þ and sð3Þ, are quite sensitive to the
defect. For example, the highest frequency scale sð7Þ in Fig. 2g has almost the same
interquartile ranges between the health and damaged case, while the lowest fre-
quency scale sð2Þ and sð3Þ in Fig. 2b has no overlapping interquartile ranges. Thus,
in this present study, MWS is regarded as the set of extracted features that are
damage-sensitive, in terms of scale-wise energy representation of vibration signals.
MWS is also, in very low dimension, suitable for constructing a multivariate control
chart.

3.2 MWS-Based Bootstrap Control Chart (MWSB Chart)

The proposed monitoring statistic using MWS, T2
ðSÞ, measures the distance between

an observed MWS vector of the vibration signal, and the scaled-mean MWS vector,
estimated from the in-control data. The monitoring statistic for the ith individual
vibration signal observation can be calculated by the following equation, which is

Fig. 2 Boxplot analysis based on MWS at different scales with two different classes (healthy and
damaged condition)
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similar to Hotelling’s T2 statistic: T2
ðSÞi ¼ ðSðiÞ � �SÞTR�1

S ðSðiÞ � �SÞ, where SðiÞ is a

vector of MWS for the ith observation, and �S and RS are a sample mean vector and
a sample covariance matrix of those vectors of MWS for vibration signals from an
in-control process, respectively. Then, the procedure for constructing our multiscale
wavelet scalogram-based control chart via bootstrap (MWSB chart) is summarized
as follows, in a similar manner used in Phaladiganon et al. (2011).

• Compute the T2
ðSÞi statistic for i ¼ 1; . . .;m with m observations from an

in-control dataset.

• Let T2ðbÞ
ðSÞ1 , T

2ðbÞ
ðSÞ2 ,…, T2ðbÞ

ðSÞm be a set of m T2
ðSÞi values from the bth bootstrap sample

(b ¼ 1; . . .;B) randomly drawn from the initial T2
ðSÞi statistics, with replacement.

In general, B is a large number (e.g., B[ 5000).
• In each of B bootstrap samples, determine the 100 � (1� a)th percentile value,

given a user-specified value a, with a range between 0 and 1.
• Determine the control limit, by taking the average of B 100 � (1� a)th percentile

value (�T2
ðSÞ;100�ð1�aÞ). Note that statistics other than the average can be used (e.g.,

the median).
• Use the established control limit to monitor a new observation. That is, if the

monitoring statistic of a new observation exceeds (�T2
ðSÞ;100�ð1�aÞ), we declare that

specific observation as out-of control.

Determination of the appropriate number of bootstrap samples to use is not
obvious. However, with reasonably large numbers of bootstrap samples, the vari-
ation of results is insignificant. The computational time required has been perceived
as one of the disadvantages of the bootstrap technique, but this is no longer a critical
issue, because of the computing power currently available.

4 Illustrative Example: Bearing Condition Monitoring
with Localized Defect

The bearing system in most rotating machinery needs a reliable measure for
diagnosing its functionality, to avoid the risk of catastrophic accident, which may
cause personal damage and economic loss. The most successful method for con-
dition monitoring of a bearing system is using vibration measurements. The easiest
way of measuring the vibration is mounting accelerometers on the surface of the
outer frame of the bearing, and instrumenting them to the data acquisition system,
for further signal processing. Instead of using experimental data, many studies
exploit bearing simulation schemes, in which we can arbitrary control the severity
and collision frequency of defects. Previously, some researchers proposed bearing
simulation methods, by producing series of repeated periodic oscillation with
proportional damping terms (McFadden and Smith 1984; Cong et al. 2010). Again,
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the frequency of impulse is related to the collision frequency between the defect and
rotating elements. The limitation of the simulation approach is that it only repre-
sents a single frequency component. It is reasonable to believe that a bearing system
has its own dynamics, and many modes of broad spectrum. Thus, we used a
state-space model to represent the dynamics of the overall bearing system.
Specifically, the state-space model consists of two-degree-of-freedom system, i.e.,
two masses connected by springs and dampers. Each component of spring, mass,
and damper simulates the overall dynamics of inner-race, outer-race, rolling ele-
ments, and housing structure. The effect of bearing fault is simulated by inflicting
periodic impulses to the state-space system.

It is reasonable to consider that the severity of fault in a bearing is proportional to
the power of periodic impulse caused by collision impact between the defect and
rolling elements. We quantified the level of fault severity, denoted SL (Severity
Level), as the relative intensity of impact force on the state-space model, having a
scale from 0 to 1. Here, 0 represents no fault or pristine condition, while 1.0
indicates the condition from the most severe defect. In this study, we used five
levels of fault severity, SL = 0.05, 0.1, 0.15, 0.2, and 0.25. Thus, the lower the SL
value, the more difficult it is to differentiate the incipient defect from measurement
noise or background resonances. The time-history data simulated from the model of
the bearing system for the healthy case is shown in Fig. 3a, and for the bearing
having defect is depicted in Fig. 3b, respectively. It is worth noting that the severity
of a bearing defect reflected in terms of signal power can be easily masked by
environmental noise, making its detection extremely difficult in practice. Thus,

Fig. 3 Examples of time-history response from sensor for bearing; a healthy condition;
b damaged condition with SL ¼ 0:2
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damage-sensitive features extracted by signal processing must be further inter-
preted, and evaluated for fault detection. Again, feature extraction is the process of
identifying damage-sensitive properties derived from the measured vibration that
allows one to differentiate the incipient fault from a healthy bearing. The number of
data points has been fixed to 212 = 4096 points, which is large enough to include at
least two defect-driven impulses during the rotation of the bearing.

Once it is revealed that the extracted features are adequately sensitive to struc-
tural defects, the most direct way to deal with a vibration signal in SPC is treating
features extracted from the vibration signal as a realization of a multivariate pro-
cess. However, the use of standard multivariate SPC charts is ill-advised, because
when the number of monitored features exceeds the number of collected samples,
the covariance matrix is singular, and the common multivariate statistics cannot be
calculated. Also, even though the number of monitored features is less than the
number of collected samples, it is well known that the power of detecting process
fault or structural damage will drop significantly, when the number of features
becomes large (Fan 1996). This implies that the rate of false alarm will be signif-
icantly increased. Functional principal component analysis (FPCA; Ramsay and
Silverman 1997) and related procedures (Hall et al. 2001) are useful as a dimension
reduction tool, in modeling high-dimensional data. However, there are some
drawbacks in applying the FPCA approach to SPC procedure. For instance, the
FPCA method presents difficulties of interpreting the relationship between changes
in a few principal components and the high-dimensional signal. To overcome the
limitation posed by high dimensionality, Sect. 3 in this study proposed a
wavelet-based multivariate control chart method, for fault detection of a bearing
system.

5 MWSB Chart Performance Evaluation: ARL0
and ARL1

In order to use MWS features for bearing condition monitoring, we need to first
decide which wavelet basis function type should be used. Several wavelet basis
function types are available in the literature. Some of these are the Haar’s,
Daubechies’, coiflets, symlets, and bi-orthogonal wavelets. For a detailed descrip-
tion on the mathematical properties of the wavelet basis function, refer to Goswami
and Chan (1999). In this study, we used Daubechies’ wavelet type (db5), with depth
of decomposition 6 (i.e., N ¼ 4096, log2 N=2 ¼ 6). We generated two groups of
1000 sets of signals from healthy condition (in-control observations). The first
group of 1000 in-control sets of signal was used to determine the control limits of
the T2

ðsÞ statistic, from the F-distribution and bootstrap approach. The second group

of 1000 in-control sets of signal was monitored on the control chart, which were
based on the control limits established by the first group of in-control sets of signal.
The control chart that produces a similar value for both the actual FAR and the
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nominal FAR would be considered the better one. To check multivariate normality
of the in-control observations, we conducted a Royston’s H test (Royston 1983).
The p-value, which measures the plausibility that the dataset follows a multivariate
normal distribution, was almost zero (i.e., Royston’s statistic: 188.067, degrees of
freedom: 7.000048, p-value: 0.0000). This strongly indicates that this dataset does
not come from a multivariate normal distribution.

As mentioned in earlier section, ARL0 is defined as the average number of
observations required for the control chart to detect a change under the in-control
process of Phase I. To compare the competing control charts, we need to determine
the better one, corresponding to the higher value of ARL0. Given a type I error rate
(a), which is assumed as equal to 0.01, 0.05, and 0.1, the two competing approaches
(using F-distribution and the bootstrap approach) can be compared in terms of
ARL0 (in-control ARL). In this study, the ARL0 was calculated using bootstrap
techniques. Starting from a group of 1000 in-control sets of signal as a sample, we
simulated 5000 bootstrap samples, where each sample is selected randomly, with
replacement, and with the same size 1000 as the original sample. For each bootstrap
sample, the run length (RL) to detect a change under the healthy condition was
calculated. Figure 4a shows the nominal ARL0 values and the actual ARL0 values
as obtained by F-distribution and the bootstrap approach, for different type I error
rates a. This figure shows that across the different approaches, the actual ARL0
values are close to the nominal ARL0 values, when the type I error rate a is equal to
0.05 and 0.1. However, for the type I error rate a ¼ 0:01, the difference between the
actual ARL0, as determined by the F-distribution and the nominal ARL0, increases.
In contrast, the bootstrap approach generated similar actual and nominal ARL0
results. This suggests that choosing the bootstrap approach, instead of F-distribu-
tion, will reduce the false alarm rate.

Fig. 4 MWSB chart performance evaluation; a ARL0 comparison between F-distribution and the
bootstrap approach, for different type I error rates; b ARL1 comparison among several type I error
rates, for different damage severity levels
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The objective in Phase II of control charting is to quickly detect any change in
the process from its in-control state. In this phase of control charting, the competing
methods are compared in terms of ARL1, where the run length is defined as the
number of samples taken, until an out-of-control signal is issued. In order to
evaluate the performance of control charts in this operating phase, the occurrence of
assignable causes (faults) was simulated by a total of five out-of-control conditions.
Each condition is then characterized by a damage severity level parameter (SL),
directly proportional to the damage severity of the out-of-control (i.e.,
SL ¼ 0:05; 0:1; 0:15; 0:2; 0:25) introduced in the baseline model (i.e., SL = 0 for
the in-control state). Figure 4b summarizes the simulation results under study. This
figure reports the ARL1 performance estimated by computing a set of 5000 boot-
strap run lengths for a = 0.01, 0.05, and 0.1, in a similar manner to the case of
ARL0 calculation, given that the new sets of signal are simulated according to a
specific out-of-control model (i.e., SL ¼ 0:05; 0:1; 0:15; 0:2; 0:25). In order to
select the better approach in each different study (where each case study is char-
acterized by a specific out-of-control), we need to determine the better method,
corresponding to the lower value of ARL1. Figure 4b shows that the actual ARL1
values with larger a are smaller, as one would expect. More importantly, as SL
increases, the actual ARL1 decreases, until SL becomes 0.15. This means that as
damage becomes more severe, it is more quickly detected. If the damage severity
level is greater than or equal to 0.15, the damages are all detected in average at the
first observation, across all different type I errors. This result indicates that the
proposed control chart is very sensitive to the severity of incipient fault in a bearing
system.

6 Conclusion and Future Work

This study introduced a new feature extraction and dimension reduction technique,
to alleviate the high dimensionality problem of implementing multivariate SPC,
when the quality characteristic is a vibration signal from a bearing system. A set of
multiscale wavelet scalogram features was generated to reduce the dimensionality
of data, and the bootstrapping technique applied as nonparametric density estima-
tion, to set up an upper control limit of the control chart. Our example and
numerical simulation of a bearing system demonstrated that the proposed method
has satisfactory fault-discriminating ability, without any distributional assumption.

The proposed bearing condition monitoring approach has several desirable
attributes. First, the fault detection is conducted in an unsupervised learning mode.
That is, data from the damaged system are not needed. The ability to perform the
fault detection in an unsupervised learning mode is very important, because data
from damaged bearing are typically not available for most real-world practices.
Second, the approach presented herein is very attractive for the development of an
automated continuous monitoring system because of its simplicity, and because it
requires minimal interaction with users. However, it should be pointed out that the
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procedure developed has only been verified on relatively simple numerical simu-
lations, using a bearing model. To verify that the proposed method is truly robust, it
will be necessary to examine many time records, corresponding to a wide range of
operational and environmental cases, a wide range of damaged and pristine con-
dition, as well as different damage scenarios.

In this research, we emphasized a damage severity-change problem, but this can
be easily extended to damage classification problems. The other direction that this
research could be extended to is to estimate the damage severity level from
vibration signals using nonparametric regression techniques, such as support vector
regression. Finally, there are several parameters still to be determined, such as the
wavelet type, the level of decomposition, and the number of bootstrap samples for
density estimation, before the proposed approach can be used effectively. Some
theoretical guidelines are needed in future research, to select ‘optimal’ sets of
parameters.
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Part II
Six Sigma Practices

Lip Hong Teo, Council Member of Singapore Quality Institute
In an ever-changing world, every company aspires to stay competitive and

generate greater profits and revenue. Many companies have Operational Excellence
with initiatives such as Lean, Six Sigma, Lean Six Sigma, etc., to improve their
quality, delivery times, and prices which correspond to their reduction in defects,
cycle times, and cost of operation.

Many companies assure that their companies are efficient as they have fewer
headcounts in operation. What does a process actually mean? In layman terms, a
process refers to “the way you manufacture a product” or “the way one delivers a
service.” What, then, is the definition of an effective and efficient process?

Effectiveness (Lean) means “Doing the right things (customers’ values) right,” to
eliminate non-valued activities (wastes). On the other hand, Efficiency (Six Sigma)
means “Doing the right things (customers’ values) right at all times,” to reduce
variations—which are defects.

To establish Effectiveness and Efficiency in companies, many implemented
Lean, Six Sigma, and Lean Six Sigma. Most of them claim that Six Sigma is more
prominent in manufacturing companies, whereas Lean is more applicable to service
industries. I would say that there is no “one-size fits all” structure; Lean and Six
Sigma complement each other. It is of utmost importance to understand the prin-
ciples, concepts and applications of the appropriate tools and techniques in the
processes.

Lean Enterprise embraces Lean principles and Lean thinking that matches the
Deming cycle of Plan, Do, Check and Act (PDCA) to carry out Kaizen improve-
ment projects. Lean aims to eliminate wastes, specifying “Customers’ Values,”
defining “Values Stream,” establishing “Continuous Flow” to prevent unnecessary
idling and stoppage. It also looks into overproduction and inventory through the
lenses of the “Pull” system. Ultimately, “Pursuing Perfection” is to have continuous
improvement over the horizon.

Lean speeds up the lead time in many service lines like the on-the-dot delivery of
pizza, office stationeries, etc., to customers, market in Information Technology



operations for business and end-user satisfaction. The eliminated waste in manu-
facturing like food industrials improves the cycle time of the process. Furthermore,
Lean not only shortens the lead time, but also gives a velocity (direction) of how it
is heading toward the values perceived by the customers. Lean principles encom-
pass Lean tools like Visual management to make problems visible, Kanban and
Just-in-Time to help reduce overproduction and inventory, Total productive
Maintenance to enhance the Overall equipment effectiveness for a more productive
equipment, etc. All these enable the Lean Principles and concept to move forward.

Six Sigma’s methodology includes Define, Measure, Analyse, Improve and
Control (DMAIC) for systematic executions of project. Six Sigma—3.4 Defect Per
Million Opportunities (DPMO) reduces variation (defects) in the process and
establishes the Sigma level of a company. Six Sigma stresses the importance of
statistical hypotheses to analyse data. Eventually, these decisions translate into
more practical implementations in your respective companies.

Companies use Six Sigma to minimise the usage of raw material, thus scaling
down the operating costs. Universities use DMAIC methodology to improve the
quality standard through the reduction the variations.

Six Sigma tools like Gage Repeatability and Reproducibility, Process Capability
Study, Design of Experiment, Statistical Process Control, etc., are excellent in
reducing variations.

Integrating both the Effectiveness (eliminate wastes) and Efficiency (reduce
variation) approaches—we have Lean Six Sigma. It is not a simple addition; it is the
complementation and organic combination of both. With such integration, Lean Six
Sigma demonstrates the values specified by the customers through the reduction of
the complexity in the process and improves the lead time, delivery time and time to
market, whereas Six Sigma improves the quality.

This is well demonstrated in the Anderson leadership team—a new approach
leading to continuous improvements in 2014. I believe that with Lean Six Sigma,
the integrated result, companies with these initiatives would have a more com-
petitive edge in many aspects like quality, delivery, and price.
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From Belts to Baldrige

Charles Aubrey

Abstract The Anderson leadership team “discovered” a new formal approach to
continuous improvement in 2004—Lean Six Sigma (LSS). Senior management
integrated the two approaches into Lean Six Sigma—attacking both the product and
process variation and waste. Our processes are supported with over 100 engineers,
mechanics, and technicians. A significant training effort allowed all of them to be
Lean Certified. They have saved over $10 M annually in improving equipment and
setups alone. Anderson has developed 18 of 200 Green Belts (our best) into Black
Belts and six of them into Master Black Belts. They saved almost over $7 M
annually. The Steering Committee has committed everyone in every department to
participate. To that end our projects are focused in every area of the company:
Production 44%, Quality Control/Assurance 26%, Maintenance 8%, Warehouse
8%, Sales/Administrative/Finance 8%, Engineering 4%, and Human Resources 2%.
The results are cost reduction, improved customer service and measurable
improvement in quality, employee and customer satisfaction resulting in over
$15 M annual savings plus cost avoidance, and increased capacity. In addition, over
25% of our projects improve our regulation and compliance. As a result of these
efforts in 2011 Anderson won the IQPC’s “Best Manufacturing Project Award.” In
2012 Anderson won the IQPC’s “Best Manufacturing Continuous Improvement
Program Award.” In 2013 they won the “State of Illinois Malcolm Baldrige Award.”
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1 Introduction

Anderson Packaging has always been committed to quality by meeting and
exceeding customer requirements and continuous improvement. Founded in 1967,
the Anderson Brothers manufactured packaging machines. They continued to refine
and develop the equipment for their customers. They were, however, unhappy with
how their customers operated the equipment. The quality of the packaging was not
up to the standard they thought it should be for the ultimate customer. Therefore, in
1968, they began operating the packaging machines themselves in order to get the
most effective packaging output for the final customer—the consumers. There has
always been this desire to be “the best.” Continuous improvement efforts and
programs have always been the direction and way the Anderson leadership team has
focused and led the organization. Today the vision of the company is

To be ‘Best in Class’ in Pharmaceutical/Healthcare contract manufacturing and packing
services. Our culture will be customer focused, embracing regulatory compliance, and
continuous improvement. By utilizing operational excellence, state of the art technology,
innovation, and training, we will ensure strong growth and profitability.

The vision is driven to realization by our daily mantra and mission:

To provide:

Our customers with an on-going competitive advantage.

Our employees with a challenging and rewarding work experience.

And our shareholders with an attractive Return on Investment.

We will accomplish this mission by providing innovative manufacturing and
packaging services focused on the pharmaceutical and medical device markets.
These services will encompass state-of-the-art manufacturing/packaging equipment
and facilities, highly trained cGMP employees, unrivaled customer service levels,
and a constant, driving continuous improvement effort (Fig. 1).

The Anderson leadership team “discovered” a new formal approach to contin-
uous improvement in 2004. They began a drive to learn the approach of Lean Six
Sigma. In that year they hired a Master Black Belt with extensive experience of
implementing this approach in numerous Fortune 500 companies and the phar-
maceutical and medical device industries. Senior management started their Lean Six
Sigma journey by committing themselves to a formal intensive multi-day training
program. They started with Lean Manufacturing and then Six Sigma Improvement.
This resulted in integrating the two approaches into Lean Six Sigma (LSS)—
attacking both the product and process variation and waste.
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2 Case Study

The strategic plan was developed integrating LSS into both the long-term and an
annual business activities and goals with a serious financial and leadership com-
mitment. Middle management all went through a multi-day Yellow Belt Training.
Subsequently, the first round of projects and Green Belts were chosen with their
five-day training delivered just-in-time as the projects unfolded. Subsequently,
process management (PM) training was developed and a PM teams began docu-
menting, simplifying, and eliminating waste in business processes.

A drive to improve on the part of our quality control group led us to initiate
Benchmarking, with the desire to have the most efficient and effective quality control
processes in the industry. Benchmarking project teams were trained and they are
interacting with best-in-class Fortune 500 companies inside and outside our industry.

Our processes are supported with over 100 mechanics and engineers.
A significant effort was put in for all of our mechanics and engineers to be Lean
Certified. They have multiple days of class room training with tests and demon-
stration projects to assure skill acquisition and be certified. They have saved
$500 K in improving machine and equipment setups alone. The have also achieved
100s of thousands of dollars with continuous improvement projects to make
operations more efficient and effective (Fig. 2).

Fig. 1 Lean Six Sigma journey
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Anderson has developed six Green Belts into Black Belts by having them
acquire additional training and skills. They lead project teams to solve more difficult
and sophisticated problems and implementation actions. In addition they assist in
coaching Green Belt teams and deliver LSS training. Kaizen events are led by Lean
Certified experts and Black Belts. These waste reduction efforts have saved almost
$500 K in less than a year of operation.

The steering committee has committed to every employee who does not already
have a “Belt” to be Yellow Belt trained and certified. We are well underway to
completing this continuous goal. The expectation is that everyone in the organi-
zation is either identifying waste and improvement opportunities or eliminating
waste and making improvements or both!

To that end our projects are focused in every area of the company: 44% pro-
duction, 26% quality control/assurance, 8% maintenance, 8% warehouse, 8%
sales/administrative/finance, 3% engineering, and 1% human resources. There are
waste and improvement opportunities in every function or the organization (Fig. 3).

The resulting areas of impact likewise are numerous: Cost/capacity, customer
service, regulatory compliance, employee satisfaction, and community (Fig. 4).

Listed below is a sample of the projects which Green Belts and Black Belts
pursue (Fig. 5).

Fig. 2 Lean Six Sigma skill levels
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3 Conclusion

The financial results of these LSS project efforts benefit both Anderson and our
customers. Anderson has had hard savings between $2MM and $4MM annually.
Soft savings have also been achieved each year (capacity increase and cost
avoidance) of between $500K and $4MM annually. Every year we pass a portion of
our saving to our customers. This has ranged from $500K to over $1.5MM over the
years (Fig. 6).

Anderson Packaging’s Lean Six Sigma Projects

Warehouse Projects
♦ Improve Material Issue 

Cycle
♦ Reduce Inventory Variance
♦ Reduce Receiving Cycle

QA/QC Projects
♦ Reduce Inspection Costs
♦ Improve Validation Cycle Time
♦ Reduce Documentation Errors
♦ Reduce Lab Costs

Maintenance Projects
♦ SMED
♦ Reduce Welding Burns
♦ Reduce Nominal OT

Production Projects
♦ Scrap Reduction
♦ Downtime Reduction
♦ Productivity, Cycle Time
♦ Changeover Reduction

Sales/Admin/Finance  Projects
♦ Improve Supply and MRO   

Ordering Processes
♦ Reduce Investigation Cycle Time
♦ Reduce Non-Conforming Material
♦ Revise Non-Routine Billing

Engineering Projects
♦ Reduce Tooling Costs
♦ Improve Tooling Cycle                                         
Time, Delivered Performance

HR/Community Projects
♦ Reduce Turnover
♦ Improve the Customer Project Management Process

Fig. 5 Sample projects

Fig. 6 Project results
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Cost savings, capacity increases, and cost avoidance help Anderson be more
competitive and hold down prices. At the same time this allows us to significantly
reduce the risk of defects and assure on time customer deliveries. Customer savings
typically are directly transferred to customers. Some examples are reduced bulk
scrap or reduction of cost that customers are typically billed for such as obsolete
material disposal or reduced tooling costs.

Continuous improvement and waste reduction are added value benefits of
trusting Anderson to make and package the product. This is a free service that
makes both Anderson and our customers more competitive with less risk. In
addition, over 25% of our projects improve our regulatory profile and directly
contribute to stronger compliance with Continuous Good Manufacturing Practices
(cGMP), Drug Enforcement Agency (DEA), the Federal Drug Administration
(FDA) regulations, and others.

Strategic planning, including annual self-assessments, linked to company-wide
balanced score cards and executed through work teams in every area utilizing Six
Sigma project and Lean Kaizen projects has been the key. Adding value stream
teams, product line teams with responsibility for executing everything for that
product line from “the incoming door to outgoing door” midway through our
journey propelled us to now performance heights. One of our product lines actually
improved profit margins by 50%.

Following the Malcolm Baldrige performance excellence model, dogmatic
leadership to our mission vision and plans, engaging, training, empowering and
holding everyone in the organization responsible, engaging and meeting our cus-
tomers and supplier needs and finally rewarding our leadership, our employees, our
suppliers and our customers created a “perfect storm” leading to a company worthy
of winning the Baldrige.
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Part III
TQM and Quality Audit

Mr. Ellson Boey, Council Member of Singapore Quality Institute.
Total Quality Management (TQM) is a set of concepts and methods, which

include all aspects of work within an enterprise with objective to achieve devel-
opment and continuous improvement in quality levels for all products impacted
processes.

Top organizations in today world deploy Total Quality Management (TQM) as
their Business Model. The application of TQMs has been integrated in a wide
diversity of business setup and operation models and presents itself in different
forms and modules. Each organization terms TQM with a slight different termi-
nology in their Business Model setup, however, basic concept of TQM applies.

Audit is a core element within TQM which provides assurance through provision
of objective evidences that business processes impacting product quality are
complying with underlying requirements and guidelines. The papers entitled “Risk
Management in Internal Audit Planning” reinforces the concept that auditing is a
critical building block for a TQM organization.

About the Author
Ellson Boey holds Honors Degree of Engineering in Electrical and Electronic

Engineering from Nanyang Technological University (NTU). He has more than 13
years of working experience in Research and Development, Quality Management,
Continuous Improvement and Training Management, which he plays a key role as
project manager, functional manager, and facilitator. Ellson Boey also holds
executive council position in Singapore Quality Institute.

In terms of professional certifications, Ellson Boey is a Certified Project
Management Professional (PMP), Certified Six Sigma Black Belts (CSSBB),
Certified Quality Engineer (CQE), Certified Quality Manager (ASQ CQM),
Certified Quality Auditor (CQA), and ISO Lead Auditor Trained (IRCA). He also
holds Advanced Certificate in Training and Assessment (ACTA) awarded by
Singapore Workforce Development Agency (WDA).



Risk Management in Internal Audit
Planning

Sharon Tay

Abstract Internal audit planning is a critical step in achieving effective and effi-
cient internal audits. This study looks at how risk management approach is used to
plan internal audit. Purpose is to reduce the subjectivity and time spent in audit
planning. A two-step risk management approach is used. In Step 1, the audit
frequency is determined based on the department’s Workplace Environment, Health
and Safety (EHS) risk. In Step 2, the level of readiness of a department is deter-
mined by looking at the department’s level of documentation and level of mea-
suring and monitoring of processes. From the risk assessment, a 3-year cycle plan is
developed to ensure all departments are audited at least once in every 3 years.
Higher risk departments would be audited more frequently. A review of risk factors
is conducted every 3 years or as and when necessary. The subjectivity in selecting a
department for internal audit is reduced. Another significant benefit achieved is the
reduction in time spent to do audit planning. With the risk-based audit planning,
new staff who is not familiar with audit planning can complete the audit planning
process efficiently and effectively. Through the risk management approach, the
internal audit planning is more structured and effective.

Keywords Risk management � Audit planning � Effective audit � Efficient audit �
Internal audit

1 Introduction

Getting an acute tertiary 1600-bedded hospital ready for the various accreditations
is a challenge. The effectiveness and efficiency of the internal audit is a top man-
agement concern as ill-coordinated audits can be disruptive to normal operations.
The hospital has adopted a risk management approach to establish an effective and

S. Tay (&)
Sengkang Health, Singapore, Singapore
e-mail: leekat96@gmail.com
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and Reliability Engineering in Asia Industry,
DOI 10.1007/978-981-10-3290-5_6
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efficient audit plan to meet the requirements of different management system
standards.

2 Background of the Problem

The department responsible for establishing the audit plan for the entire year starts
the planning cycle starts in November. This is where the audit plan is established
for the integrated internal audit to be conducted in the following year.

Planning an effective audit plan for hospital is very challenging in a Hospital.
Problems encountered during audit planning are as follows:

• How departments are selected to be audited is subjective
• Diversity in the processes, eg. Patient care, administrative (purchasing, call

center), operations support (maintenance, housekeeping), diagnostic (laboratory
testing, X-ray) which pose different risk levels in terms of environment, health,
and safety

• Limited number of internal auditors; need to mix and match competency
required to audit certain departments.

• Inexperience staff who is not familiar with the department functions, took a
longer time to plan an audit

Depending on the experience of the staff, the selection process can be haphazard.
This may result in critical department not being selected, rationale for selection is
vague, or the competency of selected auditor is lacking in audit team. Therefore, the
aim of this project is to develop an effective audit plan in an efficient manner.

3 Current Process

Audit planning takes about 30–40 man/days for an inexperienced staff. Staff in
charge will look at the past year audited department, new services/equipment, and
other factors like past audit findings to select departments to be audited. Next step is
to select the internal auditors with relevant competency skills to form the audit
team. Proposed audit plan can be rejected by the Management Representative
(MR), mainly due to critical department not selected or rationale for selecting the
department is not clear.

The current audit plan (see Fig. 1) only provides information on the processes in
the department.
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3.1 Problem Identification

In year 2011, a brainstorming session was conducted to list the problems in audit
planning. The possible causes identified are as follows:

• Lack of selection tool to prioritize departments that need to be audited
• Special set of competency skills required to audit a particular department is not

available
• Selection process relies on staff experience. The tacit knowledge in audit

planning is difficult to document into standard operating procedures

3.2 Proposed Solution: Risk Management in Audit
Planning

At that time, the hospital has implemented a risk assessment framework to identify
workplace hazards. The proposed solution was to use the risk management
approach which departments are familiar with to plan the integrated internal audit.
The risk assessment matrix used in the Code of Practice on WSH Risk Management
(WSH Council 2011) was adapted as a tool to aid in audit planning.

A two-step risk matrix (see Figs. 2 and 3) was developed to identify high risk
departments in terms of

• Environment, health and safety (EHS) risks
• Level for readiness in terms of documentation and monitoring of process

parameters

Based on the two-step risk matrix, the frequency of audit is established. For
departments that must be audited every year as specified by management system
standards, the audit frequency is set as every 1 year.

Information about Department’s Processes 
S/
N 

Name of 
Department 

Patient Care Diagnostics Admin / Operations 
Support 

Hazardous 
Material/Gases 

1 Kitchen  Yes Yes 

2 X-Ray Yes Yes  Yes 

3 Call Centre Yes 

4 QA dept Yes 

Fig. 1 Information available before implementation of solution (extracted from an audit plan)
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A 3-year audit plan is then developed (see Fig. 4) which acts as a guide in
selecting the departments for internal audit. In the final audit plan, current
business/work environment is taken into consideration, together with other factors
like last external audit date, regulatory requirement, change in process, new
equipment, or major incidents.

EHS Risk Level*
(High, Medium, Low)

Audit Frequency

High Every 1 Year
Medium Every 2 Years

Low Every 3 Years

Fig. 2 Step #1 EHS risk level. Note The EHS risk level is determined based on the workplace
hazards: high—use a lot of hazardous materials; registered factory. Medium—use some hazardous
materials. Low—office/admin environment

Documentation
Monitor and measure 
of process

1 - Not Met 2 - Minimal 3 - Met 4 - Exceed Standard

1 - Not Met Every 1 Year Every 1 Year

2 - Minimal Every 1 Year Every 2 Years Every 2 Years

3 - Met Every 2 Years Every 3 Years with 
option to extend one 
year

Every 3 Years with 
option to extend one 
year

4 - Exceed Standard Every 3 Years with 
option to extend one 
year

Every 3 Years with 
option to extend one 
year

Fig. 3 Step #2 level of readiness

 EHS Risk Level Level of Readiness 3 Year Audit Plan 
S/N Name of 

Department 
EHS Risk Level 
(High, Medium, 
Low) 

Preliminary 
Audit 
Frequency 
(year) 

Documentation 
& Records 

Monitor & 
Measure 

Preliminary 
Audit 
Frequency 
(year) 

Other 
Factors 

Recommended Audit 
Frequency 
1 – Every year 
2 – Every 2 years 
3 – Once every 3 yrs 

Year 
2015 

Year 
2016 

Year 
2017 

Low - Office
Medium - Use some 
hazardous materials
High - Use a lot of 
hazardous materials; 
registered factory 

1 - not met 
2 - minimal 
3 - met 
4 - exceed std 

1 - not met 
2 - minimal 
3 - met 
4 - exceed std 

1 Kitchen High 1 3 3 3 Registered 
factory

1 Yes Yes Yes 

2 X-Ray Medium 2 3 3 3 New 
equipment in 

2017 

2 Yes  Yes 

3 Call Centre Low 3 1 2 1 - 1 Yes Yes Yes 

4 QA dept Low 3 3 3 3 Mandatory 
by 
Certification 
Body 

1 Yes Yes Yes 

Fig. 4 Extracted 3-year audit plan
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3.3 Results

The use of risk matrix does provide a degree of objectivity in selecting departments
to be audited. Though there is still a certain element in subjectivity, the entire audit
planning process is more transparent.

The time taken to plan an internal audit is reduced by about 50%, i.e., 15–20
man/days, with a reduction in the rejection rate by the MR. Staff is also less stressed
during audit planning.

4 Conclusion

Risk management in audit planning removes the subjectivity element in audit
planning. The structured approach allows staff to develop a 3-year audit plan, with
the flexibility to update as and when there are major changes in processes, equip-
ment, and current business/work environment.
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Part IV
Quality in Education

Prof. Cher Ming Tan, Chang Gung University, Taiwan
Quality tools and Total Quality management (TQM) have been successfully in

improving the product quality for many manufactures. Over the recent years, there
is also an increasing trend of using these tools and management methodology in
service industry to address customer feedback. These tools and management
methods are now also applied to Education sectors in Asia.

In the paper entitled “Analysis of Students’ feedback to improve course pro-
gramme”, a real case example in Singapore on applying quality tools to address the
feedback is demonstrated. A modification in assessing students feedback is also
introduced in a paper from Taiwan, entitled “The evaluation of service quality for
high education in Taiwan using Importance-satisfaction model”, stemming from the
fact that the standard customer satisfaction survey may not obtain the significant
results in improving service quality as the identified improvement items may not of
concern to the students. The importance-satisfaction model is used, and the areas
for improvement which is of high important but low satisfaction are identified.

The use of TQM in education sector is also shown by a paper from India, entitled
“Total Quality Management in Education Institutions”, and the barriers for its
implementation is also discussed. Chulalongkorn University in Thailand is also
developed a quality assurance information system based on the following five
concepts: harmonization, detailed focus of common data set; data managements on
facts; business process concern; and data utilization for both internal and external
quality assessments and management of the university and university ranking.

In fact, the awareness of academic quality of universities in ASEAN started as
early as 1998 with the creation of an organization called AUN-QA. The AUN-QA
assessment was inaugurated in Dec 2007. The paper entitled “The impact of
ASEAN University Network-Quality Assurance (AUN-QA) Assessment on the
Quality of Educational Programmes” shows the establishment of this organization
and its impact in improving the educational quality of universities in ASEAN over
the years since 2007.



Analysis of Students’ Feedback to Improve
Course Programme ANQ Congress 2014
Singapore

Francis Chua and Sam Lam

Abstract Over the years, there is an increasing trend of using quality tools and
techniques in service sectors to address customer feedback. Deployment of such
quality tools in the education sector is relatively new. Coleman College in
Singapore faced feedback from the student community that the Advanced Diploma
in Accounting course is too focused on academic learning. This issue was brought
up to the Academic Board for further discussion. There were a couple of sugges-
tions and the team embarked on a root cause analysis to analyse the feedback. One
root cause identified is the lack of skill-based learning in the current course. The
team then brainstorm to incorporate MYOB, the accounting software, into the
course programme as a new module. In addition to adding more practical aspects to
the course, this implementation also benefits the students by improving their
employability. A post-implementation feedback was gathered again to ascertain the
effectiveness of the learning outcome. The feedback was positive and the imple-
mentation is successful.

Keywords Root cause analysis � Feedback � Survey � Learning outcome �
Brainstorm

1 Introduction

The vision of the school is to be the choice provider of quality and affordable
education services in Singapore.
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The school has attained EduTrust certification from the Council of Private
Education (CPE). This certification is only awarded to schools which have met a set
of stringent requirements stated by CPE.

1.1 EduTrust Certification

EduTrust is established as part of the Private Education Act of Singapore. The
Council for Private Education (CPE) is a Singapore statutory board with the leg-
islative power to regulate the private education sector. In addition to its role as the
sectoral regulator of private education institutions (PEIs), the CPE facilitates
capability development efforts to uplift standards in the local private education
industry.

2 Background of the Problem

The school has a set of service targets established by the management. This is
supported by the collection, analysis, reporting and action on student feedback. The
school adopts a process to collect data about the student’s learning experience in the
school through regular feedback and surveys. Analysis of this data provides a
holistic understanding of trends in the student experience, and the performance of
the faculty in relation to Learning and Teaching Performance Key Performance
Indicators.

2.1 Service Targets

To track the school’s key performance indicators, the school has set service targets
to monitor the entire process of student enrolment up to student graduation or
withdrawal. See Table 1 for the list of service targets.

2.2 Processes Adopted in the School

There are generally the following key processes:

• Curriculum Design and Development Process. This process involves planning
and design of the curriculum, development of the curriculum materials, and
finally the delivery processes to the students.
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• Student Admission and Development Process. This process involves admission
of students, and subsequent monitoring of the student development process. The
assessment process includes a mix of formative and summative assessment, and
the students’ progress is being tracked by the school management

• Selection of Academic Lecturers and Non-academic Staff. This process
improves the chances that the lecturers and staff can make a positive contri-
bution to the students. After selection, management needs to train and develop
the staff.

• Regular Process Review. After establishing the processes it is essential to reg-
ularly review the processes to assess their effectiveness.

2.3 Six Sigma Methodology

The school adopts the Six Sigma methodology as part of its continuous improve-
ment programme (Fig. 1).

3 Define Phase

3.1 Goal Statement

To increase student satisfaction score from 60 to 70% by June, for the Accountancy
course cohort.

Table 1 Service targets

Student requests Course transfer approvals and withdrawals—within 4 weeks from
application (subject to ICA’s approval)

Resolution of customer
complaints

Within 21 working days from the date of feedback

Student feedback Feedback is gathered on a regular basis for continual improvements

Higher learning (certificate level onwards)—at end of every
module

Exam results release Within 4 weeks from date of exam

Exam result appeal
release

Within 4 weeks for Coleman College’s courses and within 8 weeks
for collaborated courses with external partners after student writes
in within 5 days upon receipt of exam result release

Refund policy Notified within 7 working days from date of request

Teacher:student ratio 1:40 for language and preparatory courses

1:100 for lectures/practical/revision/tutorial sessions for higher
education courses

Analysis of Students’ Feedback … 79



3.2 SIPOC (Supplier—Input—Process—Output—
Customer)

Figure 2 shows a brief SIPOC model with reference to the project. The supplier in
this case is the accountancy course which includes the curriculum, course materials,
lesson plans, and the lecturers delivering the lessons. The input will be the students’
survey results in the current year. The data collected will be analysed for possible

Define the
current 

opportunity

Control and Measure the
adjust new current
processes performance

Implement Analyse the
currentimprovements processes

Improve 
process 
efficiency

Fig. 1 Six Sigma
methodology

• The Accountancy course
Supplier

• Students' Survey results in the Current Year
Input

• CriƟcal Analysis and Follow-up Discussion with Students
Process

• Enhanced Students' Survey results in the Following Year
Output

• Students and parents
Customer

Fig. 2 SIPOC
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improvement in the survey results in the following year. The school values the
relationship with its customers whom are the parents and the students.

4 Measure Phase

4.1 Data Collection

The survey is conducted for the 100 students currently enroled in the Accountancy
course. The students are required to indicate their level of agreement or disagree-
ment (along a scale from ‘definitely agree’, scoring 5, to ‘definitely disagree’,
scoring 1) with each statement as a description of their programme of study.

Abstract of the survey questions is shown in Table 2.

4.2 Fish Bone (Cause and Effect Diagram)

Fish bone diagram was used to brainstorm all the causes of the low survey score, as
shown in Fig. 3.

Table 2 Abstract of survey questionaire

Category Survey question

Course objectives The course objectives are clear to the students

Course workload The course workload is appropriate to achieve the course
objectives

Course assignments The course assignments support the course objectives

Course relevancy The course is relevant for students’ employability when
they graduate

Course content The course materials provided are sufficient

Lecturer knowledge about the
course

Lecturer is knowledgeable about the subject

Lecturer effectiveness Lecturer is effective in the lesson delivery

Facilities The facilities including the learning environment is
conducive

School management support The school management regularly communicates with the
students
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4.3 Simple Attribute Gauge Repeatability
and Reproducibility (GR&R) Studies

To ascertain whether the survey results can be attributed to particular lecturers, a
simple GR&R analysis was done. Also a group of senior teachers sits in each
lecturer’s class and write an observation report.

The results show that average scoring for each lecturer in Fig. 4. The average
score is quite uniform across all the lecturers and the observation reports also
confirmed that there is no issue with individual lecturer.

Lecturers find it Cannot operate
Does not preparehard to deliver lessons on accounƟng package

difficult topics sufficiently

for work
Too many wordsenvironment

Boring CourseStudents find it hard to Not enough

understand difficult topics training videos Materials
Classroom environment

Is boring

Lectures find it Ɵme consuming to Students
mark students work find it boring

Lecturers find itmanual
hard to teach

accounƟng
difficult subjects

assignment
Management sets high

expectaƟon for students 
to do well

Low Score
for Student Survey

Fig. 3 Fish bone diagram

Lecturer 1 2 3 4 5
Average Score 70 75 72 80 78

Standard 2 3.5 4 6 5.5
deviation

Fig. 4 Survey score for each lecturer
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5 Analysis Phase

5.1 Pareto Analysis

Figure 5 shows the Pareto chart for the survey score of each survey category. It is
clear that the course relevance and course content attribute to 85% of the overall
low score.

5.2 Root Cause Analysis

Based on the Pareto chart, and the earlier fish bone diagram, a root cause analysis
was created to confirm the key process input variables (KPIV) as shown in Fig. 6.
The finding was to include training of accounting systems into the curriculum.

6 Improve Phase

6.1 Focus Group Discussion

To further confirm the necessity to include training on accounting systems, focus
group discussions with students, lecturers, and curriculum planners were arranged.
Students were very keen to be trained on accounting systems but there is concern
that the curriculum topic coverage may be affected with this additional lesson hours.
In the end, it was decided that because certain manual workload can be reduced
with automation by the accounting system, the curriculum topic coverage can be
left intact.

120%

98% 100%
100% 93%

85%

80%
70%

60%

40%

20%

0%
Course Relevance Course Content Course Workload  Course Assignments Others

Contribu on to Low Score

Fig. 5 Pareto chart for survey results
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6.2 Trial Run for Selected Students

With management support, the curriculum planning team then started integrating
the additional training hours of accounting system into the curriculum, and at the
same time review the curriculum to reduce the manual workload.

The school management also gets the students in the focus group discussion to
experience the new modified curriculum for 3 months. During the 3 months, the
students in the trial run programme provided valuable input and their progress was
compared to other students who did not participate. After the 1 month, a summative
assessment test was also administered to all the students. 90% of the students in the
trial run programme scored higher than the 75 percentile of the cohort.

6.3 Modified Curriculum Offered to All Students

The next step is to offer the new modified accountancy curriculum to all the cohort.
For those students who are still uncertain about the new curriculum, they can seek
additional guidance from the lecturers.

7 Control Phase

7.1 Results Confirmation

Survey results were very promising. Two important evaluation factors, course
content and course relevancy, were rated the highest among all criteria. Based on
the student feedback, the survey results improve from 60 to 70%. In addition,

Train students toStudents were not

Low Survey Score Course Relevance trained on use accounƟng
accounƟng systems systems –
used In workplace workplace ready

Students are
learning accounƟng Add accounƟng

Course Content in a rudimentary systems training

way – not into curriculum
automated

Time consuming to 
learn difficult topics

Fig. 6 Root cause analysis for survey results
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accounting programme enrolment increased by more than 30% in the following
year.

7.2 Close Monitoring

Formative and summative assessment is conducted regularly and the results are
compared to past years results. In addition, the training on accounting systems was
certified by the system vendor.

8 Conclusion

By taking an integrated and data-driven approach, the school has been able to
implement a comprehensive student tracking process taking into account student
feedback. Six Sigma methodology has provided a quality process for school
management to act decisively with confidence.

This creates a ‘virtuous cycle’ where the good student outcomes improved the
school’s reputation by being ready for the workplace. The employers then view the
graduates as well trained by the school. The school is then more willing to continue
to invest in the students. This attracts better students.
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The Impact of ASEAN University
Network-Quality Assurance (AUN-QA)
Assessment on the Quality of Educational
Programmes

Ong Chee Bin Johnson

Abstract The creation of the AUN-QA was initiated in 1998 as a network of Chief
Quality Officers (CQOs) appointed by the AUN member universities as the focal
point for coordinating activities to realise the mission of harmonising educational
standards and to seek continuous improvement of academic quality of universities
in ASEAN. Since then, AUN-QA has been actively promoting, developing, and
implementing quality assurance practices based on an empirical approach where
quality assurance practices are shared, tested, evaluated and improved. AUN-QA
assessment was inaugurated in December 2007. From 2007 to 2012, 16 AUN-QA
assessments covering four countries, 7 universities and 37 programmes were carried
out. These 37 programmes were assessed by AUN-QA assessors based on the 15
criteria of the AUN-QA Model at the programme level [1]. To assess the impact of
AUN-QA assessments on the quality of educational programmes, an analysis of the
results was made using medians and categories of criterion rated based on the
AUN-QA Rating Scale. Based on the medians of the AUN-QA criterion rated at the
programme level, the number of criteria rated “Better than Adequate” has increased
from 1 in 2007 to 13 in 2012. This demonstrates that the quality of the assessed
educational programmes at the participating universities has improved over the last
6 years. Recommendations to further improve the quality of the educational pro-
gramme in the 15 criteria are made.
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1 Introduction

This paper documents the findings and analysis of the AUN-QA assessments from
2007 to 2012 with the objective of assessing the impact of AUN-QA assessments
on the quality of educational programmes of the participating ASEAN Countries
namely; Indonesia, Philippines and Vietnam.

2 Background of AUN-QA Network

2.1 Establishment of AUN-QA Network

The creation of the AUN-QA was initiated in 1998 as a network of Chief Quality
Officers (CQOs) appointed by the AUN member universities as the focal point for
coordinating activities to realise the mission of harmonising educational standards
and to seek continuous improvement of academic quality of universities in ASEAN.
The AUN-QA activities are carried out by the CQOs in accordance to the Bangkok
Accord adopted in 2000, which provides a series of guidelines to promote the
development of a quality assurance system as instruments for maintaining,
improving and enhancing teaching, research and the overall academic standards of
AUN member universities. Since then, AUN-QA has been actively promoting,
developing, and implementing quality assurance practices based on an empirical
approach where quality assurance practices are shared, tested, evaluated, and
improved. The AUN-QA timeline is depicted in Fig. 1.

Fig. 1 AUN-QA timeline
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2.2 Objectives of AUN-QA

ASEAN University Network-Quality Assurance (AUN-QA) is the de facto regional
quality assurance network for higher education in ASEAN. Its main objectives are:

• Develop, promote, implement and enhance the AUN-QA Guidelines and
criteria;

• Facilitate and conduct AUN-QA quality assessments;
• Serve as the authority for AUN-QA quality certification;
• Develop and train quality assurance professionals and practitioners;
• Provide advisory and consulting services on best quality assurance practices;

and
• Collaborate with other quality agencies inside and outside ASEAN in relation to

harmonisation of quality assurance frameworks and development of profes-
sionals in quality assurance in higher education.

3 AUN-QA Assessments

3.1 List of AUN-QA Assessments

ASEAN University Network-Quality Assurance (AUN-QA) assessment was
inaugurated in December 2007 after a pilot assessment of the AUN-QA models at
Burapha University, Thailand. Since the inaugural assessment, 16 AUN-QA
assessments covering 4 countries, 7 universities and 37 programmes were carried
out from 2007 to 2012 as listed in Fig. 2.

3.2 AUN-QA Assessment by Country

A summary of the AUN-QA assessments by country is tabulated in Fig. 3.

4 AUN-QA Assessment Results

4.1 AUN-QA Rating Scale

The 37 programmes were assessed based on the AUN-QA Rating Scale as docu-
mented in Fig. 4. To fulfil the requirements of the AUN-QA criterion, a minimum
score of 4 (i.e. Adequate as Expected) is required.
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No. Period University Programme

1st Dec 2007 Universiti Malaya • Biomedical Engineering
• Computer-Aided 

Design/Manufacture Engineering

2nd Aug 2008 De La Salle University • Chemical Engineering
• Applied Economics

3rd Dec 2008 Universitas Indonesia • Civil Engineering
• Mechanical Engineering 

4th Dec 2008 Institut Teknologi Bandung • Physics
• Pharmacy

5th Oct 2009 Universitas Gadjah Mada • Pharmaceutical Sciences
• Chemistry
• Medical Education

6th Dec 2009 Vietnam National University –
Hanoi

• Information Technology

7th Dec 2009 Vietnam National University – Ho 
Chi Minh City

• Information Technology
• Computer Science & Engineering
• Electronics & Telecommunications

8th Oct 2010 Universitas Indonesia • Architecture
• Electrical Engineering
• Chemistry
• Metallurgy & Material Engineering

9th Nov 2010 De La Salle University • Chemistry
• Psychology
• Literature

10th Dec 2010 Vietnam National University -
Hanoi

• Economics

11th Jun 2011 Universitas Gadjah Mada • Biology
• Geology Engineering
• Civil & Environmental Engineering

12
th Nov 2011 De La Salle University • Physics

• Applied corporate Management
• Software Technology

13
th Dec 2011 Vietnam National University – Ho 

Chi Minh City
• Biotechnology
• Manufacturing Engineering
• Vietnamese Studies

14
th May 2012 Vietnam National University –

Hanoi
• English Language
• Chemistry

15
th Oct 2012 Universitas Indonesia • Chemistry

• Management

16
th Dec 2012 Vietnam National University – Ho 

Chi Minh City
• Business Administration

Fig. 2 List of AUN-QA assessment

Country University No. of Programmes

Indonesia
Institut Teknologi Bandung 
Universitas Indonesia
Universitas Gadjah Mada

2
8 
6

Malaysia Universiti Malaya 2 

Philippines De La Salle University 8 

Vietnam Vietnam National University – Hanoi
Vietnam National University – Ho Chi Minh City

4 
7 

4 countries 7 universities 37

Fig. 3 AUN-QA assessment by country
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4.2 Overall AUN-QA Assessment Results

The overall AUN-QA assessment results (i.e. Mean, Minimum and Maximum
Score) of the 15 AUN-QA criteria for the 37 programmes are depicted in the radar
chart in Fig. 5.

Score Interpretation
1 Absolutely inadequate; immediate improvements must be made

2 Inadequate, improvements necessary

3 Inadequate, but minor improvements will make it adequate

4 Adequate as expected (meeting the AUN-QA guidelines and criteria)

5 Better than adequate (exceeding the AUN-QA guidelines and criteria)

6 Example of best practices

7 Excellent (world-class or leading practices)

Fig. 4 AUN-QA rating scale

Fig. 5 Overall AUN-QA assessment by criterion
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The AUN-QA assessment results by year (i.e. Mean, Minimum and Maximum
Score) of the 15 AUN-QA criteria for the 37 programmes are tabulated in Fig. 6.

5 Impact on the Quality of Educational Programmes

5.1 Analysis of AUN-QA Assessment Results

To assess the impact of AUN-QA assessments on the quality of educational pro-
grammes, an analysis of the results was made using medians and categories of
criterion rated based on the AUN-QA Rating Scale. Based on the medians of the
AUN-QA criterion rated at the programme level, the number of criteria rated
“Better than Adequate” has increased from 1 in 2007 to 13 in 2012 as illustrated in
Fig. 7. This demonstrates that the quality of the assessed educational programmes
at the participating universities has improved over the last 6 years.

AUN-QA Criteria Overall 2007 2008 2009 2010 2011 2012

1. Expected Learning Outcomes 4.8 4.8 5.1 4.7 4.7 4.8 4.7

2. Programme Specification 4.5 4.9 4.7 4.3 4.6 4.5 4.6

3. Programme Structure and Content 4.7 4.9 5.1 4.5 4.5 4.7 4.9

4. Teaching and Learning Strategy 4.8 4.1 4.7 4.8 5.0 4.8 4.8

5. Student Assessment 4.6 4.8 4.7 4.5 4.7 4.7 4.6

6. Academic Staff Quality 4.8 4.8 4.7 4.7 4.9 5.0 4.8

7. Support Staff Quality 4.2 4.0 4.3 4.2 4.1 4.4 4.2

8. Student Quality 5.0 4.5 5.1 4.8 5.1 4.8 5.2

9. Student Advice and Support 4.7 4.3 5.0 4.8 4.8 4.6 4.8

10. Facilities and Infrastructure 4.3 4.8 4.5 4.2 4.1 4.2 4.1

11. QA of Teaching and Learning Process 4.6 4.5 4.6 4.7 4.6 4.3 4.7

12. Staff Development Activities 4.2 4.3 4.0 4.7 4.2 4.1 4.2

13. Stakeholders Feedback 4.2 4.0 3.6 4.5 4.2 4.3 4.6

14. Output 5.0 5.0 5.4 4.9 5.0 4.8 5.1

15. Stakeholders Satisfaction 4.8 4.5 4.1 4.9 4.6 5.0 5.2

Overall 4.7 4.5 4.6 4.6 4.7 4.6 4.8

No. of Programmes 37 2 6 7 8 9 5 

Fig. 6 AUN-QA assessment results by year
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Using the categories of criterion rated based on the AUN-QA Rating Scale, there
is a divergent trend towards an increasing percentage of higher ratings for “Best
Practice” and “Better than Adequate”; and a reduction of percentage in ratings for
“Inadequate needs Minor Improvement” from 2007 to 2012. The percentage of
ratings in “Best Practice” and “Better than Adequate” has increased drastically from
33% in 2007 to 56% in 2012; while the percentage in ratings for “Inadequate needs
Minor Improvement” has significantly reduced from 7% in 2007 to only 1% in
2012. This clearly demonstrates that the quality of the educational programmes of
the participating universities has improved after each round of AUN-QA assess-
ment as illustrated in Fig. 8.

The above improvement trend on the quality of educational programmes of the
participating universities cut across most countries, especially in Indonesia and
Vietnam as tabulated in Fig. 9.

AUN-QA Criteria Overall 2007 2008 2009 2010 2011 2012
Medians

1. Expected Learning Outcomes 5.0 4.8 5.0 4.7 5.0 5.0 5.0

2. Programme Specification 4.8 4.9 5.0 4.2 4.9 4.7 5.0

3. Programme Structure and Content 4.9 4.9 5.0 4.5 4.5 4.8 5.0

4. Teaching and Learning Strategy 5.0 4.1 4.8 5.0 5.0 4.8 5.0

5. Student Assessment 4.9 4.8 4.7 4.6 4.9 4.9 5.0

6. Academic Staff Quality 5.0 4.8 4.9 4.8 5.0 5.0 5.0

7. Support Staff Quality 4.0 4.0 4.4 4.0 4.0 4.3 4.0

8. Student Quality 5.0 4.5 5.0 5.0 5.0 4.8 5.0

9. Student Advice and Support 5.0 4.3 5.0 5.0 5.0 4.9 5.0

10. Facilities and Infrastructure 4.0 4.8 4.4 4.0 4.0 4.0 4.0

11. QA of Teaching and Learning Process 4.7 4.5 4.5 4.7 4.7 4.2 5.0

12. Staff Development Activities 4.0 4.3 4.1 4.5 4.0 4.0 4.0

13. Stakeholders Feedback 4.0 4.0 3.3 4.5 4.0 4.0 5.0

14. Output 5.0 5.0 5.1 5.0 5.0 4.8 5.0

15. Stakeholders Satisfaction 5.0 4.5 4.4 5.0 5.0 5.0 5.0

Overall 4.7 4.5 4.6 4.6 4.7 4.6 5.0

No. of 5s (Better than Adequate) 7 1 6 5 7 3 13

Fig. 7 Analysis of AUN-QA assessment results
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6 Recommendations for Quality Improvement

6.1 Areas for Improvement

For the purpose of suggesting improvement for the universities in the participating
countries, a comparison of the AUN-QA assessment results based on the country’s
means is used to identify the areas for improvement as illustrated in Fig. 10.

Participating universities can use Fig. 10 as a gauge to seek improvement on the
quality of their educational programmes for the criterion where the country’s mean
of the AUN-QA criterion falls below the overall’s AUN-QA criterion mean. The
areas for improvement for the respective country are denoted by a “tick” against the
AUN-QA criterion as shown in Fig. 11.

Fig. 8 Improvement of AUN-QA assessment ratings

AUN-QA Rating Indonesia Vietnam
2008 2012 2009 2012

Inadequate need Minor 
Improvement

15% 0% 5% 2%

Adequate as Expected 48% 40% 50% 44%
Better than Adequate 35% 53% 45% 49%
Best Practice 2% 7% 0% 4%

Fig. 9 Improved ratings of educational programmes
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6.2 Key Improvement Initiatives

The key initiatives to improve the quality assurance of each AUN-QA criterion are
recommended in Fig. 12.

AUN-QA Criteria Overall Ratings Indonesia Philippines Vietnam
1. Expected Learning Outcomes 4.8 5.0 4.9 4.4
2. Programme Specification 4.5 4.7 4.8 4.1
3. Programme Structure and Content 4.7 4.7 4.8 4.6
4. Teaching and Learning Strategy 4.8 4.8 4.9 4.8
5. Student Assessment 4.6 4.4 4.9 4.7
6. Academic Staff Quality 4.8 4.8 5.0 4.7
7. Support Staff Quality 4.2 4.1 4.6 4.2
8. Student Quality 5.0 4.9 5.1 5.0
9. Student Advice and Support 4.7 4.8 5.0 4.5
10. Facilities and Infrastructure 4.3 4.1 4.5 4.2
11. QA of Teaching and Learning 
Process 4.6 4.5 4.7 4.6
12. Staff Development Activities 4.2 4.1 4.3 4.3
13. Stakeholders Feedback 4.2 4.1 4.1 4.5
14. Output 5.0 5.1 5.3 4.7
15. Stakeholders Satisfaction 4.8 4.5 4.8 5.1

Fig. 10 Identifying areas for improvement

AUN-QA Criteria Indonesia Philippines Vietnam

1. Expected Learning Outcomes √

2. Programme Specification √

3. Programme Structure and Content √

4. Teaching and Learning Strategy 

5. Student Assessment √

6. Academic Staff Quality √

7. Support Staff Quality √

8. Student Quality √

9. Student Advice and Support √

10. Facilities and Infrastructure √ √

11. QA of Teaching and Learning Process √

12. Staff Development Activities √

13. Stakeholders Feedback √ √

14. Output √

15. Stakeholders Satisfaction √

Fig. 11 Areas for improvement
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AUN-QA Criteria Areas for Improvement
1. Expected Learning Outcomes • Adapt appropriate educational taxonomy for the formulation 

of learning outcomes.
• Implement a systematic way to map learning outcomes to the 

requirements of various stakeholders.
• Enhance life-long learning skills (employability, and 

professional & academic pathways).
• Demonstrate the constructive alignment of learning outcomes, 

teaching & learning strategy and student assessment.
• Lead industry in identifying strategic knowledge & skills to 

support economic growth and employability.
2. Programme Specification • Align programme specification to AUN requirements.

• Standardise programme and module specifications.
3. Programme Structure and Content • Offer multiple academic pathways:

• Concurrent degrees
• Double/joint degrees
• Double majors

• Promote multi-disciplinary and research approach.
• Provide regional and international student exchanges.
• Promote industry and community collaboration in learning, 

projects, research and shared facilities.
4. Teaching and Learning Strategy • Develop quantitative measures to monitor student-centred 

learning.
• Leverage on information & communication technology to 

enhance teaching & learning strategy and spaces.
• Establish pedagogy research and continuing professional 

development of academic staff.  
5. Student Assessment • Emphasize formative assessment across the programme.

• Demonstrate the constructive alignment of learning outcomes, 
teaching & learning strategy and student assessment.

• Standardise examination appeal policy and process.
6. Academic Staff Quality • Standardise the calculation of staff-to-student ratio.

• Benchmark staff-to-student ratio.
• Align employment policy of academic staff to university’s 

mission and vision for internationalisation and research.
• Provide continuing professional development of academic 

staff. 
• Enhance incentive and reward schemes to improve teaching & 

research
7. Support Staff Quality • Establish quantitative measures of service quality.

• Continuing technical & professional development of support 
staff.  

8. Student Quality • Carry out analysis of student quality to academic performance 
(GPA)

• Establish guidelines on student’s study load and individual 
academic ability, and to support multiple academic pathways.

9. Student Advice and Support • Enhance physical, social and psychological spaces inside & 
outside the classroom to support student-centred learning and 
the use of information & communication technology.

10. Facilities and Infrastructure • Provide continuing development and upgrading of facilities, 
infrastructure and equipment.

• Enhance education & implementation of health, safety and 
environment standards.

11. QA of Teaching and Learning Process • Embrace AUN-QA model or adapt appropriate model as a 
holistic programme design & development process rather than 
using it as a certification model.

Fig. 12 Key improvement initiatives
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AUN-QA Criteria Areas for Improvement
• Shorten curriculum design & development cycle, and improve 

responsiveness to stakeholders’ needs.
• Promote continuing development and benchmarking of best 

QA practices and systems within and outside the university.
12. Staff Development Activities • Adapt a holistic approach to human resource management and 

development of academic & support staff
• Provide continuing training & professional development of 

academic and support staff. 
• Establish quantitative measures of staff training & 

development activities. 
13. Stakeholders Feedback • Establish systemic processes to gather purposeful cyclical 

feedback from staff, students, alumni, employers, etc. to 
measure stakeholders’ requirements & satisfaction.

14. Output • Establish benchmarking of output measures.
• Enhance undergraduate research activities (vertical and 

horizontal integration)
• Encourage greater research activities of academic staff.
• Promote industry collaboration & consultation and applied 

research.
15. Stakeholders Satisfaction • Establish quantitative measures of stakeholders’ satisfaction.

• Establish benchmarking of stakeholders satisfaction.

Fig. 12 (continued)
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The Evaluation of Service Quality
for Higher Education in Taiwan by Using
Importance-Satisfaction Model

Kuo-Chun Tsai, PoTsang B. Huang and Ching-Chow Yang

Abstract Due to the government’s education policy significantly change in higher
education, number of new universities has established dramatically in the past
decades in Taiwan. As a result, the universities are facing the strongly competitive
pressures. Most of the universities adjust their strategy in improving service quality
to enhance their competition among the universities. Usually they used the customer
satisfaction survey to ensure the actual service quality from student’s perspectives,
and then find out the service items or quality attributes with low satisfaction levels as
the items to be improved. Then they will adjust and response to those items which
need to be enhanced or improved furthermore to improve their overall service quality
and attributes. Several studies assert that only using the satisfaction survey and the
related improvement actions may not be obtained the significant results in improving
service quality. The main cause is that the improvement items may not concerned by
student. Usually the student will concern the service context and quality attributes
with high importance. Therefore, we consider the famous I-S model and the related
questionnaire to evaluate the service quality for university. We have conducted this
model and the related questionnaire survey in a private university in Taiwan.
According to I-S model analysis, the results of this research survey show the main
pole to be improved (high importance and low satisfaction), including equipment,
facilities need to be replaced or upgraded. The survey results will be improved
subsequently as further reference for improvement.
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1 Introduction

Higher education institutions are increased significantly, it has been recognized that
higher education is a service industry, and are placing greater emphasis on meeting
the expectations and needs of their participating customers, in other word—stu-
dents. This becomes even more importantly in those universities budgets as a
tuition-based model. The rapid expansion of colleges and universities, and signif-
icant increases in college education costs combined with demographic shifts in the
population, which force colleges to think differently about the role of student sat-
isfaction for their survival (Kotler and Fox 1995). Furthermore, intense competition
in today’s competitive educational market causes universities to adopt a market
orientation strategy to differentiate their offerings from their competitors. Similarly,
higher educational institutions in Taiwan are operating in a competitive market-
place. Thus, they need to understand their target markets (i.e. students, external
stakeholders of different types), evaluate the target audience’s needs, revised their
offerings to meet those needs, moreover enhance customer satisfaction by deliv-
ering superior quality services (Keegan and Davidson 2004).

From the beginning of the 1980s, quality awareness and customer consciousness
have been growing steadily. As a result, enterprises have not only been seeking
business growth and an improved competitive position, but have also been devoting
themselves to upgrading “quality” (Anderson and Zeithamal 1984). Along with
this, service “quality” has also received significant attention.

Service quality aims to confirm the requirements of customers, to meet their
expectations and to satisfy them (Deming 1982).

Customer surveys have been used by most enterprises to measure service
equality (Babbar 1992). Surveys can be conducted by brief questionnaire, tele-
phone, or mail.

Improving customer satisfaction not only raises company profits, but also
facilitates company development (Dubrovski 2001). In higher education, most
studies focus on students as “customers”, and evaluate their level of
satisfaction/dissatisfaction with their programs of study (Comm and Mathaisel
2000). The objectives of higher education are to provide in-depth knowledge, seek
academic development, educate students, and coordinate national development
demands.

Customer satisfaction and customer loyalty are the key concepts in planning
marketing strategies. The importance of customer satisfaction has already been
recognized by private industry. Successful and innovative companies, such as
Procter and Gamble and American Express, are increasing their efforts to monitor
and improve satisfaction, because they realize the value of these activities in
enhancing their images, understanding their markets, and increasing their profits
(Hennig-Thurau et al. 2002). Same as education business, student satisfaction can
bring important impact on future behavior.

The concept of a student satisfaction is derived from the concept of customer
satisfaction. Customer satisfaction not only plays an essential role in marketing, but
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also a critical factor in persuading consumers to make repurchases (Churchill and
Surprenant 1982).

Colleges and universities use student satisfaction data to better understand,
improve and change campus environments, thereby creating settings more con-
ducive for student development. In this sense, student satisfaction is an indicator of
the university’s responsiveness to students’ needs and a measure of institutional
effectiveness, success, and vitality (Hallenbeck 1978; Low 2000; Nichols 1985;
Upcraft and Schuh 1996). To make university administration management effi-
ciency, we survey a university’s student to know which student care about, what
task school should be ranked in priority order.

The purposes of student satisfaction surveys are not only to discover student
satisfaction levels, but also to determine necessary improvements by the results of
student satisfaction surveys. Student satisfaction surveys commonly apply ques-
tionnaire and complaint analyses. However, complaint analysis is a passive method,
which cannot fully determine student satisfaction. Recently, firms have increasingly
started using questionnaire surveys. This study applies the I-S model conducted by
Yang (2003) to analyses student satisfaction.

1.1 Importance-Satisfaction Model (I-S Model)

Low-quality attributes should not be the only consideration when designing
improvement plans. Usually, the customer (student) measures the quality of goods
or services based on several important attributes or elements (Berry et al. 1990;
Deming 1986). Customer (student) evaluates product or service quality by con-
sidering several important quality attributes. Therefore, firms must take actions to
improve the attributes that are important to the customer but which have low
satisfaction levels. Figure 1 shows concept of I-S model conducted by Yang
(2003). The results for each quality attribute are placed in the model and then
improvement strategies considered based on the position of each item will be
established.

2 Methodology

This study employed the Questionnaire Survey methodology. Hence, research was
conducted through the distribution of survey questionnaires. The methods and
procedures are shown in the following:

1. Make a comprehensive study of all related documents and literatures to deter-
mine research topic and structure.
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2. Compile and analyze related documents to produce self-developed
questionnaires.

3. Conduct formal questionnaire survey and perform statistical analysis.
4. Draw a research conclusion and present implications and recommendations

based on the findings.

This study issued a questionnaire to a private university located in north Taiwan.
Questionnaire respondents using the online way, a total of 495 valid questionnaires
were recovered. Questionnaire has a total of 53 question items based on the service
level provided by the schools daily contact. This questionnaire was divided into
“Importance Survey” and “Satisfaction Survey”, each of the scale ranged from 55 to
95 (with 55 representing extremely low importance and 95 representing extremely
high importance).

Reliability is generally measured by Cronbach’s (a; the Cronbach’s of students
measurement for higher education was calculated using the statistical software,
SPSS. 17.0). The reliability can be confirmed when Cronbach’s alpha coefficient for
all the latent variables was found to be well above the accepted threshold value of
0.75. The Cronbach’s of “Importance” was 0.981, and the Cronbach’s of
“Satisfaction” was 0.978. The differences between these two figures are small,
among 0.97, 0.98, which indicates that the questionnaires administered in this study
are highly reliable.

The assessment of validity can be confirmed by factor loading the corresponding
endogenous and exogenous latent constructs. In this research, the values of factor
loading of the latent constructs for “Importance” are ranged from 0.544 to 0.923,
and “Satisfaction” are ranged from 0.485 to 0.891, which are greater than the
threshold level of 0.4 proposed by Nunnally (1978). This study also conducted
interviews with HR directors. The feedback indicated that the questionnaire had
extremely high reliability and validity.

Fig. 1 Importance-satisfaction model [Source Yang (2003a)]
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2.1 I-S Model Results

Those quality attributes were placed in the I-S model, as shown in Fig. 2:

(1) Excellent area

1. The attitude of school administrative staff overall satisfaction
2. The School General administrative efficiency overall satisfaction
3. The School development and performance overall satisfaction

25. Health care service
27. Campus security facilities and equipment
31. Campus clean
32. Professional competence of service personnel, can actually reply to

questions from readers
33. Library catalog easy to search
34. Information exchange and acquisition service
35. Audio-visual equipment, computer equipment, photocopying equipment

and reading seats
36. Collections and library resources
45. Department of academic research outcome
46. Departmental activities announcement
47. Departmental office service
48. Departmental resources management

Fig. 2 I-S model application
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49. Teaching quality
51. The faculty teaching seriously
53. Overall satisfaction for department.

(2) To be improved area

4 Crisis Handling
5 School Announcement for Important Information
9 Schools provide students with learning and sharing environments (such as

classrooms, laboratories, etc.)
10 Classroom overall facilities
11 i-learning network teaching platform
22 Employment, internship support, and counseling plan,
24 Scholarship and assistant application business
28 Security and access control
29 Student automobile and motorbike application and car park management
37 Campus network maintenance and service
38 I-touch school administration system maintenance and integration
39 Campus web page planning
50 Classroom and laboratory equipment and maintenance
52 Department of Curriculum Planning.

(3) Surplus area

21. Provide work–study opportunities and training
23. Students loan business
26. Student counseling and guidance
30. Campus beautification
40. International students apply for cultural events
41. Exchange students related services promotion
42. International student admissions service promotion
43. Travel learning and study abroad scholarship announcement
44. Overall satisfaction for the school.

(4) Careless area

6 School web page maintenance
7 Faculty sport activities organized
8 Sports and Leisure Facilities Management Sports and Leisure Facilities

Management
12 Learning alert system
13 Performance management
14 Convenience of equipment loan
15 Semester naming system
16 Teaching evaluation
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17 Student dormitory management and counseling
18 Student out of campus housing assistance
19 Students general counseling and management.

Figure 2 shows the average student satisfaction value of 82.04, demonstrating
that the school has acceptable operation performance. The “excellent area”, in
which students are completely satisfied, includes 18 quality attributes. “To be
improved area” in which students are dissatisfied with the quality attributes, indi-
cate student hope school can actively improved these items contains 14 attributes.
“Surplus area”, indicating that schools have acceptable performances in these items,
contains 10 attributes. Furthermore, “Care-free area” contains 11 attributes. If
school resources are limited, these quality attributes have a low priority.
Furthermore, if school resources are abundant, these items should also be improved.

3 Conclusions

Using higher education students as examples, this study proposed the improvement
priority based on the perspectives of importance and satisfaction by I-S model
theory. Based on school’s resources, the result can determine the improvement
strategies and priorities to satisfy actual student requirements.

This study found the following should be the highest priority for improvement
projects focused on school facilities and the environment (for example: the campus
parking problem, updating and maintenance of teaching equipment, network
environment), shows that private universities have resources indeed far less public
universities, Government should consider that the quality of public and private
institutes should be balanced, and provide reasonable subsidy to the private insti-
tutes with high reputation.

Of course, if the school has sufficient resources should also give priority to these
“To be improved(high importance and low satisfaction)” projects try to improve,
however, if the school does not have enough resources, but also without consuming
too many resources from the comparison of “Excellent area (high importance and
low high satisfaction)” in the project to continue their efforts, for example through
continuing education and training to improve service quality administrative service
personnel, so that students can continue to enhance the school to increase overall
satisfaction.

According to the previous researches (Fornell 1992; Anderson and Sullivan
1993), customer satisfaction is the antecedent of relational outcomes, such as
customer loyalty and positive word-of-mouth advising. Testimonials from suc-
cessful former students might be one of particularly effective strategies to market
the institutes.
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Quality Assurance Information System
of Chulalongkorn University

Thongchai Pitimanuskul, Grittapat Akkaphuriwong,
Wibool Khongdee and Vimolvan Pimpan

Abstract Data management is one of the necessary processes in quality manage-
ment. Chulalongkorn University has developed the tool for this process called
Quality Assurance Information System (QAIS). This system was originally
developed based on “Lotus Notes” software. Currently, its system consists of the
processes of data input, reference input, data checking and correction, data evalu-
ation, and report preparation. By using this system, the data collection process
changes from “Offline” to “Online via Intranet.” It has been used to support internal
and external quality assessments according to national quality standards of Thailand
since this system can connect and transfer data to the national database called
CHE QA Online (Commission on Higher Education Quality Assessment online
system). Chulalongkorn University was nationally awarded by the Office of the
Public Sector Development Commission in the category of Servicing Innovation for
implementing this system. Therefore, Chulalongkorn University would like to share
and exchange the concept and the operation of this system for further improvement.
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1 Introduction

Quality Assurance Information System (QAIS) of Chulalongkorn University is
developed based on five concepts as follows:

(a) Harmonization
Since there are many operational units in Chulalongkorn University including
19 faculties, 3 colleges, 9 research institutes, and more than 60 centers and
administrative offices and these units which have different missions, roles and
functions, there are many types of data needed to handle. Furthermore, there
are many IT systems or programs used in these units. Therefore, to avoid the
effect on the operation of each unit, each unit can still use its own system to
collect the data but the definition and the criteria of the data as same as in
QAIS are applied. Then QAIS gathers the data from each unit via standard
template using excel program as shown in Fig. 1.

(b) Detailed Focus of Common Data Set (CDS)
Because the data supplied and used in QAIS is the data gathered from the
operation and management of all units in the university, some data is the
combination of several sub-data. In addition, the definition and the criteria of
the data used for different purposes may be different. For example, the defi-
nition of “Academic Staff” used for internal quality assessment based on
national quality standards of Thailand is different from that used for university
rankings by QS and Times Higher Education. Moreover, some data is col-
lected based on the fiscal year while the others are collected based on the
academic year. Therefore, QAIS is designed to gather in the level of the
sub-data as much as possible.

Fig. 1 Data collecting process of QAIS
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(c) Data Managements on Facts
Files of the references or the evidences supporting the data are important in
QAIS. These files are useful in the checking, reviewing, and assessment
processes. Therefore, the system requires the attachment of these files at the
first time the data is submitted and every time the data is changed or corrected.

(d) Business Process Concern
Since the main objective in the development of QAIS is to find the most
suitable and effective process in data management of Chulalongkorn
University, “Lotus Notes” is used as a tool for the development. This is due to
its ease in using and changing the requirements of the program that can
support the needs of each unit of the university.

(e) Data Utilization
Data supplied in QAIS is not only used for internal and external quality
assessments but also for the management of the university and other purposes
such as university ranking. Therefore, the system is designed to support the
diversity of data and the variety of the format of the reports.

2 Management and Databases of QAIS

The control and management of QAIS can be divided into three levels depending
on the units responsible for the data and sub-data. The Office of Strategy
Management and Budgeting (OSM) has the responsibility for overall control and
management of QAIS. Other main administration offices of the university besides
OSM are responsible for the data and sub-data based on their roles and functions.
For example, the Office of Research Affairs is in charge of all research data and
sub-data while the Office of Student Affairs is in charge of all data and sub-data
related to student activities and awards. These offices are called “Data Controllers.”
All other units of the university excluding OSM and Data Controllers are called
“Data Owners.” They are responsible for the data and sub-data resulting from their
operation.

The overall working processes can be summarized as follows:

1. OSM sets the parameters and prepares the CDS Survey Form.
2. Data Controllers submits the original data and files of references and evidences.
3. Data Owners checks the original data and files submitted by Data Controllers. If

these data and files are the same as what they have, they are required to confirm
the information. On the other hands, if the data and those files are different from
what they have, they can submit the request for changing the data and must
attach the files of the evidences to support the change request.
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4. Data Controllers review the change request and if they agree with the new
information, they change the data and the files in the system. Then Data Owners
and OSM acknowledge the change.

5. Data Controllers confirms all the data.
6. OSM closes the data submission system.
7. The next step is depended on the purpose of data utilization. For example, in the

case of internal quality assessment, Data Owners prepare the KPI (Key
Performance Index) Survey Form, analyze the KPIs based on data related to the
KPIs, and submit the evaluation of the KPIs to the system. The Self Assessment
Report (SAR) of each Data Owner is then printed.

8. In the same case at the university level, OSM prepare the KPI (Key Performance
Index) Survey Form. Then Data Controllers analyze the KPIs they are
responsible for based on data related to the KPIs and submit the evaluation of
the KPIs to the system. OSM concludes the final evaluation and prints the SAR.

QAIS involves the following databases as shown in Fig. 2.
In addition, QAIS is designed to link to CHE QA Online (Commission on

Higher Education Quality Assessment online system) which is national database
system. Therefore, the data of Chulalongkorn University can be easily transferred to
CHE QA Online as shown in Fig. 3. Some data can be posted on the OSM website
for anybody to access or printed as reports for administration.

Fig. 2 Databases of QAIS
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3 Conclusion

Since QAIS is implemented, the data used at both university level and other units in
the university are the same. This reduces the problem of the inconsistency and the
difference of the data. The data supplied in QAIS is based on “Fact.” Therefore, not
only the numerical data is supplied, the details of each data are also included in the
system. Moreover, all users at each level can communicate to each other, check and
review the data at all times. The important outcome is that Chulalongkorn
University has the databases that effectively support internal and external quality
assessments, strategic management, university ranking, and other purposes.
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Total Quality Management in Educational
Institutions

A.K.M.F. Hoque, M.S. Hossain and M.A. Zaman

Abstract The concept of Total Quality Management (TQM) has been discussed in
the present work stressing its application in the field of education. Side by side
definition, concept, principles of TQM, and philosophy are discussed. In this pre-
sent work also discussed synergistic relationship, continuous improvement,
self-evaluation, a system of ongoing process leadership, etc. TQM process in
educational institutes generally includes (a) Mission and Passion, (b) Administrator
as a role model, (c) Environment factors, (d) Accountability, (e) Humans relations
and (f) feedback. Implementation principles and processes of the concept in edu-
cation have been narrated after identifying the barriers for implementing total
quality in education. TQM will help achieve excellence, which only can guarantee
the survival of institutions now in a highly competitive world, with ever decreasing
subsidy in the education sector.

Keywords Principles of TQM � Philosophy �Mission and passion � Administrator
as a role model � Environment factors � Accountability � Humans relations �
Feedback � SQCC � 5-S � TWIT � Management commitment � Employee
empowerment � Customer focus � Continuous improvement

1 Introduction

The concept of Total Quality Management (TQM) was developed by an American,
after World War II for improving the production quality of goods and services. The
concept was not taken seriously by Americans until the Japanese, who adopted it in
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1950 to resurrect their postwar business and industry, used it to dominate world
markets by 1980. The TQM is quite popular in management circles today. TQM
refers to a set of philosophies that reorient management systems to focus on the
efficient achievement of organizational objectives in order to exceed customer
expectations and maximize stakeholder value. In the last two decades, TQM have
enabled Japanese companies increase their competitive advantage in costs and
quality, and to consequently gain significant global market share in a number of
variety of industries. TQM, in many ways, is practically a formalized common
sense.

While TQM was pioneered in the manufacturing sector, its benefits have been
brought to service and public sector organizations. Many educational institutions in
the US and Canada are applying TQM techniques to improve their organizational
effectiveness and the quality of their programs.

A total quality approach in running our schools is necessary for equipping
learners to function to their fullest potential in an environment of depleting
resources. The schools have to be dynamic and flexible to meet the demand. The
expectations of students, parents, and the public in general vis à vis educational
priorities, costs, accessibility, programs, and relevancy, make it imperative for
schools to undergo continual assessment and improvement. Funding resources for
education are diminishing at a rapid rate. Schools have to find innovative ways of
cutting costs without cutting quality.

2 Introducing TQM

2.1 TQM Defined

TQM is a management philosophy that seeks to integrate all organizational func-
tions to focus on meeting customer needs and organizational objectives. It views an
organization as a collection of processes and maintains that organizations must
strive to continuously improve these processes by incorporating the knowledge and
experiences of workers. Although originally applied to manufacturing operations,
and for a number of years only used in that area, TQM is now becoming recognized
as a generic management tool, just as applicable in service and public sector
organizations.

2.2 TQM Concept

Quality of education is a multi-dimensional concept, with varying conceptualiza-
tions. It includes the quality of inputs in the form of students, faculty, support staff
and the infrastructure: the quality of processes in the form of learning and teaching
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activity: and the quality of outputs in the form of the enlightened students who
move out of the system. Quality control is an effective system of ensuring quality,
ensuring continuing excellence. TQM is a modern term wider in scope than the total
quality control (TQC). TQC considers the role of employees in improving the
productivity. But it remains silent about the quality of work life, employee satis-
faction, and organizational development. TQM takes into its fold not only ensuring
productivity and efficiency but also ensuring individual satisfaction and institutional
building and human well being.

2.3 TQM Philosophy

TQM approach keeps the organizational goals at the supreme but there is a fun-
damental shift in philosophy from work centered to employee centered. TQM
believes in the following:

(a) There are no workers and no managers, all employees of an educational
institution have important roles to play. The role of each one is important.
Therefore, we must realise that all are facilitators and team members, the head
of them being the leader of the team. The team can never succeed unless
everyone puts into his/her best.

(b) Involvement is the key word. It means participation plus commitment and
pride.

(c) Everyone is made to identify oneself with the institution. Employees volun-
tarily come forward as the relationships should be family oriented where
everyone gives his/her best even without asking.

(d) TQM requires a new set of values. There should be openness, transparency,
trust, patience, respect, and discipline.

3 TQM Concept for Education

Components of TQM in education
Awareness and Commitment for Everyone, A Clear Mission, A Systems Planning
Approach, Teaming Replacing Hierarchy, Enabling and Empowerment Replacing
Fear.

Focus on Mastery Learning
The sequences are: (1) Plan, (2) Teach, (3) Test

The TQM alternative is: (1) Plan, (2) Teach (DO), (3) Check, (4) Revised
Teaching (ACT), (5) Test
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PDCA Cycle Activities

Plan

DoCheck 

Ac on

PDCA Cycle will be repeated again and again for “Continuous Improvement”
Focus of practicing TQM in educational institutions must embrace at least the

following
(1) Knowledge: 100% understanding of subjects (2) Wisdom: ability to apply

knowledge and experiences to make the right decisions, the correct choices and the
right judgment (3) Eloquent Speech: Clear, fluent, and flawless presentation of
ideas and living a participated life (4) Spiritual Perception: Ability to differentiate
between right and wrong.

TQM concept must be applied to all activities of the institution such as
Morning assembly, Lesson plan, Games, Teachers training, Admission,

Recruitment, Examination/Assessment, Discipline, SQCC, 5-S, TWIT, etc.
5S’s stand for five Japanese words

1. SEIRI (Sorting): Deciding what is/is not necessary, and disposing the latter.
2. SEITON (Setting in Order): Storing the necessary things in order, so that the

right items can be picked up efficiently (without any delay/waste) at the right
time.

3. SEISOU (Shining): Creating a clean workplace without dust, dirt, and garbage.
4. SEIKETSU (Standardization): Keeping the good state of SEIRI, SEITON,

SEIKETSU.
5. SHITSUKE (Self-Discipline): Training officers/employees for making the four

steps as a regular rule at the workplace.

The TQM is applicable to academics. Many educators believe that the Deming’s
(1900) concept of TQM provides guiding principles for needed educational reform.
In his article, “The Quality Revolution in Education,” John Jay Bonstingl (1985)
outlines the TQM principles he believes are most salient to education reform. He
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calls them the “Four Pillars/Principles of Total Quality Management.” These are
described below.

(a) Synergistic Relationships

The very application of the first pillar of TQM to education emphasizes the syn-
ergistic relationship between the “suppliers” and “customers”. The concept of
synergy suggests that performance and production is enhanced by pooling the talent
and experience of individuals. In a classroom, teacher–student teams are the
equivalent of industry’s front-line workers. The product of their successful work
together is the development of the student’s capabilities, interests, and character.

(b) Continuous Improvement and Self-Evaluation

The second pillar of TQM applied to education is the total dedication to continuous
improvement, personally, and collectively. TQM emphasizes self-evaluation as part
of a continuous improvement process.

Management by Measurement in TQM

The two basic purposes of TQM in education
(a) Improved learning (b) Improved cost effectiveness
Form a TQM steering committee that.
(a) Develops a plan for supporting the staff in TQM implementation (b) Builds a

positive connection between that committee and the traditional supervisors (c) Use
advice from consultants and/or from schools that have succeeded at TQM
transformation

Implementing TQM

1. Aligning the Institution
(a) People (b) Process

2. Ensuring Mind-set/Attitude to Understand the following
(a) Quality: A new Philosophy, (b) KIAZEN, (c) Internal Customer,
(d) Working with Facts, (e) Respect for Humanity

3. Through Participation and Involvement Utilize Following Tools
(a) Policy Management, (b) Students Quality Control Circle, (c) Teachers Work
Improvement Teams, (d) 5-S Techniques, (e) Quality Assurance (and Process
Orientation)

(c) A System of Ongoing Process

The third pillar is the recognition of the organization as a system and the work
done within the organization must be seen as an ongoing process.
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(d) Leadership

The fourth TQM principle is that the success of TQM is the responsibility of top
management. The school teachers must establish the context in which students can
best achieve their potential through the continuous improvement that results from
teachers and students working together.

4 Principles of TQM

The key principles of TQM are given below (Martin 1993):

Management commitment Fact based decision making
Plan (drive, direct) Statistical process control

Do (deploy, support, participate) DOE, FMEA

Check (review) The seven statistical tools

Act (recognize, communicate, revise) Ford 8D—team-oriented problem solving

Employee empowerment Continuous improvement
Training Systematic measurement and focus on CONQ

Suggestion scheme Excellence teams

Measurement and recognition Cross-functional process management

Excellence teams Attain, maintain, improve standards

Customer focus
Supplier partnership

Service relationship with internal customers

Never compromise quality

Customer driven standards

5 TQM Process

In an educational institution, the TQM process brings with it the commitment to
quality, along with commitment to the employees, and the organization. All those
who contribute to the system should be involved, with a clear understanding of the
purpose. It is an approach to improve the effectiveness and flexibility of the
organization as a whole. The improved performance is directed towards satisfying
cross-functional goals as quality, cost, manpower development, quality of work life,
etc. These activities ultimately lead to increased students and employee satisfaction.
The process to introduce TQM in colleges should generally have the following
steps:
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(a) Mission and Passion: The determination and announcement of mission state-
ment is the first and foremost task on which the whole TQM will depend. There
should be no or minimal conflict. Everyone should share a passion to move
continuously close to the ideal vision.

(b) Administrator as a Role Model: It must also be clear from the side of
administrator/Principal of the institution that he/she is committed to total
quality. The commitment should be communicated in meetings with employees
and students and must be practiced, i.e. it must be by word of mouth and by
action visibly demonstrated. The process of pursuing this agenda should be
continuous and never lost sight of.

(c) Environment Factors: The next step is identification of the factors of internal
and external environment, which have a bearing on the institution building.
These include factors affecting the work environment in the institution (proper
cleanliness, lighting, teaching aids, projectors, computer labs, lab materials,
canteen, sports, gardening, water, etc.) and factors helpful in image-building of
the institution (industry–institution interaction, debates, conferences, seminars,
public relation including media management, etc.). Outsiders should be
involved for mutual benefit.
Liberalization and globalization have set new trends in domestic and global
competitive environment. This has led to a great disparity between what is
taught and what is needed at the work place. Due to the socioeconomic, cul-
tural, and technological transformation which has taken place during past
decade, newer demands are being placed upon educational institutions.
Educational system can effectively react to these internal and external chal-
lenges only when it emphasizes on total quality.

(d) Accountability: We have to develop the system in which every group (student,
teachers, researcher, manager) is accountable to all other groups and members
of each group are accountable to one another. Students should be accountable
to teachers. We should develop a system in which teachers are accountable to
students through instruction surveys and are accountable to management
through self assessment and assessment of teacher by outside organizations and
in which researchers are prepared to be assessed by outside agencies and
funding agencies for their work. We have to develop a system in which
managements are accountable for their work through assessment by accredi-
tation process. Moreover all accountability at all levels has to be in terms of
criteria laid down sufficiently in advance.

(e) Human Relations: There is a need to enhance quality in the whole setup,
including the relationship. All individuals, small or big must be viewed as
important human beings with physiological, psychological, social, and ego
needs.

(f) Feedback: TQM is a continuous process. There is a need for continuous per-
formance appraisal of all the subsystems as well as the system as a whole.
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6 Implementation Principles and Processes

There are several barriers for implementing total quality in education:
(a) There is often a conflict between administration and academic functions. The

two groups often form parallel worlds without a shared vision or mission for the
school. A total quality approach requires that the two groups should work together
to meet customer expectations; (b) Within the academic group, there is often too
much division. Identity with the entire school must take precedence over subgroup
identity; (c) Most schools have entrenched cultural practices and beliefs that may
create resistance to change. (d) The concept of a customer may be difficult to adopt
in an academic environment; and (e) The need for control, measurement, and
feedback systems for the purposes of standardization is somewhat foreign to aca-
demic environments. There may be the fear of stifling creativity.

To successfully implement a total quality approach to education we must do the
following:

(a) Obtain COMMITMENT to total quality from the relevant authority.
(b) Recognize a school as a system with interacting subsystems, namely, a
social/cultural subsystem dealing with human interactions and motivation.
(c) Identify all the customers and stakeholders; (d) Develop and communicate
throughout the school a shared vision and mission that reenforce the needs of its
customers; (e) Analyze the behavior of the school; (f) Develop goals and objectives
consistent with the vision and mission; (g) Study the impact of each major process
on the ability to meet the school’s goals and objectives; (h) Develop measurement
and feedback systems for each major process (such as curriculum development,
student intake, teaching, etc.); (i) Form cross-functional teams to improve major
processes. Ensure that all the customers of each process are directly involved in the
improvement effort; (j) Train all teams in techniques consistent with the nature of
their activity; (k) Implement systems to hold the gains that are made; (l) Document
all improvement exercises; (l) Repeat Steps narrated before.

A preliminary step in TQM implementation is to assess the organization’s
current reality. Relevant preconditions have to do with the organization’s history,
its current needs, precipitating events leading to TQM, and the existing employee
quality of working life. If the current reality does not include important precon-
ditions, TQM implementation should be delayed until the organization is in a state
in which TQM is likely to succeed.

7 Conclusion

Quality education is all about systems that lead to good academic culture, excellent
academic result, progressive and adaptive management, clear and transparent
administration, prominent profile of outgoing students, and, above all, review and
modification of inputs. All stakeholders have a prominent role to play. TQM in
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educational institutions is the need of the hour. It must be tried in colleges/
Universities for maximum performance of the students and the employees. It must
also be implemented for institutional image-building. It has become all the more
necessary with the entry of the private sector in education in a big way. TQM will
help achieve excellence, which only can guarantee the survival of institutions in a
highly competitive world, with ever decreasing subsidy in the education sector.
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Part V
Quality in Healthcare

Sharon Tay, Singapore
The quality of healthcare processes is affected by patient care process, hospital

operation, and the people involved in designing and implementing these systems.
Thus, human factors play a major role in ensuring quality and safety in an inher-
ently complex healthcare system.

Competencies of healthcare professionals (doctors, nurses) are crucial to the
delivery of quality care. Evaluation of the effectiveness of medical education is
being researched in the following paper.

Patient care process can be complicated and involves multiple healthcare pro-
fessionals. In the case of home care, more patients are opting for better continuity of
care following their discharge from hospitals. Success of home care involves
assigning the right mix of healthcare professionals with appropriate skills to render
treatment while visiting patient’s home. Evaluation of patient care and an effective
and efficient method to plan resources for home visits are the subject of research in
Asia healthcare industry as in the papers of this Chapter.

The two common incidents in the hospital setting are patient falls and medica-
tion error. These incidents may result in extended stay in hospital and additional
costs to the health system. On the prevention side, Fall Risk Checklist is developed
and its effectiveness is evaluated as shown in the paper of this chapter. When the
incident happens, an effective investigation flow is needed, and one way is to do a
task analysis to identify specific problem of that process method as presented in
another paper of this Chapter.
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A Study on the Falls Prevention System
in an Acute Hospital

Masataka Sano and Masato Yoshida

Abstract Preventing falls is one of the clinical problem and causes patients’ sig-
nificant problem, since it may cause serious injuries such as an abrasion and
fractures. An assessment score sheet for inpatients is one of the falls prevention
system. In this paper, we focus on sheet for inpatients’ fall risk. In this paper, we
validate the appropriateness of the falls estimate in patients hospitalising. We
reassessed the score of 84 cases which consist of 42 sets of the actual patient data
for patients who have fallen and 42 sets of the data for those who have not from
seven wards from October 2013. The results showed four items as greatly influence
the falls. With these items, we calculated fall probabilities of each patients, and
compared them of patients who have fallen and those who have not. Then, we could
not recognise the difference between two groups since the number of people whose
probability of fall is more than 60% are 34 cases in patients who fallen and 24 cases
who did not fall. From the result of the analysis, we discuss it is not enough that
nurses estimate the patient’s fall risk only using the assessment in patients at the
time of hospitalising. Instead, the importance of daily assessment is shown.

Keywords Preventing falls � Assessment score sheet � Inpatients’ fall risk �
Probability of fall � Importance of daily assessment

1 Introduction

1.1 Background

Much recent focus has been given to the system of medical safety, as it is currently
being constructed by medical institutions. Falls can result in severe injuries for
patients, such as fractures, and it is the second most common form of medical
accident.
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It has been suggested that assessment sheets be used as tools for determining
patient fall risk in order to improve prevention and reduction efforts. When a patient
enters a hospital, the nurse uses the sheet constantly. Although many hospitals use
assessment sheets, satisfactory results have not yet been achieved; thus, nurses
often doubt their effectiveness and do not tend to use them precisely.

1.2 Previous Study

In a previous study, Kato et al. (2013) collected 150,883 sets of assessment data and
2085 sets of accident data from between 2009 and 2011 for patients at IizukaHospital.
They excluded improper data, and 109,474 sets of data for analysis, consisting of 1429
events, remained. Thus, they developed an assessment system that enabled them to
assign a total risk grade and to set priorities among candidate countermeasures for
each patient. The nurses in IizukaHospital used the sheet constantly, so theywere able
to collect large quantities of data for utilisation in analysis.

1.3 Purpose

Many Japanese hospitals use a sheet created by the Japanese Nursing Association,
Morita et al. (2010), Nakagawa (2010) and Ogi and Iijima (2013) but we do not know
how applicable this sheet is to other hospitals. However, the sheet cannot be revised,
since each hospital would revise the sheet differently and would not consult the other
hospitals after doing so. In this study, we revised this risk assessment sheet and
confirmed its appropriateness for estimating the fall risks of patients at “A” hospital.

2 Grasping the Present Situation

2.1 Summary of the Sheet

A hospital is an acute hospital with about 500 beds. The sheet used as a reference
was created in 2007, and has not been revised since then. It contains 10 assessment
criteria and 19 items, but each item has multiple contents so the 19 items consist of
42 components, each of which has a score. The maximum total risk score is 41, and
the minimum is 0 (Table 1).

2.2 Problems with Its Use

We interviewed the head nurses regarding the problems with the risk sheet. The
interview focused on the demands of the nurse, the wording of the items, the usage
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of the sheet, and how well it identified the risk factors for falls. As a result, the
nurses wanted to reduce the number of items and how the items were worded, such
as whether the contents of the item were connected with “and” or “or.” They
reported it as difficult to easily judge vague expressions; for example, “the distance
to the restroom is long.” There were 12 items that they could not easily assess when
the patient first enters the hospital. When patients are first admitted, nurses are
supposed to use the risk sheet constantly; however, the nurses in the present study
reported not using it after the first point of admission. They did note, however, that
walking without assistance and without having to call for a nurse qualified as risk
factors during hospitalisation.

2.3 Validity of the Sheet

We collected the scores of patients who had fallen during a specified period in order
to assess the risk sheet’s usefulness. We analysed scores of 75 patients from April
to July 2013, although the scores of eight patients were not recorded (Fig. 1). As a

Table 1 A hospital’s current fall risk assessment sheet (a portion)

Assessment Options Score Total risk score

Hospitalisation

Age Over 65 years, under 9 years 2

Previous history Previous history of falling,
previous history of fainting

2

Sensory obstacle Equilibrium, visual impairment,
hearing impairment

2

Physical disability Leg or waist weakness,
muscle weakness

3

Paralysis, paresthesia,
dysarthrosis, contracture

1

1

2

3

4
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7
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9
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Fig. 1 The distribution of
risk scores for 75 patients
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result, 56 patients (84%) were classified as Risk I (having scores of under 15),
which was the lowest fall risk level. When we checked this in detail, patients who
had scores of 2 made up the majority. Thus, we reassessed 10 patients to validate
the accuracy of our assessment (number of patients with scores under 5:7; number
of patients with scores over 13:2; number of patients who had not fallen: 1). The
scores of 4 patients who had scored below five rose over time, so we judged it
necessary to use these scores to reassess and revise the risk sheet.

3 Methods and Reassessment Results

3.1 The Reassessment Format

We used 42 responses, those which concern falls on detail. We changed the
expressions of two items and added two more that had influenced fall risk in a
previous study (Warashina 2003). The timings of the reassessment were at hospi-
talisation, discharge from the hospital, and when a fall occurred (Table 2).

3.2 The Decisions About Wards and the Number
of Reassessments

We limited number of objects with the data from April 2011 to June 2013 because
reassessment took too much time. Specifically, we limited this to seven words. We
reassessed every word by questioning 6 patients who had fallen and who had not
(82 patients in total). We requested head nurses each word for reassessment with
medical records and stories of nurses.

Table 2 A portion of the reassessment

[For patients who have fallen]
Ward

Discharge
Before

reassessment
After

reassessment
Before

reassessment
After

reassessment ―
Age

Previous
history

Day

Reassessment sheet
Timing

Physical
disability

Sensory
obstacle

C

Hospitalisation Fall

7/ 26Hospitalisation 7/ 19 Fall 7/ 24 Discharged

Leg or waist weakness
Muscle weakness
Paralysis
Parasthesia
Dysarthrosis, contracture

Equilibrium
Visual impairment
Hearing impairment

Over 65 years / under 9 years
Previous history of falling
Previous history of fainting
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3.3 The Result of the Reassessment

The deflection of the score’s distribution decreased before and after the hospitali-
sation reassessment, and the centre of the distribution skewed to the right. However,
there were no patients classified as Risk III (i.e., a score of over 31). We confirmed
some items with a few applicable patients.

4 Selection of Items

4.1 Methods

In this study, we analysed the timing as samples because this made it easy to detect
significant differences and which timing we should use during the analysis was not
clear. There were some missing data, so we marked those as “0.” We confirmed
correlation between many items with Statistical hypothesis testing. We did not
combine the activity items, since the contents did not agree.

First, we considered whether we were able to reduce number of the items on the
risk sheet. In the same fields, we investigated the differences between the 44 item
components with chi-squared or Fisher’s exact tests (with p < 0.05), and then
integrated the significantly different items. We deleted options that did not involve
patients. The remaining 32 item components were then analysed as explanatory
variables of falling using logistic regression analysis Tango et al. (1997) (with
significance at p < 0.10). Thus, we investigated the items that most influenced falls
in 21 ways with timings, choosing at least one point in the assessment time as
patients who have fallen compared to those who have not.

4.2 Results

As a result of having analysed the 21 items, we confirmed nine factors that affected
fall with the data for discharge from the hospital, and when a fall occurred for
patients who had fallen, and for hospitalisation and discharge from the hospital for
those who had not fallen (Model 1) (Table 3). We detected the most items with
those timing. We applied the assessment of the fallen patients to Model 1 and
calculated fall probabilities for each patient. This resulted in the distribution shown
in Fig. 2. As the probability of fall rises, so does the frequency of falls, when we use
Model 1.
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4.3 Applying the Hospitalisation Reassessment Data
to the Models

To validate the effectiveness of assessment for the hospitalisation time period, we
applied the reassessment data to Model 1. We found that, as the probability rose, the
frequency decreased in patients who had not fallen. As such, we think that Model 1
is suitable for patients who have not fallen. However, the frequency did not show
many significant differences from the probabilities for patients who have fallen.

Next, we investigated the factors that are more difficult for the nurses to judge
when the patient is initially hospitalised. Using Model 2 (with data for hospitali-
sation, discharge from the hospital, and when a fall occurred for patients who had
fallen, and for hospitalisation and discharge from the hospital for those who had not
fallen), we applied it to the hospitalisation results and were able to confirm four
factors (Table 3). With these, we calculated fall probabilities for each patient and
compared these among patients who had fallen and those who had not. We found

Table 3 Analysis result

Items Estimate

Model 1 Model 2

Over 65 years/under 9 years −2.102 −1.669

Leg or waist weakness (or) muscle weakness 1.375 1.505

Paresthesia, (or) dysarthrosis, contracture −2.889 −2.809

Walking evaluation: independent with stagger 1.335 –

Using a sleep-inducing drug (or) a tranquilliser 1.041 –

Using a an antipyretic −3.179 –

Going to the restroom frequently at night −3.905 –

Tendency to act without pushing the nurse call (or)
can’t recognise or use the nurse call

3.331 –

Bewildered in unfamiliar environments −3.338 –

Hearing impairment – 1.722
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Fig. 2 The fall probability
by reassessment data among
the fallen (Model 1)
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no significant differences between the two groups: only 34 patients who had fallen
and 24 patients who had not had fall probabilities of over 60% (Fig. 3).

Thus, it is not sufficient for nurses to estimate a patient’s fall risk only by using
the patient assessment from the time of hospitalisation. Instead, the importance of
daily assessment is shown.

5 Consideration

First, the nurses in A Hospital said that they wanted to promote use of the risk sheet
and remove some of its content. Most patient risk scores at a certain time were low,
even though they had fallen. This suggested that nurses had not followed the sheet
exactly, and this was confirmed by a reassessment. To create a risk assessment sheet
suitable for every hospital, we need to confirm the nurses’ use of these sheets.

We found a number of factors that strongly influenced fall probability, but only
among patients who had been hospitalised. Furthermore, we did not find a sig-
nificant difference in fall risks between patients who had fallen and those who had
not. Thus, it is not enough for nurses to estimate patients’ fall risk only by using
patient assessment sheets at the time of hospitalising. Instead, our results point to
the need for daily assessment.
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6 Future Issues

We evaluated the necessity of revising risk assessment sheets using previously
collected data, and found that we need to re-evaluate with newer data. We need to
make constant assessments and compare changes in fall risk over time to com-
pletely validate the benefits of periodic risk assessment.

Nurses can get a good idea of patients’ fall risks using the risk sheet described
herein. We hope that nurses will be able to predict the places and the timings of
potential falls using the data obtained from the risk sheet. Furthermore, it is nec-
essary to let the fall prevention system progress and evolve naturally, as medical
professionals glean increasingly more information about their patients to reduce an
accident from the origin.
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A Study on the Measurement Method
of Effect for HealthcareSafety Education

Takeyuki Goto, Masahiko Munechika and Chisato Kajihara

Abstract Medical technology has been consistently improving in recent years.
With that, people are more concerned with medial safety and its quality. In medical
service provided by hospitals, quality is greatly influenced by human knowledge
and skills. Therefore, it is fundamental to improve these factors. Actually, at many
hospitals, medical safety education is provided to employees. To conduct more
efficient education, the effectiveness of the education must be evaluated, and the
specific contents must be revised after its administration. It is said that effects of an
education can be evaluated in terms of learning (knowledge and skill) and the
degree of behavior modification and results. In evaluation, we should begin by
evaluating learning, and then move to behavior and results. However, the
methodology for measuring these has not been established. In this study, we ana-
lyzed the long-term findings in a hospital and implemented an evaluation model for
medical safety education. Further, we designed the effectiveness measurement tool
based on that model. We then propose a method for measuring the effects of
health-care safety education. Using this method, medical workers can evaluate
students’ learning free of bias and extensive work after providing education. In
addition, they can review the contents of education and provide sufficient feedback
on the test results to students.

Keywords Educational evaluation � Health-care safety � Behavior modification �
Skill � Knowledge

1 Study Purpose

Delivering safe medical service is an essential aspect of health care. The quality of
medical services is influenced by human knowledge and skills. Therefore, many
Japanese hospitals conduct educational programs on medical safety for their
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employees. Such programs help students acquire knowledge (i.e., gaining an
understanding about a concept or a term) and skills (i.e., the ability to apply their
knowledge and techniques). However, it is also important that the students are able
to utilize the knowledge and skills that they learn in the workplace. Therefore, to
examine the effectiveness of an educational program, it is necessary to assess the
behavioral changes it brings about (changes in actions on the job). However, due to
the lack of evaluation methods, it is not currently possible to review the contents of
the program and provide sufficient feedback to the students. Therefore, in the
present study, we propose a method to evaluate educational programs for healthcare
safety.

2 Previous Research and Approach of This Study

2.1 Previous Research

Tsutsumi et al. (2007) assume that there is insufficient knowledge on technology for
measuring the effects of education. Further, they state that it is difficult to measure
effects of education in a given field, as deep, specialized knowledge, such as the
knowledge of statistics used for ascertaining knowledge and reliability of a learning
theme, is necessary. The situation is similar with medical safety education.

To grasp the present conditions of the measurement of education effects in
medical safety education, we conducted an actuary investigation hearing regarding
impeller medical care security of 10 hospitals, which participated in a 2013 meeting
for a study on quality and security of first aid medical care. Ultimately, the hospitals
indicated that, “We conducted medical safety education, but evaluation is a prob-
lem.” Further, they said “We did the understanding degree investigation, but we
wish we could evaluate the action transformation.” From this result, at many
hospitals, medical safety education is carried out without measurement of its effect,
and thus, a review of the education and feedback from students attending the lecture
were lacking.

Regarding a trend in measuring education effects among general companies,
according to the Association of Training and Development (ATD, formerly ASTD)
(Human Value 2004), the models that attracted attention from the 1990s through the
2000s were the four phases of Kirkpatrick’s model (Tsutsumi et al. 2007), the return
on investment (ROI) model of Philips (1999), and the success case method
(Brinkerhoff 2009). Above all, Phillips’ ROI model (cf. Table 1) is a widely used
effect measurement model. However, it is an inflection example of these models,
and the concrete methodology is not shown. It may be said that the company builds
an evaluation method in accord with its training methods while receiving the
support of the consulting company.

As a result of having investigated a study in conjunction with medical safety
education, we determined that many studies have been conducted in accordance
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with the medical safety education program, and there are few studies on effect
measurement. Regarding the study of the medical safety education program, for
example, Kajihara (2012) defined education as the fostering talented individuals
who can practice medical safety management in terms of medical safety education.
She derived the medical safety education items that should be explained by edu-
cation programs with reference to a way of thinking and the activity of quality
management systems (QMSs) in the industry, and she arranged these items in a
table. In this way, each hospital was able to establish and review the medical safety
education system.

As in other studies, there is a standard text development for the promotion of
medical safety (Japanese Nursing Association 2013), a study on simulation edu-
cation (Takahashi 2014), a study on policies toward security awareness in the
health-care setting (Ebara 2014), and so on. It may be said that various studies have
been conducted on enforcement methods of medical safety education.

Regarding the study of the effectiveness of medical safety education, we include
a study on the measurement of the medical safety consciousness and a study of the
attitude survey with regard to specific training. For example, Takemura (2011)
indicated that the tools that evaluated medical safety awareness, such as the Safety
Attitudes Questionnaire or the Hospital Survey on Patient Safety Culture, were
developed mainly in the United States. Further, they utilized those tools and
observed variability of medical safety consciousness and subsequently analyzed
this variability. In addition, Inaga (2007) suggested a questionnaire survey method
as a measure of the effectiveness of a medical safety self-prevention training pro-
gram from a psychological viewpoint. In addition, Goto et al. (2013) discussed the
methodology for effect measurement at level 2 (“Learning and knowledge” in
Table 1).

The purpose of this study was to establish the method for measuring effective-
ness of a medical safety education and to improve the educational program and the
feedback provided to students attending the lecture. It may be said that the tool that
can be used as an attitude survey of the medical safety culture can help to generalize
to the degree of recognition of medical security, and to evaluate this as well.
However, using the result of the generalization evaluation, it is difficult to improve
the educational program and to perform the feedback in detail for the students
attending lectures. In addition, most questionnaire surveys that measure effective
training methods include an unclear development process. Therefore, it is difficult
to determine whether a logical technique for developing questionnaire items was

Table 1 The five-level framework suggested by Phillips (1999)

Level Impact of education Details

1 Reaction and planned action Reaction of the student to attending a lecture

2 Learning Knowledge and skills

3 Job application Changes in actions on the job

4 Business result Performance and result of the work

5 Return on investment Effect of the investment
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used. In addition, we cannot ensure the reliability or validity of the evaluation.
Moreover, in Goto et al., only level 2 in Table 1 is considered to examine the
measurement of the method’s effectiveness. The purpose of our study is to intro-
duce medical safety education and to ensure the security of patients, and thus it is
not solely intended to acquire knowledge.

We should grasp all the effects of Table 1, levels 1–5 to achieve the final
purpose, namely, ensuring patient security. To obtain such an effect, it is desirable
to improve the education curriculum and contents. In addition, not only did we seek
to improve education, but also we should provide appropriate feedback and manage
motivation. To construct an environment in which education contents can be
effectively used is essential for students attending the lectures.

Our aim then, based on the above-mentioned investigation, is as follows, it is
useful for a hospital which conducts medical care safety education, there should be
a method to improve feedback toward improving the program, and students
attending a lecture of the educational program should conduct this feedback after
performing the measurement of the effectiveness of the medical safety education.

2.2 Approach of This Study

In this study, we examined the measurement method based on two educational
programs. The Process-Oriented Analysis Method (POAM) (Sano et al. 2013) and
Kiken Yochi Training (KYT) (2011) were carried out in Hospital A and B,
respectively. We first examined the effectiveness of “Reaction and Planned Action
“and “Learning,’’ and investigated the opinion of the students who attended a
lecture. Specifically, we explored the students’ opinions on their present knowledge
and acquisition level, as affected by their participation in the POAM program.
Based on those results, we then examined the aim of a program with reference to
the action model suggested by Marzano and Kendall (2013) and make the evalu-
ation criteria of the degree of action transformation. Subsequently, we developed a
questionnaire based on the evaluation criteria and examined the effectiveness of
“Job Application.” Based on these findings, in the present paper, we propose a
method to examine the effectiveness of medical safety education.

3 Examining the Effectiveness of the Proposed Method
to Evaluate Medical Safety Education

3.1 The Measurement and Attitude Survey on Level 1 and 2

We examined the effectiveness of Level 1 and 2 using the method proposed by
Goto et al. (2013). Thus, we evaluated the level of understanding of 30 student
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nurses who attended a lecture on POAM that was carried out with an X-disease
ridge of Hospital A, in June 2013. In addition, we attempted to introduce POAM
into the whole ward in the X-disease ridge, within one year, during 2013. To
examine Level 1, we used a form to evaluate the degree of understanding of the
course contents in students attending a lecture, their degree of interest, and their
evaluations of how the lectures were conducted, in five phases each. As for the
evaluation of the degree of understanding for Level 2, we addressed two aspects:
knowledge and skills. Thus, we evaluated their degree of acquisition of skills on a
five-point scale, and that of knowledge on a 14-point scale, where a total score of 19
points indicated a perfect score. Similar to the evaluation of Level 2 was conducted
thrice, in June, September, and December, after the completion of the program. The
findings from the evaluation of Level 1 are presented in Table 2. Figure 1 presents
findings of the evaluation of Level 2 for six people, to illustrate two or three.

As shown in Table 2 the degree of intelligibility, usefulness, and degree of
interest tended to be high, perhaps because the evaluation was conducted soon after
the program. Further, as observed in Fig. 1, the evaluation scores improved in
September, as compared to June, which indicates that most of the students attending
the lectures implemented positively the POAM in the ward. On the other hand, the
scores decreased in December. To explore this further, we obtained the opinion of
the manager of the X-disease ridge to examine on-site activity. In addition, we

Table 2 Results from the evaluation of Level 1

Intelligibility Usefulness Degree of interest How the lectures
were conducted

Student A 4 4 4 4

Student B 4 4 5 5

Student C 3 4 4 4

Student D 4 4 5 3

Student E 4 3 4 4

Student F 4 4 5 5
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Fig. 1 Results from the evaluation of level 2 (Left Knowledge; Right Skill)
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interviewed a student who attended the lectures and provided the highest score in
the evaluation of Level 2. We found that their consciousness changed by education.
It is thought that a change in the consciousness, such as in the degree of interest in
the student attending a lecture, or the degree of usefulness, influences the degree of
acquisition, and the degree to which learning is transformed into action.

3.2 Examining the Method to Evaluate Level 3

3.2.1 Examining the Use of the Action Model in Education

Based on the findings presented in Sect. 3.1, we hypothesized that a change in the
consciousness of the student attending a lecture influenced an action by affecting
the degree of acquisition. This suggests that, to evaluate a program that aims to
change the consciousness of the student attending a lecture, it is necessary to
measure the degree to which the learning is transformed into action, thus implying
the need to develop a method to evaluate the same. Therefore, I utilized the action
model suggested by Philips (1999) (see Fig. 2).

In this model, it is suggested that when a student who attends a lecture faces a
new problem, the autonomous system closely evaluates the importance of the
problem, the feelings, and the effectiveness of education. If it is judged that one
should work on a problem, the metacognitive system sets an aim for the solution of
a problem while the cognitive system manages the knowledge derived from the

INPUT
New problem

Work on

Knowledge

Not work on

Autonomous System determines 
whether  I works on a problem

Meta cognitive system 
sets an aim and technique

Cognitive system 
processes associated 

information

I continue an action
in progress now

Term
Autonomous system :The system which is comprised of attitude, faith, the 

mutual relations of feelings
Meta cognitive system: The system to monitor the action of various thoughts, 

and to evaluate it, and to adjust
Cognitive system: The system which makes use of the knowledge learned by 

education, and processes various information

Fig. 2 The action model suggested by Masataka Sano et al. (2013)
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contents of the educational program, which is saved in the student’s memory.
Section 3.1 revealed that the change in the consciousness occurs during the process
of education, as well as during on-site activity after the completion of the program.

Therefore, it is desirable to evaluate Level 3 based on the autonomous system
before and after the education, to measure the degree to which the learning is
transformed into action and the time of this transformation. Thus, we used the
change due to education in the consciousness of the student attending a lecture as
the goal or end point of the action model, and evaluated the process of change by
using the action model in the beginning and ending. The model that we used in the
present study is presented in Fig. 3.

On attending an educational program, an autonomous system simultaneously
undergoes changes and saves the knowledge to memory. When a student decides to
work on a problem based on the autonomous system, she establishes an aim, and
the cognitive system processes the problem. It is believed that this process leads to a
change in the action. Thus, based on this model, for an action to be transformed, it
is necessary for the following requirements to be met:

(a) The student’s will to attend a lecture increases after education.
(b) An aim and a plan need to be established.
(c) The student can handle a new problem on-site.

Thus, if these three requirements are met, there may be a high level of action
transformation. Therefore, in order to examine the level of transformation in an
action, we studied the level of these requirements.

INPUT
New problem

Work on
Not work on

Autonomous System determines
whether I works on a problem

Meta cogni ve system sets
an aim and technique

Cogni ve system processes
associated informa on

I continue an action
in progress now

An Autonomous System is influenced
by educa on, and a change occurs in will

Knowledge is
saved as memory

A endance of
the educa on

When these systems can act on a high level,
We think that an ac on transforms

Fig. 3 The action model used in this study
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3.2.2 Examining the Evaluation Criteria

Based on the action model explained in Sect. 3.2.1, we determined that bringing
about a transformation in the action is the goal of POAM. Further, we specified the
content of the knowledge to be provided through the educational program and the
mental procedure involved, and explained the content of each system in the action
model. These results are presented in Table 3.

For example, the importance, effectiveness, feelings, and will are examined in
the autonomous system, and it is desirable that they are affirmative evaluations.
Thus, I could derive four outcomes for each aim. This process can also be applied to
other items.

3.2.3 Design of the Survey Questionnaire

We designed a survey questionnaire to evaluate the evaluation criteria we derived.
This evaluation was conducted by the students who attended a lecture (Table 4).

With reference to the items of this questionnaire, based on the inputs of the
medical safety manager of Hospital A, we created an item each, on will, goal
setting, and the degree of understanding. We made each evaluation item to evaluate
with five phases. We carry out an evaluation using this item.

3.2.4 Design of the Evaluation Standard List

We constructed an evaluation standard list to evaluate the on-site influence of
education contents. It is a characteristic of medical safety education that penetration
activities are carried out in hospitals to consolidate education contents to students
attending lectures after education. Thus, the evaluator can collect activity results as
an evaluation document, and it may be said that this leads to the evaluation of the
on-site utilization to evaluate activity results. Therefore, we collected documents
from the POAM analysis activity performed in A Hospital, and constructed an
evaluation standard list to evaluate them.

First, we grasped contents of the POAM analysis activity through an investi-
gation of an impeller activity. Next, we went into detail about the activity contents
from the viewpoint of standard enforcement procedures and derived the arrival
target of each enforcement procedure based on the argument with the POAM
teacher as a check item. The results are shown in Table 5.

We set a marking standard of some check items to raise the objectivity of the
evaluation. For example, for item (21), if measures were not written along 4W1H,
zero points were given. Therefore, we could evaluate the utilization situation
without depending on the evaluator.
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Table 3 Goal of the POAM

Aim
classification

Contents Evaluation item

Autonomous
system

Examining the
importance

I realize that it is important to analyze an accident in
terms of the process

Examining the
effectiveness

I believe that I can apply the POAM

Examining
one’s feelings

I have affirmative feelings about the POAM

Examining
one’s will

I am willing to use the POAM

Metacognition Realizing the
aim

I can determine an aim to utilize the POAM

Process
monitoring

When I utilize the POAM, I can understand for how
long an aim is accomplished

Monitoring the
accuracy

I can articulate when I am confused about the POAM

Accurate
monitoring

I can demonstrate, with evidence, for how long I have
known to use the POAM

Application of
the knowledge

Decision
making

I can make decision using the POAM

Solution to the
problem

I can solve the problem using the POAM

Experiment I can develop a hypothesis using the POAM and can
inspect it

Investigation I can use the POAM for investigating a future event,
based on the past

Analysis Comparison I can identify the differences between the POAM and
other analysis techniques

Classification I can classify the POAM in the technique used to
analyze the accident

Error analysis I can compare the POAM by a thinking that another
person showed and can point out a mistake

Generalization Based on my learning, I can speak about the POAM

Realization I can generate about the POAM and, under a certain
condition,I can provide evidence for the same

Understanding Unification I can compare the characteristic of the POAM by that
when I do not use the POAM

Symbolization I can depict a main element of the POAM in a figure

Extraction Recognition I can check whether the words that it is
process-oriented exactly or not

Reproduction I can explain the purpose of the POAM

Practice I can apply the analysis procedure suggested in the
POAM
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4 A Suggested Method to Evaluate the Effectiveness
of Medical Safety Education

Based on the findings of this study, we suggest a method to evaluate the effec-
tiveness of medical safety education.

Table 4 List of items in the questionnaire on the POAM

Contents

Q1 I realize that it is important that I practice a process point in accident analysis

Q2 I am sure that I can utilize the POAM well

Q3 I am aware of the weak points in the analysis technique of the POAM

Q4 I usually willingly use the POAM for analysis

Q5 I set an aim for myself, to utilize the POAM, and make a plan for the same

Q6 When I analyze using the POAM, I can understand how my aim was accomplished

Q7 With reference to the POAM, I can indicate the contents that I understand, and those I
do not

Q8 I can make a decision by thinking things by a process

Q9 I can solve a problem by improving the way I fulfill everyday duties

Q10 I can indicate the errors in the analysis conducted by another person, and modify them

Q11 I can express my thoughts about the POAM

Q12 I can explain a purpose and a process point of the POAM to another person

Q13 I can carry out the POAM according to an analysis procedure

Table 5 Evaluation standard list of the POAM analysis activity (part A)

Process of
the activity

Evaluation items Check item No.

Choice of
the
accident
report

Whether they choose an
example suitable for POAM
analysis or not

Whether they choose the example of
the process type instead of a
non-process type

(1)

Is it written in accordance with the
standard in the stage of the instructions
tray, preparation, and enforcement?

(2)

… … … …

Drafting of
measures

Whether they can perform
measure drafting or not

As for the measures, is it written about
a process, such as standardization and
error proofing?

(20)

Are the measures written in detail? (21)

Can the measures solve the problem
that they gave in the factor analysis?

(22)

Are the measures to be carried out
decided under the agreement of all
members?

(23)
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Step 1 Grasp of the present state of the will of the student for the
education contents
We constructed evaluation items for the medical care safety edu-
cation based on the guidance of the education target classification
of Marzano. The first questionnaire survey was designed based on
those evaluation items.
We then conducted the questionnaire survey including the item
about the consciousness of the effectiveness, importance, and the
state of feelings before education.

Step 2 The measurement of the degree of understanding of student
knowledge
We designed the degree of understanding investigation using the
construction method suggested by Goto and others, and carried it
out after education. We conducted an investigation regularly in
order to observe the degree of knowledge acquisition and the skill
of the student attending a lecture in chronological order.

Step 3 Measurement of the influence of the education contents on the
spot

3:1 We carried out the second questionnaire survey after
education.

3:2 We constructed an evaluation standard list based on the
activity process on spot.

3:3 We conducted an evaluation by the evaluation standard list
and the questionnaire survey regularly to evaluate changes in
the utilization situation.

This method allows for the evaluation of the degree of action transformation, as
well as the degree of knowledge acquisition and skill in the student attending a lecture.

5 Examining the Effectiveness of the Goal

5.1 Examining the Effectiveness of Items
in the Questionnaire

To examine the effectiveness of the investigation on the goal, as explained in
Sect. 3.2.3, I conducted a survey on 15 members of the accident analysis team of
Hospital A, using a questionnaire. The accident analysis team utilized the POAM to
analyze a real accident example from the previous year and drafted rules for the
ward. In addition, in this section, we also present the findings of the interview of the
manager of the team and inspect the effectiveness of the contents of the evaluation.
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Subjects of the survey: 14 link nurses of Hospital A and 30 nurses of the
X-disease ridge. Investigation form: Questionnaire survey

The completed questionnaires were received from all the link nurses (100%) and
63% of the nurses of the X-disease ridge. They rated each item on a five-point scale,
specifically, “not applicable,” “applicable to some extent,” “was not which,” “lar-
gely applicable,” and “totally applicable.” Their responses were scored from one to
five, respectively, and means were calculated. The related findings are presented in
Table 5. It is also important to note that a link nurse and a nurse of the X-disease
ridge worked together on the analysis of the POAM, for one year.

It can be observed from Table 6 that a low rating, specifically, that below three
points, was predominant, with very few items depicting a score of four points or
above. Specifically, both, link nurses as well as X-disease ridge nurses exhibited a
higher score on Q1, which was related to the importance of the POAM. Thus, the
acknowledgement of the importance of conducting an accident analysis seems to be
apparent. On the other hand, with reference to Q3, on the awareness of the weak
points of the POAM, the rating of the X-disease ridge nurses was particularly high.

Then, based on the responses of the link nurses and the nurses of the X-disease
ridge, we performed a correlation analysis to examine the relationship between the
items of the questionnaire. These results are presented in Table 7.

With reference to Table 7, the following point needs to be noted:

• The correlation between the items on the influence of education contents on the
understanding (Q11–13) and the item on weak point awareness (Q3) (this
section is highlighted in green in the table).

With reference to this point, it is thought that “the weak point awareness”
influences the understanding at the processing level, specifically, in the autonomous
system (the system that closely examines will). In other words, it is thought that if
an individual has a strong awareness of her weakness for POAM, it will be difficult
for her to understand the POAM, and to utilize it on-site.

When the manager of Hospital A was questioned about the cause of the weak
point awareness, she reported that it may be influenced by the lack of power to
think things by a process, which is characteristic of nursing education, and to solve

Table 6 Mean on each item of the questionnaire

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10 Q11 Q12 Q13

X-disease
ridge
nurses

Link nurses 4.36 2.50 3.86 3.21 2.79 2.57 2.86 2.62 3.08 2.64 2.71 2.57 3.36

4.26 2.53 4.32 3.33 2.17 2.28 2.28 2.72 3.22 2.26 2.32 2.21 3.05
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a problem. We knew that in the nursing school, there were few opportunities to
understand why things are taught the way they were. With reference to the POAM,
the students learnt the procedure of analysis even if they did not know its purpose.
Owing to this, it is thought that thinking about things by a process is difficult for
them such as POAM investigating a thing without the correct answer.

We agreed with the manager on this aspect.

5.2 Inspection of the General Purpose of the Suggested
Method

We applied the suggested method to the training of KYT carried out in B Hospital.
In the training, the purpose was for students to acquire the ability to practice KYT
on site. The subjects of the evaluation using the suggestion method were 13 safety
managers and some students attending KYT lectures who had learned KYT.

In the evaluation, we administered a questionnaire survey before and after the
training, and conducted an evaluation of the influence of education contents using
an evaluation standard list. We also conducted a degree of understanding investi-
gation composed of 10 questions (2 points per question) immediately after the
training. The questionnaire findings and the result of the degree of understanding
investigation are shown in Figs. 4 and 5.
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Fig. 5 Results of the degree of understanding investigation
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Figure 4 demonstrates an improvement trend in the questionnaire results in most
items after the training. Further, from the degree of understanding investigation, we
were able to distinguish students with low scores from those with high marks. In
addition, regarding the scores of the evaluation standard list, 19 points indicated a
perfect score, and the average score increased from 10.5 points (standard deviation:
2.32) before the training to 13.3 points (standard deviation: 3.86) after the training.

Regarding these results, three students who had high scores in understanding the
investigation, the evaluation standard list, the item about students’ will for educa-
tion may be able to best utilize the education contents.

Accordingly, we compared these with the questionnaire results of three students
who enforced the knowledge in a medical safety promotion room of B Hospital
after the training. These students reported changes in on-site action: “The critical
eye for danger improved, and knowledge was deepened as a function of KYT, and I
was able to teach it to a younger student” and “I divided it into teams and taught
KYT and was able to publicize it.” Therefore, it was suggested that, if the will of
the student to attend lectures improves after the training, the degree of the influence
of KYT rises. We were then able to apply a suggestion method to measure the effect
of KYT training.

6 Contributions of the Study

Previous studies used conventional methods to evaluate the degree of acquisition of
knowledge and skills. Additionally, there was no method to evaluate the degree of
transformation of actions of the student attending a lecture after the completion
of the program. In this study, we focused on the influence of education on the
change of consciousness in the student attending a lecture and derived the goal of
the transformation of action by using an action model. We also suggested a method
to evaluate the degree of transformation of action by regularly measuring the same
after the education. Previous studies on the measurement of the effectiveness of
education did not demonstrate the process of deriving a goal of examining the
degree of transformation of action. To identify the goal in this study, we utilized a
framework of the education target taxonomy used in the action model; therefore, we
could explain it in detail.

7 Conclusion and Future Research

In this study, we examined a method to evaluate the degree of transformation of
action after education, in addition to a method to measure the knowledge of the
student attending a lecture and the degree of acquisition of a skill, and suggested a
method to evaluate the effectiveness of medical safety education. Future studies can
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explore the utility of the suggested method in evaluating other educational
programs.
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Patient Assignment and Grouping
Problem on Home Health Care:
A Case in Hong Kong

M.Y. Lin, K.S. Chin and K.L. Tsui

Abstract Home healthcare (HHC) service systems have been attracting research-
ers’ attentions in recent decades. Many resources are involved in delivering HHC
service, consisting of different categories of human resources (nurses, physicians,
physiotherapists, social assistants, and psychologists), support staff, and material
resources. One of the main issues encountered when managing HHC services is the
patient assignment problem, i.e., assigning operators to admitted patients given
some sets of constraints (e.g., the continuity of care). This paper addresses the
patient assignment and grouping problem for HHC system, Alice Ho Miu Ling
Nethersole Hospital (AHNH) in Hong Kong, which focuses more on assigning
new-admitted patients in a period to operators with achieving the aims of workload
balance and minimum delay visits, and meanwhile grouping the assigned patients
for each operator based on the patients’ geographical location and next visit due
time to reduce the travel time and improve the efficiency of operators. This hospital
suffers from ineffective manual planning methods to manage their human resource
when providing home health care. In order to improve the quality of service and
efficiency of operators, we model the patient assignment and grouping problem and
will use heuristic method such as discrete particle swarm optimization, Tabu
Search, genetic algorithm to obtain the optimal solution.
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1 Introduction

Home Health Care (HHC) as an alternative to conventional hospitalization has been
developed to reduce overall costs of healthcare systems, and improve the life
quality of patients in recent decades. It will increasingly become an indispensable
and integral part of healthcare systems in the future due to many factors, such as
the aging of population, dramatic changes in the needs of those with
non-communicable diseases, the rising healthcare cost, the increased focus on
user-centred services, and the availability of technology-based healthcare products
that enable home-based disease management. Because of the increasing demand of
HHC and limited resources available during the delivery process, HHC providers
find it challenging to operate healthcare delivery systems in an efficient manner.
These operators, including Home Health Aid, Certified Nursing Assistant, Nurse
(Licensed Practical Nurse, Registered Nurse), Therapist (Occupational Therapist,
Physical Therapist, Speech Therapist), Medical social worker, skilled homecare
expert, etc., are one of the most important resources as they are all equipped with
appropriate skills for providing healthcare services to admitted patients. Patients
admitted to a HHC system are divided into classes, such as palliative and
non-palliative care patients. Each patient receives different cares from different
categories of operators according to his/her health situation, and has a care profile
that describes his/her specific needs of treatment, preferences (i.e., time and oper-
ators), home address, etc. After admitting new patients, several planning decisions
need to be made or revised, such as patient assignment, home visit sequences/time
of each operator, etc. All these decisions need to be made by satisfying a number of
operational constraints and meeting several objectives, such as balanced workload
among operators, maximal home visit times each working day without overload,
maximal satisfaction of patients, etc.

In this connection, we focus on the patient assignment problem in a local HHC
system, and propose an effective method for solving this problem. This paper is
organized as follows. In Sect. 2, we will provide a critical review of existing models
and methods related to patient assignment in the HHC context. In Sect. 3, the
details of patient assignment problem in the local HHC system will be explained
with logical justifications, and model will be built to formula this problem.
Section 4 will present heuristic methods to solve this patient assignment and
grouping problem. Finally, conclusion and future work will be carried out in
Sect. 5.

2 Literature Review

The assignment problem consists of assigning personnel to visits (patients) in fair
way with considering different features, such as the continuity of care and the
uncertainty of patients’ demands. If continuity of care is not considered, the

152 M.Y. Lin et al.



assignment problem turns out to be an assignment of personnel to visits rather than
patients. Uncertainty of patient’s demand affects personnel workloads. Focused on
the problem of assigning a HC patient to an operator under the constraint of
continuity of care, Lanzarone et al. (2010a) and Lanzarone and Matta (2012a)
proposed a cost-assignment policy to make sure the workload balance among
operators and lowest cost increment. They assumed a cost quadratic in the number
of extra visits (each operator supplies in surplus to his/her capacity in accordance
with working contract), and modeled the stochastic workload with a stationary
triangular distribution and patient demand with uniform distribution. Dealing with
uncertainty, such as patient clinical and social conditions, Lanzarone et al. (2010b)
presented a Stochastic Markov Chain Model to present the patient’s care pathway to
estimate patient requirements based on the historical data. The model predicted
several major variables, such as the number of patients in following period, the
duration of care, and the amount of required visits. The outcomes can be used for a
robust assignment of patients to the operators with preserving the continuity of care
and balanced workload among the operators. Coupling the patient stochastic model
proposed by (Lanzarone et al. 2010b) to an assignment policy presented by
(Lanzarone and Matta 2012a, b) proposed a methodology that provided useful
instruments and yielded good results when applied to a representative HHC pro-
vider. This methodology allowed the development of a tool for automatically
assigning patients to operators.

Mathematical models such as linear programming, mixed integer programming,
and cardinality-constrained approach have been developed for patient assignment
problem in the literature. Borsani et al. (2006) developed a mathematical support
tool for HHC providers, which was composed of two models of linear programming
solved by LINGO, first one regarded the assignment of each patient to a reference
operator, the second one was a scheduling model that deals with the weekly plan for
each operator. They considered the continuity of care, patient satisfaction, out-
sourced visits, operators’ efficiency, workload balance, service quality and effi-
ciency (coherence between operators’ skills and patient needs, coherence between
operator and patient geographic areas, and the impact of patient on the burn out
level of the corresponding operator) in their models to minimize the number of
visits outsource, the number of visits carried out by non-reference operator and the
number of visits carried out during non-preferential days. Considering the problem
of assigning patients to nurses for home care service according to a territorial
approach, whose aim is to balance the workload (depends on three components:
visit load, case load, and travel load) of the nurses while avoiding long travels to
visit the patients, Hertz and Lahrichi (2009) proposed a mixed integer programming
model with some nonlinear constraints and a nonlinear objective which were solved
by a Tabu Search algorithm. They classified patients into five categories and
assigned different weights for each category when built the model. The nurses were
also distinguished into three types, especially, consisted of the “surplus” nurse
team, which were asked to deliver specific nursing care treatments by the profes-
sionals responsible for the patients. Under the assumption that patients’ demands
are either deterministic (demand for care in each period has been determined before
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assignment) or stochastic, Lanzarone et al. (2012) proposed a set of mathematical
programming models to balance the workloads (measured by maximizing the
minimum utilization rate in each period) of the operators within specific category.
The models run using OPL 5.1 consider several peculiarities of HC services, such
as the continuity of care (hard, partial, or completely neglected), operators’ char-
acteristics (skills, geographical area he/she operates, capacity in each period),
independent or integrated districts (coherence between operator and patient geo-
graphic areas). The numerical experiments demonstrated that the model produces
assignments with perfect continuity of care and better workload balancing than
those actually implemented by the provider. Yalcindag et al. (2012) assumed that
the assignment is held within a single category of operators who are divided into
groups (known before the assignment process) based on their main skills and
geographical areas to serve. In each group, all operators are homogeneous with
same professional capabilities. Newly admitted patients are assigned to one of the
operators in the beginning of the following week under the consideration of bal-
anced workloads of operators and satisfaction of a set of specific constraints, such
as the continuity of care. The demand of newly admitted patient is expressed as the
total amount of time requested for the visits including travel time. They analyzed
three approaches for the assignment problem, including two structure policies
(assign one patient at a time after having ranked newly admitted patients with some
criteria) and one mixed integer programming model (assign all of the new patients
of a week together). When modelling the problem of assigning a set of HHC
patients to a set of nurses over a time horizon under the consideration of different
continuity of care requirements (hard continuity of care, partial continuity of care,
none continuity of care), Carello and Lanzarone (2014) apply the robust
cardinality-constrained approach proposed by (Bertsimas and Sim 2004). The
problem aims to minimize the overall overtime costs and the cost associated to
reassignments. The approach modeled the problem as a deterministic assignment
model to take into account uncertainty in patients’ demands without the necessity of
assuming probability distributions or deriving scenarios. They classified patients
into different categories based on the level of continuity of care they require and
classified operators to different districts based on territory and skills, and assumed
that demand of each patient during each period is an uncertain parameter with
expected value and maximum value. The proposed model, which was implemented
with OPL 5.1 and solved by Cplex, had better performances in terms of overtime
costs and fairness in nurses’ workloads.

The patient assignment problem, which we address here based on the situation of
HHC system AHNH in Hong Kong, has several similar characteristics with these
described in the literature. First, it aims at maximizing the level of satisfaction of
both operators and patients (from the perspective of operators, it focuses on balance
the workloads among operator, fairness in wage and benefit, and satisfaction of
their personal preferences; from that of patients, it pays more attention on level of
quality of care service, level of continuity of care, the satisfaction of patients’
preference, patients’ waiting time, and emotional support from operators); second, it
considers patients and operators classification, and deterministic or stochastic
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patient demand as well. Finally, it is solved at the beginning of a planning horizon
composed of several periods. Even though there exist several similarities, the model
is different from these in the literature. What is more, it has several different
characteristics that were not considered in the literature. First of all, overtime is
forbidden to make sure that operators can provide high quality of care because of
enough rest and acceptable burn out level, whereas, some papers consider that
overtime is allowable with additional benefit following. However, more and more
care providers request enough time to relax and enjoy their life. Second, visits can
be delayed due to the unavailability of patients or operators (e.g., readmission of
patient, workload of operator exceeds his/her capacity on contract) or can be
brought forward due to idle time of operators and availability of patients, since
operator has more active actions on the visit schedule. Once more, each patient has
different priority to be visited which depends on his/her health condition.

3 Problem Definition

The patient assignment and grouping problem in AHNH requires to determine
which operators will provide care services to which patients during a certain
planning horizon with a predetermined objectives such as balancing the workloads
of the operators, minimizing the number of delayed visits, minimizing the travel
time, etc. AHNH is located in New Territories, Hong Kong. This hospital provides
services, such as traditional hospitalization, home healthcare services, mostly for
the elderly and post care. The home healthcare services mainly are rehabilitation
services provided by physical or occupational therapists and some assistants.
Approximately 30–40 patients receive their care services from operators weekly.
Some key characteristics of this patient assignment and grouping problem in
AHNH are shown as follows:

1. Physical therapists provide cares such as exercise therapy, mobility and walking
training, chest physiotherapy, pain relief; while occupational therapists are
responsible for care needs including aids prescription/training, home
assessment/modification, ADL training, cognitive training; rehabilitation assis-
tants only can help the therapists to follow the cares (when therapists’ workload
exceed their capacity) but cannot be in charge of cases, which means only
therapists can make decision whether the cases can be closed or not.

2. The newly admitted patients should all be assigned to operators according to
their needs and should all be visited in the following week after their admission.
It means when weekly workload of operator exceeds his/her capacity, the newly
admitted patients have higher priority to be visited than these follow-up patients,
as a result, some visits to patients with lower priority will be delayed even
though it is time to be visited.

3. The newly admitted patients can be distinguished into two cases, urgent or
nonurgent, urgent newly admitted patients have highest priority (level 1),
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followed by nonurgent newly admitted patients (level 2), while the follow-up
patients are divided into three categories based on the frequency of visits and
health condition. If patients request care services one time per week, their
priority to be visited is set to level 3, for those request services one time per
2 weeks, their priority is set to level 4, and those request service one time per
four weeks, their priority is set to level 5. However, when visits are delayed, the
priorities of these cases in each period will be updated after phone traces, if
patients’ health conditions are stable or better and do not need to be visited as
soon as possible, the priority will be the same as before, otherwise, the priority
will increase according to patients’ health condition.

4. Each visit to patient has a deterministic and constant duration based on the care
that patient needs, which does not include travel time. Most of patients have no
time preference, while some patients request certain time window to be visited
due to personal reasons, in consequence, patients with time preference will be
considered first when grouping patients and scheduling.

5. Only one preference operator of specific category (physical therapists or
occupational therapists) can be assigned to one patient based on patients need.
Patients, who need both physical and occupational therapies, are assigned twice
to different categories of operators, and visits for the same patient within the
same day are not allowed.

6. Each operator has workload capacity (say 30 patients per week) according to
their work contract, and overtime is forbidden, while idle time is not preferred. It
means two cases will occur. When current workload of operator exceeds his/her
capacity, some visits may be transferred to rehabilitation assistants temporarily,
or visits maybe delayed and rescheduled in next few weeks. When current
workload of operator is less than capacity, some visits may be brought forward
so that utilization rate of operator can approximately equal to 1.

7. Assigned patients of each operator are clustered into groups, each of which
should consist of more than two patients in accordance with their priorities and
home location. Because each operator can visit 3–4 patients in both morning and
afternoon section, and there exists a lunch break for each operator after morning
section and before afternoon section, it maybe reduce traveling time for oper-
ators if patients visited are adjacent (say 5–10 min of walk).

As frequency of visits to patients is diversified from once per week to once per
4 weeks, the planning horizon consists of several weeks t (with t = 4). Assignments
are made on a rolling time basis: each time the problem is solved, a new planning
horizon is considered and the assignment problem is solved over this planning
horizon. The flow charts of this assignment problem are presented in Figs. 1 and 2,
which indicate that it is necessary to propose an update scheme of patients’ priority,
otherwise it will be difficult to model the problem. In the initial stage of AHNH (in
week 1), only newly admitted patients are assigned to operators. Start from week 2,
newly admitted patients are assigned to operators, while the follow-up patients are
cared by the same operators as before. When considering assignment of patients to
operator, we try to use greedy heuristic method to solve it based on patients’
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locations and priority. We focus on assigning a set of patients to a certain type of
operators, since the logic to deal with assignment of patients to other types of
operators is the same. Table 1 shows the notations of our patient assignment and
grouping problem.

4 Patient Assignment and Grouping Model

The assignment and grouping problem addressed here is different from that from
the literature. The assignment considers the continuity of care case where patients
are assigned to the principle operator. Once they enter the AHNH, they keep this
principle operator during their length of stay. The planning horizon we consider
here is 4 weeks, since most of patients request to be visited at once per week, once
every two weeks, and once every four weeks. For each operator, the follow-up
patients have been grouped by due week of visit, priority, and location. In theory,
patients who need care once per week will appear in the planning horizon four
times, patients who need care one every two weeks will appear in the patient queue
twice, while those need care once every four weeks only once. However, unseen
events may happen during the planning horizon, such as patients’ unavailability,
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which will lead to the update of due week of next visit. Figure 3 shows the
follow-up patients of operator 1 in the planning horizon, and Fig. 4 shows the basic
model of patient assignment and grouping problem in each week. The details about
the assignment policy and priority update scheme will be indicated in following
subsections.
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Table 1 Notations

NPt The set of newly admitted patients in period t

FPi;t The set of follow-up patients of operator i in period t

NPl;t The number of newly admitted patients set to level l of priority in period t

FPi;l;t The number of follow-up patients with level l of priority of operator i in period t

Ot The set of operators in period t

ci The workload capacity of operator i

wi,t The current workload of operator i in period t

lp;t The priority of patient p in period t

ap;t The home address of patient p in period t

fvp,t The frequency of visit required by patient p in period t

dp,t The flag of patient p who is delayed in period t

bp,t The flag of patient p who is brought forward in period t
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4.1 Priority Update Model

The level of priority of patients will be updated after each visit, for patients need
and health conditions may change, or visits to patients are delayed or brought
forward. In this subsection, we use Markov Chain Model to present the update of
priority of patients, as shown in Fig. 5. The states in Markov chain are the level of
priorities of patients, whereas the transition matrixes are based on the history data,
changes depending on the patients’ conditions can occur each week when a
modification of the care is necessary. Starting from the initial state x0, the patient
state vector is assumed to evolve in discrete time from week k to week k + 1,
according to the transition probability matrix P = [pij]. According to the frequen-
tistic approach, the transition probability matrix is obtained from historical data for
the update scheme as follows:

pij ¼
wi�

P
j 6¼i

nij

wi
i ¼ j; i 6¼ 0; 6

nij
wi

i 6¼ j; i 6¼ 0; 6

(
ð1Þ

where pij is the transition probability from state xi to state xj, nij is the total number
of transitions from state xi to state xj and wi is the total number of weeks spent by all
the patients in the state xi. In contrast, the state End ðx6Þ is defined as an absorbent
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state, while the transition probability from state Start ðx0Þ to state x1 and x2 depend
on the percentage of urgent newly admitted patients over all new-admitted patients
based on history data. The proposed Markov chain is homogeneous, such as the
transition probabilities are assumed to be invariant with the time, and sojourn times
in each state is assumed to be geometric distribution.

4.2 Assignment Policy

In the assignment problem, it is important to maximize the operators and patients
satisfaction, such as to achieve the fairness among operators (the workload balance
among operators in same category), to minimize the patients waiting time (mea-
sured by the number of delayed visits in each period). Hence, the assignment
policies focus on achieving these two objectives.

4.2.1 Workload Measurement

Workload balance is known as being a good measure of the performance of
healthcare systems, as indicated in the literatures, almost all researchers working on
operation management in HHC have considered it as an significant objective.
However, workload measures used in these papers have no standard. Hughes
(1999) compared activity-based measures (where the workload of each nurse

Fig. 5 Markov status graph
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mainly depends on the time spent with the patients) with dependency-based mea-
sures (where the patients are grouped into categories, and a workload is associated
with each category), he made conclusion that these two types of measures are
neither valid nor reliable. For this reason, Hertz and Lahrichi (2009) defined a
workload measure which depends on three components: the visit load measured by
the weighted sum of the visits that operator have to perform, the weight of a visit
being defined according to its heaviness when compared to a witness visit; the case
load which depends on the number of patients assigned to the operator in each
category; the travel load which depends on the distance that the operator has to
travel outside, and the number of visits required by these patients.

In this paper, we consider the similar workload measurement. Since each visit
has a deterministic and constant duration (say 0.75 h), the visit load is measured as
the number of visits during planning horizon; the case load depends on the number
of patients assigned to the operator in each level of priority; and the travel load
depends on the distance that the operator has to travel outside from ANHN to visit
patients, which depends on the grouping results in terms of patients’ home address.
According to patients’ home address, we cluster patients into different groups
before and after assignment to make the travel load as low as possible. As patients
with higher level of priority need more care, it will increase the imbalance if there
exists significant difference of number of patients with same level of priority among
different operators. As a result, to make sure workload balance, it is more important
to keep the balance of case load and followed by travel load. Because the level of
priority of patients has direct impact on the visit load as explained before, it is not as
such important to consider visit load as a significant part.

4.2.2 Maximum Balance Policy

To keep workload balanced and reduce the number of delayed and brought forward
visits due to difference between current workload and capacity, the maximum
balance policy is applied in this assignment problem. The number of newly
admitted patients assigned to each operator will be calculated as follows:

navg ¼
P Otj j

i¼1 FPi;t þNPt
Otj j

& ’
ð2Þ

nact ¼
P Otj j

i¼1 FPi;t þNPt �
P

i2fIt ji2It ;navg �FPi;tg FPi;t
Otj j � Itj j � FPi;t

& ’
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nact otherwise

�
ð4Þ
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where Otj j is the total number of operators in week t, while FPi;t is the follow-up
patients of operator i in week t, and NPt is the total number of newly admitted
patients that need to be assigned in week t. navg is an integer value presenting the
expected number of patients of each operator, while nact is the number of newly
admitted patients that should be assigned to each operator whose current workload
does not exceed the expected value. It can help to keep balance among operator
globally. However, patients with different levels of priority need different levels of
care, and the case workload of each operator will be very different if we do not
consider the distribution balance of patients with different levels of priority. As a
result, it will increase the imbalance of workload among operator even though they
provide care to same number of patients. So it is very important to keep the case
workload balance.

Newly admitted patients are classified into be urgent and nonurgent before their
first visit. Even though their levels of priority as follow-up patients are unknown
when being assigned, the probability of urgent cases can be calculated by fre-
quentistic approach according to historical data, and defined as p01, and the prob-
ability of nonurgent case is defined as p02. Using Markov Chain Model shown in
4.1, it is enable to calculate the percentage of newly admitted patients to be set to
different levels of priority (for level 3, 4, and 5). The number of new-admitted
patients set to level 3 (4, 5) in period t is defined as NP3;tðNP4;t; NP5;tÞ, which is
calculated as follows:

NPl;t ¼ p01 � p1l � NPt þ p02 � p2l � NPt; l ¼ 3; 4; 5 ð5Þ

So the number of urgent and nonurgent patients that should be assigned to each
operator can also be calculated by substituting FPi;t and NPt in formulas (2)–(4)
with FPi;l;t and NPl;t.

Finally, it is important to deal with the travel workload balance as well. After
determining the number of newly admitted patients assigned to each operator, it is
necessary to consider patients’ home location when certain newly admitted patient
is assigned to the operator. To reduce travel load for each operator, we cluster the
follow-up patients into different groups where there are at least two patients who
live near to each other (e.g. it only take 5–10 min to walk). If newly admitted
patient can be assigned to two operators, then he/she will be assigned to the
operator if the increase of travel load is smaller. This part will focus on the grouping
problem in terms of patient’s home location, the details of which are not presented
here.

4.3 Delay and Bring Forward Policy

Since each operator has a weekly capacity and the utilization rate should be as much
approximate to 1 as possible, two cases will occur. One is that, when workload of
operator in week t after aborting newly admitted patients is less than the capacity,
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some visits due in week t + 1 will be brought forward to fill the idle time. Visits are
brought forward to be visited in week t, if the patients have higher priorities and live
near to these patients who are planned to be visited. The level of priority of patients
whose visits are brought forward will be assumed to steady. The other one is that
when workload of operator in week t exceeds the capacity, some visits will be
delayed to make sure the quality of care. Visits are delayed to be visited in week
t + 1, t + 2, or t + 3 (depends on patients health condition and request), if the
patients have lower priorities and live far away from these patients who are planned
to visited. The level of priority of patients whose visits are delayed will be updated
according to the patient request.

5 Conclusion and Future Work

The models and methods reported in the literature, show that the patient assignment
problem mainly focuses on assigning newly admitted patients to operators con-
sidering continuity of care and uncertainty of patient demands and allowing
overtime or outsourcing visits with certain penalty, while aiming at balance the
workload among operators. These papers provide several integer programming
models, most of which are solved by provided software (Borsani et al. 2006;
Carello and Lanzarone 2014; Lanzarone et al. 2012), only one paper uses heuristic
method (Hertz and Lahrichi 2009), while the others use simulation (Lanzarone and
Matta 2012a; Lanzarone et al. 2010a, b). Most of them focus on the patient
assignment problem only except the two focuses on both the patient assignment and
scheduling problem (Borsani et al. 2006; Yalcindag et al. 2012). However, in
practice, overtime for operators in HHC system is not allowed and visits can be
delayed. With these two specific characteristics, we describe the patient assignment
problem different from these in the literature and model this specific patient
assignment problem. Solving it with heuristic methods, such as particle swarm
optimization, genetic algorithm and tabu search, will be the major future work. This
paper makes contribution to present and model a specific patient assignment
problem after the report in the literatures.
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Part VI
Quality in Service Industry

Kitson Lee, Council Member of Singapore Quality Institute
Designing and delivering that unique and memorable customer experience is

imperative in today’s business. Companies seek to surpass each other through
achieving excellence: in ensuing satisfaction of the customer, pursuing loyalty, and
ultimately a commendable business performance.

These papers presented at the Asian Network for Quality Congress 2014 in
Singapore provide us insights into the works of these authors who had demon-
strated the ever-increasing requisite for customer centricity, service innovation, and
service quality. One of the authors highlighted how his company’s unique
Customer Centricity Framework help maintain a continuous win–win relationship
with their customers, thus driving up business value. Another revealed that inno-
vation is not an option, rather essential for survival in today's turbulent business
environment. One interesting study on the robustness of the conclusion of customer
satisfaction surveys is also presented in this chapter.

I trust you find these shortlisted papers beneficial and thought-provoking.
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Customer Centricity: Drive Sustainable
Operations

Devender Malhotra

Abstract Competition and dynamic business environments have made Quality an
essential part of organizational success. Earlier, Quality had more to do with pro-
cess management, compliance, continuous improvement, and certifications.
However, current trends show that Quality drives agility in execution. With a focus
on improving process capability and people capability, Quality drive can improve
productivity to enhance customer experience. From considering customers only as a
source of revenue, organizations today recognize them as the raison d’être of their
business. They also realize that they need to build the business around the customer.
Sustainable competitive Quality extends beyond traditional boundaries, with it
being increasingly linked with customer loyalty. Research shows that the customer
plays a vital role in enhancing productivity and competitive Quality. Customers not
only receive what an organization produces and delivers, but also directly and
indirectly influence the operations and outcomes of an enterprise. It is for this that
customer centricity is a bedrock of operational excellence. Wipro’s unique
Customer Centricity Framework aligns service delivery with the customer’s
expectations. Effective customer participation can increase the likelihood of his/her
needs getting met while bringing in more customer benefits. This helps maintain a
continuous, strong win–win relationship with the customer. As part of Customer
Centricity Framework, we listen to the voice of customers, drive business value,
and provide transparency in service operations.

Keywords Customer centricity � Agility in execution � Business value � Voice of
customer � Transparency
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1 Introduction

Customer centricity is a much talked about topic in business circuits today. With
recent advances in social media, data analytics and connectivity solutions, an
organization is able to better understand and segment its target demographics. This
allows it to differentiate itself from competitors.

Today, all IT organizations are grappling with the triad of quality, speed, and
cost amid global economic uncertainty. Organizations are putting in a lot of effort to
improve operational efficiency. They are trying to identify areas that can protect
their profit margins or simply survive in the global marketplace. However, most of
these initiatives get buried in organizational complexity and fail to align with
customer expectations. Regardless of the specific processes, tools, and methods an
organization adopts and the Quality experts follows, it must become customer
centric to gain a competitive edge. Many Quality management programs and efforts
to enhance competitiveness take a rather limited view of potential customer
involvement in the process.

Until a few years ago, Quality for many organizations was all about certification
and had little to do with customer experience. As the market becomes more and
more competitive, firms can no longer afford to be satisfied with just meeting
customer expectations. Businesses are now beginning to realize that a happy cus-
tomer not only enhances profitability, but also serves as a reference for prospective
clients and they are willing to build long-term relationships with their providers and
to get more services. They have started to understand the importance of loyalty
quotient. This is particularly important for B2B buyers since they consider peers as
trusted sources of information. Such customer advocacy can be a positive differ-
entiator and goes a long way in building trusted partnership.

In this paper, we highlight Wipro’s strategy and framework and best practices
for customer centricity. We begin by highlighting the importance of nurturing a
customer-centric organization. We also talk about our Four-Pronged Framework
through which businesses can enhance customer experience and, thereafter, we
focus on some key metrics for measuring success.

2 Strategic Alignment with Customer Needs

Creation of consistent customer experiences is a complex task. A recent Forbes
article suggests that achieving customer centricity might require a deep cultural
change. There needs to be a centralized effort to analyze data and search for patterns
that will help gain a better understanding of customers. Yet another study talks
about the evolution of the customers’ demands and expectations. Customers today
are more tech-savvy and have diverse needs. A seamless customer experience at
every point of engagement is essential. This can often be a challenge as siloed
efforts by individual divisions alienate rather than delight the customer. Formulation
of a centralized strategy will enable alignment among various departments.
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An organization’s customer centricity strategy can be based on a few basic
points:

• Understanding the Customer: Given that customers today need individual
attention and can no longer be grouped into vague segments, it is essential to
understand their varying needs. Companies should use the best possible tools
and techniques to create quantifiable and actionable insights into customer
behavior. Such tools include cutting-edge data analytics, customer tracking, etc.

• Decision Making Process: Strategic decision making should be centered on
customer experience management. One must analyze the impact of all decisions
on customer perception of one’s products and services and gauge customer
satisfaction in accordance with that.

• Organizational Culture: Customer-focused practices must be institutionalized
across the organization. Customer-facing employees should be sensitized to the
fact that all customer engagement channels need to be seamlessly integrated.
One must secure employee buy-in for customer-centricity initiatives and train
them as and when required.

Delivering Insights: The organization should be able to draw insights from the
available customer information and also predict future service behavior. It can then
deliver value-added business solutions that are aligned to customer needs, and
hence generate business value.

An organization that realizes the importance of customer centricity can now look
at specific operational improvements to achieve such centricity. By doing so, it will
be able to get closer to its customer.

3 Customer Experience: Wipro’s Four-Pronged
Framework

As we have already highlighted, an exceptional customer experience forms the
foundation for a strong business-client relationship. To enable this, Wipro has
classified services into four different levels:

• Generic: Carrying out assurances for the bare minimum requirements
• Expected: Meeting customer expectations with consistent

performance/behavior
• Differentiated: Providing unique services that surpass customer expectations
• Transformational: Enhancing services enabling customers to reap unexpected

benefits.

At each successive level, the customer receives more value and this helps
establish a win–win relationship as illustrated in Fig. 1.

Wipro has built a robust framework that views service delivery from customers’
perspective. Such an approach is intended to gain trust and, hence, build loyalty and
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customer advocacy. It ensures technology is implemented in a manner that maxi-
mizes the value for customers. It also establishes a monitoring and feedback system
to measure the impact of each initiative and make appropriate changes as customer
needs evolve. This Four-Pronged customer centric framework includes:

1. Voice of Customers: Maintaining an active dialogue with customers (and acting
on feedback) and fostering a culture that places the customer at the heart of the
decision-making process

2. Driving business value for customers and aligning delivery with customers’
business outcomes

3. Proactive behavior in managing alerts/warnings and addressing potential issues
4. Transparency in service operations through communication and collaboration

with customers.

3.1 Voice of Customers

Listening to the customer’s voice at project, program, and relationship level plays a
vital role in boosting customer experience. This can be done through direct feed-
back, informal meetings, governance meetings, and senior management interaction.
Wipro’s Quality organization connects with the Customers through various
mechanisms.

Fig. 1 Service levels and the incremental value delivered
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3.1.1 Surveys

Customer satisfaction (CSAT) surveys must be conducted regularly, keeping in
mind the unique characteristics of each relationship. At Wipro we conduct surveys
and take feedback from customer at various milestones of projects, Quarterly
relationship surveys to take pulse of senior and middle managers of customer
organization. Wipro’s Annual satisfaction survey ensures feedback from all cus-
tomers of Wipro and with a focus on CXOs.

3.1.2 Independent Connect

Wipro Quality team has created an independent channel for customers to provide
candid feedback through independent Client Connects. This plays an important role
in minimizing adverse impact and restoring customer confidence.

3.2 Driving Business Value for Customers

Customer behavior and expectations are driving fundamental shifts in business
models. Business complexity continues to grow and the rate at which change has to
be delivered is increasing. It is very important for organizations to continuously
assess and optimize the true business value that they deliver. Alignment of delivery
with business outcomes contributes significantly to customer experience.

Improvements in the three focus areas for operational excellence—quality,
speed, and cost—often do not proceed in tandem. For instance, any increase in
speed of delivery might adversely affect the Quality and, hence, the customer
experience. Better Quality might also mean higher costs. Wipro has developed a
business value meter framework that overcomes such conflicts. It is designed to go
beyond standard SLA measurement and capture the value delivered to customers
along four dimensions:

• Growth in revenue
• Cost optimization, productivity gains, and labor arbitrage
• Improvement in end user satisfaction
• New reputational and regulatory gains.

The precise impact of acting along these dimensions is described in Fig. 2.
If an organization is able to keep track of the value delivered through this

framework, it can:

• Strengthen the culture of delivering business benefits to customers
• Collaborate and partner with customers to realize business benefits
• Have a single source of information for all value delivered to customers across

business segments
• Share best practices and learning.
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We have already put the business value meter to use in IT Service Delivery,
providing our customers with clear visibility of the benefits. In one instance, the
customer saw end user satisfaction rise from 62 to 90%; in another case, the
customer saved USD6.82 million in cost through cloud service delivery initiatives.

3.3 Proactive Behavior

Businesses must try to stay ahead of customer concerns and take quick actions on
their reviews and feedback. Such proactive approach is the basis for any differ-
entiated offering in today’s competitive environment. Given that customers today
(in both B2C and B2B spheres) are more technology savvy than ever before, it can
be a boon for agile firms. Customer feedback can now reach the relevant depart-
ments faster than ever before. Through continuous improvements based on this
feedback, organizations can address potential weaknesses before any incident is
caused.

Wipro cultivates proactive behavior throughout organizations via various sys-
tems and processes. Such behavior is driven from the top management levels and
pervades throughout the organization.

Fig. 2 Business value meter framework
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3.3.1 Early Warning

This process ensures proactive management of customer concerns by raising alerts
in advance for potential problems that are likely to occur. This helps the project
team to mitigate them through timely intervention and address the root cause.
Wipro’s early warning system is designed to alert the senior management at dif-
ferent levels depending on criticality and priority of the issue. As part of gover-
nance, reviews are enabled at various levels starting from delivery manager to CEO
level to resolve issues proactively to ensure customer satisfaction.

Thus, the culture of being proactive is driven directly by C-level executives in
the organization.

3.3.2 Candid Voice

Through this system, Wipro has enabled all employees to be a part of the proactive
problem management culture. They can alert the senior management on customer
issues that could impact customer satisfaction. Concerned stakeholders can then
intervene in a timely manner to resolve the issues. While Wipro’s senior man-
agement and account leadership teams continuously interact with customers at
various levels to understand their expectations, Candid Voice allows each employee
to promote our culture of customer centricity, which essentially makes every
employee an advocate for our customers.

3.4 Transparency in Service Operations

Transparency is the counterpart of the first aspect of this Four-Pronged Framework.
It is as important for a firm to communicate the details of its offerings as it is to
listen to customers’ voices. Wipro believes in providing transparency to its cus-
tomers at all levels. Its “Crystal—Customer portal” acts as a communication and
collaboration platform for enhancing customer experience while also providing
visibility on service delivery performance. The portal offers information on per-
formance metrics, status, compliance reports and statements of work (SoW). It
provides a platform for customer engagement through discussion on subjects such
as key risks and issues. Even as it offers a differentiated experience by providing
engagements and performance views, it delights customers by posting articles on
industry research, thought leadership, center of excellence (CoE) initiatives and
business value meter.
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4 Metrics for Success

Wipro has defined a more insightful framework for measuring the success of
customer centricity programs and it is illustrated in Fig. 3. Wipro’s unique action
planning framework enable delivery teams to plan activities proactively to deliver
value to customer and enhance their experience. Key attribute of this framework is
customer involvement to ensure customer strategies and business priorities are
considered. It should be noted, however, that proactive steps need continuous
attention from all stakeholders and are generally harder to delineate than reactive
ones. This can be made easier if the organization is able to directly involve the
customer in identifying the best strategy to support the business priorities. Such
collaboration forms the core of any customer-centric initiative and helps the
organization stay ahead of competition.

These four categories of actions are derived through “workouts” at the account
level with delivery teams. They are aligned with the four service levels mentioned
in the previous section and give the teams a visibility of the direction taken by every
initiative. Each category of action serves a different purpose

1. Assured Hygiene Actions ensure that standards are maintained and future
dissatisfaction is avoided. This is the very first tier of the framework that is
intended to ensure that a basic level of service is maintained.

Fig. 3 Framework for customer experience measurement
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2. Dissatisfaction Reduction Actions address stated areas of dissatisfaction.
Within the confines of the contract, any shortcoming or oversight can be
remedied by these actions.

3. Experience Enhancement Actions are related to engagements and relation-
ships. Once we are able to ensure that contractual requirements are met at a bare
minimum level, such best practices and value-add initiatives can help the
organization differentiate its service offering.

4. Value Creation Actions generate value for customers over and above con-
tractual levels. Finally, as the relationship evolves into a strategic partnership,
these actions can prove to be transformational for the customer.

It is imperative to measure the success of an organization’s customer experience
initiative. It is also essential to initiate remedial action where experience levels are
found to be lower than desirable. Three metrics that can measure the success of
customer centricity initiatives are:

1. Customer Loyalty and Advocacy
Customer loyalty can be of immense help in today’s competitive industry
landscape. Satisfied customers can greatly enhance marketing efforts by
becoming brand ambassadors for the organization. A satisfied customer is likely
to recommend others to do business with it and will also be willing to serve as
references to prospective clients. Considering that B2B buyers consider peers as
trusted sources, such advocacy is a positive differentiator and adds credibility to
the brand.

2. Share of Wallet
A greater share of wallet indicates better awareness of the customer. Again, it is
more cost effective to cross-sell or up-sell to existing customers than to acquire
new clients. A B2B client that already subscribes to, say, a cloud storage service
will be more willing to try a new cloud solution based on past experience with
the relationship. Share of wallet can be measured by dividing the revenue from a
customer by their total spending in that particular category.

3. Customer Value
Today, with better data gathering and analytical tools, organizations can cal-
culate Customer Value to a high degree of precision. Inputs for this metric are
the expected duration of a relationship and per-period profits from the customer.

5 Conclusion

The business landscape today has become more competitive than ever before.
Technology has helped knock down entry barriers and even established players
cannot afford to be complacent about recent successes. Any organization—in
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almost any industry—needs to keep its customer at the center of its business
strategy. Any initiative that is intended to improve upon service quality, speed, or
cost can be sustained only if it receives customer buy-in. A comprehensive
customer-centric approach would have three main facets:

1. Customer Intuition: With the help of cutting-edge technology, the organization
must strive to gain a deeper understanding of customer behavior. Note that it is
not a trivial task to get an idea of customer requirements just by asking them, as
Steve Jobs famously said, “A lot of times, people don’t know what they want
until you show it to them.” Moreover, one must ensure that customers do not
feel that their privacy is being impinged upon by tracking programs. Any
data-driven customer awareness initiative should be sensitive to potential pri-
vacy concerns.

2. Utilizing the Insights: Once the organization has a grasp on the behavior and
tendencies of its target customers, it needs to modify its existing offering (as
well as build new ones) based on them. This needs to be a continuous process
since the competitive edge can rapidly be dulled as other firms catch up through
their own customer centric initiatives.

3. Monitoring and Feedback: Finally, the impact of operational changes should
be tracked with quantifiable metrics. Traditional monitoring mechanisms can be
enhanced using predictive analytics that not only helps customers but also drives
business value for the organization. All decision making processes must have a
strong statistical component in an organization that strives to become customer
centric. Whenever an initiative gets implemented, it should have an
analytics-based backend for monitoring its performance. This helps set opera-
tional and delivery parameters like schedule, cost, and quality based on cus-
tomer satisfaction. Moreover, risks can be accurately quantified and mitigated
through the use of predictive models. As the types and volumes of data increase,
text, and speech analytics can provide major decision support by providing
unprecedented levels of insight into customer concerns.

Indeed, customer centricity can enhance both, a firm’s topline as well as its
profitability. Customer experience management can help achieve a stronger com-
petitive differentiation and greater customer retention. Improvements in customer
touch points, customer service, first contact resolution of customer concerns, cus-
tomer intelligence, and improvements to existing products are the most common
methods used for attaining the established customer experience goals. To this end,
Wipro’s collective knowledge assets propagate best practices for enhancing cus-
tomer experience.
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The Relationships Between Innovation
Orientation, Customer Orientation,
Service Quality, and Business
Performance

Gye-Soo Kim

Abstract In developing and implementing appropriate innovation related strate-
gies, it is important understand how manager make plans to adequate competence.
The aim of this study is to develop structural equation modeling techniques
(SEM) of relationship that is cause and effect between innovation orientation,
customer orientation, service quality, and business performance. A survey was
developed to model the factors from innovation orientation activities to business
performance (n = 125). Results show that innovation orientation and customer
orientation factor were positively related service quality. Also, service quality was
significantly impact on business performance. From the results, policy implications
for innovation management are discussed and important directions for future
research are suggested.

Keywords Innovation orientation � Customer orientation � Service quality �
Structural equation modeling (SEM) � Business performance

1 Introduction

Business competition environment is very turbulent. Product life cycle is shorter
than past because of customer need and want. The speeds of consumer trends are
changing. The distance between today’s generation of a product-and the next-is
getting shorter. This puts innovation activities on being able to bring new goods to
market quickly and stay one step ahead of the competition.

It’s become a trendy managerial acronym: VUCA, short for volatility, uncer-
tainty, complexity, and ambiguity. In this time, Innovation helps the company to
deal with the turbulence of external environment and therefore, is one the key
drivers of long-term success in business, and particularly in dynamic markets
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(Baker and Sinkula 1999). Innovation orientation, customer orientation service
quality, and business performance relate positively to each other. However,
research that studies the interrelationships between the three concepts simultane-
ously is still scarce.

This research starts with a review of the literature on these topics and a
description of the model proposals. Then, the article presents the design of the study
to test the model and the findings of this study. In the last section, the article
discusses the managerial and academic implications of this study, its implications
and recommendations for future research.

2 Theoretical Background

Today, companies are competing in a very different environment that they were
only a few years ago.

Figure 1 VUCA World showed turbulent environment. Rapid changes such as
global competition, e-business, the internet, and advances in technology have
required business to adapt their standard practice. Innovation orientation and cus-
tomer orientation is the critical function through which companies can succeed in
this competitive landscape.

Innovativeness, the propensity to create and/or adopt new products, process, or
business systems, positions a company well for developing new value for its cus-
tomers. Company of Innovation orientation can better meet a customer need,
thereby providing greater value. Innovation is a “key mechanism for organizational
growth and renewal” (Lawson and Samson 2001). Innovation, at an aggregate level,
represents the successful exploitation of ideas that are new to an adopting organi-
zation, into profitable products, processes, and/or services (Damanpour 1992).

Service Innovation can be argued that the relatively easy access to market
information about trends, especially consumer habits and buying behaviors, levels
the information field with respect to customer orientation (Johnson et al. 2009).
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Fig. 1 VUCA World
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A company is market-oriented, according to the technical definition, if it has
mastered the art of listening to customers, understanding their needs, and devel-
oping products and services that meet those needs. Believing that this process yields
competitive advantage, companies spend billions of dollars on focus groups, sur-
veys, and social media. The voice of customer reigns supreme, driving decisions
related to products, prices, packaging, store placement, promotions, and positioning
(Dawar 2013). Market orientation, therefore, focuses the organization’s ability to be
responsive to customers and other relevant stakeholders in order to be profitable
(Naidoo 2010).

Service orientation is perhaps the most fundamental element of market orien-
tation to business performance, while others (Cheng and Krumwiede 2012).

In summary, Innovation orientation and service orientation help to develop and
sustain a service quality, business performance. For a sustainable growth, compa-
nies should keep innovation, improve service quality. In result, companies can be
survival.

3 Research Model and Research Hypothesis

Most of the broad empirical studies on the relation between innovation and per-
formance provide evidence that this relation is positive (Thornhill 2006).
Innovation orientation and service orientation can thus serve as the catalyst for
innovation, since it opens up the firm to new customer needs and new business
processes. In other words, Innovation orientation and service orientation can be a
critical part of the initiation stage of innovation (Hurley and Hult 1998). Therefore,
building on extant literature, it is hypothesized that.

H1: Innovation Orientation relates positively to service quality.
H2: Service Orientation relates positively to service quality.
H3: Service Quality relates positively to Business Performance.

The three key constructs of this study are innovation orientation, customer
orientation, service quality, and business performance. The survey items used in
this study, were based on a five-point Likert scale format and sourced from extant
literature, wherever possible(1-strongly disagree, 5-strongly agree). Table 1 pro-
vides an overview of measurement items.

The surveys were distributed between November 2013 and January 2014. SMEs
(Small and Medium Enterprises) in South Korea were randomly contacted by email
and visiting. 125 questionnaires were usable in this analysis. Summary statistics for
the respondents are shown in Table 2.
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Table 1 Measurement items used for study scales

Factors Items Authors

Innovation
orientation

Developing new products (X1) Johnson et al. (2009),
Thornhill (2006)Upgrading existing product’s appearance and

performance (X2)

Innovation in production processes (X3)

Innovation in marketing techniques (X4)

Customer
orientation

We give close attention to after-sales service
(X5)

Damanpour (1992),
Hurley and Hult (1998)

We constantly monitor our level of commitment
and orientation to serving customer’s need (X6)

Our business objects are driven primarily by
customer satisfaction (X7)

Service
quality

Excellence for quality (X8) Cheng and
Krumwiede (2012),
Johnson et al. (2009)

Optimal price (X9)

Flexibility to delivery (X10)

Business
performance

Total market share growth (X11) Naidoo (2010)

Total sales growth (X12)

Return on sales (X13)

Table 2 Description of samples

Demographic information Category Frequency
(N = 125)

Percentage
(%)

Gender Male 95 76

Female 30 24

Age 20s 25 20

30s 40 32

40s 50 40

50s and over 10 8

Education College students 100 80

College degree 20 16

Graduate
students

2 1.6

Graduate degree 3 2.4

Working duration of
company

Less than 1 year 5 4

More than 1 year 20 16

More than 2 year 50 40

More than 3 year 23 18.4

More than 4 year 15 12

More than 5 year 12 9.6
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4 Research Method

4.1 Analysis of Reliability and Validity

As this study used a survey method to gather data for analysis, two types of errors
related to survey measurement need to be examined; random error and systemic
error. Random errors are statistical fluctuations in the measured data due to the
accuracy limitations of the measurement instrument. Systemic errors are repro-
ducible inaccuracies due to any problems that occur consistently in the same
direction. In general, reliability and validity analyses are used to evaluate these two
errors.

Reliability is the consistency of a set of measurements. Reliability is the degree
to which a variable or concept is measured consistently. Validity is the degree to
which the intended variables are actually measured. Reliability and validity were
examined by utilizing Cronbach’s a and factor analysis. The desired lower limit for
Cronbach’s a is 0.7. Thus, the internal consistency of the measurement scales is
verified. In other words, the various questions for each construct measured the same
construct. Table 3 shows the results of the reliability analysis.

4.2 Convergent and Discriminant Validities

Reliability tests look only at the items in the scale and do not compare across
constructs. To compare one variable with other variables, a validity test should be
performed. Confirmatory factor analysis was performed to establish factorial

Table 3 Individual item reliability and AVEs for latent constructs

Factor Variables Standardized
estimate

Error
term

Construct
reliability

Average variance
extracted

Innovation
orientation

X1 0.902 0.141 0.947 0.817

X2 0.892 0.146

X3 0.909 0.153

X4 0.809 0.254

Customer
orientation

X5 0.832 0.217 0.882 0.717

X6 0.855 0.208

X7 0.651 0.303

Service
quality

X8 0.786 0.305 0.909 0.770

X9 0.896 0.148

X10 0.864 0.196

Business
performance

X11 0.878 0.17 0.896 0.700

X12 0.825 0.188

X13 0.748 0.343
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validity in SEM as Fornell and Larcker (1981) suggested. Confirmatory factor
analysis measured construct validity. After the dropout and modification of mea-
sures from the previous confirmatory factor analysis, two additional validities were
employed to ensure the validity of measures. Convergent validity and discriminant
validity are both considered subcategories of construct validity.

Convergent validity adopts the measure of average variance extracted (AVE) to
gauge the percentage of explained variance by indicators relative to measurement
errors. To establish convergent validity, AVE should be greater than 0.5 as sug-
gested by Fornell and Larcker (1981).

AVE value can also be used to measure the amount of variance that a latent
variable component captures from its indicators. Fornell and Larcker (1981) suggest
AVE should be greater than 0.5 to account for 50% or more variance of indicators.
Results of CFA are the followings. Chi-Square = 11.931, df = 59, RMR = 0.0271,
GFI = 0.871, AGFI = 0.801, NFI = 0.929, NNFI = 0.959.

The way to establish discriminant validity is to compare the square root of the
AVE of each construct to the correlations of this construct to all other constructs.
Fornell and Larcker (1981) suggest that the square root of AVE should be greater
than the corresponding correlations among the latent variables. The results shown in
Table 4 demonstrate all latent variables exhibit high discriminant validity since
each construct had a square root of AVE bigger than its correlations with other
constructs. This result ensures that the measurement model has the discriminant
validity.

4.3 Structural Equation Modeling

There are several indexes for goodness of fit. In this study, chi-square, GFI, RMR,
CFI, NFI, NNFI, and RMSEA were used to test the goodness of fit of the research
model as recommended. In this study, the overall fitness of the proposed research
model is satisfactory on several measures for goodness of fit (v2/df = 1.305,
GFI = 0.99, CFI = 0.99, NFI = 0.98, NNFI = 0.99, RMSEA = 0.005).

Table 4 Correlation matrix and AVE for latent variables

Component Innovation
orientation

Customer
orientation

Service
quality

Business
performance

Innovation
orientation

0.817a

Customer
orientation

0.385 0.717

Service quality 0.410 0.757 0.770
Business
performance

0.149 0.282 0.478 0.700

aDiagonal matrix is an average variance extraction
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The structural model investigates the strength and direction of the relationships
among theoretical latent factors. The structural model and hypotheses are tested by
examining the path coefficients. In addition to the individual path tests, the
explained variance in the dependent factors is assessed as an indication of the
overall predictive strength of the model.

Based on the research model in Fig. 2, the three hypothesized paths are tested.
Table 5 and Fig. 3 show the results of the structural model. The path coefficients
indicate the strength of paths. The T-values were used to determine if the
hypothesized relationships were significant.

Innova on 
Orienta on

Customer 
Orienta on

Service 
Quality

Business 
Performance

H1

H2

H3

Fig. 2 Research model

Table 5 Results of path analysis

Path relationship Estimate Standardized
error

T-value Result

H1: Innovation
orientation ! Service quality

0.14 0.063 2.21 Supported

H2: Customer orientation ! Service
quality

0.70 0.063 11.19 Supported

H3: Service quality ! Business
performance

0.48 0.080 6.01 Supported

Innova on 
Orienta on

Customer 
Orienta on

Service 
Quality

Business 
Performance

0.14

0.70

0.48

Fig. 3 The results of the structural model
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5 Conclusion

All of business sectors face turbulent business environment. VUCA (Volatility,
Uncertainty, Complexity, and Ambiguity) is representative environment factor. In this
circumstance, business sector should do innovation, customer orientation operation.

In empirical research, Innovation orientation and customer orientation signifi-
cantly impact on service quality. And service quality significantly impacts on
business performance. Through this result, company should sustain innovation,
customer orientation operation. This activities significantly impact on service
quality. Customer orientation innovation is not option problem but survival problem.
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Service Quality Comparison

Chin Hon Tan, Guanghua Han and Thong Ngee Goh

Abstract In studying the service quality of a service provider, customers are often
asked to rate the services they have received through a questionnaire. Based on the
responses received, various models/techniques that analyze the scores of different
components have been proposed to evaluate overall service quality. In particular,
the average score of a service provider often serves as a basis for comparison
between two or more service providers. In practice, the scores associated with each
response level (e.g., agree, strongly agree) are often based on intuition or some
simple rule, which may not correctly reflect the differences between different
response levels. Therefore, it is important to examine the robustness of a conclusion
(e.g., service provider A is better than service provider B) with respect to changes in
the scores assigned to each response level when studying the service quality of
service providers through customer surveys. It is commonly assumed that the dif-
ference between the average scores of two service providers provides a good
indication of the robustness of the conclusion. In this paper, we illustrate that this
may not be true and highlight that a separate analysis on the robustness of a
conclusion is necessary. We describe how the robustness of a conclusion can be
represented and show how it can be computed in practice.

Keywords Quality management � Customer service � Comparison � Service �
Measure of robustness
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1 Introduction

The quality of consumer goods can often be measured in quantitative terms. For
example, the life-span of a product can be a good indication of its quality. However,
service quality is generally much harder to measure. Because services are intan-
gible, heterogeneous and inseparable, service quality is often evaluated based on the
personal experiences.

Quality service results in good consumer experience that can lead to greater
customer loyalty and higher profits. Reichheld and Sasser (1990) estimate that a 5%
increase in consumer loyalty, a key indicator of service quality can increase profit
by 25–85%. For example, fast-food giant Taco Bell finds that its stores with low
workforce turnover have more sales and 55% higher profits than stores with high
turnover (Heskett et al. 1994).

Service quality depends on multiple factors (e.g., the type of service, situation,
time, consumer’s expectations, etc.) and various models/techniques based on the
scores of different components, have been proposed to evaluate overall service
quality. These include SERVQUAL (Parasuraman et al. 1988), SERVPERF
(Cronin and Taylor 1994), the critical incident technique (Bitner et al. 1990), and
the sequential incident technique (SIT) (Stauss and Weinlich 1997).

In the SERVQUAL model, service quality is a function of the gap between
performance and expectation along five dimensions (i.e., tangibles, reliabilities,
responsiveness, assurance, and empathy). However, some researchers argue that the
consumer experienced performance is the only marker of perceived service quality
and believe that the SERVPERF model is better at measuring service quality. In the
SERVPERF model, service quality is formulated as a function of the consumer
experienced performance, rather than the gap between performance and expecta-
tion. Unlike SERVQUAL and SERVPERF, which are primarily quantitative
multi-attribute measurements, the critical incident technique (CIT) first identifies
most satisfactory and unsatisfactory events and behaviors, before exploring the
causes of the service encounter. The SIT is an alternative method that records all
incidents that customers perceive in a specific service transaction. Due to the time,
cost, and complexity involved when applying SIT in practice, SIT is more suitable
for measuring services with clearly defined and largely standardized processes.
These service quality models, which attempt to identify the relationships between
salient variables, can be particularly helpful in identifying areas of improvements
(Lim et al. 1999).

Service has great richness and diversity of meaning in various industries. Hence,
it is not surprising that different researchers have studied service quality under
different service contexts by focusing on different aspects. Table 1 lists the different
aspects of service quality that were considered in some of these studies.

Clearly, a customer’s perception of the service that he or she has received is
influenced by multiple components. However, some components are likely to be
more influential than others. Hence, an analyst may use experiential methods
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(e.g., Rakhmawati et al. 2013) and/or technical methods (e.g., Islam and Ahmed
2005) to select the most important and critical components in practice.

In this paper, we study the problem of comparing between the services of two
service providers by asking the customers of the service providers a single question,
“How would you rate the quality of service you received?”

Various kinds of rating scores have been developed to measure the differences in
intensity when analyzing customer responses. For example, Likert (1932) devel-
oped the principle of measuring attitudes levels by asking people to select one of
several choices (e.g., “never,” “rarely,” “sometimes,” “frequently,” and “always”).
Based on the work by Likert (1932), more Likert-type scale formats, such as a
4-point scale (Erto and Vanacore 2002), a 5-point scale (Grobelna and
Marciszewska 2013), a 7-point scale (Awan and Mahmood 2013), a 10-point scale
(Yurtseven 2005), are proposed to deal with different problems.

The scales of each dimension are usually experientially designed and the
intensities of attitudes are assumed to be linear in these studies (e.g., on a contin-
uum from strongly agree to strongly disagree). The average score of a service
provider, based on the responses received, often serves as a basis for comparison
between two or more service providers.

However, it is arguable that customer responses should be seen as ordinal, rather
than interval, data. This is because the relative difference between consecutive
ratings is, in general, unclear. For example, it is not immediately clear if the
difference between “never” and “rarely” should be the same as the difference
between “rarely” and “sometimes.”

Table 1 Aspects of service quality considered under different service contexts

Services Quality measurement aspects

IT
Zhu et al. (2002)

Needs of personal attention, age, personal interaction,
service fee, etc.

Mobile telecommunication
Hosseini et al. (2013)

Network, value-added, pricing plans, billing system,
customer service, etc.

e-service
Yang and Jun (2002)

Security, personalization, access, responsibility,
availability, etc.

Banking
Islam and Ahmed (2005)

Service on-time, Attention to clients, Tangible facilities,
etc.

Hotel
Wu and Ko (2013)

Conduct, expertise, problem solving, atmosphere, facility,
etc.

Business consulting market
Benazić and Došen (2012)

Service potential, service process, service result

Secondary school
Ramseook–Munhurrun and
Nundlall (2013)

Empathy, facilities, reliability, responsiveness,
assurance-discipline

Supply chain
Gupta and Singh (2012)

Distributor service, customer service, organization
service, etc.
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It is noted that the conclusions (e.g., service provider A is better than service
provider B) are generally insensitive to minor deviations in the scores associated
with the different intensity levels. In this paper, we highlight the conditions, where a
conclusion remains valid and the conditions where it may not.

2 Problem Description

Suppose we have two service providers X and Y. Customers of X and Y were asked
to rate their service providers by choosing one of five possible levels:

• VP: very poor
• P: poor
• A: average
• G: good
• VG: very good

One thousand and eleven hundred customers were surveyed for X and Y,
respectively. It is believed that the difference between VG and G is twice the
difference between G and A. Similarly, it is believed that the difference between P
and VP is twice the difference between A and P. Without loss of generality, a score
of 1, 3, 4, 5, and 7 is assigned to VP, P, A, G, and VG, respectively. The customer
responses are summarized in Table 2.

Based on their average scores, X appears to be marginally better than Y. In
particular, the average score of X is only 5:98

5:84 � 1 ¼ 2:4% greater than the average
score of Y. Hence, one might suspect that the conclusion (i.e., X is better than Y) is
not robust to deviations in the scores associated with the different levels.

However, the conclusion is completely robust to any deviations in scores. In
particular, there does not exist a nondecreasing set of scores where the average
score of X is less than the average score of Y (the skeptical reader is invited to
attempt finding such a set of scores). Clearly, the difference between the average
scores of X and Y is a poor indicator of the robustness of the conclusion with
respect to uncertainties in the scores.

Table 2 Average score and customer responses for X and Y

VP P A G VG Count Average score

Score 1 3 4 5 7 – –

Difference – 2 1 1 2 – –

X 2 (0.2%) 3 (0.3%) 65 (6.5%) 400 (40%) 530 (53%) 1000 5.98

Y 40 (3.6%) 8 (0.7%) 40 (3.6%) 440 (40%) 572 (52%) 1100 5.84
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3 An Appropriate Measure of Robustness

In many cases, the ordering of the levels is known but the differences between
different levels are uncertain. Without loss of generality, the scores are assumed to
nondecreasing. Suppose that the true difference between the levels differ from their
initial estimates by a factor of no more than ð1þ sÞ such that:

• Difference between P and VP is between 2
1þ s and 2ð1þ sÞ

• Difference between P and A is between 1
1þ s and 1þ s

• Difference between A and G is between 1
1þ s and 1þ s

• Difference between G and VG is between 2
1þ s and 2ð1þ sÞ

Observe that the higher the value of s, the higher the robustness of the con-
clusion with respect to uncertainties in the differences between different levels. The
largest possible value of s can be obtained using the procedure described in Tan
et al. (2014).

When comparing between X and Y, s can be infinity large. This is consistent
with the observation that there does not exists a nondecreasing set of scores where
the average score of X is less than the average score of Y.

Consider a third service provider Z with the survey results listed in Table 3.
When comparing between Y and Z, the largest value that s can take is 1.012. This
implies that the average score of Y is at least as large as the average score of Z if the
difference between P and VP, P and A, A and G, and G and VG are within [0.99,
4.02], [0.50, 2.01], [0.50, 2.01], and [0.99, 4.02], respectively. If the differences
between the levels lie outside these intervals, there is no guarantee that the average
score of Y is at least as large as the average score of Z.

4 Conclusion

The average scores of service providers, based on customer responses, often serves
as a basis for comparison between two or more service providers. However, the
differences between possible response levels are often unclear. In this paper, we
described how the robustness of a conclusion with respect to these uncertainties can
be compared. It is commonly assumed that the difference in average score provides
a good indication of the robustness of a conclusion. In this paper, we highlight that
this may not be true and a separate analysis of the robustness of a conclusion is
necessary.

Table 3 Customer responses for Z

VP P A G VG Count Average score

Z 2 (0.2%) 41 (3.4%) 82 (6.8%) 620 (51.7%) 455 (37.9%) 1200 5.62
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Part VII
Quality For Environmental Sustainability

Prof. T.N. Goh, National University of Singapore
This section comprises papers that address a growing global concern, namely

environmental sustainability. Topics range from perceptions of the lay public at the
ground level to the use of sophisticated mathematical models for environmental
data, and contributors came from many countries that actually face environmental
issues. The impression is Quality Engineering at work, rather than Management. It
should be realized, however, that to win the war against environmental woes there
must first of all be management at high levels such as those of corporations and
governments. Unlike manufacturing, the “bottom-up” approach will not be effective
and sustainable, despite the occasional usefulness of demonstrations, roadshows,
etc., in bringing about citizens’ awareness and concern. The solutions to environ-
mental problems and ways for environmental protection still lie in the judicious
application and development of wide ranges of management and engineering tools,
some of which with analytical rigor. Through the presentations in this section,
readers would gain an idea of the progress made up to the time of the Congress, and
could expect more in the days to come.
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Air Quality Modeling via PM2.5
Measurements

Min Zhou and Thong Ngee Goh

Abstract Environmental quality for the general population is dominated by air
quality. Thus modeling of air quality is the first step toward any program for quality
improvement. This paper describes the use of the ARIMA (Autoregressive
Integrated Moving Average) time series modeling approach, illustrated by the
tracking of the daily mean PM2.5 concentration in the north region of Singapore.
A framework for ARIMA forecasting revised from the general Box-Jenkins pro-
cedure is first outlined; T-test and three information criteria, namely, AIC (Akaike
Information Criterion), BIC (Bayesian Information Criterion), HIC (Hannon-Quinn
Information Criterion) are employed in addition to analyses on the ACF (auto-
correlation function) and PACF (partial autocorrelation function). With forecasting
as the primary objective, the emphasis is on out-of-sample forecasting more than
in-sample fitting. It is shown that for 30 such forecasts, one-step ahead MAPE
(mean absolute percentage error) has been found to be as low as 8.0%. The sat-
isfactory result shows the classical time series modeling approach to be a promising
tool to model compound air pollutants such as PM2.5; it enables short-term fore-
casting of this air pollutant concentration for public information on air quality.

Keywords PM2.5 � ARIMA � Singapore � Forecasting

1 Introduction

Environmental and human health issues associated with outdoor air quality espe-
cially in metropolitan regions, are always drawing concern from both policy official
and the general public. Due to the burst of urban expansion in last two decades, the
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world has witnessed a boom of urbanization process throughout the world.
Meanwhile, the frequently breakout of the haze or smoke hit in many cosmopolitan
cities has raised the public consciousness about one kind of air pollutant named
particulate matters in recent year. Particulate matter (PM), also known as particle
pollution, refers to a mixture of extremely small solid particles and liquid droplets
found in the ambient air. Unlike other air pollutants, it comes in a variety size and a
number of components. In general, the smaller and lighter a particle is, the longer it
will stay in the air and the stronger its potential impact on human health,. and the
fine particles (inhalable particles less than 2:5 lm in diameter), such as those found
in smoke and haze, are not only responsible for the substantial loss of work and
school days but also has been confirmed the strong association with the morbidity
and mortality (Boldo et al. 2006; Pope III et al. 2009). The PM2.5 level has been
taken as the one of the main indicator for air quality assessment in many cities.
Besides the investigations for improving understanding of the potential health
effects of the fine particles, building mathematical model is an indispensable way to
learn the trends of the pollutant and then to assess the effectiveness of control
measures.

Air quality models are essential tools to evaluate and predict the pollutant dis-
persion. To represent the chronological and spatial movement of the pollutants,
various highly sophisticated multiparameter meteorological models or
physical/chemical mechanism-based models have been developed (Christian 2001).
However, it is observed that some of them fail to satisfactorily predict the air
pollutants concentration fast and accurately. In fact, the uncertainty measurements
on the complex meteorological conditions combining the complexity of the phys-
ical and chemical processes undergoing in the atmosphere make it very difficult for
those models response quickly and nicely. Therefore, for short-term forecasting
purpose, some statistical analysis techniques are appreciated. Proposed as a tool for
economic time series modeling, Box-Jenkins autoregressive integrated moving
average (ARIMA) model has confirmed a promising air pollutant forecasting tool
(Robeson and Steyn 1990; Slini et al. 2002; Tiao et al. 1975; Ujjwal and Jain 2009).
Conceptually, this nonparametric method attempts to explore the appropriate
internal representation of the time series data (Ho et al. 2002). Few assumptions are
needed and no a priori postulation of models or external information is required,
which enables it to successfully describe most oscillatory series.

In this present study, we have developed a predictive model for tracking PM2.5
plumes and forecasting of air quality in Singapore based on classic ARIMA
method. For 30 out-of-sample forecasts, one-step ahead MAPE (mean absolute
percentage error) has been found to be 8.031%. The satisfactory result shows that
this classical univariate time series modeling method can be effectively used for
short-term air quality forecasting purpose.
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2 Measured Data and Methods

2.1 Date Description

To measure and assess the ambient air quality, the Ministry of the Environment in
Singapore monitors the level of air pollutants by a telemetric air quality monitoring
and management system. This air quality monitoring network has 15 stations
located throughout the island which are linked via the public telephone network to a
central control station (CCS) at the Environment Building. Twelve of the air
monitoring stations are ambient stations which monitor the general quality of the air
over Singapore. Three are roadside station and they are used to assess the effec-
tiveness of the Ministry’s vehicular emission control programmes. As the
increasing concern in the public about the air quality, the pollutant concentration
has been published on the website of national environmental agency (NEA) since
August 24, 2012. Due to the air haze stemming from the agricultural fields burning
of Indonesia in June, 2013, the 24 h monitoring system has been launched.

In this present work, concentration of PM2.5 of the north region of Singapore
from September, 2012 to August, 2013 has been collected from websites of NEA of
Singapore (http://www.nea.gov.sg/psi/). As the PM2.5 level varies from hour to
hour, the daily mean has been obtained. A total of 2 missing values have been
encountered out of 365 data. In the preprocessing, 22 abnormal data have been
excluded. Consequently, the sample size is reduced to 341.

Owing to its geographical location and maritime exposure, Singapore’s climate
has been classified into rainforest climate with uniform temperature and pressure,
high humidity, abundant rainfall. Though there is no true distinct seasons, the
monsoon season that happen twice each year have prevent the all-year uniformity.
Therefore, there is some seasonal variation on the PM2.5 concentration. Actually,
from November to March which we can loosely call Northeast Monsoon season, the
PM2.5 concentration is much weaker than the Southwest Monsoon period which is
from June to September. However, only one year consistent continuous data for
PM2.5 concentration level was accessible when the study was conducted. Hence,
seasonal characteristic may not be shown in the fitted model.

To assess the out-of-sample prediction performance, 30 new data from
September 1, 2013 to September 30, 2013 have been collected afterwards.

2.2 ARIMA Modeling

2.2.1 ARIMA (p, d, q) Model

Autoregressive Integrated Moving Average (ARIMA) model basically is a mix of
three processes, autoregressive, differencing and moving average. The basic con-
cept of a AR ðpÞ model is that for a stationary series xt, the current value can be
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explained as a weighted sum of p past values of the x0s, plus an added white noise
process at. And a MA ðqÞ model allows us to represent xt as a weighted sum of
present and past values of white noise a0s. For a nonstationary series, it is assumed
that the series can be stabilized by taking the dth difference.

Hence, giving an arbitrary time series zt; t ¼ 0; �1; �2; . . ., the corresponding
autoregressive moving average (ARIMA) model with orders ðp; d; qÞ have the form
(Box et al. 2005):

/ ðBÞ ð1� BÞdzt ¼ h ðBÞ at;

where B is denoted as the backshift operator with Bzt ¼ zt�1, then

/ ðBÞ ¼ 1� /1B� � � � � /pB
p; /p 6¼ 0;

h ðBÞ ¼ 1� h1B� � � � � hpB
q; hq 6¼ 0;

and white noise at follows normal distribution with mean zero and constant vari-
ance r2, respectively.

2.2.2 Autocorrelation and Partial Autocorrelation Function

In practice, the order of an ARIMA model is always unknown and need to be
inferred from the available dataset. And one very useful way to glean insights is to
consider the sample autocorrelation function (ACF) and partial autocorrelation
functions (PACF).

Measuring the correlation between two values Zt and Zt�k which is a distant
k apart, the autocorrelation coefficient is defined by

qk ¼
Cov ðZt;Zt�kÞffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

var ðZtÞ � var ðZt�kÞ
p

and the plot of autocorrelation coefficient qk versus lag k is called the autocorre-
lation function plot of the process. Since qk ¼ q�k, in practice only the positive half
of the function has been plotted as it is inevitably symmetric about zero. ACF
reveals how the correlation between any two values of the series changes as their
separation changes so it is associate with the terms of moving average part.

Partial autocorrelation coefficient is employed to exploit the extent of the lag in
an autoregressive model. It is the amount of correlation between a variable and a lag
of itself that is not explained by correlations at all. Denote /kj as the jth coefficient
in an autoregressive process of order k (or AR ðkÞ), then /kj satisfy the set of

equations: qj ¼
Pk

i¼1 /ki qk�i, and the last coefficient /kk is defined as the partial
autocorrelation of the time series zt.

For different stationary time series processes, the ACF and PACF plots may
display very different patterns. Hence they can provide the first step in model
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identification. Box et al. (2005) has summarized some ACF and PACF behaviors of
the three kind stationary ARIMA models, which is listed it in Table 1.

In general, ACF and PACF are associated with the order of MA and AR process
respectively. Table 2 have summarized the ACF and PACF patterns of some par-
ticular important cases that AR process and MA process of first order and second
order and the simple ARMA (1, 1) process.

Actually, with the assistant of software such as Minitab, you could just try some
different combination of p and q, then selecting the one that works best. But before
this, some systematic analysis on the on the ACF and PACF plots of the series may
help tentatively to identify of the numbers of the terms effectively.

2.2.3 Information Criterion for Model Identification

Visual inspection of ACF and PACF provides us a useful way for tentatively
identify the orders of AR and MA model. But the Box-Jenkins methodology is very
subjective which depends greatly on the experience and skill of the forecasters, and
it is noted there are not any theoretical model for reference when it comes the mixed
ARMA with high order. Moreover, it can be quite difficult to interpret the ACF and
PACF for this case. Hence some alternative methods have been proposed for
assisting the order selection. Penalty function statistics, such as Akaike Information
Criterion (AIC) (Akaike 1974), Bayesian information Criterion (BIC) (Schwarz
1978) and Hannan Quinn Criterion (HOC) (Hannan and Quinn 1979) are widely
used three. These statistical model fit measures assess a range of models and the one
with the minimal value of the defined statistic is selected.

For an ARMA model, these statistics take the forms (Meyler et al. 1998):

(1) AIC ¼ log rss
n

� �þ 2 � k
n

� �
(2) BIC ¼ log rss

n

� �þ log ðnÞ � k
n

� �
(3) HQ ¼ log rss

n

� �þ 2 log log ðnÞð Þ � k
n

� �

Table 1 ACF and PACF behavior of AR, MA and ARMA process

AR (p) process MA (q) process ARMA (p, q) process

ACF Infinite (damped
exponentials and/or
damped sine
waves)

Finite Infinite (damped exponentials
and/or damped sine waves after
first q–p lags)

Tails off Cuts off after lag q Tails off

PACF Finite Infinite (dominated by
damped exponentials
and/or damped sine
waves)

Infinite (dominated by damped
exponentials and/or damped
sine waves after first p–q lags)

Cuts off after lag p Tails off Tails off
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where

rss residual sum of squares.
n number of observations.
k number of the parameters to be estimated.

Actually, each of these criterions has their own advantages and disadvantages.
HIC is usually cited but seems have seldom been used in practice. AIC shows
theoretical advantage over BIC but usually lead to over-fitting as the penalty on
number of parameters is quite weak. So it is recommended to carefully examine all
of these criterions instead of relying on any single one.

2.2.4 T-Test for Model Identification

Besides the information criterion method, hypothesis testing is another objective
way to decide the specified order for p and q.

Given a stationary time series x ðtÞ which can be described by a typical
ARMA ðp; qÞ model, then we have

x ðtÞ ¼ b1x ðt � 1Þþ � � � þ bpx ðt � pÞþ e ðtÞþ bpþ 1e ðt � 1Þ
þ � � � þ bpþ qe ðt � qÞþ �u:

Here bi; i ¼ 1; . . .; p and bi; i ¼ pþ 1; . . .; qþ p are the coefficient of AR term

and MA term respectively. As bbi ; i ¼ 1; . . .; pþ q, is the unbiased estimators of the
true coefficient of the each terms which is regarded as normally distributed, we can
test the contribution of each term to the overall model with H0 : bi ¼ 0VS H1 :

bi 6¼ 0 by employing the test statistic T0 ¼ bbi
se ðbbi Þ

. Where se ð bbiÞ is denoted as the

standard error of bbi . And the null hypothesis is rejected if t0j j[ ta
2;n�p�q or the P-

value greater than the significant level a, which indicates that that term should be
included into the model.

Actually, to carry out T-test procedure, it is better to adopt forward selection
method which begins with no variables in the model and adds only one at a time
since no available rule for setting upper bound on the order of p or q and the

Table 2 Rules for selecting p and q (Box et al. 2005)

Order qk /kk

(1, d, 0) exp decay Only /11 nonzero

(0, d, 1) Only q1 nonzero exp dacay

(2, d, 0) exp or damped sine wave Only /11; /22 nonzero

(0, d, 2) Only q1;2 nonzero exp or damped sine wave

(1, d, 1) exp decay exp decay

exp: exponential
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addition of the high order may change the significance of the lower ones. As we
have discussed before the autocorrelation at lag of high order may be merely due to
the propagation of the lower ones.

3 Results and Discussion

Figure 1 outlines the ARIMA modeling and forecasting strategy in our work. Based
on general Box-Jenkins procedure, model evaluation has been considered as well. It
is worthwhile to note that model building is not a simple sequential process but may
involve iterative looping. Moreover, testing and checking should be carried across
every stage to ensure the model is reasonable.

3.1 Model Identification and Parameter Estimation

In ARIMA modeling, the first and most important step is to decide the differenti-
ation order d that successfully transforms the original data into a stationary series.
Traditionally, two ways can be employed to assess the series. The first is to plot the
series against index or time to see if it fluctuates around a constant mean. And the
alternative one is by checking the ACF plot. Usually, a series with a fairly fast
decreasing ACF should be regarded stationary. If the series is stationary, then d = 0
otherwise we should decide the correct amount of differences that yields a sta-
tionary series. Generally, performing the first or second difference will effectively
transform the original series to a stationary one.

Fig. 1 ARIMA forecasting
procedure
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Figure 2 is time series plot of the PM2.5 daily concentration from September 1,
2012 to August 31, 2013. We can observe that there are some seasonal variations
due to the changes in meteorological conditions which we have explained in
Sect. 2.1. Regardless of the seasonal variation and some small range fluctuation, we
fail to detect any significant decrease or increase trend when it comes to the whole
sequence. So we can tentatively consider the series as stationary. It is noted that the
autocorrelation plot in graph 2 has positive autocorrelations with high number
which suggests nonstationarity. However, by inspecting the PACF plot, there is a
significant spike only at lag 1, which indicates that the high order of the autocor-
relation in ACF just merely due to the procreation of the correlation at lag 1.
Therefore, it does not violent the previous stationary assumption (Fig. 3).

If the stationarity of the series is still in doubt, the new series can be obtained by
taking the first order differenced to helping decide the value of d. The corre-
sponding time series plot and probability plot of the new series have been shown in
Fig. 4. It can be confirmed that the original series is stationary since the new series
fits the normal distribution with the mean zero very well. The same conclusion can
also draw from the ACF plot in Fig. 5.
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Fig. 2 Sample time series plot

Fig. 3 Sample ACF and PACF plots
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After determining the differentiation order, the next step is to identify the number
of AR and MA terms. Based on ACF and PACF plots of our air pollutant data, a
mixed ARMA process should be proposed. But it is quite difficult to interpret the
specified model from the plots. Therefore, some objective methods introduced in
Sect. 2 should be considered to identify order p and q. In our study, both T-test
method (Sect. 2.2.3) and information criterion based method (Sect. 2.2.2) have
been employed. For information criteria-based method, we set the maximum order
as 5 for AR and MA term which is suggested by Minitab. The T-test procedure is
started with ARIMA (1, 0, 1) and the significance level has been set as 0.05. The
results are displayed in Table 3. We can see that the HIC and BIC criteria come to
the same model with p = 1 and q = 3. And T-test picks a balancing one with the
same number of AR and MA terms. With weak penalty on the parameter number,
AIC generates a more meticulous model which shows the best in-sample fitting
performance with the small root mean square errors (RMSE).
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Fig. 4 Time series plot and normal probability plot of differentiated sequence

Fig. 5 Smaple ACF and PACF of differentiated sequance
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3.2 Diagnostic Checking

Since the models are decided, the next step is to check the model adequacy for-
mally. If the model correctly describes the data, then the residuals should be
uncorrelated random variable with mean zero and constant variance. There are quite
lot of diagnostic tools help for assessing a model is satisfactory or not. Residual
plotting is the very rigorous one. It is frequently helpful to identify the outliers or
any anomalies that ruin the fitness of the model. If the sample sizes are quite big,
the histogram is meaningful. Otherwise, a normal probability plot is more preferred.
Still, plot the residuals (1) versus the fitted value (2) in time sequence can point out
any possible problems as well. A second check is to plot the ACF of the residuals. If
the model is adequate, the plot should be die out from lag 1.

The normal probability plot and histogram plot of the residuals derived from
ARIMA (2, 0, 2) have been exhibited in Fig. 6. As most of the data fall into a
straight line in the normal probability plot, there is no evidence shows the model
violent the normality assumption. And the ACF and PACF confirm that it is rea-
sonable to consider the residuals as white noise. By conduct the same procedure,
the validation of other two models are both confirmed.

It can be noted that in the normal probability plot in Fig. 6, there are some
residuals with extreme large value which undoubtedly have a large effect on both
the fitting performance and the parameter value. By investigation these corre-
sponding data manually, we find that they are the start points of level shifts whose
values are consistent with the latter. Therefore, we kept all of them and the
parameters have not been recomputed.

Table 3 Selected models
and the corresponding RMSE

AIC HIC BIC T-Test

Model (3, 0, 5) (1, 0, 3) (1, 0, 3) (2, 0, 2)

RMSE 3.746 3.803 3.803 4.053
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Fig. 6 Normal Probability plot and histogram plot of residuals of ARIMA (2, 0, 2)
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3.3 Model Evaluation

Due to underlying principles of the parameter estimation, the in-sample fitting
performance sometimes may not guarantee the out-of-sample forecasting ability no
matter what modeling paradigm or technique is being used. Therefore, model
evaluation is a very important step if the modeling procedure is being utilized for
prediction purpose. To assess the out-of-sample performance, it is advised to collect
some new observation starting from the end of the sample period. For this purpose,
the sequence of daily PM2.5 concentration of September 2013 has been obtained.
In this study, we just assess the one-step ahead forecasting performance ability.
Besides the RMSE, Mean absolute percentage error (MAPE) has been also adopted
as the quantitative measurement for evaluating the models. Scores of these two
statistics are displayed in Table 4. It can be seen that ARIMA (1, 0, 3) shows the
best forecasting performance with the both the smallest RMSE and MAPE.
Nevertheless, the ARIMA (3, 0, 5) which owns the best fitting performance but
yields the largest RMSE and MAPE. Compared to the in-sample fitting, ARIMA (2,
0, 2) shows better out-of-sample performance since both RMSE and MAPE are
very close to ARIMA (1, 0, 3).

Actually, in ARIMA modeling, an adequately parsimonious model is preferred
as it usually comes to better forecasting performance. Based on the RMSE and
MAPE, both ARIMA (1, 0, 3) and ARIMA (2, 0, 2) are quite reasonable for
describing the studied series, and here we just take be ARIMA (1, 0, 3) due to its
optimal in-sample fitting and out-of-sample forecasting performance. Figure 7
depicts the plots of observed and predicted concentrations of PM2.5 where the
predicted sequence is generated by ARIMA (1, 0, 3). We can see that the one-step
ahead forecasted sequence can catch the trend of the observed series quite well as
the two lines are reasonable close to each other (Fig. 8).

The conducted research confirms this classical time series modeling technique, a
promising tool to mimic the variation of particulate matter pollutant in metropolitan
regions such as Singapore. Based on the above analysis, few observations on
ARIMA modeling are highlighted below:

1. If the stationarity of the series is in doubt, take the first difference and draw the
conclusion based on the new series.

2. Even though there are some traditional guidelines or instruction for orders
selection, such as examining the sample autocorrelation and partial autocorre-
lation plots graphical, most of them are ambiguous and subjective.
Consequently, the performance of the chosen model may depend on the expe-
rience and skill of the researchers.

Table 4 Forecasting
performance of the models for
30 out of sample forecast

AIC HIC BIC T-Test

Model (3, 0, 5) (1, 0, 3) (1, 0, 3) (2, 0, 2)

RMSE 3.746 2.974 2.974 2.985

MAPE (%) 9.873 7.791 7.791 8.031
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3. Penalty function statistics, such as Akaike Information Criterion (AIC),
Bayesian Information Criterion (BIC) and so on, have been introduced to assist
model selection. But different criteria may result in very different models. Still
the criteria-based methods may yield meticulous models with a large number of
AR or MA terms which maximizes the in-sample performance but the poor
predictive power to the out-of-sample. Hence the adequate thresholds for p and
q are quite critical.

4. The underlying theory of ARIMA modeling is to utilize the past value and
previous error for the purpose of forecasting, therefore the models are intrinsi-
cally looking backward. Actually we may see from Fig. 7 that the trend of the
predicted sequence is always one-step lagging behind the observed one. Still,
the forecasting performance is quite poor in the jump points whose value is very
different from the previous one.
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Fig. 7 ACF and PACF plots of residuals of ARIMA (2, 0, 2)
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5. Graphically examining data is important and useful in every step of ARIMA
modeling. However, it is quite subjective and the interpretations vary.

6. ARIMA method does consider any external factors but only the internal rela-
tionship of the series itself, hence it may do not able to catch some variance
caused by the external factors.

4 Conclusion

This work has considered autoregressive integrated moving average (ARIMA)
method to model the PM2.5 variation in north region of Singapore. A framework
for ARIMA is outlined with the main steps as follows: model identification,
diagnostic checking, and model evaluation. As model identifying is the core part,
three approaches, namely visual inspection on ACF and PACF plot, Information
criterions and hypotheses testing have been considered to determine adequate
models. A more detailing procedure can be summarized as follows:

Step 1 Plot data to identify any seasonal variation, structural breaks and pos-
sible outliers

Step 2 Select the order of (p, d, q) of an ARIMA (p, d, q) model
Step 3 Estimate the ARIMA coefficients
Step 4 Diagnose the residuals of the selected model
Step 5 Evaluate forecasting ability with out-of-sample
Step 6 Repeat Step 2–Step 5
Step 7 Choose the model with the best performance for forecasting.

Eventually, a relatively parsimonious ARIMA model with order (1, 0.3) has
been found to be both optimal the in-sample fitting and out-of-sample forecasting
performance. The satisfactory results concerns the statistical analysis of this clas-
sical time series modeling approach, as proven by its application to model com-
pound air pollutant such as PM2.5. Limited by the data, we can only consider the
nonseasonal ARIMA model even though some seasonal variation has been iden-
tified, which may have some impact on the model performance. The pitfall of
ARIMA models have been points out by many researchers and we have discussed
some of them. And the weakness of similar models is mainly concentrated on the
forecasting part. Actually the prediction performance decreases dramatically if we
increase the forecasting step even from one ahead to two. Moreover, it fails to catch
the variation which is not caused internally. Consequently, external factors such as
some the forecasted meteorological information could be taken into accounts to
improve the prediction capability both in precision and time span.
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Environmental Quality: A Case Study
of Public Perceptions and Scientific Reality

Jing Li, Thong Ngee Goh and Min Zhou

Abstract It is widely acknowledged that environmental quality and protection
should not be ignored in the development of a society. Environmental quality
actually depends not only on government programs and policies but to a large
extent awareness and actions from the public. However, the latter would then relate
to human behavior which could be subjective, irrational, and impressionable as
well. In recent years, the fast development of Internet technology has propelled the
boom of social media and instant communication tools which enable the public to
express their opinions on current events more conveniently and quickly.
Nevertheless, the majority of swift comments tend to be emotional or one-off
knee-jerk reaction which may fail to appreciate the actual impacts behind. With this
background, the importance of critical and statistical thinking in the Web era has
been illustrated in this paper. One case study, which relates a recent actual incident
(discarding of rubbish) on Tiananmen Square in the capital of China, is used to
underscore the need for rational opinions and the circumspect in spreading the
message for enhancing environmental quality and handling related behavioral
issues. It has been found that typical comments on the Internet in terms of this
particular environmental issue reveal the usual emotional reactions and lack of
statistical knowledge among the public. It is concluded that for advances in the
importance quality of the environment, guidance of critical and statistical thinking
is indispensable.
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Systems thinking

1 Introduction

It is common knowledge that after the Industrial Revolution, economic develop-
ment accelerated in many areas till what is seen in the modern world. Together with
this is the inevitable series of environmental issues, for instance, climate changes,
wastes of resources, environment pollution, and so on.

With a view to protecting the environment, governments around the world have
set up various forms of regulations to curb pollution, among other measures. Thus,
for example, to restrict pollution from vehicles, strict emission regulations were put
in place. However, it is clear that legal means alone would not achieve the purpose;
the moral imperative should also be established. In fact many environmental issues
are rooted in human behavior (Steg and Vlek 2009). Therefore, public awareness on
environmental protection is essential; educational campaigns have been launched
aiming at changing individual behavior, e.g., (Feng and Reisner 2011), where a
survey was done to understand the factors that affect environmental protection
behavior. Statistical analysis of the results showed that the effect of individually
perceived environmental protection and environmental resource conservation is
more important than public assertion of desired behavior. It is thus necessary that
awareness of the populace should be of a higher priority. In fact in daily life, wastes
are more related to public behavior, especially in terms of municipal solid waste.

As is well known, this is an era with massive data on the Internet. It is mentioned
in the book The World is Flat that ten forces flattened our world (Friedman 2005).
Among those forces, the prevalence of personal computers and Internet accessi-
bility are milestones in the process of the world “becoming flat” as people could
acquire information easily and conveniently in a way never before possible. They
can forward and comment on news, blogs on a variety of subjects. Furthermore,
people can build their own blogs to express and propagate their personal ideas.
Facing such huge information sources, one not only needs to have good judgment
on available massive information, but take the responsibility of filtering rumors or
immature opinions. Thus both critical and statistical thinking are increasingly
essential in facing issues related to environmental protection.

Critical thinking is one way to stay away from subjectivity when one faces a new
situation. It requires people setting proper probing questions to evaluate a statement
or a problem, etc., in an objective way. There are three basic activities involved in
the process of critical thinking; they are investigation, interpretation, and judgment
(Ruggiero 2011). As mentioned, people today are in a world full of massive
information and can hardly not be influenced by herd opinions and mass culture. It
is necessary that people acquire the ability to judge statements on Internet.
Recently, one Chinese blogger, Qin Huohuo, was sentenced to 3 years in jail
because of spreading rumors on Weibo, the most popular Chinese microblogging
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website (Bischoff 2014). In fact as long as readers could think in a critical way,
rumors will be nipped in the bud. For example, Qin alleged that Lei Feng, a moral
model known as a poor but selfless soldier in China, was actually quite wealthy. In
critical thinking, one who read the statement should pose the following questions:

1. Is this true?
2. How does Qin know this? Has he obtained enough evidence?

Once the readers slightly think about those questions, they may not simply
spread the unveracious posting.

If critical thinking is more like a qualitative way to evaluate a statement, sta-
tistical thinking could be considered as a quantitative counterpart that examines the
statement by some objective and quantitative measures. Statistical thinking could be
explained as a manner to examine facts preferably by objective quantitative mea-
sures rather than simple talks. Though statistics has been included in the curricula of
many schools, the emphasis is often on the mechanics of number crunching. And it
is still a long way for citizens in society to use benefit from the statistical thinking in
face of real problems. Goh illustrated how to think statistically when one faces with
a statement involving data (Goh 1986). Number as the medium to convey infor-
mation, needs to be expressed in a precise way hence avoiding unclear meaning.

In this paper, a case related to environmental issues caused by human behavior
that comes from the most populous nation on earth is studied to show the impor-
tance of critical and statistical thinking.

2 Case Study on Litter Issue

Given the speed of economic development in China, environmental issues are
numerous. At the level of daily life, littering is one environmental issue that is
closely related to human behavior and it certainly lowers the quality of life in
general. No doubt the educated men and women would be aware of the conse-
quence of littering; however littering seems impossible to eliminate. Some people
are unconcerned about the morality of it, and at the same time most people (more
than 60%) feel shy to dissuade rubbish littering (Yan et al. 2012). The case detailed
here is to demonstrate that with popular awareness, what roles critical and statistical
thinking might play in a high-profile incident.

2.1 Show of Patriotism

On October 1, 2013, the 64th anniversary of the founding of the People’s Republic
of China, a traditional ceremony, namely national flag raising, was held early in the
morning at Tiananmen Square, acknowledged to be the heart of the nation. An

Environmental Quality: A Case Study of Public Perceptions … 213



estimated crowd of more than 110,000 from all parts of the country gathered to
witness the ceremony. After the high-profile ceremony was over, it was reported
that more than 5 tons of rubbish was left at the square (Ying 2013), evoking a
vigorous nation-wide debate on the “Quality of our Countrymen”.

2.2 Hot Debate Arouse on the Internet

Debates were evoked on the Internet. In this section, all the points of view put
forward are listed here for further discuss.

2.2.1 The Human Behavior Point of View

The most typical is the eye-catching headline: “Tiananmen Square: 5 Tons of
Rubbish! At worst spots, even the ground could not be seen!” With such high-
lighting of the amount of litter strewn in an open public place—and the nation’s
heart at that—criticisms of the low standards of ethics among the Chinese people
began to emerge, while some blamed the media for exaggerations and misleading
descriptions. Table 1 lists these two points of view.

2.2.2 The Statistical Point of View

Average
It would be useful to examine what it really means when 5 tons of rubbish is left by
110,000 people, assuming that these are good estimates. As can be seen from
Table 2, the figures translate to only 45.45 g of rubbish per person. This adds
substance to the accusation that the media did exaggerate the littering behavior of
the public.

Table 1 Two points of view

Blame the people (Pan 2013) Blame the media

1 Littering about reflects the poor
public spirit of Chinese countrymen

Rubbish had to be put down on the ground as
there is no litter bin at Tiananmen Square
(Anonymous 2013c)

2 Littering about is an unpatriotic
behavior

Littering about is unrelated to the love for the
country; however attending the flag-raising
ceremony is patriotic behavior (Anonymous
2013b)
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Comparison
In addition to calculating the per capita figures, the anti-media individuals went
further with comparisons of extents of littering with situations abroad. They pointed
out that 5 tons of rubbish is insignificant when contrasted to 20 tons in 2 days in the
much smaller Tsimshatsui Square in Hong Kong during a Christmas celebration
event, or 40 tons during a New Year countdown night at the New York City Times
Square (Anonymous 2013a).
Another way of comparing was also put forward that contrasted this year’s amount
of rubbish with those in the past years on the same occasion. Based on the figures in
Table 3, some argued that “Instead of condemning the 5 tons of rubbish, this is
precisely a figure that reflects a tremendous improvement: the amount last year was
8 tons, and during the 2005 ‘golden week’, the daily rubbish was as much as 19
tons. One can see that the amount of littering has gone down tremendously, and the
public spirit of tourists on the other hand has been growing!”—In other words, the
facts point to a steady improvement of public ethics by the year which of course is a
positive sign rather than something to be criticized.

2.3 Critical Thinking

Table 1 lists the idea which is about the defense for the people who litter. If one
thinks critically, some questions could be raised:

1. What is littering?
2. Is littering a virtue or vice?
3. Is the “put down” action out of the littering scope?
4. Why do people “put down” the rubbish on the ground?

Following are the corresponding answers:

Table 2 Calculation of rubbish from each person

Number of people Weight of rubbish (g) Rubbish (g/person)

110,000 5,000,000 45.45

Table 3 Weight of rubbish
in recent years (Anonymous
2013a)

Date of report Rubbish

2005.05.07 19 t/day

2006.10.08 222 t/week

2007.05.07 146 t/week

2009.10.08 220 t/week

2010.10.01 20 t/day

2012.10.02 8 t/day

2013.10.01 5 t (after the flag-raising ceremony)
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1. It is explained that litters are things that have been thrown away and that are
lying on the ground in a public place (Merriam-Webster 2014).

2. There is no doubt that it is undesirable to litter.
3. It is stretching too far to say that because rubbish bins could not be found, 5 tons

of rubbish was “put down” on the ground and not “thrown away” in an act of
littering. If such behavior is an acceptable one, then anyone could “put down”
rubbish anywhere and anytime when there is no rubbish bin in sight. To spread a
message like this is inviting wanton littering not with a tinge of shame, but with
full justification and dignity.

4. This leads to the question why the crowd “put down” rubbish the way they did.
It has been claimed that security considerations accounted for the absence of
rubbish bins on Tiananmen Square. However, in a crowded event, it was ruled
that one should not go around freely and if there was rubbish, it should be
disposed off on the spot. Such “rules” simply forced people to “put down”
rubbish on the ground! As a matter of fact, this is a perennial problem: since
2005 (or earlier), the Chinese media have been harping on the tonnage of
rubbish in public places. However, the authority seemed oblivious to this and, in
the case of flag ceremony, it could simply provide rubbish disposing bags to the
public, which has a dual purpose of reducing the workload of cleaners called in
subsequently to clear the place.

2.4 Statistical Thinking

2.4.1 Rubbish Generation and Removal

It has been pointed out that 150 cleaners were able to remove 5 tons of rubbish
within 30 min, pointing to a very high efficiency. Table 4 lists the speed of
cleaning, from which it can be deduced that every cleaner must perform at the rate
of 1.63 m2 per second, thus guaranteeing a pleasant environment for China’s
leaders to offer their flowers at the People’s Martyrs Memorial (Huo and Wu 2013).
Actually from another point of view, it is hard work for anyone cleaning at this
speed for 30 min nonstop; Table 5 contrasts the per capita amounts of rubbish
generation and removal. It can be seen from the table that the 45.45 g of rubbish
from each person actually led to 733 times (33,333/45.45) more work for the
cleaners. In that sense, if a person has a heart for the cleaners, he would consciously
take away his rubbish instead of leaving it behind to the cleaners.

Table 4 Speed of removal of rubbish

Area of square (m2) Time to clean up (s) Workers (person) Speed (m2/s/person)

440,000 1800 150 1.63
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2.4.2 Categories of Rubbish

On first look 45 g is indeed a small amount. However, from the photographs in
news reports (Fig. 1), it can be seen that most of the rubbish comprises discarded
newspapers, plastic bags, empty water bottles, and so on. Table 6 exhibits some
typical indicative numbers.

In fact 45 g can be made up of the following:

(a) A sitting person takes up an area of 0.5 � 0.3 = 0.15 m2. One piece of A4
paper has an area of approximately 0.210 � 0.297 = 0.062 m2, i.e.,
2.4 = 0.15/0.062 sheets of such paper will satisfy the sitting needs.

(b) On the average one bottle of water is consumed during the waiting period prior
to flag raising.

(c) Before their removal, the paper and the bottle of drinks could generate about
33 g of rubbish; the remainder of 12 g of rubbish may arise from the plastic
bags or food packaging, and possibly rain water as well.

2.4.3 Traps of Statistics

As mentioned before, some commentators took it as an improvement of the fact that
the amount of rubbish generated seemed decreasing, as shown in Table 3, but they
have ignored the fact that the 5 tons of rubbish in 2013 appeared after the
flag-raising ceremony, while the information for previous years refers to daily
figures: in other words, there is no common basis of comparison.

Table 5 Rubbish distributed
by workers and citizens

Workers Citizens

Total rubbish in gram 5,000,000

Number 150 110,000

Average per person (g) 33,333.33 45.45

Fig. 1 Rubbish on the ground
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In the book How to Lie with Statistics, it is illustrated how samples in reports
tend to have built-in bias. (Huff 1954). It appears that most people would choose
data favorable to their own viewpoints when arguing a case—perhaps not a sur-
prising situation but nonetheless a habit not to be condoned. It is seen that in
Table 3, no data from 2011 was mentioned. On investigation as to what happened
in 2011, it was found that on Chinese National Day of 2011, 120 thousand people
came to the flag-raising ceremony, resulting in 0.94 tons of rubbish (Wang and
Wang 2011). The reports in 2011 and 2013 both use the rubbish volumes after the
ceremony; hence the comparison is more meaningful, suggesting that ordinary folks
are capable of not “putting down” rubbish anywhere, possibly just taking them
away. It can be noted that those not in favor of such an observation would claim
data incompatibility or ignore unfavorable data when expressing their disagree-
ments; there are even reports that used inappropriate data from Table 3 for com-
parisons, claiming objectivity in their conclusion that there is a general
improvement of quality of behavior of the people (Zhu 2013).

3 Concluding Remarks

One can see how a single straightforward incidence could arouse public reactions
that range from emotional responses to making use of data that is favorable to some
preconceived or desirable conclusions—especially in environmental matters where
there seem to be “morally right” attitudes, believes, and answers. The fact is, for a
given issue, most of the time the complete information in the desired format is
unavailable. It makes more sense to tread carefully, expressing objective albeit
inconclusive views or pointing out various possibilities, even perhaps reserve
judgment. To create healthy and rumors-free publicity, both critical and statistical
thinking are necessary qualities that all citizens need to acquire. In this sense, more
generally, one could not but remember what H G Wells admonished almost a

Table 6 What comprise the 45 g rubbish?

Category 45.45 g equals Unit weight (g)

Paper 9 pieces 5 (A4 size)a

Empty bottles 2 20.67b

Plastic bags 10 4.5c

aAvailable at http://en.wikipedia.org/wiki/Paper_density. It states that typical office paper has
80 g/m2, therefore a typical A4 sheet (1⁄16 m2) weight 5 g
bAvailable at http://sports.china.com.cn/2010yayun/2010-10/10/content_21093290.htm. It states
that a bottle for tea or juice weighs 22–25 g, and for purified water it weighs 15 g. Here the
average value of 22, 25, and 15 is taken, that is 20.67 = (22 + 25 + 15)/3
cAvailable at http://www.plasticbagfacts.org/Main-Menu/Fast-Facts/. It states that a typical plastic
bag weighs 4–5 g. Here, we take the weight for each plastic bag as 4.5 g, which is got from
(4 + 5)/2
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century ago, “Statistical thinking will one day be as necessary for efficient citi-
zenship as the ability to read or write.” (Huff 1954).
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Part VIII
Reliability Practices

Prof. Cher Ming Tan, Chang Gung University, Taiwan
As mentioned in Chapter 2, reliability activities in Asia is no longer limit to

qualification and pass/fail testing. Detail reliability analyses are being done in Asia,
due possibly to the increasing trend of shifting the R&D to Asia in the past decade.
However, detail reliability analysis requires complex statistics, and one can see that
almost all the work done on reliability analyses are limited to Universities.
Although some reliability analyses are reported by companies in ANQ2014, their
methods are not rigorously correct if they did it by themselves. For those companies
where their methods are accurate, they are done in collaboration with Universities.

While all the detail reliability analyses are done with or by Universities, the
requirements for real field data in the analyses are noted. Interestingly, the reported
reliability analyses are mostly related to the parts in automotive. This is because of
the high reliability requirements of automotive industry.

Besides component reliability in automotive, system reliability is also addressed
in terms of maintenance and the awareness of system design that may compensate
components degradation, rendering direct applications of components reliability to
predict system reliability inapplicable.

Author biograph can be found in Chapter 2.



Quality Decision for Overcharged Li-Ion
Battery from Reliability and Safety
Perspective

Feng Leng, Cher Ming Tan, Rachid Yazami, Kenza Maher
and Robert Wang

Abstract During charging of Lithium-ion battery (LiB), the charging cutoff volt-
age (COV) may exceed the manufacturers’ specification because of incorrect
monitoring of the charging control circuit, either due to the aging of the control
circuit or the design/manufacturing errors of the control circuit. In fact, it is found
that overcharging LiB cell is a common abuse. This work shows the effect of
excessive COV on cell’s discharging ability, and the use of a novel nondestructive
method to evaluate if the damage made in the cell by the excessive COV is ren-
dering the cell from further safe usage or it is still acceptable with minor degra-
dation in reliability and safety, thus providing a basis for quality consideration of
the cell. The method also enables battery manufacturers to identify the internal
components for their cells that are most vulnerable to the excessive COV so that
quality improvement of their batteries can be designed and produced. This method
also alerts electric vehicles user on the hidden safety issues of their battery pack,
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and enables battery management system to perform reliability balancing, a new
patented technique to ensure the safe and reliable operation of battery pack.

Keywords Lithium-ion battery � Electrochemistry-based electrical model �
Overcharge � Battery safety � Reliability balancing

1 Introduction

Rechargeable Lithium-ion battery (LiB) has been widely used in mobile phones,
and notebook computers due to its high energy densities, high power densities, long
cycle life, and safe operation. It is also an enabler that makes pure electric and
hybrid electric vehicles a reality (Ye et al. 2012).

However, several abusive conditions can happen to a LiB cell during its oper-
ation, and overcharge is considered as a common abuse that may lead to its severe
degradation and even catastrophic failure via thermal runaway and subsequent fire
hazard with possible explosion in extreme cases as reported (Tobishima and
Yamaki 1999). This becomes a primary concern for battery users, and hence a
nondestructive method is required to access the damaging effect of the overcharging
in order to decide if one should change the cell from the reliability and safety
perspective. From battery manufacturers point of view, if one can identify the
internal components in a cell that are most vulnerable to excessive cutoff voltage
COV, they can improve their cells so as to make the cell more robust against this
abuse. Unfortunately, such a method is not available in the market.

With the recent development of electrochemistry-based electrical (ECBE) model
(Leng et al. 2014), the degradation of each individual components inside a cell can
be determined through its discharging curve (i.e., terminal voltage versus time
during discharging) alone. In this work, we use the ECBE method to examine the
effect of excessive COV on the degradation of each component experimentally.

Figure 1a shows the ECBE model and the physical meaning of each components
as shown in Fig. 1b where Re is the ohmic resistance of electrodes, Cdl is the double
layer capacitance, Rct is the total charge transfer resistances at the electrodes, K is
the charge transfer rate constant at the electrode embedded in the Butler–Volmer
impedance (ZBV), and Rn and Cw are the Warburg element in the electrolyte.

2 Experiments

In this work, the discharging curves of LiB cells are obtained experimentally. LiB
coin cells (LIR2032) rated *44 mAh as shown in Fig. 2 are used for experiments.
The electrodes materials are graphite anode and lithium cobalt oxide
(LCO) cathode, and it is the most commonly used cathode material in commercial
LiB (Park et al. 2010).
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Arbin Instruments battery cycler is used for the overcharging experiments, and
the set up for experiments in this work is programmed as follows (Maher and
Yazami 2013):

• All fresh battery cells are firstly discharged to a cutoff voltage of 2.75 V
• They are then charged abusively at C/4-rate (i.e. 11 mA) to COV between 4.2

and 4.9 V (specification of max COV is 4.2)
• They are rested for 160 s after charging for the their overvoltage stabilization
• For the discharging experiments, they were discharged at a constant current of

C/4 to a COV of 2.75 V at constant room temperature of 23 °C unless otherwise
stated.

(a)

(b)

Fig. 1 a Electrochemistry-based electrical (ECBE) model (Leng et al. 2014). b Real physical
parts of the inner battery represented by ECBE model parameters
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• The terminal voltages and charging/discharging currents of the entire tested cells
are continuously monitored and recorded at every 20 s interval.

3 Results and Analysis

Figure 3 shows the discharging curves of the LiB cells after excessive COV. From
the discharging curves, we can see that the higher the COV, the longer the dis-
charging time to reach 2.75 V, expect when the COV is above 4.7 V. The rates of
change of the terminal voltages for all cases are almost the same. Thus, this may
indicated a benefit of having higher COV as cell can be used for longer time per
charging.

However, it is reported that when cell is overcharged at excessive COV, it is
indeed stressed, and its life will be reduced, and both the cell reliability and safety
are compromised (Buchmann 2001). As LiB cells use volatile and flammable
organic electrolytes, irreversible decomposition of the electrolyte may occur and
this will trigger the gas evolution reaction at high COV, and leads the continuously
swell and rupture of the cells eventually. The overcharged cell behaves as a resistor
at high voltages, dissipating excess energy as heat. The locally accumulated heat
due to increase of cell resistance as a result of degradation at electrodes, leading to
the catastrophic failure such as fire hazard and possible explosion of battery by
thermal runaway at extreme conditions (Maher and Yazami 2013; Li et al. 2011;
Lin et al. 1865; Ohsaki et al. 2005). These accidents resulted from the extreme COV
as shown in Fig. 4. This is attributed to the following degradation of the internal
components in the LiB cells as revealed by our ECBE method as follows.

Figure 5 shows that the maximum initial capacity of a cell increase with COV,
and this explains the observed “enhanced” runtime of the discharging curves with
higher COV as observed in Fig. 3. This increase is a result of more lithium ions are
extracted from electrode due to overcharging.

Fig. 2 The coin cell
(LIR2032) used in this work
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The m1 and m2 represent efficiencies of anode and cathode in providing their
stored Li-ion for discharging, respectively. The decrease in m1 with excessive COV
can be seen in Fig. 6, and this implies that anode electrode is degraded when COV
is excessive. However, the performance of the graphite electrode is insignificant
against excessive COV as seen in Fig. 7. Here we have to take note that graphite
electrode is anode during charging, and as our results are extracted from dis-
charging curve, the anode mentioned from the extraction using ECBE is referred to
the LCO electrode.

(a) Swell (b) Rupture

(c) Fire (d) Explode

Fig. 4 The accidents caused by extreme overcharging abuse

Fig. 3 Discharging curves of LIR2032 cells subjected to different charge cutoff voltages (COV)
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The sum of ohmic resistance of electrode and charge transfer resistance
decreases with COV and then increases for COV above 4.3 as shown in Fig. 8.
While the chemical kinetic explanation of the phenomena is beyond the scope of
this work, the increase of Re + Rct increases the localized heating of the anode due
to Joule heating. Thus the localized temperature of anode is expected to be higher
for higher COV above 4.3 V, and this could explain the degradation observed in
anode as in Fig. 6. This localized high temperature at anode could also be one of the
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reasons for higher Qm as the chemical reaction rate is going to be higher at higher
temperature according to the Arrhenius relation.

As COV is further increased to beyond 4.5 V, the localized high temperature can
become so high that dissociation of the electrolyte next to electrode occurs, and the
formation of solid electrolyte interface (SEI) is enhanced (this is also reflected as an
increase in Rct). The much higher localized temperature at the electrode is also
evidenced by the higher rate of increase in Qm with respect to COV when COV is
above 4.5 V. With formation of thicker SEI, the charge transfer at the electrode will
be retarded, and hence one can see a sharp decrease in K values as shown in Fig. 9
when COV is above 4.5 V. This thick SEI also tends to protect the anode from the
electrolyte and thus its degradation stop when COV is above 4.5 V as shown in
Fig. 6. However, with thicker SEI, most part of the charging voltage will be
dropped across the SEI, and the electric field in the SEI can become too high at
COV above 4.5 V that causes it to breakdown, trigger the full cell thermal runaway
(Belov and Yang 2008). It is to be noted that the above degradation happen with
only one excessive COV charging. One could expect that with continuous exces-
sive COV charging, the electrode resistance will increase continuously, and the
localized temperature at anode will continue to increase. While we enjoy the
seemingly longer runtime with higher COV, the cell reliability is degrading, and at
some point in time, the high localized temperature can trigger some safety issue. In
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a mild case, we will see a swelling of the Li-ion cell in our hand phones due to
larger thermal expansion, but in a severe case, fire and explosion can occur as have
been observed in electric vehicles incident (Lamb et al. 2014).

As our method can provide real-time online nondestructive assessment of the
internal components in a Li-Ion cell, battery manufacturers can identify the weakest
components that are most vulnerable to the excessive COV. This method can also
be incorporated into battery management system (BMS) and once a cell is in an
unsafe situation as defined by the Re + Rct, a bypass of the cell can be initiated
according to the new technology of reliability balancing developed recently (Tan
and Tan 2013). Thus, our method enables both battery manufacturers and BMS
producers to improve their products quality over time and safety.

4 Conclusion

4.1 Achievement

We have successfully identified the seeming gain of Li-Ion cell by having it to
charge with high COV, and revealed the hidden issues associated with charging the
cell with high COV, with the use of recently developed ECBE battery model.
Therefore, the misconception of higher COV to enhance the runtime is clarified.
With our method, we are able to provide real-time online nondestructive assessment
of the internal components in a Li-Ion cell to evaluate its reliability and safety with
respect to this overcharging abuse. We are able to characterize the degradation level
of each internal electrochemical component in LiB and consequently identify the
weakest material that is most vulnerable to the excessive COV. This will be ben-
eficial for battery manufacturers to design and produce more robust cells against
overcharging. Our method can also be incorporated into existing battery manage-
ment system so that a more advanced safety technology to ensure safe operation of
the battery pack with enhanced system reliability can be possible.
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Statistical Inference for Grouped Field
Failure Data

Piao Chen and Zhi-Sheng Ye

Abstract The field failure data is important in the reliability field. Component
failure data, instead of system failure data, are usually collected by the system
owners. However, in many cases the individual component time-to-failure data are
not recorded. Instead, cumulative operation time and the number of failure times are
recorded. This can be explained by the fact that exponential distribution is often
used to fit the data. Unfortunately, the assumption of exponential distribution is not
valid in many cases. In our paper, Gamma distribution and Inverse Gaussian
(IG) distribution are used to fit the data. The point estimate for parameters of these
two distributions can be obtained easily by general computer software. We then
proposed methods to obtain the confidence interval (CI) for parameters of gamma
distribution and IG distribution when the data are merged. In particular, for the rate
parameter and mean of a gamma distribution, no efficient methods have been found
to get the interval estimation. We borrow the idea of General Pivotal Quantity to
obtain the interval estimation for the rate parameter and mean of a gamma distri-
bution. The simulation study shows our method outperforms Wald method in terms
of coverage probability. At last, an illustrative example is given to demonstrate the
applicability of proposed models.
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1 Introduction

Observed failure data from fielded systems are valuable as they contain useful
information about product quality and reliability. These data can provide insight
into the design and maintenance of reliable systems. Therefore, it is extremely
important to evaluate the reliability of such systems based on the observed data.
However, a complex system may have a lot of components and it is costly to test
such a system. As an alternative way, component reliability is often evaluated as a
premise of system reliability.

In the ideal case, we can collect all the individual failure time of the compo-
nents. However, in reality, it is impossible to record every individual failure time
due to cost constraints and a lack of sufficient collecting instruments. Instead, the
actual individual failure time is often not available. The observed data are grouped
and presented as a total number of failures for a number of identical components in
a system and a cumulative operation time of the system. A typical example of
grouped data can be found in the largest publicly available source of reliability data
(Denson et al. 1991) collected by the Reliability Analysis Center (RAC). In this
data source, field failure data for a large variety of electrical and non-electrical
components are available. Most individual component failure time is not recorded
while these data are recorded in the way of cumulative operation time and a total
number of failures. An illustrative example is presented in Table 1. There are six
systems (air planes) and each system has several lights. As we can see, only the
number of failures (Ni) within a certain period (Ti) is recorded for each system.

Except for the cost constraint, this lack of information can be explained by the
fact that exponential distribution is often used to model individual time-to-failure
and in this case the distribution parameter can be estimated with total number of
failures and total operation time sufficiently. However, Coit and Dey (1999) stated
that exponential distribution is not always appropriate for this kind of data. They
developed a hypothesis test to evaluate the validity of an exponential distribution
for the grouped data. The hypothesis rejected the exponential distribution
assumption when the data were generated from a Weibull distribution. This finding
showed that the suitability of individual time-to-failure distribution should be

Table 1 Air plane indicator light failure data

System ID i Number of failures Ni Cumulative operation time Ti (1000 h)

1 2 51

2 9 194.9

3 8 45.3

4 8 112.4

5 6 104

6 5 44.8
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evaluated. As a start work to deal with the grouped data, Coit and Jin (2000)
developed a gamma distribution to fit the data and maximum likelihood estimates
(MLE) for the gamma distribution were developed. A simulation study was then
carried out to show that parameters of the gamma distribution can be accurately
estimated with reasonable sample size.

To the best of our knowledge, no other study has been carried out to deal with
the grouped data. To address this important problem, we first use the gamma
distribution and Inverse Gaussian (IG) distribution to fit the data. Methods of
constructing CI for parameters of gamma distribution and IG distribution in terms
of the grouped data are then adopted. At last, random effects are incorporated into
the gamma and IG models to represent the system-to-system heterogeneity. The EM
algorithm is used to find the MLE for these two random effects models.

The IG distribution plays an important role in the area of probability and physics
because of its close relation with the Brownian motion (Seshadri 1993). It has a
wide application in many areas, especially in the area of applied statistics. For
example, IG distribution and its corresponding IG processes are well received in
degradation modeling (Wang and Xu 2010; Ye and Chen 2013) and risk analysis
(Ter Berg 1980). More applications of IG distribution can be found in the book
written by Chhikara (1988). In our paper, we use IG distribution to fit the individual
failure time and the MLE of parameters can be obtained easily.

Another main contribution of this paper is to propose methods of constructing CI
for parameters in the gamma distribution and IG distribution when the data are
grouped. When data are not grouped, that is, all the individual failure times are
observed, the methods of constructing CI for parameters are widely studied and we
will review them in Sects. 3 and 4. However, no research has been done to con-
struct CIs when the data are grouped. In our paper, we show that the method of
constructing CI for the shape parameter of a gamma distribution and both param-
eters of an IG distribution in the case of grouped data is quite similar to the case of
non-grouped data. In terms of rate parameter and mean of gamma distribution, even
when all the individual data are collected, no efficient methods have been found to
construct the CIs. In this paper, generalized pivotal quantity (GPQ) (Weerahandi
1995; Hannig et al. 2006) is used to obtain the interval estimation of the rate
parameter and mean of the gamma distribution. The simulation results show that
our methods of constructing CI have a much better performance than the Wald
method in terms of the coverage probability.

The remainder of the paper is organized as follows. Section 2 lists the notations
which will be used in this paper. Section 3 introduces how to use gamma distri-
bution to fit the grouped data and methods of constructing CI for gamma distri-
bution are adopted. In Sect. 4, IG distribution is used to fit the grouped data and
also the methods of constructing CI are adopted. An illustrative example is pro-
vided in Sect. 5. Section 6 concludes the paper.
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2 Notations

The following notations are used in the remaining part of this article. We assume
the individual component time-to-failure are i.i.d. and is distributed in accordance
with a certain distribution. Besides, we assume that each system has only one data
record.

i index of system, i ¼ 1; � � � ; n
Ni number of observed failures in system i
Ti cumulative operation time in system i
N total number of observed failures of all the systems, N ¼Pn

i¼1 Ni

T total cumulative operation time of all the systems, T ¼Pn
i¼1 Ti

Xij jth component failure time in system i, where i ¼ 1; � � � ;Ni

3 Gamma Distribution Model

For a random variable X following a gamma distribution with shape parameter
k and rate parameter h, the probability density function (PDF) of X is

f ðXÞ ¼ hk

CðkÞX
k�1ehX

when X > 0 and 0 otherwise, where C kð Þ is the gamma function and
C kð Þ ¼ R10 xk�1e�xdx.

Assume Xij * C (k, h), where k and h are shape parameter and rate parameter.
Based on the properties of a gamma distribution, we know Ti follows a gamma
distribution with shape parameter Nik and rate parameter h.

We can then obtain the log-likelihood function as follows (omitting some
constant parts).

l ¼ Nk log h� Th�
X
i

½logCðNikÞ � Nik log Ti�

It is easy to get the estimations of parameter k and h using quasi-Newton search.

3.1 Confidence Interval (CI) for Parameters of Gamma
Distribution

3.1.1 Review on Interval Estimation for Gamma Distribution

Some studies have been done to construct the CI for parameters of a gamma
distribution when all the individual data, say x1; . . .; xn are observed.
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1. Shape Parameter

The arithmetic mean �x ¼Pn
i¼1 xi=n and geometric ~x ¼ Qn

i¼1 xi
� �1=n

are joint
complete sufficient statistics for the gamma distribution. Denote S ¼ log �x=~xð Þ
and W = 2 nkS.
Bartlett (1937) showed that S has an approximately distribution of

1þð1þ 1
nÞ=6k

nk
v2ðn� 1Þ

where v2ðn� 1Þ is v2 distribution with n-1 degrees of freedom. The CI for k can
then be obtained based on a constructed table of CI. Based on this
approximation, Linhart (1965) stated that the quality of the approximation
improves with increasing k while almost independent of n.
Bain and Engelhardt (1975) posed a two-moment v2 approximation for Bartlett
(1937) showed the cumulant generating function of S and then the expectation
and variance of W can be obtained (as a function of k). The authors tried to
formulate an approximation distribution for W with correct first and second
moments through c (k, n) W v2 [v (k, n)]. Afterwards c (k, n) and v (k, n) can be
obtained as a function of k and n. Consequently, the CI for k can also be
obtained.
Hwang and Huang (2002) used the squared sample coefficient of variation V2

n ,
where Vn ¼ s2n=�x, as a statistic to construct the approximate CI for the shape
parameter k. The authors did not show the accurate approximation distribution
but stated that V2

n looks like a gamma distribution for any parameters and n
based on some simulation results. The authors then used the simulation results to
construct approximated 75:5, 95 and 98% CI for k.

2. Rate Parameter
Some literatures have considered the inferences for the rate parameter h with
k unknown.
Engelhardt and Bain (1977) constructed the uniformly most powerful unbiased
(UMPU) test for the rate parameter h based on the conditional density of �x given
~x, which is independent of k. By letting Wn ¼ �x=~x and Gn ¼ h ~x, the anthers
provided percentage points uc gð Þ such that P

ffiffiffiffiffi
ng

p
Wn � EðWnjgÞ½ � � ucðg)jg

� �
.

They also derived the expression of ucðgÞ when g ! 1 and n ! 1. In their
next paper (Engelhardt and Bain 1978), they derived an approximate form for
ucðgÞ by deriving an approximate two-moment chi-square distribution for
statistic Zn ¼ 2 ngðWn � 1Þ.
Kulkarni and Powar (2010) obtained a approximate chi-square distribution for

statistic T2 ¼ Zþ 2 nk̂S
c , where Z ¼ 2 n�xh and k̂ is the MLE of k. The authors

stated that the performance of Z alone in terms of controlling Type 1 error rates
is quite poor when k is small (� 1). They also proposed an alternative way to
construct CI for h, using simulation results based on the concept of parametric
bootstrapping.
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3. Mean
Some papers have focused on the inference for the mean of a gamma distri-
bution, say l = k = h (Grice and Bain 1980; Shiue and Bain 1990; Jensen 1986;
Jensen and Kristensen 1991; Wong 1993). Kulkarni and Powar (2010) gave us a
detailed review. It is noted that all these methods are based on the statistic
2 nk�x=l, which follows a v2 distribution with 2 nk degrees of freedom. In
addition, the MLE of k is often substituted to get the CI for l.

3.1.2 Proposed Method for Interval Estimation

Recall that Ti �CðNik; hÞ; i ¼ 1; � � � ; n. Let Xi ¼ Ti=Ni and then Xi � IGðNik;NihÞ.
Denote ~T ¼ Q

i X
Ni
i

� �1=N
and �T ¼Pi Ti=N.

1. Shape Parameter
Let S0 ¼ ~T=�T; S1 ¼ log S0; S2 ¼ SNk

0 and W ¼ �2NkS1. We first note that S0
does not depend on h as it is a scale invariant statistics. Besides, as any scale
invariant statistics is independent of

P
Ti (Pitman 1937), S0 is independent with

�T . Therefore, we can simply let h = 1.
We derive a two-moment chi-square approximation for the distribution ofW like
Bain and Engelhardt (1975). Assume W � cv2ðmÞ, where c and m are functions of
k and n. Moreover, c and m satisfy equations E Wð Þ ¼ cm and Var ðWÞ ¼ 2c2m to
make the first two moments accurate, where E (W) and Var (W) can be obtained
by the moment-generating function (MGF) of W.
It is not hard to show the following two statements

(a) when k ! 0, then c ! 1 and m ! 2 n� 1ð Þ
(b) when k ! 1, then c ! 1 and m ! 2 n� 1ð Þ
Having this approximate distribution, a 1� a lower confidence bounds kl can be
found by

�2Nkl log
~T
�T
¼ cðkl; nÞv2a½mðkl; nÞ�

A 1� a equal-tails level CI for h, say (kl, ku) can be found by

�2Nkl log
~T
�T
¼ cðkl; nÞv2a=2½mðkl; nÞ�

and

�2Nku log
~T
�T
¼ cðku; nÞv21�a=2½mðkl; nÞ�
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2. Rate parameter
As for the rate parameter, it is well known that 2Th� v2 (2 Nk), where
T ¼Pi Ti. If k is known, then it is easy to construct the CI for parameter h.
However, when k is unknown, the accurate form cannot be obtained easily. In
the literature, k̂ is usually used to replace k and then the CI for h can be obtained.
This method is easy to implement while not so accurate. We proposed a new
method here based on the idea of GPQ. The basic idea is if we know the exact
distribution of k, then v2ð2NkÞ=2T can be regarded as a GPQ of h. We can
simply generate a large number of random variables from the distribution of
k and then a series number of value of h can be derived. We can obtain the CI
for h at any level based on this series of value. Unfortunately, the exact dis-
tribution of k is unknown. We used the approximate distribution of k,
W ¼ �2Nk log ~T

�T � cv2ðmÞ, to construct the confidence interval for k. The pre-
cise procedures are as follows.

Step 1 Use the MLE of k, denoted as k̂, to get the value of c and m, denoted as ĉ
and m̂;

Step 2 Based on the approximate distribution W ¼ �2Nk log ~T
�T � cv2ðmÞ, gen-

erate B random variables from the distribution ĉv2ðm̂Þ and consequently
we can get B value of k, denoted as k1; . . .; kB;

Step 3 v2ð2NkbÞ ¼ 2T ; b ¼ 1 . . .;B forms a series value of q and we can get CI
for h at any level a.

3. Mean
Sometimes, the mean of a gamma distribution is of more interest. Constructing
the confidence interval for the mean l ¼ k=h is quite similar to the rate
parameter. As we know 2Tk

l � v2ð2NkÞ, the idea of GPQ can then be used.

Step 1 Use the MLE of k, denoted as k̂, to get the value of c and m, denoted as ĉ
and m̂;

Step 2 Based on the approximate distribution W ¼ �2Nk log ~T
�T � cv2ðmÞ, gen-

erate B random variables from the distribution ĉv2ðm̂Þ and consequently
we can get B value of k, denoted as k1; . . .; kB;

Step 3 2Tkb=v2ð2NkbÞ; b ¼ 1; � � � ;B forms a series value of l and we can get CI
for l at any level a.
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3.2 Simulation Results for Interval Estimation of Gamma
Distribution

We do a simulation to verify our methods for gamma distribution by comparing the
performance with Wald method in terms of coverage probability.

For the shape parameter, the Wald interval can be obtained by the approximate
distribution

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� @2

@k2
log Lðk; hÞ

r
jðk;hÞ¼ðk̂;ĥÞðk̂ � kÞ�Nð0; 1Þ

For our proposed method, as parameter h does not affect the result, we simply let
h = 1. Scenarios with k = 0.05, 0.1, 0.2, 0.3, 0.4, 0.5, 0.6, 0.7, 0.8, 0.9, 1.0 and
n = 5; 10; 20 are studied, respectively. In each scenario, a level a test of H0 :
k� k0 versusH1 : k[ k0 is used and the coverage probability is obtained by 10,000
replications.

Tables 2 and 3 show the coverage probability of k in the case of a = 0:05 and
a = 0:1, respectively. As can be seen, the proposed method outperforms the Wald
method in terms of coverage probability in any scenario. In addition, the coverage
probability by our proposed method is very close the nominal one, i.e., 1 − a, even
when the sample size is very small (n = 5). Based on the results, we believe it is
appropriate to treat the proposed approach as optimal in practice.

For the rate parameter h, the Wald interval can be obtained by the approximate
distribution

Table 2 Coverage probability of k by proposed method (CPp) and Wald method (CPw) in the
case a = 0.05

k n = 5 n = 10 n = 20

CPp CPw CPp CPw CPp CPw
0.05 0.9384 0.9056 0.9465 0.9185 0.9481 0.9310

0.1 0.9398 0.8301 0.9449 0.8749 0.9453 0.9106

0.2 0.9485 0.7257 0.9467 0.7950 0.9463 0.8507

0.3 0.9475 0.6725 0.9470 0.7434 0.9497 0.8230

0.4 0.9491 0.6231 0.9501 0.7064 0.9514 0.7815

0.5 0.9535 0.6002 0.9434 0.6733 0.9510 0.7486

0.6 0.9523 0.5671 0.9518 0.6406 0.9465 0.7380

0.7 0.9575 0.5430 0.9479 0.6341 0.9499 0.7112

0.8 0.9605 0.5442 0.9491 0.6002 0.9499 0.6943

0.9 0.9627 0.5200 0.9484 0.5993 0.9519 0.6780

1 0.9643 0.5002 0.9587 0.5836 0.9523 0.6749
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ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� @2

@h2
log Lðk; hÞ

s
ðk;hÞ¼ k̂;ĥð Þ ĥ� h

� �
�Nð0; 1Þ

			
Scenarioswith k ¼ 0:5; 1; 3 and h ¼ 0:5; 1; 3 are studied.We setB = 10,000 and

repeat 10,000 times simulation in each scenario (under certain k and h). Similar to the
test for shape parameter k, a level a test of H0 : h� h0 versus H1 : h[ h0 is used.

Tables 4 and 5 are the simulation results by proposed method and Wald method
in terms of coverage probability. As we can see, our proposed approach performs
much better than the Wald method and can provide a quite accurate coverage
probability even when the sample size is limited. In fact, we proposed a new
method of constructing the CI for rate parameter of a gamma distribution as
non-grouped data is a special case of grouped data, which performs much better
than any other existing method.

For the mean l, the log-likelihood function for a gamma distribution with shape
parameter k and mean parameter l is as follows.

lðk; lÞ ¼
X
i

Nik � 1ð Þ log Ti � logCðNikÞ � Nik log l=kð Þ � kTi=l½ �

The Wald interval for l can be constructed by the following approximate
distribution

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
� @2

@l2
log Lðk; lÞ

s
ðk;lÞ¼ k̂;l̂ð Þ l̂� lð Þ�Nð0; 1Þ
			

Scenarios with k = 0.5, 1, 3 and l = 0.25, 0.5, 0.5, 1, 1.5, 3 are studied. We also
let B = 10,000 and repeat simulation 10,000 times in each scenario. A level a test

Table 3 Coverage probability of k by proposed method (CPp) and Wald method (CPw) in the
case a = 0.1

k n = 5 n = 10 n = 20

CPp CPw CPp CPw CPp CPw
0.05 0.8885 0.8160 0.8960 0.8451 0.8978 0.8614

0.1 0.8911 0.7526 0.8966 0.8030 0.8980 0.8202

0.2 0.8890 0.6660 0.9017 0.7416 0.9000 0.7634

0.3 0.9001 0.6153 0.8922 0.6930 0.8991 0.7222

0.4 0.9037 0.5694 0.8976 0.6621 0.8994 0.6886

0.5 0.9058 0.5484 0.9023 0.6389 0.9015 0.6633

0.6 0.9058 0.5352 0.8986 0.6150 0.8976 0.6512

0.7 0.9118 0.4989 0.8955 0.5937 0.9010 0.6247

0.8 0.9218 0.4937 0.9080 0.5779 0.8982 0.6161

0.9 0.9236 0.4801 0.9098 0.5679 0.9040 0.6011

1 0.9326 0.4670 0.9043 0.5624 0.9049 0.6026
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of H0 : l� l0 versus H1 : l[ l0 is used and the simulation results are shown in
Tables 6 and 7 where a = 0:05 and 0:1, respectively. As expected, our methods
outperform the Wald methods in terms of the coverage probability.

4 IG Distribution Model

The PDF of an IG distribution is given by

f ðXÞ ¼
ffiffiffiffiffiffiffiffiffiffiffi
k

2pX3

r
exp

�kðX � lÞ2
2l2X

for X > 0, where l and k are mean and shape parameters, respectively.

Table 4 Coverage probability of h by proposed method (CPp) and Wald method (CPw) in the
case a = 0.05

k h n = 5 n = 10 n = 20

CPp CPw CPp CPw CPp CPw
0.5 0.5 0.9555 0.7744 0.9594 0.9038 0.9604 0.9703

1 0.9557 0.6762 0.9589 0.8190 0.9550 0.9169

3 0.9555 0.5452 0.9575 0.6810 0.9586 0.7739

1 0.5 0.9527 0.7244 0.9545 0.875 0.9540 0.9540

1 0.9517 0.6359 0.9550 0.7867 0.9564 0.8898

3 0.9545 0.5060 0.9542 0.6330 0.9565 0.7507

3 0.5 0.9500 0.6548 0.9518 0.8025 0.9508 0.9038

1 0.9513 0.5602 0.9502 0.7203 0.9506 0.8195

3 0.9558 0.4659 0.9520 0.5820 0.9549 0.6726

Table 5 Coverage probability of h by proposed method (CPp) and Wald method (CPw) in the
case a = 0.1

k h n = 5 n = 10 n = 20

CPp CPw CPp CPw CPp CPw
0.5 0.5 0.9081 0.7000 0.9103 0.8542 0.9088 0.9364

1 0.9065 0.6076 0.9108 0.7662 0.9106 0.8632

3 0.9037 0.4869 0.9121 0.6185 0.9187 0.7139

1 0.5 0.9103 0.6693 0.9048 0.8273 0.9089 0.9057

1 0.9045 0.5755 0.9076 0.7272 0.9134 0.8291

3 0.9073 0.4637 0.9053 0.5839 0.9090 0.6822

3 0.5 0.8977 0.5944 0.8979 0.7551 0.9082 0.8428

1 0.8967 0.5149 0.8967 0.6546 0.9027 0.7486

3 0.9003 0.4297 0.8992 0.5490 0.9050 0.6330
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Assume Xij � IGðl; kÞ and then Ti � IG Nil;N2
i k

� �
. Similar to the case of

gamma distribution, we can obtain the log-likelihood function as follows (omitting
some constant part)

l ¼
X
i

1
2
log k � k Ti � Nilð Þ2

2l2Ti

" #

the MLEs of l and k can be derived directly as l̂ ¼ �T and 1
k̂
¼ 1

n

P
i
N2
i

Ti � N
�T

h i
.

4.1 Confidence Interval; for Parameters of IG Distribution

Assume n grouped data T1; . . .; Tn are observed, and Ti � IG Nil;N2
i k

� �
. Denote

V ¼Pi
Ni2
Ti
� N

�T where N ¼Pi Ni and �T ¼Pi Ti=N and then it can be easily

proved that kV � v2ðn� 1Þ. Based on this distribution, the two-sided 100 (1−a) CI
for k can be

Table 7 Coverage probability of l by proposed method (CPp) and Wald method (CPw) in the
case a = 0.1

k l n = 5 n = 10 n = 20

CPp CPw CPp CPw CPp CPw
0.5 0.25 0.8949 0.9232 0.8944 0.9333 0.8985 0.9285

0.5 0.9034 0.9244 0.8986 0.9364 0.9071 0.9296

1 0.5 0.9000 0.9066 0.9017 0.9172 0.8899 0.9227

1 0.8996 0.9036 0.8951 0.9163 0.9026 0.9125

3 1.5 0.8971 0.8727 0.8987 0.8938 0.9000 0.9096

3 0.8991 0.8786 0.8966 0.9013 0.9066 0.9016

Table 6 Coverage probability of l by proposed method (CPp) and Wald method (CPw) in the
case a = 0.05

k l n = 5 n = 10 n = 20

CPp CPw CPp CPw CPp CPw
0.5 0.25 0.9520 0.9668 0.9515 0.9682 0.9503 0.9743

0.5 0.9453 0.9667 0.9519 0.9686 0.9508 0.9726

1 0.5 0.9472 0.9491 0.9515 0.9544 0.9493 0.9645

1 0.9542 0.9531 0.9462 0.9571 0.951 0.9632

3 1.5 0.9503 0.9279 0.9472 0.9419 0.9537 0.9538

3 0.9491 0.9286 0.9505 0.9439 0.9511 0.9532
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v2a=2ðn� 1Þ
V

;
v21�a=2ðn� 1Þ

V

 !

On the other hand, for the mean parameter l, it can be shown that statistic

H ¼
ffiffiffiffiffiffiffiffiffiffiffi
Nðn�1Þ

p
�T�lð Þ

l
ffiffiffiffiffi
�TV

p follows a weighted student’s t distribution. That is

fHðhÞ ¼ 1þ h2=ðn� 1Þ½ ��n=2ffiffiffiffiffiffiffiffiffiffiffi
n� 1

p
b 1

2 ;
n�1
2

� � qðhÞ

where

qðhÞ ¼ 1� h
Cðn=2Þ

Z 1

0

wðn�1Þ=2e�wdwffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
h2wþ 2Nk h2 þ n� 1ð Þ=lp

and w ¼ u
2 1þ h2

n�1

� �
.

Based on this statistics, a two-sided 1-a CI for l can be

�T

1þ t1�a=2
ffiffiffiffiffi
�TV

pffiffiffiffiffiffiffiffiffiffiffi
Nðn�1Þ

p
;

�T

1� t1�a=2
ffiffiffiffiffi
�TV

pffiffiffiffiffiffiffiffiffiffiffi
Nðn�1Þ

p

0
B@

1
CA

5 Illustrative Example

We use the example of the air plane light as listed in Table 1. Coit and Jin (2000)
used a gamma distribution to fit the data and MLEs can be efficiently found by
quasi-Newton search.

Table 8 shows the point and interval estimate for parameters of simple gamma
and IG distributions.

We then assess the goodness of fit of these models by a simple graphical method.
For the gamma distribution if X�Cðk; hÞ, where k and h are shape and rate

parameter, Wilson and Hilferty (1931) stated that
ffiffiffiffiffiffiffiffiffiffiffi
Xĥ=k̂

3
q

is approximately nor-

mally distributed with mean 1� 1=9k̂ and variance 1=9k̂. For the IG distribution,
Wang (2010) noted that if X� IG l; kð Þ, then kðX � lÞ2= l2Xð Þ� v2 (1). The MLEs
of l and k, l̂ and k̂, can be substituted into the equation to assess the adequacy of
the IG distribution. Figure 1 shows the quantile–quantile (Q–Q) plot based on
above approximate distribution. As can be seen, gamma distribution provides a
better fit to this grouped data though the system number is too small to get a more
convincing conclusion.
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6 Conclusion

When the observed field failure data are grouped, represented as a total number of
failures and cumulative operation time, traditional techniques to deal with incom-
plete data are not applicable. In this paper, we used gamma distribution and IG
distribution to fit the merged data. Method of constructing confidence intervals for
parameters of these two distributions when data are merged was proposed. It is
noted here that even when the data are not merged, that is, all the individual failure
time are collected, no efficient method has been found to construct CI for the rate
parameter of a gamma distribution. Our proposed method is proved to efficiently
solve this problem even when the data are merged. On the whole, this study has
provided detailed statistical inference and systematically investigated this non-
standard form incomplete database.

It is recommended that further research be undertaken in the following areas.
First, other distributions, like wiener or lognormal distribution can be taken into
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Fig. 1 Goodness of fit

Table 8 MLEs and CIs for gamma and IG distribution

Gamma IG

k h l k

0.73 0.048 14.536 7.829

(0.12849, 1.47441) (0.00498, 0.10638) (8.95978, 38.50372) (1.08461, 16.74454)
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consideration to fit the grouped data. This is a more difficult problem as the merged
data do not follow the distribution of individual time-to-failure any more. In
addition, nonparametric inference for the grouped data is of interest. As the exact
individual failure time is not available, the Kaplan–Meier method is not applicable
for the nonparametric estimation. Furthermore, as the data are recorded by the
number of failures and cumulative operation time, the cumulative failure time will
be less than the cumulative operation time if there is no failure at the end of
observation. This is not uncommon and should be considered in the future work.
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The Correlation Between Device Aging
and System Degradation

Song Lan and Cher Ming Tan

Abstract An electronic system contains millions of components on a single chip
today, and the failure of any of these components may lead to the system failure.
Conventionally, the system reliability is ensured by having a high reliable sub-
system or component, and thus efforts are placed to study the reliability of indi-
vidual components in electronic system. However, the failure mechanisms of a
system is lot more complex, and the correlation between the system failure and
component failure is not straight forward, depending on the system configuration,
as demonstrated in this work. Therefore, electronic system reliability may not be
derived from its components’ reliability.

Keywords Component reliability � System degradation � System configuration �
Feedback � Component importance

1 Introduction

Reliability is the probability that a product or system can perform its intended
function for a specific period of time (O’Connor et al. 2002). Conventionally, system
reliability is ensured by having high reliable subcomponent or subsystem within it,
and the components’ reliability is obtained based on time-to-failure model.
However, with the improvement in technology, the time-to-failure of components is
becoming longer, and the test time for conventional time-to-failure method will be
impractically long. As such, today’s reliability study for electronics is performed
by monitoring its performance degradation (Song and Cher Ming 2013). The
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performance degradation path with time is defined as D (t). When D (t) exceeds, the
maximum allowed degradation limit Df, the component is treated as failure.
Comparing to the conventional time-to-failure model, the degradation study pro-
vides more physical information related to component’s failure/degradation mech-
anism. Moreover, the performance degradation can also be used to estimate
component time-to-failure distribution (Song and Cher Ming 2013).

The performance degradation has been widely used to study the reliability of
single component such as transistor/battery lifetime (Chenming et al. 1985; Chung
et al. 1991) where the lifetime of a single component is usually defined as certain
percentage drift of its parameters. Unfortunately, the lifetime of a single component
is not directly related to the electronic system degradation since different systems
have different immunity to its internal component degradation. In this case, the
system strength index should be defined in order to study its reliability.

In this work, the correlations between components’ degradation and system
degradation will be introduced. We begin with a simple resistor network, followed
by a more complex circuit where feedback configuration is used.

2 Resistor Network Degradation

Resistor network is widely used for voltage divider, current divider, and
digital-to-analog convertor, to name a few. In this work, three resistor network
configurations will be studied, and the impact of the resistors’ degradation on
network performance will be presented. In this work, the system performance is
defined by the total impedance of the resistor network Rsys. The correlation between
individual resistor degradation ΔRind and ΔRsys is discussed and simulated using
LTspice.

A series configuration resistor network is shown in Fig. 1, and it is frequently
used as voltage divider. The total impedance Rsys is expressed as

Fig. 1 Series configuration
resistor network
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Rsys ¼ R1 þR2 ð1Þ

If R1 is the resistor that will degrade with stress time, while R2 remains
unchanged, the impact of R1 degradation on the system performance can be esti-
mated by differentiating Eq. (1) by R1 and dividing both sides by Rsys as given
below.

dRsys

Rsys
¼ dR1

R1 þR2
ð2Þ

Given that R2 = mR1, where m is the resistor ratio, the correlation between
system degradation and R1 degradation can be expressed as

dRsys

Rsys
¼ dR1

ð1þmÞR1
ð3Þ

From Eq. (3), it can be inferred that the system is more immune to the resistor
degradation if the resistor ratio is large. In other words, with the m → ∞, the
R1/Rsys is close to zero, and the impact of R1 on the system performance is negli-
gible. The simulation result is shown in Fig. 2, and one can see that the impact of
resistor degradation on system performance is inversely proportional to resistor
ratio m.

Parallel resistor network is another configuration that is widely used as current
divider. A classical configuration of the parallel resistor network is shown in Fig. 3.
Similar to the series configuration resistor network, R1 is assumed to be the resistor
that degrades with time. The system performance is defined by the total impedance
Rsys given below.

Fig. 2 System degradation
versus resistor degradation for
series configuration
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Rsys ¼ R1R2

R1 þR2
ð4Þ

The impact of R1 degradation on system deterioration is calculated by differ-
entiating Eq. (4) by R1 and dividing both sides by Rsys as shown in Eq. (5)

dRsys

Rsys
¼ R2dR1

ðR1 þR2ÞR1
ð5Þ

With R2 = mR1, Eq. (5) becomes

dRsys

Rsys
¼ dR1

1þ 1
m

� �
R1

ð6Þ

Unlike the series configuration, the impact of resistor degradation on system
performance is proportional to the resistor ratio m. For parallel-connected resistor
network, the total impedance is mainly affected by the resistor with smaller
impedance. As m increases, the system will be more sensitive to the change in R1.

Fig. 4 System degradation
versus resistor degradation for
parallel configuration

Fig. 3 Parallel configuration
resistor network
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The simulation result of the parallel configuration resistor network is shown in
Fig. 4, and we see that the sensitivity increases with the value of m as expected.

Besides series and parallel configuration, delta connected resistor network is
another configuration used in three-phase power system as shown in Fig. 5a.
Comparing to the series/parallel configuration, the analysis of the delta resistor
network is more complicated. To simplify the analysis, the impact of the degra-
dation of the center resistor Rc is studied in this work.

Usually, the delta configuration network is transformed to Y configuration
network to calculate the overall impedance as shown in Fig. 5b. The resistances of
R1, R2, R3, and Rsys can be expressed as

R1 ¼ RcRy1

Ry1 þRy2 þRc
ð7Þ

R2 ¼ RcRy2

Ry1 þRy2 þRc
ð8Þ

R3 ¼ Ry2Ry1

Ry1 þRy2 þRc
ð9Þ

Rsys ¼ ðRx1 þR1ÞðRx2 þR2Þ
Rx1 þR1 þRx2 þR2

þR3 ð10Þ

By substituting Eq. (7)–(9) into Eq. (10), the total impedance of the system is
expressed as

Rsys ¼
Rx1 þ RcRy1

Ry1 þRy2 þRc

� �
Rx2 þ RcRy2

Ry1 þRy2 þRc

� �

Rx1 þ RcRy1

Ry1 þRy2 þRc
þRx2 þ RcRy2

Ry1 þRy2 þRc

þ Ry2Ry1

Ry1 þRy2 þRc
ð11Þ

The sensitivity of the system performance to the degradation of Rc is estimated
by differentiating Eq. (11) by Rc. With a = Ry1/Rx1 and b = Ry2/Rx2, Eq. (11)
becomes

(a) (b)

Fig. 5 a Delta configuration network b Equivalent Y configuration

The Correlation Between Device Aging and System Degradation 253



dRsys

dRc
¼ R2

x1R
2
x2 a� bð Þ2

Rc Rx1 þRx2 þ aRx1 þ bRx2ð Þþ aR2
x1 þ bR2

x2 þRx1Rx2 aþ bð Þ� �2 ð12Þ

It can be found that the sensitivity of the system performance is proportional to
the term (a–b), which is the resistor ratio difference of Ry1/Rx1 and Ry2/Rx2. With
a = b, the voltage difference between Rc is zero and no current can follow through
the resistor. In this case, the system performance is independent of the degradation
of Rc. Thus, the system is completely immune to Rc degradation with a = b, and
any improvement in the reliability of Rc will not result in any improvement in the
reliability of the network. The simulation result is shown in Fig. 6, and the sensi-
tivity of the system degradation is proportional to the difference of a and b.

When a = b, Rsys is immune to Rc as observed. However, this does not imply
that Rsys is immune to the degradation of other resistors’ values. It only indicates
that Rc is not a component of important for the reliability of the network for a = b,
and one has to identify other components of important. There are several methods
such as Birnbaum’s measure and Risk reduction worth, to name a few, can be used
to identify the components of important other than the difference of a and
b (Rausand and Høyland 2004).

From the above simple illustrations of three resistor networks, one can see that
the correlations between system degradation and the internal resistor degradation is
related to the network configuration and the resistor ratio in the resistor network.
There is no generic formula that can be used to predict the correlation between
them.

Let us now go to a more complex circuit where feedback is used for circuit
performance stabilization. A LED driver is used as an example in this work.

Fig. 6 System degradation
versus resistor degradation for
delta configuration
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3 The Impact of Transistor Degradation
on Driver Performance

Due to the higher efficiency, LED is expected to replace the traditional incandescent
light. However, LED cannot be driven by AC power supply and an LED driver is
needed to provide constant voltage/current (Lan et al. 2014). The LED driver is
found to be a weak element in LED luminaries (Lan et al. 2012).

The LED driver considered in this work is a linear-mode LED driver. Its
equivalent circuit and the I–V sweep characteristics are shown in Fig. 7 (Song and
Cher Ming 2013). The I–V sweep characteristics shown in Fig. 7b include two key
indices that indicate the performance of the LED driver. The first index is the
current level Iout and the second index is the knee point Vknee.

From the equivalent circuit, the linear-mode LED driver regulates the output
current through the feedback circuit. The current level determines the output lumen
of the LED. Due to the feedback network, the output current is always regulated to

Iout ¼ Vref

Rfb
ð13Þ

Therefore, the output current is independent of the transistor degradation. On the
other hand, the knee point voltage is observed to increase with time. This knee point
is the minimum required output voltage for the proper operation of the LED driver. It
has been proved that the knee point degradation is caused by Hot Carrier Injection
(HCI) of the output transistor (Song and Cher Ming 2013; Lan et al. 2012, 2014).
However, most studies on HCI are based on single-transistor degradation (Chenming
et al. 1985; Ang and Ling 1998, 1999; Cham et al. 1987). The correlation between
transistor aging and driver performance deterioration needs therefore to be

A
+

-

G

S

D

Rfb

Output node

Vref

Knee point

Current level

Iout
(a) (b)

Fig. 7 a Equivalent circuit of LED driver b Knee point degradation
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investigated. As discussed in our previous work (Song and Cher Ming 2013), Vknee is
function of the output impedance Rout-bef-knee and output current Iout is given by

Vknee ¼ IoutRout�bef�knee ð14Þ

As the output impedance consists of the transistor impedance Rtrans. and Rfb in
series, the knee point can be expressed as follows:

Vknee ¼ Iout Rtrans: þRfbð Þ; ð15Þ

where Rtrans. is the on-resistance of the transistor and can be expressed as

Rtrans: ¼ 1
Kn Vgs � Vth

� � ð16Þ

The degradation of the knee point voltage is caused by the increase in Vth and
reduction of Kn (Song and Cher Ming 2013). Therefore, the correlation between the
transistor degradation and that of the knee point voltage is similar to that of series
configuration resistor network. The sensitivity of knee point degradation to tran-
sistor degradation can be calculated by differentiating Eq. (15) with Rtrans. as shown
below:

dVknee

Vknee
¼ dRtrans:

Rtrans: þRfb
ð17Þ

Thus, the knee point sensitivity is related to the ratio of Rtrans/Rfb.
To verify this correlation, the linear-mode driver is simulated using different

output transistors with different Rfb. The overall I–V sweeps of these circuits are
about the same as they have similar output impedance. The degradation of the
transistor is modeled by reducing transistor parameter Kn value, which are equiv-
alent to the mobility reduction due to HCI. The transistor and feedback resistor Rfb

parameters are summarized in Table 1. The transistor degradation is set to be from
0 to 30%.

The knee point degradation is extracted based on I–V curve as shown in Fig. 8a–c.
The normalized knee point degradation versus that of the transistor is shown in
Fig. 8d. One can see that the knee point degradation is more sensitive to the
degradation of transistor 1, since its impedance is comparable to the nondegraded
Rfb. On the other hand, the degradation of transistor 3 is negligible as Rfb is much

Table 1 Transistor
parameters

K (A/V2) Rtrans. (Ω) Rfb (Ω) Rout-bef-knee (Ω)

Transistor 1 0.025 10 10 20

Transistor 2 0.05 5 15 20

Transistor 3 2 0.125 20 20.125
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larger than the impedance of transistor. The results clearly confirm that the same
percentage degradation of transistor with different transistors has different impact on
the circuit performance, which is similar to that of series connected resistor network.

For the case of transistor 3, the system (i.e., driver circuit) performance does not
degrade even if transistor 3 is degrading. However, this does not imply that the
circuit will not degrade. It simply implies that its performance is robust against the
output transistor. However, it should be noted that as HCI continues, the gate oxide
becomes weak and it can lead to gate oxide breakdown, causing system hard
failure. Moreover, the system performance can also be affected by other part of the
circuit such as Electromigration of the output interconnection.

4 Conclusion

In this work, the correlation of component degradation and system degradation is
discussed. Three types of resistor network are used for illustrations. The simulation
result shows that the component degradation cannot indicate the system
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degradation. Instead, the correlation is related to circuit configuration and resistor
ratio. For some specific configuration, the system is immune to its internal com-
ponent degradation.

We also examine the correlation of component degradation and circuit degra-
dation for circuit with feedback network. A linear-mode LED driver is used as a
case study. The simulation shows that the output current of the circuit is immune to
the transistor degradation due to the feedback. On the other hand, the transistor
aging can lead to increase in knee point voltage. As such, the knee point voltage is a
better health index to represent the circuit strength. The correlation between tran-
sistor degradation and that of the knee point is similar to the series configuration
resistor network, which depends on the values of feedback resistance and the
transistor on-resistance.

In short, component reliability may not be able to predict the system reliability
and the system strength index should be identified before the reliability study,
instead of simply believing that degraded components will lead to degraded system
performance. Thus, one may invest a lot to make sure the components are very
reliable, and this may not bring significant improvement (gain) in the corresponding
system reliability.
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Lifetime Prediction of Vehicle Components
Using Online Monitoring Data
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Abstract In order to set an adequate lifetime target for each market, quantitative
evaluation of variation of lifetime characteristics is required. In particular, the
lifetime of vehicle unit depends heavily on customer’s usage (e.g., gross vehicle
weight, road gradient, and acceleration operation). We thus have developed an
online monitoring system that continually collects some information such as usage
and environmental conditions. A method has been developed for predicting vehicle
component lifetimes using data from an online monitoring system that collects an
extensive amount of data during vehicle operation. The linear model used for
prediction takes into account variations in usage conditions and models’ data as
covariates. The prediction procedure was generalized to enable it to make predic-
tions using a new data sample. The large amount of information on usage and
environmental conditions obtained with the online monitoring system enabled the
usage of each sample to be quantified and treated as a stratification factor.
A stratified analysis produced fairly accurate results, meaning that using online
monitoring data should be useful for lifetime prediction.
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1 Introduction

The lifetimes of vehicle components greatly depend on the usage conditions. This is
particularly true for commercial vehicles as they are often operated under severe
conditions. Improvement in lifetime design for each market requires an under-
standing of the relationship between the lifetime characteristics and usage condi-
tions in the actual market. If it is not done correctly, we will not prevent the
unexpected failure and further trouble. However, the conventional market research
requires on the spot measurement of actual vehicles. Therefore, the research has
been conducted with both a small number of samples and non-random sampling,
and we did not completely understand the market. We thus have developed an
online monitoring system that continually collects vehicle information during
operation by in-vehicle communication terminal. This system enables an extensive
amount of vehicle driving data, with a larger sample size and a longer observation
period, to be easily collected. The data can be used to clarify the actual usage
conditions.

The purpose of this study is to feed back to the appropriate lifetime design using
these online monitoring data. To systemize the scheme to clarify the usage and
modeling the relationship between lifetime and usage, this study continues to
analyze the data. Meeker and Hong (2014) described several cases in which online
monitoring data were used for reliability purposes. Suzuki and Tsubaki (2013)
generalized a structure for online monitoring data and stated the importance of
online monitoring based on the physical and scientific mechanism. According to
this paper, to prevent the unexpected troubles, it is necessary that the failure mode is
observed. If the failure mode cannot be observed directly, we may be able to predict
it from an alternative characteristic value for failure. For example, the major
alternative characteristic value for many vehicle components is the load frequency
(torque transfer to the driveline, i.e., input torque). If a failure mechanism is
revealed, the failure mode can be reliably predicted theoretically. However, in
practice, even the measurement of the load frequency is difficult in many cases.
This means that various usage and environmental conditions during operation are
important pieces of information for describing the characteristics of failure. Use of
online monitoring to collect such information facilitates the collection of a large
amount of data. Moreover, identifying the relationships between a fault and these
data would enable many more lifetime samples to be collected. In a case study,
Kumazaki et al. (2012) predicted product lifetimes using covariates based only on
usage data.

We have developed a method for predicting vehicle component lifetimes using
data from an online monitoring system that collects an extensive amount of data
during vehicle operation. The linear model used for prediction takes into account
variations in usage conditions and models data as covariates. However, since its
model represents only the average effect of covariates, there is a limit to the linear
model to try to predict the overall market. Then, the prediction procedure was
generalized to enable it to make predictions using a new data sample. A stratified
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analysis produced fairly accurate results, meaning that using online monitoring data
should be useful for predicting component lifetimes.

2 Materials

2.1 Target Component

The component targeted was the transmission (T/M) and the focus was on gear
surface failure due to pitting or spalling. The relationships among failure mode,
failure mechanism, and usage/environmental conditions for the T/M gears are
illustrated in Fig. 1.

The mechanism of gear surface failure is fatigue damage, so lifetime is generally
evaluated using the cumulative damage model and the stress versus number of
cycles (S–N) curve (Fig. 1b). These measures are explained in detail in JSME S 002
(1994) and Koide (2005). The vertical axis in the S–N curve graph represents input
torque S, and the horizontal axis represents the number of gear rotations n.

2.2 Online Monitoring Data

The online monitoring data included the input torque [N � m] as the alternative
characteristic value (Fig. 1e). The usage data (Fig. 1a, d) included the vehicle speed
(km/h), the gross vehicle weight (GVW) (ton), the road gradient (%), the accelerator
position angle (%), the engine speed (rpm), the current gear position, the number of
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upshifts, the number of downshifts, and the number of vehicle starts. These data
were obtained as frequency distributions. For each one, we obtained a covariate,
either the average value or the standard deviation of the distribution.

2.3 Data Source

The data were collected from 12 transport vehicles operating in a certain area. Each
vehicle was operated by one of four participating transport companies (2–4 vehicles
per company). The vehicles had the same type of T/M, and the gear to be analyzed
was the same for each vehicle.

3 Lifetime Prediction Using Alternative Characteristic
Value

3.1 Degree of Gear Damage and Predicted Lifetime

We first discuss the prediction of gear lifetime using the alternative characteristic
value (load frequency). The load frequency distribution shown in Fig. 1c can be
illustrated as shown in Fig. 2. This figure shows the number of gear rotations {n1,
n2,…, nk} for each torque range {s1, s2,…, sk} (less than s1 is the fatigue limit,
which is not considered damage).

When the load frequency was obtained after operating t (km), the gear damage is
calculated as

yðtÞ ¼
Xk
i¼1

ni=Ni ð1Þ
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with a cumulative damage rule. When the degree of damage reaches 1, the gear is
assumed to have failed. Predicted lifetime L is calculated using

L ¼ t=yðtÞ: ð2Þ

3.2 Improved Prediction Accuracy Using Condition
Monitoring

As mentioned in Sect. 1, in the conventional market research, on the spot mea-
surement in actual vehicles is required. Therefore, there is a problem that mea-
surement period cannot be obtained only a few days. We thus predicted the lifetime
from 40 measurements made during operation for 1 day or 1 week. Histograms of
these data are shown in Fig. 3. For the one-day measurement period, the degree of
damage varied from day to day due to the effects of load capacity, availability, route,
and so on for each day; so the standard deviation (sd) was quite high (7.28e+k). In
contrast, for the 1-week measurement period, the sd was much smaller (1.61e+k).

Using data from the online monitoring system thus facilitated long-term mea-
surement and enabled lifetime prediction with a small variation.

3.3 Visualization of Damage Situation Using Cumulative
Graph

The cumulative graph in Fig. 4 illustrates the state of progress (accumulation) of the
degree of damage. The vertical axis represents cumulative damage y for each
measurement point, and the horizontal axis represents cumulative mileage t (km).
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Each line represents one sample path, for example, A1 means vehicle 1 of company
A.

A change in the long-term trend of a line would indicate a possible large change
in the operating conditions, such as a change in the driver or a change in the usage
environment. The lines for our samples remained fairly linear.

3.4 Lifetime Prediction Using Cumulative Graph

As mentioned in Sect. 3.1, when the degree of damage y reaches 1, the gear is
assumed to have failed. This point can be easily predicted by extrapolation using
linear regression:

y ¼ a � tþ e: ð3Þ

4 Lifetime Prediction Using Usage Data

4.1 Model of Degree of Damage

In the previous section, we described prediction of the degree of damage and
lifetime from the load frequency as the alternative characteristic value for failure.
Here we describe prediction of the degree of damage from the usage data. First, the
degree of damage for measurement point j of sample i is given as
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yðtijÞ ¼ yðti�j�1Þþ aij � tij � ti�j�1
� �

; i ¼ A1;A2; . . .;D4; j ¼ 1; 2; . . .; ni ð4Þ

by adding an increment to the previous point j−1. The αij is the degree of damage
per unit mileage at each measurement point. Because the degree of damage depends
on the mileage, Eq. 4 isolates the effect of mileage by introducing αij, which is
formulated using a linear regression model:

ln aij ¼ Xijbi þ eij; eij �N 0; r2eI
� �

;

Xij ¼ 1; x1ij; . . .; xpij
� �

; bi ¼ b0i; b1i; . . .; bpi
� �0

;
ð5Þ

where p is the number of covariates. In contrast, Figs. 4 and 5 shows the trend in ln
α. Equation 5, which is a linear model, treats these data as objective variables.

4.2 Selection of Covariates

The selection of covariates x = [x1, x2,…, xp] is important in formulating a linear
model. There are several statistical approaches to covariate selection, such as
stepwise selection. However, correlation is complicated in the analysis of online
monitoring data. Therefore, creating a meaningful model using only these selection
methods is difficult. We thus identified five covariates that could be used instead as
shown in Table 1.
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4.2.1 Selection Process

The selection process was as follows. First, the load applied to the vehicle’s
driveline is considered to be the “running resistance” input from the tire. Running
resistance is divided into “rolling resistance,” “grade resistance,” and “air resis-
tance,” which are, respectively, proportional to vehicle weight, road gradient, and
vehicle speed. For a driver, the direct input device for the driveline is the accelerator
pedal. Since engine torque changes with the operation of the pedal, pedal operation
contributes to the load on the driveline. Also considered is the higher instantaneous
load that occurs when the vehicle is started or the transmission is shifted (this load
is called “shock torque”).

4.2.2 Correlation of Covariates

A scatter plot matrix based on the data for sample A1 is shown in Fig. 6. The
correlations between the covariates, which are shown in the upper right part of the
figure, are reasonably small. Table 2 shows the tolerance and the variance inflation
factor (VIF) calculated from the same data. These values are often used as an index
of multicollinearity. Since the tolerance values are 0.1 or more and the VIF values
are less than 10, there is no multicollinearity between the covariates.

4.3 Prediction Results for Degree of Damage

The data set used contained 15 measurement points for each sample. The mea-
surements were made every week for 15 weeks (sample C2 was an exception with
only 13 points). The results of estimation for sample A1 are shown in Fig. 7 and
Table 3. The adjusted R-squared value (0.97) is high enough for practical purposes,
and the predicted values were in good agreement with the actual values (Fig. 7).

Table 1 Selected covariates and their meanings

Covariate Meanings

Avg. GVW Average of distribution of gross vehicle weight (GVW)

Gradient Percentage of running time when road gradient is 3% or more

Avg. Speed Average of distribution of vehicle speed

Avg. Accelr Pos. Average of distribution of accelerator position angle

Start Freq. Number of start times per km
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Table 2 Multicollinearity (sample i = A1)

Tolerance VIF

Avg. GVW 0.207 4.839

Gradient 0.436 2.294

Avg. Speed 0.184 5.436

Avg. Accelr Pos. 0.306 3.267

Start Freq. 0.421 2.376
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Fig. 7 Prediction results using objective variable (sample i = A1)
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4.4 Predicted Lifetime Results

The relative error

La � Lbj j
La

� 100 %ð Þ ð6Þ

is calculated from lifetime La obtained directly from the load frequency (solid line
in Fig. 7) and lifetime Lb obtained from the linear model (dashed line in Fig. 7). We
used the relative error as an index of prediction accuracy.

As shown in Fig. 8, the relative error was less than 1% except for sample D3.
This means that the lifetime can be predicted from easily collectable usage data with
about the same accuracy as with using the load frequency. Furthermore, the simple
linear model used can be easily applied to actual product design and development.

Table 3 Estimation results using Eq. 4 (sample i = A1)

Coef. p-value Residual standard Err. Adjusted R-squared

Intercept −13.985 <0.000 0.032 0.970

Avg. GVW 0.005 0.075

Gradient −2.001 0.081

Avg. Speed −0.013 0.019

Avg. Accelr Pos. 0.043 <0.000

Start Freq. 0.326 0.002
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5 Model Extension

5.1 Generalization of Prediction Procedure

The previous section presented the results for one sample. For the model to be
practical, it should be able to handle a new sample as well. We thus applied the
model to all 12 samples. Table 4 and Fig. 9 show the results of estimation using

ln aij ¼ Xijbþ eij; b ¼ b0; b1; . . .; bp
� �0 ð7Þ

in which the effect of each covariate is estimated as a fixed effect for any sample. As
shown in Fig. 9, the errors in the predicted lifetimes were much higher (that for
sample D4 exceeded 35%). This is because covariate effects differ among subjects
(drivers), operators (companies), usage conditions, and environmental conditions.

5.2 Stratified Analysis

A simple and reasonable method to use when the covariate effects differ among
certain groups is stratified analysis. We performed stratified analysis using two
stratification factors: operator and usage.

5.2.1 Stratification by Operator

As mentioned above, the vehicles were operated by four companies. There were
various differences among the operators, including the type of cargo normally
carried and management style. These differences may be reflected in the degree of
gear damage. In fact, the degree of damage (see Fig. 4) tended to be similar among
the vehicles of each operator. Therefore, we estimated a linear model by stratifi-
cation into four groups (operator A, B, C, D).

The confidence intervals of the regression coefficients estimated for each oper-
ator’s data for each covariate are shown in Fig. 10. The covariates that did not

Table 4 Estimation results using Eq. 7

Coef. p-value Residual Standard Err. Adjusted R-squared

Intercept −15.453 <0.000 0.227 0.870

Avg. GVW 0.011 0.004

Gradient 2.866 0.091

Avg. Speed −0.017 0.035

Avg. Accelr Pos. 0.062 <0.000

Start Freq. 0.119 0.352
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overlap the confidence interval for each group were “Intercept,” “Gradient,” and
“Avg. Accelr Pos.” These results show that the covariate effects differed among
operators.

5.2.2 Stratification by Usage

Stratification by operator is a simpler approach, but the model is based on only four
operators and is thus not yet practical. Another possible approach is stratification
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based on differences in usage. Table 5 shows the results of principal component
analysis on the covariates.

This analysis used ten variables that were chosen by eliminating the variables
having high mutual correlation. The data used were the same as in the previous
analysis, so each sample had 15 measurement points (except for one). Looking at
the cumulative proportion, we see that the first to third principal components
describes 80% of the data. The principal component scores and factor loadings are
shown in Fig. 11. The chart on the left is for the first and second PCs, the one on the
right is for the third and second PCs.

In the figure, the plot points are the principal component scores for the data
points. The representations for the 12 types of samples are shown in the figure
legend.

Table 5 Results of principal component analysis (PC: principal component)

No PC 1 PC 2 PC 3 PC 4 PC 5

Eigenvalue 4.005 3.043 1.211 0.854 0.423

Proportion 0.400 0.304 0.121 0.085 0.042

Cumulative proportion 0.400 0.705 0.826 0.911 0.954
1 Avg. GVW 0.816 −0.274 −0.117 −0.128 0.456

2 Gradient 0.028 0.149 0.855 0.476 0.047

3 Avg. Speed 0.607 0.765 −0.073 −0.052 −0.115

4 Std. dev. Speed 0.785 −0.315 0.109 −0.295 −0.369

5 Avg. Engine RPM 0.908 0.139 −0.030 0.280 −0.153

6 Std. dev. Engine RPM 0.656 −0.548 -0.259 0.364 −0.089

7 Avg. Accelr Pos. 0.914 0.197 0.154 −0.213 0.148

8 9th Gear Freq. −0.223 0.867 0.132 −0.336 −0.051

9 Shift Freq. 0.170 −0.659 0.582 −0.375 −0.004

10 Start Freq. −0.427 −0.845 −0.039 −0.104 −0.088

A1
A2
A3
B1
B2
B3
C1
C2
D1
D2
D3
D4

Fig. 11 Principal component scores (plot points) and factor loadings (arrows)
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Focusing on the factor loadings (indicated by the arrows), we see that GVW,
accelerator position angle, and engine RPM contribute to the first PC, so they reflect
the load capacity. The ninth gear frequency, vehicle speed, shift frequency, and start
frequency contribute to the second PC, so they reflect the characteristics of the route
(e.g., highway driving vs. local road driving). Finally, the gradient contributes to the
third PC, so it reflects the road gradient of the route. Looking at the principal
component scores, we see that each sample’s plot includes a variation of mea-
surement point.

The PCA results indicated differences in-vehicle usage. Those of operator
A tended to carry a heavier load. Those of operator D, except for vehicle D2, tended
to travel flat local roads. Among the vehicles of operator B, only B1 had slightly
different characteristics.

We used the Ward method and the principal component score to perform cluster
analysis. The dendrogram shown in Fig. 12 was obtained from hierarchical cluster
analysis. The vertical axis represents the dissimilarity, and the horizontal axis
represents each data point (labels omitted due to large number of data points).

Neighboring data points were clustered into groups. The tree was cut at the level
of the red dashed line, resulting in five clusters (I, II, III, IV, and V). Table 6 shows
the results of cluster assignment.

The clusters assigned on the basis of highest frequency are shown in Table 7.
Each sample was stratified on the basis of usage in accordance with the clus-

tering results. The clusters are the stratification factors. The same as Figs. 12 and 13
show the confidence intervals of the regression coefficients estimated for each
cluster. All the coefficient confidence intervals (except “Start Frequency”) did not
overlap for each group, indicating that the effect of the covariates differed among
clusters.

Dissimilarity (Distance)

Cluster I        Cluster II Cluster III Cluster IV                 Cluster V

Fig. 12 Results of cluster analysis (Dendrogram)
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5.2.3 Prediction Results for Stratification

Th lifetimes predicted on the basis of the stratified analysis are shown in Fig. 14.
In the figure, “Not stratified” means the results of using the generalization

prediction procedure (Fig. 9). “Stratified 1” means the results of stratification by

Table 6 Results of cluster assignment

Sample Size Cluster

I II III IV V

A1 15 14 1 0 0 0

A2 15 10 5 0 0 0

A3 15 15 0 0 0 0

B1 15 0 13 1 1 0

B2 15 1 0 14 0 0

B3 15 0 0 15 0 0

C1 15 1 0 0 14 0

C2 13 0 1 0 12 0

D1 15 0 0 15 0 0

D2 15 0 0 15 0 0

D3 15 0 0 0 0 15

D4 15 0 0 0 1 14

Table 7 Results of cluster assignment based on highest frequency

Sample A1 A2 A3 B1 B2 B3 C1 C2 D1 D2 D3 D4

Cluster I I I II III III IV IV III III V V
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Fig. 13 Confidence interval of regression coefficients of each cluster
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operator (Sect. 5.2.1). It reduced the overall prediction error. “Stratified 2” means
the results of stratification by usage (Sect. 5.2.2). It greatly reduced the overall
prediction error. In particular, the most effective action is to stratify the vehicles of
operator D into two groups. In short, stratification based on usage improves pre-
diction accuracy.

The proposed method performs clustering and principal component analysis
using covariates and predicts the degree of damage and lifetime from covariates.
Application of this method, even to a new sample (even if only covariates), would
enable groups to be determined and a prediction model to be fitted.

6 Summary

Our proposed method for predicting vehicle component lifetimes using an extensive
amount of data collected during vehicle operation takes into account variations in
usage conditions and models data as covariates. The generalized version is effective
even for a new data sample. Our stratified analysis produced fairly accurate results
and demonstrated that using online monitoring data is useful for predicting the
lifetimes of vehicle components. The purpose of this system is to perform a reliable
market evaluation for setting an appropriate target value at the design and devel-
opment stage. To do this, the lifetime data will be required more and more.
Therefore, more practical and effective operation of this system is required. Since
the flow of application of this system could be shown, we will be able to develop to
the actual business as the next step.

The validity of our sampling is problematic because only 12 vehicles were
included in the sample. Sampling based on an experimental design is necessary. As
mentioned in this study, market research using principal component analysis can
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Fig. 14 Relative error of prediction of lifetime (%) (derived from stratified analysis)
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take advantage about it. To address the sampling size problem, we will also con-
sider the production history of the target component (as represented in Fig. 1).
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Estimation of Lifetime Distribution
with Covariates Using Online Monitoring

Masahiro Yokoyama, Watalu Yamamoto and Kazuyuki Suzuki

Abstract Online monitoring becomes a common tool for keeping high reliability
of products and systems in these days. The information to maintain the target
product includes usage history, system conditions, and environmental conditions.
Nowadays they are monitored and reported in real time and stored as big data. On
modeling the failure mechanisms statistically, these variables are primary candi-
dates for covariates which affect the failure mechanism. There is literature on
modeling the lifetime of products with the accelerated lifetime model on an
accumulation of the covariate effects, which is a nonlinear transformation of the
observed lifetime. The existing literature requires a parametric form of the trans-
formed lifetime distribution in advance. However, such knowledge may be difficult
to acquire in advance in some cases. When we assume an incorrect distribution, it is
called misspecification. This paper proposes a strategy to use the log-normal
likelihood for the estimation of the parameters of the covariate effects when the
underlying distribution is either the Weibull or log-normal distribution. It is derived
that the score function of the log-normal likelihood is identified as an approxi-
mation for the Weibull cases. The simulation study shows the relationship among
the sample distribution of parameter estimates and underlying distributions. For
the Weibull cases, if the shape parameter is large, the bias of the resulting estimates
is small.
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1 Introduction

Online monitoring in real time using the Internet and Global Positioning System
(GPS) has become a common tool for keeping products and systems operating
reliably. The information gathered includes usage history, system conditions, and
environmental conditions and is stored as big data. In the statistical modeling of
failure mechanisms, variables contained in this information are primary candidates
for covariates that affect failure mechanisms.

Information on the covariates can be used to improve product reliability and
safety. For example, in the analysis of the lifetime distribution of a truck engine, the
lifetime is usually estimated on the basis of a distance traveled (mileage) before
catastrophic failure. However, other variables, such as an average slope of routes
traveled and an average weight of loads carried affects the load on the
engine. Therefore, even if the same amount of mileage, the lifetime is different.
Thus, the mileage is not always sufficient information for optimizing inspection and
maintenance times.

2 Previous Studies and Proposal

Since covariates cannot be treated as a timescale directly, they need to be incorporated
into a model. Hong and Meeker (2010, 2013) provided a general method that utilizes
dynamic covariate information to predict field-failure. In this study, the cumulative
exposure model was used to describe the effect of a dynamic covariate on the
failure-time distribution. Nelson (2001) describe the cumulative exposure model as
represented in Eq. 1 on the basis of the accelerated lifetime model (Nelson 1972).

T�ðbÞ ¼
ZT

0

exp bzðsÞ½ �ds; ð1Þ

where b ¼ ½ b1 b2 � � � bQ � is a vector of each covariate parameter (b� is the
true value of b). This equation represents a nonlinear transformation of the lifetime
T to the quantity T�ðbÞ, which incorporates covariate information. The values of the
covariates are either discrete or continuous. Meeker and Escobar (1998) called this
equation the “proportional quantities (PQ) model” or the “scale accelerated
failure-time (SAFT) model.”

Let zðtÞ be the covariate vector acquired at continuous time point t and Q be the
total number of the covariates.

zðtÞ ¼
z1ðtÞ
z2ðtÞ
..
.

zQðtÞ

2
6664

3
7775
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In estimating a distribution of the lifetime T, it is assumed that T has a para-
metric distribution. In the approach used by Hong and Meeker (2010, 2013), the
parametric form of the lifetime distribution is needed in advance. However, such
information may be difficult to acquire in advance. The assumption of an incorrect
distribution is called “misspecification.”

We propose using the log-normal likelihood to estimate the parameters of the
covariate effects when the underlying distribution is either the Weibull or
log-normal distribution. With this approach, a model can be built that incorporates
the covariates even if the underlying distribution of T�ðb�Þ which is the Weibull
distribution is misspecified as the log-normal one. This enables the use of the
predicted lifetimes of individual user’s products using the observed covariates.

In Sect. 3, the derived score function of the log-normal distribution is shown to
approximate that of the Weibull distribution. The simulation study described in
Sect. 4 clarified the relationships among the sample distribution of parameter
estimates and the underlying distributions. For the case of the Weibull distributions,
if the shape parameter is large, the bias of the resulting estimates is small.

3 Analytical Study Using Likelihood Function

3.1 Covariate

Here we deal with the case in which the target covariates are observed at time
tOj ðj ¼ 1; . . .; JÞ for a discrete interval (Fig. 1). The covariate value is assumed to be

constant between each pair of tOj . This represents the case in which the truck carries
a particular weight during each interval.

The symbols here used are defined as follows.
The value of the covariate can be observed at the failure point, so T ¼ tOJ .
The nonlinear transformation of lifetime T to quantity T�ðbÞ on the basis (1) is

illustrated in Fig. 2.
Let i be the product number of each user, Ti be the lifetime of each product, zðtOij Þ

be a vector of the value of the observed covariates at tOij for each product, and T
�
i ðbÞ

be the amount of the transformed lifetime for each product.

Fig. 1 Covariate zq observed
at discrete intervals (J ¼ 4)

Estimation of Lifetime Distribution with Covariates … 281



3.2 Likelihood Function and Score Function

We define l as the average and r as the standard deviation of the log-transformed
log-normal distribution.

The likelihood function for the log-normal distribution is given by

LLNðb; l; rÞ ¼
Yn
i¼1

exp½bzðtoi;Bi
Þ� � 1ffiffiffiffiffiffi

2p
p

rT�
i ðbÞ

� exp �ðlog T�
i ðbÞ � lÞ2
2r2

" #( )
: ð2Þ

The score function obtained by differentiating this function with respect to b is
given by

gLNðbÞ ¼
Xn
i¼1

ðzðtoi;Bi
ÞÞ �

Xn
i¼1

T�0
i ðbÞ
T�
i ðbÞ

� 1
r̂
�
Xn
i¼1

logðT�
i ðbÞÞ � l̂
r̂

� �
� T

�0
i ðbÞ
T�
i ðbÞ

� �
: ð3Þ

In the maximum likelihood estimation (MLE) for T�ðb�Þ assuming the
log-normal distribution, the MLE is given by the estimation of b in which the score
function is 0.

The log-likelihood function for the Weibull distribution (log-location-scale) is
given by

log LWEIðbÞ ¼
Xn
i¼1

bzðtoi;Bi
Þ

� �
�
Xn
i¼1

logðr̂Þ�
Xn
i¼1

logðT�
i ðbÞÞ

þ
Xn
i¼1

logðT�
i ðbÞÞ � l̂
r̂

� exp
logðT�

i ðbÞÞ � l̂
r̂

� �� �
:

ð4Þ

The score function obtained by differentiating this function with respect to b is
given by

gWEIðbÞ ¼
Xn
i¼1

ðzðtoi;Bi
ÞÞ �

Xn
i¼1

T�0
i ðbÞ
T�
i ðbÞ

� 1
r̂
�
Xn
i¼1

expðlogðT
�
i ðbÞÞ � l̂
r̂

Þ � 1
� �

� T
�0
i ðbÞ
T�
i ðbÞ

� �
:

ð5Þ

Fig. 2 Transformation to
T�ðbÞ
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Let exp logðT�
i ðbÞÞ�l̂
r̂

� �
be expðAÞ. By Taylor expansion around A ¼ 0, we get

expðAÞ � expð0Þþ expð0Þ � A ¼ 1þA. Therefore, the first-order approxima-
tion of (5) is given by

gWEIðbÞ �
Xn
i¼1

ðzðtoi;Bi
ÞÞ �

Xn
i¼1

T�0
i ðbÞ
T�
i ðbÞ

� 1
r̂
�
Xn
i¼1

logðT�
i ðbÞÞ � l̂
r̂

� �
� T

�0
i ðbÞ
T�
i ðbÞ

� �

¼ gLNðbÞ: ð6Þ

By using this approximate relationship, we can approximately estimate b using
MLE assuming the log-normal distribution, even if T�ðb�Þ follows the Weibull
distribution.

4 Simulation

4.1 Method

In the simulation, b was estimated using MLE with T�
i ðb�Þ assumed to follow the

log-normal distribution. The covariate value zðtOij Þ for each time point and
the lifetime Ti were used to estimate b. The simulation data were generated as
explained below.

1. T�
i ðb�Þ

The values of T�
i ðb�Þ were generated in accordance with the Weibull distribution

defined in Sect. 4.2.2.

2. zðtOij Þ
In this simulation, the generated values of zðtOij Þ, which take discrete value,

are remained constant during each observation. We assumed two kinds of covari-
ates: z1ðtOij Þ were generated using a normal distribution with a mean of 1.0 and a

standard deviation of 0.1; z2ðtOij Þ were generated independently for each product for
each observation time. The true values of parameter vector b representing the
magnitude of the effects of the covariates were defined as 1.0 for both types; i.e.,
b�1 ¼ b�2 ¼ 1:00.

3. Ti

The values of Ti were determined from T�
i ðb�Þ and zðtOij Þ generated as described

above. The interval between each pair of covariate observations was determined as
follows.

tOi1 ¼ ðtOi2 � tOi1Þ ¼ � � � ¼ ðtOi;Ji�1 � tOi;Ji�2Þ ¼ 1 (Interval is constant.)
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ðtOi;Ji � tOi;Ji�1Þ� 1 (Interval is less than 1 only for interval before last
observation.)

Thus,

T�
i ðb�Þ ¼

XJi�1

j¼1

exp½b�1 � z1ðtOij Þþ b�2 � z2ðtOij Þ� þ exp½b�1 � z1ðtOi;JiÞþ b�2 � z2ðtOi;JiÞ� � ðtOi;Ji
� tOi;Ji�1Þ:

Therefore, the lifetime Ti for each product was obtained using tOi;Ji .

4.1.1 Comparison of Estimations with Coefficient of Variation

Kordonsky and Gertsbakh (1993) proposed using the time scale that minimizes the
coefficient of variation (c.v.). The method using this approach does not depend on
the type of distribution.

c:v:ðT�ðbÞÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
varðT�ðbÞÞp

meanðT�ðbÞÞ ;

where varðT�ðbÞÞ is the sample variance of T�ðbÞ and meanðT�ðbÞÞ is the sample
mean of T�ðbÞ. We compared this method with our method.

4.2 Simulation Results

4.2.1 Maximum Likelihood Estimate of T�
i ðb�Þ that Follows

a Log-Normal Distribution

First we show that T�
i ðb�Þ can be correctly estimated using MLE assuming the

log-normal distribution for T�
i ðb�Þ generated in accordance with the log-normal

distribution. Table 1 shows the estimations for b�1 ¼ b�2 ¼ 1:00. The parameter l
represents the set value of the average of the log-transformed log-normal distri-
bution, and r represents the set value of the standard deviation of the
log-transformed log-normal distribution. The estimation of b using data from 1,000
products was repeated 500 times. The results shown in the upper rows are the
average estimated values, and those shown in the lower rows are the standard
deviations.
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These results show that the value of b was correctly estimated by the MLE.

4.2.2 Maximum Likelihood Estimate of T�
i ðb�Þ that Follows a Weibull

Distribution

Here we show that b can be approximately estimated using MLE assuming the
log-normal distribution for T�

i ðb�Þ generated in accordance with the Weibull dis-
tribution. That is, b is estimated when the Weibull distribution is misspecified as the
log-normal distribution.

The true value of b was set to 1.00, i.e., b�1 ¼ b�2 ¼ 1:00. The estimation of b was
repeated 1,000 times. Table 2 shows the average values and the standard devia-
tions. The parameter n represents the number of samples, m represents the shape
parameter, and g represents the scale parameter of the Weibull distribution.
Figure 3 graphically represents the estimates of b1 for g ¼ 100 in Table 2.

The results shown in Table 2 and Fig. 3 for the misspecified distribution
assumptions show that parameter b can be approximately obtained. When the value
of the shape parameter m of the Weibull distribution was large, the bias of the
resulting estimates of b was small.

Next, we investigated the variation in the estimated results. Figure 4 shows the
box plot (for g ¼ 100, n ¼ 10;000) of estimation result b1 in Table 2. The greater
the value of the shape parameter m, the smaller the variation in the estimate.

Table 1 Estimations obtained for T�
i ðb�Þ when T�

i ðb�Þ was generated using the log-normal
distribution (b�1 ¼ b�2 ¼ 1:00, l ¼ 2:0, n ¼ 1; 000, no. of repetitions = 500)

Set value Proposed method Minimizing coefficient
of variation

l r b̂1 b̂2 b̂1 b̂2
2.0 1 0.991 0.997 0.165 0.119

0.301 0.286 1.305 1.489

2.0 0.7 0.994 0.991 0.619 0.605

0.209 0.222 0.489 0.493

2.0 0.5 1.001 0.998 0.801 0.795

0.168 0.163 0.244 0.053

2.0 0.1 1.001 0.999 0.979 0.977

0.032 0.035 0.032 0.035

2.0 0.01 1.000 1.000 1.000 1.000

0.003 0.004 0.003 0.004

Upper rows contain estimate means, and lower rows contain standard deviations
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Table 2 Estimations obtained for b when T�
i ðb�Þ was generated using the Weibull distribution

(b�1 ¼ b�2 ¼ 1:00, no. of repetitions = 1,000)

m = 1 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.974 0.960 0.987 0.957 0.958 0.955

SD 0.322 0.138 0.085 0.320 0.140 0.099

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.945 0.957 0.987 0.947 0.963 0.953

SD 0.326 0.138 0.092 0.310 0.143 0.099

m = 2 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.951 0.961 0.966 0.983 0.974 0.975

SD 0.282 0.132 0.085 0.301 0.133 0.093

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.958 0.957 0.965 0.972 0.979 0.969

SD 0.275 0.127 0.091 0.301 0.135 0.094

m = 3 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.978 0.980 0.984 0.987 0.983 0.987

SD 0.245 0.108 0.078 0.285 0.125 0.092

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.977 0.983 0.987 1.001 0.987 0.988

SD 0.249 0.111 0.080 0.275 0.122 0.091

m = 4 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.992 0.987 0.991 0.997 0.995 0.994

SD 0.221 0.098 0.069 0.258 0.113 0.081

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 1.011 0.989 0.993 1.001 0.995 0.993

SD 0.215 0.096 0.066 0.256 0.115 0.079

m = 5 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5000 n = 10,000

mean 0.996 0.995 0.994 0.997 0.996 0.996

SD 0.188 0.083 0.059 0.232 0.102 0.073

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.998 0.998 0.997 0.997 0.995 0.995

SD 0.185 0.081 0.062 0.228 0.104 0.071

m = 6 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.995 1.000 1.000 0.999 0.999 0.998

SD 0.159 0.074 0.050 0.202 0.093 0.063

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.997 0.998 1.000 1.004 0.994 1.000

SD 0.157 0.074 0.052 0.208 0.089 0.066
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Table 3 shows the estimate results for the coefficient of variation minimization
method. Estimation accuracy was good when the value of the shape parameter m of
the Weibull distribution was large. However, the results of this method were less
accurate than that of the MLE method assuming the log-normal distribution i.e.,
the misspecified distribution.

(a) m= (b) m=

(c) m= (d) m=

(e) m= (f) m=

1 2

3 4

5 6

Fig. 3 Estimation results for b1 for (g ¼ 100, n ¼ 10;000) case in Table 2 (b�1 ¼ b�2 ¼ 1:00, no.
of repetitions = 1,000). (Center of plot represents mean value of 1,000 repetitions; upper and
lower lines represent mean value ± standard deviation)
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Fig. 4 Box plot of estimation result b1 for (g ¼ 100, n ¼ 10;000) case in Table 2
(b�1 ¼ b�2 ¼ 1:00, no. of repetitions = 1,000)

Table 3 Result of estimation of b by minimizing of coefficient of variation for T�
i ðb�Þ that

follows the Weibull distribution (b�1 ¼ b�2 ¼ 1:00, no. of repetitions = 1,000)

m = 1 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.511 0.517 0.504 0.466 0.487 0.530

SD 1.180 0.506 0.347 1.631 0.730 0.530

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.450 0.550 0.523 0.500 0.502 0.492

SD 1.129 0.524 0.361 1.624 0.732 0.522

m = 2 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.856 0.858 0.864 0.876 0.874 0.868

SD 0.401 0.186 0.131 0.570 0.260 0.181

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.884 0.857 0.865 0.852 0.872 0.862

SD 0.422 0.183 0.000 0.579 0.267 0.183

m = 3 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

(continued)
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5 Conclusion and Future Study

This study has shown that the parameter b can be approximately estimated by the
MLE assuming the log-normal distribution for the lifetime T�

i ðb�Þ even if T�
i ðb�Þ

follows the Weibull distribution. This means that a model incorporating covariates
observed online can be built regardless of whether the distribution of T�

i ðb�Þ is
actually the Weibull or log-normal distribution.

Future work includes finding the ways to improve reliability by using online
condition monitoring data and the proposed method. We will also analytically
investigate the relationship between the accuracy of the approximation and the
shape parameter m in the Weibull distribution. Similar model building for other
distributions would enable online condition monitoring data to be more widely
applied.

Table 3 (continued)

m = 1 η = 50 η = 100

mean 0.923 0.931 0.931 0.928 0.931 0.934

SD 0.274 0.122 0.083 0.390 0.166 0.124

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.933 0.933 0.934 0.958 0.937 0.934

SD 0.275 0.124 0.089 0.362 0.170 0.124

m = 4 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.954 0.958 0.957 0.965 0.966 0.965

SD 0.213 0.094 0.067 0.288 0.130 0.095

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.972 0.961 0.960 0.968 0.962 0.955

SD 0.204 0.091 0.066 0.305 0.132 0.091

m = 5 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.970 0.974 0.972 0.990 0.974 0.977

SD 0.171 0.074 0.054 0.242 0.105 0.080

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.974 0.976 0.973 0.984 0.970 0.976

SD 0.173 0.075 0.057 0.241 0.108 0.076

m = 6 η = 50 η = 100

b̂1 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.982 0.982 0.983 0.980 0.980 0.981

SD 0.142 0.066 0.045 0.199 0.090 0.062

b̂2 n = 1,000 n = 5,000 n = 10,000 n = 1,000 n = 5,000 n = 10,000

mean 0.979 0.980 0.984 0.990 0.974 0.982

SD 0.137 0.066 0.046 0.196 0.089 0.065
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Analysis of Window-Censored Repair
Logs and Its Application to Maintenance
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Abstract When tailor-made systems are introduced into fields, markets, or facto-
ries, the replacement parts or subcomponents for maintenance are produced and
purchased simultaneously so as to keep the quality and reliability of those parts
homogeneous against the parts installed into systems at the beginning. Those parts
are then kept in stock at yards and will be kept waiting for their turns. Furthermore,
the maintenance records of such systems are often window censored, under which
the records are both left and right censored. In this talk, we model such situations as
a renewal process with incomplete repairs, in which a failed subcomponent is
replaced with an unused-but-not-new subcomponent. The statistical inference of the
failure time distribution and the effect of in-stock term are implemented using
stochastic EM algorithm, which is needed to solve the maximization problem of the
incomplete data likelihood under window censoring. A real case is analyzed using
the proposed model and the effect of in-stock-at-yards term on the total lifetime is
assessed by assuming Weibull distribution. We also examine the sampling prop-
erties of the estimators for Weibull distributions.
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1 Introduction

When tailor-made systems are introduced into fields, markets, or factories, the
replacement parts or subcomponents for maintenance are produced and purchased
simultaneously so as to keep the quality and reliability of those parts homogeneous
against the parts installed into systems at the beginning. Those parts are then kept in
stock at yards and will be kept waiting for their turns. Furthermore, the maintenance
records of such systems are often window censored, under which the records are
both left and right censored. In this talk, we model such situations as a renewal
process with incomplete repairs, in which a failed subcomponent is replaced with an
unused-but-not-new subcomponent. The statistical inference of the failure time
distribution and the effect of in-stock term are implemented using stochastic EM
algorithm, which is needed to solve the maximization problem of the incomplete
data likelihood under window censoring.

First, we formulate the model and the estimation procedure in Sects. 2 and 3.
Since E-step is complicated, we propose to use an approximation in Sect. 4.
Section 5 is dedicated to the analysis of a real case by the proposed method and the
effect of in-stock-at-yards term on the total lifetime is assessed by assuming
Weibull distribution. Section 6 shows a result of numerical experiments to see the
property of the proposed procedure under common window and Weibull interevent
distribution.

2 Recurrent Events Formulation

Let tij, j ¼ 1; . . .; qi, be the times at which an event occurred, for i ¼ 1; . . .; n. The
event time tij follows some probability distribution

f ðtijÞ ¼ f ðtijjHðtijÞÞ

conditional on the history HðtijÞ up to the occurrence time tij.
Let Hn ¼ ftij; i ¼ 1; . . .; n; j ¼ 1; . . .; qig be the event history on n repairable

systems within operation periods f bi; ci½ �; i ¼ 1; . . .; ng. For each system,
Hi ½bi; tÞð Þ ¼ tij; bi � tij\t

� �
is the history of events occurred within the interval

½bi; tÞ. Sometimes we drop bi and simply write the history up to time t as
Hi tð Þ ¼ tij; bi � tij\t

� �
.

If the durations between successive event occurrences

Dtij ¼ tij � ti;j�1

follow a common probability distribution, f ðDtij; hÞ, then the probability distribu-
tions are given by
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f tijjHðtijÞ; h
� � ¼ f ðtij � ti;j�1; hÞ

for j ¼ 1; . . .; ni, and the underlying stochastic process is called as a renewal process
with inter-renewal distribution f ðDt; hÞ. When failed components are replaced with
brand new replacements, and any failure is not affected by surrounding system, the
model of this type is used as the first working model.

For large systems, such as facilities of social infrastructure, the replacements for
component failures are supplied together with the systems, when the systems are
installed. When the components are not general and are custom-made, they are
manufactured and delivered so as to let them have same quality and reliability as
those installed initially to the operated systems. The replacements are kept in stock
before they are required to work. In this case, the distribution of the event time, tij,
depends on the length of in-stock period ti;j�1 � bi.

If the differences among lifetime distribution for in-stock replacements and that
for in-operation components are well described by proportional hazard models, then
the cumulative hazard function for the observed failure at tij is best formulated as

K tijjH tij
� �

; h
� � ¼ Zti;j�1

bi

ak u� bi; hð Þduþ Zti;j

ti;j�1

kðu� bi; hÞdu;

where kðt; hÞ is the hazard function for the component in operation, and a is the
proportionality constant for the difference of hazards between operations and
stocks.

If we hire an accelerated lifetime model, the time before operation is accelerated
or decelerated by the factor a and the time in operation is the standard factor 1, and
the resulting density function is formulated as

f t � bi; hð Þ ¼ f a t � bið Þ; hð Þ
f t � ti;j�1 þ a ti;j�1 � bi

� �
; h

� �
�

where ti;j�1 is the event time previous to tij.
When the underlying distribution is Weibull, these two models coincide with

each other.

3 Window Censoring and EM Algorithm

If the observation periods are ½bi; ci�, i ¼ 1; . . .; n, the failure logs are right censored,
we can estimate the parameters of underlying model by maximizing the likelihood
function
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L hð Þ ¼
Yn
i¼1

Yqi
j¼1

f tij � ti;j�1; h
� �( )

1� F ci � ti;qi ; h
� �� �

where Fðt; hÞ is the cumulative distribution function.
When the failure records are censored in both sides, it is called window cen-

sored, in that the data is observed through windows. It is assumed in this article that
each target has only one window. Any event is observed when it is occurred in the
window, ½oi; ci�, for i ¼ 1; . . .; n. It is also assumed that the installation dates, bi,
i ¼ 1; . . .; n, are available for all targets.

Let ui be the number of failures left censored in ½bi; oiÞ, ri be the number of
observed failures occurred within the time interval, ½oi; ci�, and qi ¼ ui þ ri be the
total number failures occurred in ½bi; ci�. The number ui is missing and failure
records ti;1; . . .; ti;ui are also missing. We would like to apply EM algorithm
framework to handle this incompleteness.

Let Hiðbi; oiÞ be the history of events before the window opened, ½bi; oiÞ,
Hiðoi; ciÞ be the history of events within the window ½oi; ciÞ, and Hi½bi; ciÞ be the
whole history. We would like to compute the conditional expectation of the
log-likelihood function

liðh;Hiðbi; ciÞÞ ¼
Xqi
j¼1

log f tij � ti;j�1; h
� �þ logf1� Fðci � ti;qi ; hÞg

with respect to Hiðbi; oiÞ given the history within the window Hiðoi; ciÞ, as

Qi hð Þ ¼ E liðh;Hi bi; oið ÞÞjHiðoi; ciÞ½ � þ li h;Hi oi; cið Þð Þ:

EM algorithm maximizes the sum of Qi ’s to obtain the maximum likelihood
estimate of the unknown parameters h. If this conditional expectation is easily
handled, the implementation of EM algorithm is rather simple. However, it is not
the case for this situation. The likelihood contribution of the missing part and
observed part have expressions as

liðh;Hiðbi; oiÞÞ ¼
Xui
j¼1

log f tij � ti;j�1; h
� �þ logf1� Fðoi � ti;ui ; hÞg

and

li h;Hi oi; cið Þð Þ ¼ log 1� F ti;ui þ 1 � oi
� �� �þ

Xui þ qi

j¼ui þ 1

log f tij � ti;j�1; h
� �

þ logf1� Fðci � ti;ui þ ri ; hÞg:
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They require us to compute the conditional expectation with respect to the
unobserved events and the count, ti;1; . . .; ti;ui ; ui, conditional on the observed events
and the count ti;ui þ 1; . . .; ti;ui þ ri ; ri, and other information such as the birth date bi
and the window oi and ci.

Once the conditional expectations of the log-likelihood function given the cur-
rent estimates ĥ in E-step, the remaining task is to maximize it with respect to h
again to update the estimates. This is M-step. For the details of EM algorithm, it is
recommended to refer McLachlan and Krishnan (1997).

4 Imputing the Missing Logs by Approximated Monte
Carlo Procedure

As mentioned in the previous section, the application of MCEM algorithm, EM
algorithm with Monte Carlo approximation to E-step, proposed by Wei and Tanner
(1990) is not handy for the situation we are investigating. Rather than to implement
the exact conditional distribution, we would like to avoid this complicated calcu-
lations by introducing an approximation. The conditional distributions of the
unobserved are random samples from the unconditional distribution when both the
windows and the renewal distributions are homogeneous.

1. Generate random samples ~ti;j from the probability distribution with density
function f tijjH tij

� �
; h

� �
.

2. Stop generations when the largest generated time steps into the window, i.e.,
~ti;eui [ oi, where eui is the number of missing failures generated.

This procedure generates the conditional distribution only when the first event
time within window coincides with that of observed, ~ti;eui þ 1 ¼ ti;ui þ 1. Everybody

knows this event has probability zero. However, this is justified under some special
situations, such as common widows and homogeneous renewal distributions.

5 Case Study

This case contains failure logs from systems of two types, A and B. Both types
provide same functionality and use similar parts. When a system is failed, a
component which trigger the failure will be identified and replaced with a stocked
replacement. These replacement components are not brand new in that they have
been purchased when the systems are purchased, because of their specially ordered
designs. The installation periods are late 80s and early 90s. The window for this
case was opened in 1998 and was closed in 2011. The data set is displayed in
Figs. 1 and 2.
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We would like to know whether degradation speeds in stock periods differ from
those in operation, as well as the lifetime distributions vary among Types A and B.

The lifetimes are assumed to follow Weibull distribution with density function

f tð Þ ¼ m
g

� �
� t

g

� �m�1

� exp � t
g

� �m� 	
;

Fig. 1 The repair log for Type A

Fig. 2 The repair log for Type B
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and survival function

R tð Þ ¼ exp � t
g

� �m� 	
:

The parameters for Type A have suffix 1 and those for B do 2. Further we
introduce the in-stock time factors, a1 and a2. The resulting likelihood function is as
follows:

L ¼
Yn1
i1¼1

Ydi1
j1¼1

f zi1;j1
� � � f yi1ð Þf gei1 � R yi1ð Þf g1�ei1

�
YN1

l1¼1

f tl1 þ a1 � Tl1ð Þf gel1 � R tl1 þ a1 � Tl1ð Þf g1�el1

�
Yn2
i2¼1

Ydi2
j2¼1

f zi2;j2
� � � f yi2ð Þf gei2 � R yi2ð Þf g1�ei2

�
YN2

l2¼1

f tl2 þ a2 � Tl2ð Þf gel2 � R tl2 þ a2 � Tl2ð Þf g1�el2 ;

where we have changed the notations slightly. To compare these types, we set four
candidate models.

Model 1: Separated models with parameters m1;m2; g1; g2; a1; a2
Model 2: Common shape model with parameters m1 ¼ m2 ¼ m; g1; g2; a1; a2
Model 3: Common in-stock time factor model with parameters m1;m2; g1; g2;

a1 ¼ a2 ¼ a
Model 4: Common parameters model with parameters m1 ¼ m2 ¼ m; g1;

g2; a1 ¼ a2 ¼ a
As is described in McLachlan (1997), the covariance matrix of estimators can be

estimated using conditional expectation of the observed Fisher information matrix
with components

Ik;k0 ¼ �
Xn
i¼1

E
@2liðh;Hiðbi; oiÞÞ

@hk@hk0
jHiðoi; ciÞ


 �
�
Xn
i¼1

@2liðh;Hiðoi; ciÞÞ
@hk@hk0

;

where expectations are calculated using the estimated parameters. We omit the
detailed notations and simply write this operation as

Ik;k0 ¼ �
Xn
i¼1

E
@2li h;Hi bi; cið Þð Þ

@hk@hk0
jHiðoi; ciÞ


 �
¼ �E

@2l
@hk@hk0


 �
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For example, the Fisher information matrix for model 1 is given by

I ¼ �E

@2l
@m2

1

@2l
@m1@g1

@2l
@m1@a1

@2l
@m1@g1

@2l
@g21

@2l
@g1@a1

@2l
@m1@a1

@2l
@g1@a1

@2l
@a21

2
664

3
775

and the covariance matrix of estimators are estimated by

I�1 ¼
Var m̂1½ � Cov m̂1; ĝ1½ � Cov m̂1; â1½ �

Cov m̂1; ĝ1½ � Var ĝ1½ � Cov ĝ1; â1½ �
Cov m̂1; â1½ � Cov ĝ1; â1½ � Var â1½ �

2
4

3
5;

where I�1 is the inverse of matrix I. The marginal confidence intervals are estimated
using normal approximations as

ĥi � uðaÞ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Var ĥi

h i
=n

r
;

where uðaÞ is 100� a percentile of the standard normal distribution.
Table 1 summarizes AIC for each model. AIC leads us to hire Model 4, the one

with common shape parameter m and common in-stock time factor a.
The estimates and marginal confidence intervals for Model 4 is shown in

Table 2.
Table 2 tells us that MTTF of the component of interest in Type A is shorter than

that in Type B. The estimated in-stock time factor is 0:703. If we keep a replace-
ment component in stock for 10 years, it degrades to the same level as that in
operation for 7.03 years.

Table 1 AIC for models

Model 1 Model 2 Model 3 Model 4

AIC 785.9 784.5 783.9 782.7

Table 2 Parameter estimates for Model 4

95% Lower confidence limit Point estimate 95% Upper confidence limit

m 4:26 4.33 4.39

g1 7:71� 103 7:75� 103 7:80� 103

g2 9:35� 103 9:42� 103 9:49� 103

a 0:692 0:703 0:715
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6 Simulation Study

In this section, we would like to investigate whether our approximation in E-step is
valid in common window cases. Let the intervals between successive events follow
a Weibull distribution with shape parameter m ¼ 4 and scale parameter g ¼ 600.
We set two cases for common windows, one with ½150; 1000� and another with
½350; 1000�. The number of systems is set as n ¼ 1000. The replications of simu-
lation study are 100 (Table 3).

Before conducting simulations, we see that MTBF is 600 � C 1þ 1=4ð Þ ¼ 531,
and the cumulative probabilities for times 150 and 350 are F 150ð Þ ¼ 0:00389%
and Fð350Þ ¼ 0:179%, respectively. Under Case 1, it is expected that there will be
almost no failure for each before window opened. The systems in Case 2 will see a
failure at most before window opened.

The initial estimates for EM iterations are set as mð0Þ ¼ 3 and gð0Þ ¼ 550. The
results of 100 replications are summarized in Tables 4 and 5.

These tables allow us to conclude that our approximation to E-step of EM
algorithm works well under common window situations.

Table 3 Windows for simulation study

Open time Close time

Case 1 150 1000

Case 2 350 1000

Table 4 Summary of sampling distributions of estimates (Case 1)

Set Average Standard deviation

m 4 3.98 0.170

g 600 601.0 12.2

Table 5 Summary of sampling distributions of estimates (Case 2)

Set Average Standard deviation

m 4 3.97 0.195

g 600 599.8 12.3
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7 Remarks

Though our proposal works well, the precision of approximation and its effect to the
precision of estimates needs to be assessed. We have an idea to use importance
sampling to avoid approximations. However, the formulation of conditional
expectations in recurrent events settings is not as simple as that for i.i.d. situations.
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