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Preface to Second Edition

It appears that our lives are filled with a constant barrage of demands to make decisions, large
and small. Obviously, since there is a consequence attached to every decision we make, there is
a corresponding burden to justify our choices. This question of making correct decisions is all
the more critical for engineers, planners, and managers who are called upon to make decisions
involving millions of dollars, not only for public projects but also for clients in the private sec-
tor. Now, more than ever, such decision making is beset with complexity, unpredictability, and
uncertainty. In addition, our knowledge-base about the dynamics of systems may not be as clear
and complete as many imagine, and our value systems may also be in dispute. The first edition
of this book was published to address some of these problems and to facilitate good decision
making.

It has been about ten years since the first edition of this book was published, and the pur-
pose of this edition, like the first, remains generally the same. However, we have made some
major changes—three new chapters have been added that include a new chapter consisting of
case studies on Systems Thinking, plus two new chapters, one on Sustainability and the other
on case studies on Sustainability. These three chapters, we are sure, provide readers with a great
deal of new knowledge and perspectives in these areas of systems that have become essential
in dealing with today’s problems. We have also made minor changes to nearly all of the other
chapters. Armed with these tools, methods, and procedures, engineers, planners, and managers
will be better prepared not only to make good decisions, but to take the leadership to extend
their influence into spheres of policy making and improving the quality of life.

At this time, the authors would like to thank many of their undergraduate and graduate
students who have contributed so much to our understanding of systems thinking and its rami-
fications, methods of decision making under uncertainties, and critical thinking in design and
many other areas related to systems engineering. In a way, they have all been our best instruc-
tors. Also the authors’ appreciation goes to many of their colleagues and fellow faculty members
at Illinois Institute of Technology and Georgia Institute of Technology. Dr. P. S. Sriraj, University
of Illinois-Chicago, deserves special thanks for helping the authors with the four case studies
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included in Chapter 13. We also extend thanks to Mr. Tim Pletscher, Senior Acquisitions Editor
at J. Ross Publishing, who has helped us all along the process of putting this book through the
hoops.

C. Jotin Khisty
Jamshid Mohammadi
Adjo A. Amekudzi
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Mapping the Terrain
of the Systems Approach

1.1 INTRODUCTION

In essence, this book is about using the systems approach to make decisions. It answers the basic
question: How can we choose the best course of action, taking into account the goals we are
trying to achieve and the constraints that limit our action, by such factors as time, labor, money,
and the policies set by the government or by a private organization? Our main purpose is to
give the widest possible overview of systems engineering to a beginning engineering student
and to explain how a combination of the principles of probability and statistics, economics, and
systems analysis can be used for solving engineering problems related to planning, design, and
management.

This chapter maps out the terrain of what is covered in succeeding chapters and also de-
scribes some preliminary definitions connected with science and systems engineering. How
would an engineer minimize the capital and maintenance cost of a long-span bridge? How
could an engineer advise his client how to maximize (or optimize) the total income from a
high-rise building? What would be the best way to maximize the safety of the railroad system
running through your city? Should the government subsidize persons buying an electric car to
boost the economy of scale of electric car manufacturers? Should the city extend the light-rail
system in San Diego and what would be the implications and consequences attached to this
decision? These are the kinds of questions you, as an engineer, planner, or manager, will have
to face when you take up a responsible position with a public or private undertaking. To tackle
such questions you will need a basic knowledge of economics (both capital budgeting and mi-
croeconomics), the principles of probability and statistics, and a working knowledge of systems
engineering. All of these topics are covered in this book.

A professional engineer must understand and apply the basic laws of mathematics, physics,
chemistry, and economics for planning, designing, managing, and operationalizing engineer-
ing works. With hundreds of different recognized engineering specialties, a simple yet compre-
hensive definition of engineering is:

Engineering is the profession in which knowledge of the mathematical and physical
sciences gained by study, experience, and practice is applied with judgment to develop
ways to utilize economically, the materials and forces of nature for the progressive well
being of society (Crandall and Seabloom, 1970).
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It is a concern related to economics that distinguishes engineering from pure science. While
economic considerations may be of little or no concern to the pure scientist, the function of the
engineer is to utilize the principles of economics to achieve a more efficient and economical end
product, such as highways, buildings, water-supply systems, and so on. And it is the evolution
of this end product from its conception to its final production, using the creative processes,
that is known as engineering design. Design is both an art and a science in that it is a creative
problem solving process in which the engineer works within the bounds of a limited monetary
budget, a prescribed time line, and specific laws and regulations to convert data, information,
technical know-how, combined with his/her ideas, into an accepted product. When an engi-
neering design is finally approved by those authorized to do so, the finished design can then be
implemented (Crandall and Seabloom, 1970).

1.2 THE NATURE OF SCIENCE

All engineers invariably take several courses in mathematics and science because these courses

form the backbone of engineering science. In a broad sense, science is a way of acquiring testable

knowledge about the world. It is now recognized that the knowledge we gain from the scientific

approach is provisional and probabilistic, because it is possible that additional experiments car-

ried out by scientists may alter what we already know. Naturally all theories and laws that we

currently know are really approximations of the truth within a certain domain of validity.
Some important characteristics of the scientific approach are:

Hypothesis setting and testing: Scientists make propositions or suppositions for reasoning,
investigation, or experimentation, for a limited number of variables. Experiments are then con-
ducted to test the hypothesis, holding all other variables constant. If the hypothesis turns out to
be correct, it adds to our current knowledge base. If not, the results are rejected.

Replicability: Scientific knowledge must be as objective as possible, which means that a
number of observers performing the same experiment, independent of one another but under
the same conditions and assumption, should be able to replicate results and verify the obser-
vations. This is the scientists’ way of verifying (or validating) or falsifying (or rejecting) a pro-
posed hypothesis.

Refutability: While it is impossible for scientists to conduct all possible experiments on
a particular topic, due to time constraints, it is important to perform valid experiments us-
ing appropriate scientific techniques to decide between competing hypotheses. Although many
scientists tend to have their theories corroborated by effective scientific techniques, it is quite
possible that these theories could be refuted through a series of additional experiments.
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Reductionism. The real world under study is so complex and messy that scientists can only
perform simple experiments to capture and comprehend it. As a result, scientists experiment
with small units or entities of the real world that can explain cause and effect in a linear way.
This style of thinking and experimentation, called reductionism, isolates the phenomenon un-
der investigation from its environment, which eventually produces a mechanistic view of the
world (Checkland, 1999; Flood and Carson, 1993).

According to the scientific method, all genuine inquiry and knowledge should be based on
hard facts, experimentation, and explanation. It goes further in believing that the methods of
science are applicable to all enquiry, especially that of the human and social sciences. This tra-
ditional scientific approach has been debated and attacked by many scientists and philosophers,
and we take up this debate while considering soft systems thinking in Chapter 12.

1.3 ENGINEERING PLANNING, DESIGN, AND MANAGEMENT

The planning and designing of a product are basic tasks undertaken by engineers to produce an
end product. Planning is the arrangement of specific steps for the attainment of an objective. It
is a future-oriented and prescriptive process because it assumes our ability to control our own
destiny, at least within certain limits. In the context of engineering, planning generally involves
the arrangement of spatial patterns over time. However, it must be remembered that it is not
the spatial patterns that are planning: they are just the objects of a process. Management, on the
other hand, is the skillful use of means (e.g., technology) to accomplish certain ends (e.g., objec-
tives). Engineering design, defined by the Accreditation Board for Engineering and Technology
(ABET), is:

The process of devising a system, component, or process to meet desired needs. It is a
decision-making process (often iterative), in which the basic sciences, mathematics,
and the engineering sciences are applied to convert resources optimally to meet these
stated needs (ABET, 2009).

1.4 THE SYSTEMS APPROACH

With the rapid technological advances made in every sphere of inquiry, engineers, planners,
managers, decision makers, and even pure scientists realized that the complexity of real-world
problems could not be handled by simply applying the traditional scientific method, which had
its limitations. This is particularly true when dealing with social systems or engineering prob-
lems that have a social or human component. Indeed, if you look around for an engineering
problem without the human factor, you would be hard pressed to find one. So then, where do
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we begin? Or better still, where should we begin? We will begin with a simple basic definition
of the systems approach:

The systems approach represents a broad-based, systematic approach for problem solv-
ing and is particularly geared toward solving complex problems that involve systems. A
system is a set of interrelated parts—components—that perform a number of functions
to achieve common goals. Systems analysis is the application of the scientific method
modified to capture the holistic nature of the real world in order to solve complex prob-
lems. In fact, the systems approach ought to be called the systemic approach; systemic
in the sense that it offers systemic (holistic rather than piecemeal) as well as systematic
(step-by-step rather than intuitive) guidelines for engineers to follow (Flood and Car-
son, 1993; Jackson, 2000).

Goals are desired end states, and operational statements of goals are called objectives that
should be measurable (where possible) and attainable. Feedback and control are essential for
the effective performance of a system. The development of objectives may in itself involve an
iterative process. Objectives will generally suggest their own appropriate measures of effective-
ness (MOEs). A MOE is a measurement of the degree to which each alternative action satisfies
the objective. Measures of the benefits foregone or the opportunities lost for each of the alterna-
tives are called measures of costs (MOC). MOCs are the consequences of decisions. A criterion
relates the MOE to the MOC by stating a decision rule for selecting among several alternative
actions whose costs and effectiveness have been determined. One particular type of criterion, a
standard, is a fixed objective: the lowest (or highest) level of performance acceptable. In other
words, a standard represents a cutoff point beyond which performance is rejected (Khisty and
Lall, 2003). The following example will help you to understand the basic concepts.

Example 1.1 A medium-sized city with a population of 250,000 plans to investigate the imple-
mentation of a public transport system. This is a first-cut preliminary look to be accomplished
in, say, a couple of days. Your task is to provide a sample set of goals, objectives, alternatives,
MOCs, and MOEs to demonstrate to citizens in your neighborhood how one could begin
thinking about these issues.

Solution A sample set of goals, objectives, alternatives, and MOEs could be framed with the help of
citizen groups:

Goal To provide an accessible, safe, reliable, and cost-effective transport system
Objectives 1. To carry people at a minimum operating speed of 25 mph during peak
hours
2. To have fares that would compete with the cost of operating a private
car

Continues
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Example 1.1: Continued

Alternatives ~A. Regular bus system (RB)
B. Street car system (SC)
C. Light-rail system (LR)
MOEs 1. Cost to ride (in cents/ride): should be less than half of the cost of using
an automobile
2. Punctuality: delay should be less than +5 min
3. Speed: should be the same speed as a private car (25 mph)
4. Area-wide coverage: service should be approximately a 10 min walking
distance from residence
MOCs Capital and maintenance cost of providing the service in relative dollar
terms is:

RB = 20x; SC = 40x; LR = 60x, where x is in millions

Assessment  Set up a matrix and assign scores between 1 and 5, representing poor to
excellent values, respectively:

Alternatives MOEs 1 2 3 4 Total effectiveness
A 4 3 3 5 =15
B 3 3 2 3 =11
Cc 4 5 5 2 =6

The matrix indicates that the light-rail system is the best of the three systems considered, but,
when we compare the scores along with the costs, we find that the cost/unit of effectiveness is:

For A = 20x/15 =1.33x; B = 40x/11 = 3.64x;
and for C = 60x/16 = 3.75x

This indicates that the bus system is the best.

Conclusion
The best alternative based on the cost per unit effectiveness is alternative A, which is the lowest
of the three.

Discussion
This assessment has been completed merely to demonstrate how a first-cut assessment could
be performed. Additional data gathering and calculations would be needed to make an accu-
rate judgment regarding which alternative would be best for the city. Input from citizens who
would use the system would also be important.
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1.5 STEPS IN SYSTEMS ANALYSIS

Some of the basic steps recommended for performing an analysis are:

Recognizing community problems and values

Establishing goals and defining the objectives

Establishing criteria

Designing alternative actions to achieve Step 2

Evaluating the alternative actions in terms of effectiveness and costs

Selecting an alternative action in keeping with the goals and objectives, criteria, stan-
dards, and value sets established, through iteration, until a satisfactory solution is
reached

A simplified analysis process is illustrated in Figure 1.1, and the hierarchical interrelationships
among values, goals, objectives, and criteria are shown in Figure 1.2.

Investigate and identify problem

Develop problem statement —o |

Establish goals and objectives —e— |

Establish criteria for design and evaluation |

Design alternative action |

Collect relevant data Establish new objectives,
assumptions, and alternatives
Test and evaluate alternative actions in
terms of effectiveness and costs

Question objectives and assumptions

Satisfied

v

No

Yes

v

Suggest appropriate action and decision

Figure 1.1 Flow chart of system analysis process
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Figure 1.2 Hierarchical interrelations among values, goals, objectives, and criteria

1.6 CLASSIFICATION OF SYSTEMS

There is no standard classification scheme for systems. Boulding’s (1956) hierarchy, ranked in
an increasing order of complexity, was one of the first attempts at classification. Each level is
said to include, in some way, the lower levels, but also to have its own emergent properties,

although there is no scale of complexity attached to this hierarchy.

The most important distinction is between living and nonliving systems and the different
types of relationship in the organizational connections involved within each hierarchy, includ-

ing the lower hierarchies. Table 1.1 displays Boulding’s hierarchy.

Table 1.1 Boulding’s hierarchy of systems

Level Description Characteristics Examples

1 Structures Static, spatial framework Atom, crystal, bridge

2 Clockworks Predetermined motion Solar system, clocks, machines
3 Control Closed-loop control mechanisms Thermostats

4 Open systems Structurally self maintaining Cells

5 Genetic systems Society of cells Plants

6 Animals Nervous systems, self awareness Birds and beasts

7 Humans Self consciousness, knowledge, language Human beings

8 Sociocultural systems Roles, values, communication Family, community, society

9 Transcendental systems Beyond our knowledge Religion
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Boulding states, “One advantage of exhibiting a hierarchy of systems in this way is that it
gives us some idea of the present gaps in both theoretical and empirical knowledge. Adequate
theoretical models extend up to about the fourth level, and not much beyond.” Since his remarks
in 1956, significant progress has taken place in understanding systems, at nearly all levels, and
new typologies have been published, based in part on Boulding’s hierarchy.

1.7 SYSTEMS CHARACTERISTICS

During the past forty years, several authors have suggested basic considerations concerning
systems thinking. Of all the proponents of systems, C. West Churchman (1968) has given us
perhaps one of the simplest and yet the most understandable expositions of the subject. He
outlines five basic considerations:

1. Objectives of the total system and, specifically, the measure of performance of the sys-
tem itself

System environment

Resources of the system

Components of the system

Management of the system

A

These five considerations are not meant to be all-inclusive, but they capture most of the proper-
ties that engineers generally encounter in their practice. Let’s discuss each of the points.

1. Objectives are those goals or ends that the system is working toward. Hence goal-seeking
(or teleology) is a characteristic of systems. While the determination of objectives for mechani-
cal systems is comparatively easy, those for human activity systems can be considerably more
difficult. One must be cautious to distinguish between stated objectives and the real objectives
of the system. For example, a student may say that her objective is to gain knowledge in order
to master the subject being studied. Her real objective, in fact, simply may be to obtain good
grades. In real life, objectives need to be operationalized, and to do this properly they need to
be quantifiable, in some way or another, in order to measure the performance of the system.
Quantification helps us to measure to what degree the system’s objectives are being realized.

2. Environment constitutes all that is outside of the system. First, the environment includes
all that lies outside of the system’s control. Second, the environment also includes all that deter-
mines, in part at least, the manner of the system’s performance.

3. Resources are all the means available to the system for the execution of the activities nec-
essary for goal realization. Resources include all the things that the system can change and use
to its own advantage. In human systems, one can also include the opportunities that are avail-
able to the system, besides human labor, money, and materials.

4. Components consist of the elements that accomplish the missions, jobs, or activities that
the system has to perform to realize its objectives.
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5. Management includes two basic functions. First, it is planning the system which involves
all aspects of systems previously encountered, that is, its goals, environment, utilization of re-
sources, and components and activities. Second, it is controlling the system which involves both
the examination of the execution of plans as well as planning for change. Plans must be subject
to periodic review and reevaluation because no plan can remain static throughout the life of a
project. Associated with the planning and control function is the notion of information flow
and feedback, often characteristic of cybernetic systems.

1.8 SYSTEMS ANALYSIS AND DECISION MAKING

We have described Churchman’s systems approach for dealing with problems. You may notice
that in contrast to the methods used in the pure sciences, the objectives of the systems approach
is to recommend a course of action to the decision maker in addition to merely understanding
the problem. Systems analysis is truly a continuous cycle of defining objectives, then design-
ing alternative systems to achieve those objectives, evaluating the alternatives in terms of their
effectiveness and cost, questioning the objectives and other assumptions underlying the analysis,
seeking new alternatives and establishing new objectives, and the iteration goes on indefinitely.
This cyclical process bears out the idea of the rational methodology to problems of choice.

As all of us know, we are asked to make decisions on a daily basis, not only for ourselves but
for others. Professionals in all walks of life have to make difficult decisions and even more dif-
ficult predictions, and everybody expects them to make the very best decisions. But are we able
to make the best decisions under such constraints as time limitations, funding restrictions, lack
of resources, and political pressures? In situations of certainty, the decision maker is supposed
to have complete knowledge of everything needed to make that decision. In other words, he has
complete knowledge of the value of the outcomes and the occurrence of the states of nature. In
situations of risk he knows the value of the outcomes and the relative probabilities of the states
of nature. Under uncertainty, the values of the outcomes may possibly be known, but no infor-
mation is available on the probability of the events.

1.9 MODELS AND MODEL-BUILDING

In its simplest sense a model is a representation of reality. The model is arrived at through the
process of abstracting from reality those aspects with which one is concerned. For example, a
map of Chicago, showing the street system, the locations of schools, hospitals, and major places
of interest, including the suburbs, all drawn to scale, is a model of the city of Chicago. This map
can be put to use to solve any number of problems an engineer (or a lay person) may have. A
model is useful in a practical sense when it accurately duplicates the behavior of the real world
system. One thing to remember is that models are neither true nor false; their value is judged by
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the contribution they make to our understanding of the systems they represent. Also, a model
cannot represent every aspect of reality because the model is at best an approximation of the
real object or situation.

Models may be classified by their correspondence to the system being modeled. For exam-
ple, physical models retain some of the characteristics of the system they represent. A model of
a house could, for instance, be made of plywood, scaled down, which might look almost like the
house you may want to build. Photographs and blueprints are further examples of this category
and are referred to as iconic models. Models constructed from a set of physical objects not
found in the real system are called physical analogues. For example, an electrical system may be
constructed to behave like a water distribution system for a city. Schematic or analogue models,
in the shape of flow charts or organizational charts, are frequently employed by engineers, us-
ing lines and symbols that are mere abstractions of the physical world. Mathematical models of
systems consist of sets of equations whose solutions explain or predict changes in the state of
the system. Our primary interest is in mathematical models.

We have an opportunity to examine various types of models in succeeding chapters, but it
may be helpful to keep in mind that models are capable of portraying infinitely complex prob-
lems arising in engineering. These are presented in the form of charts, graphs, equations, and
symbolic representation, representing a system of inputs, processing and transforming system,
and outputs as indicated in Figure 1.3. Here, a system can be observed as one containing a
black box, connecting an input to an output. If the output is simply related to the input and not
affected by any kind of feedback to the input, it is said to be a feed-forward system. If, on the
other hand, a part of the output is fed back to the input, it is referred to as a feedback system, as
shown in Figure 1.3.

Input Cutput
> Black box >
(a)
Input Output
Black box
Feedback
(b)

Figure 1.3 Black box or transfer function model: (a) without feedback and (b) with feedback
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Further insight into the modeling process is given in Figure 1.4. Starting with data and
information regarding a system under investigation, an engineer can use these inputs to har-
ness a variety of tools, such as graphs and flowcharts and, through mathematical equations to
economic analysis, to perform an analysis.

Proper interpretation of this analysis can result in predictions and explanations of the sys-
tem under consideration. In the chapters that follow we revisit these tools.

SUMMARY

The engineer has professional obligations to society and, therefore, has to exercise judgment,
make decisions, and accept responsibility for his actions. Society has also become aware of the
consequential impacts of engineering work. This requires that engineers realize the nature of
social goals and objectives and appreciate the value of the systems approach.

This chapter has introduced the student to the general nature of science and the differences
between engineering and science. The systems approach was explained and the various steps
in systems analysis were outlined. Because systems occurring in engineering are so varied, the
nature of iconic, analogue, and mathematical models were described. A short description of
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Figure 1.5 Systems thinking’s development (adapted from Flood and Carson, 1993, p. 4)

models and model-building was also introduced—just enough to set the ball rolling to deal
with the next chapter on problem solving.

In summary, systems thinking is a useful framework to keep in mind when dealing with
complex problems in a holistic way. Systems thinking promotes systems theory, enables us to
practice good management, provides us with the insight to plan for the future, and helps us to
understand the structure and behavior of systems. The interlinked cycles of systems thinking,

systems theory, and systems applications are shown in Figure 1.5. Further elaboration on many
of the concepts described in this chapter can be found in Jackson (2000) and Midgley (2000).
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EXERCISES

1.

Suppose you and a scientist were discussing the flooding of a part of your neighborhood.
How would you convince him/her that the systems approach was more practical to use as
opposed to the scientific method?

. A major road underpass near your neighborhood suffers from occasional floods all year

round, blocking traffic. Set up sample goals, objectives, alternatives, measures of effective-
ness, and measures of cost, and then draw up conclusions as to what should be done to
alleviate the problem.

. The intersection of Pine and Oak Streets is currently controlled by stop signs. Unfortu-

nately, it has a high accident rate (two fatalities/yr and five minor accidents/mo). Due to the
high flow of traffic, there is considerable delay during the morning and evening peak hours.
How would you go about examining this intersection from a systems point of view?

. By now you have probably taken several courses in mathematics, science, and engineering

at your university. Pick a course of your choice and set it into the five components suggested
by Churchman. Ask questions such as: What were the goals and objectives of the course?
What was the major activity in the class? What did you accomplish? What was the overall
outcome? and so on.

. Suppose you have taken a good summer job in a large-sized city and have rented an apart-

ment 10 mi from downtown where your office is located. You have the following options: to
drive your own car; car pool with a friend; take the local bus; ride the subway; or take the
light-rail system each day. How would you rationalize your choice so as to minimize your
expenses and maximize your utility, using the systems approach?

. Consider the following systems: a hospital; a truck; and a domestic washer and dryer. In

each case indicate the inputs and outputs associated with these systems.

. A brand new hybrid electric car, capable of running on gasoline and electric batteries, is

being exhibited in a showroom. At any one time several hundreds of spectators are looking
critically at this car, including: prospective car owners, salesmen, and mechanics, gasoline
station owners; environmentalists; transport engineers; and city planners. How will each of
these people view the car from their point of view with regards to complexity, sales, saving
the planet from pollution, and profit-making.
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8. Draw an organizational chart of the university you are currently attending, indicating the
hierarchy and control of the various components such as the president, deans, professors,
and office staff. Do you think this is a feed-forward or feedback system, or is it a combina-
tion of both?

9. Which of the following systems appear to you to be feed-forward or feedback systems?
Some may be combinations of both. Sketch diagrams of these systems showing the inputs,
outputs, and feedback: a bank account; stock market prices; your decision to buy a bicycle;
and living on a budget fixed by your parents.

10. In what ways do you expect systems thinking will help you to manage your own life? Draw
a sketch of this expectation making use of ideas taken from Figure 1.5.
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Problem Solving and
Designing in Engineering
and Planning

2.1 INTRODUCTION

Chapter 1 sketched a broad-brush picture of the general nature of systems engineering. In this
chapter we continue to elaborate and expand on some of those topics. First, we want to find out
the nature of the problems encountered in engineering and the various styles that engineers use
to tackle them. Next, we critically examine the nature of measurement and data that ultimately
affects the models we put to use. This is followed by looking at the modeling procedures widely
employed by engineers in designing their products. As with any discipline there are many basic
definitions that have evolved during the course of the development of systems engineering, and
these are explained as the chapter progresses. Keep in mind that we will be coming back to this
chapter as we work through the rest of this book.

2.2 PROBLEM SOLVING AND DESIGNING

We confront problems nearly every day of our lives, some trivial, others a little more complicated,
and a few that are truly formidable. The task is to define the problem and, once this is done, the next
natural step is to solve the problem. Problem solving is often described as a search through a vast
maze that describes the environment of possibilities. Successful problem solving involves search-
ing the maze selectively and reducing it to manageable proportions (Simon, 1981). For example,
if we are given a comparatively simple puzzle and asked to find out the numerical values of the
letters, to satisfy the addition of cross and roads, given just one single clue that S = 3, how would
we go about solving this alphametic?

C R O
+ R O A
= D A N G

Mg«

S
S
R
By trial and error we find that the puzzle works out to be:

9 6 2 3 3
+ 6 2 5 1 3
= 1 5 8 7 4 6

where A=5,C=9,D=1,E=4,G=7,N=8,0=2,andR=6.

15
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What we did in solving this alphametic problem was to conduct a search to explore a space
of potential and partial solutions. Crossword puzzles are similar. Exploring a maze, for example,
is also a process of problem solving; there is a starting point and a destination (or goal) in
mind, while the intersections of passages are solution options or states. Some rational process
is needed to get to the goal.

How do we solve such problems? How much time does it take? What are the alternative
ways of representing the environment and conducting the search? Does the solution represent
the final solution or could there be other possibilities? There are no definite answers to these
questions because the knowledge base and experience of each individual problem solver is so
different, and our rationalities and capabilities to solve problems are so limited. Attention has
been drawn to our short-term memories by George Miller’s (1956) celebrated paper on “The
Magical Number Seven, Plus or Minus Two.” The facts that emerge from a series of experi-
ments conducted by psychologists are that our short-term memory only permits us to remem-
ber about seven bits of information at a time. For example, if we are not interrupted in any way,
most of us can possibly remember a string of seven random numbers (at the most nine) from a
directory as we ring up a telephone!

Problem solving implies a concerted effort at searching for a solution. Designing on the other
hand is concerned with how things ought to be—how they ought to be in order to attain goals
and to function efficiently. In other words, designing is considered a problem solving process
of searching through a state space, where the states represent design solutions (Simon, 1981;
Banathy, 1996). This state space may be highly complex and huge; complex in that there may
be many intricate relationships between the states, and huge in the sense that there may be a
plethora of states far beyond our comprehension. Problem solving is an analytical activity con-
nected with science; designing is a synthetic skill directly connected with engineering and the
artificial (or man-made) world. Remember that natural science is concerned solely with how
things are, and is, therefore, descriptive, while engineering by and large is normative and con-
nected with goals and what ought to be.

Designing is a fundamental, purposeful human activity, and designers who work on them
are the change agents within society whose overall goal is to improve the human condition
through physical, economic, and social change. More specifically, the design process can be
described as a goal-directed activity that involves the making of decisions by satisfying a set
of performance requirements and constraints. For example, if an engineer is asked to design a
crane that has the capacity to lift 20 tons of load, and with a budget not to exceed $50,000, she
would have to utilize her knowledge of mathematics, engineering, economics, and systems to
design this lifting device (Coyne et al., 1990).

Numerous models of the design process have evolved in the past 50 years, but the one that
has had general acceptance consists of three phases: (1) analysis, (2) synthesis, and (3) evalu-
ation, as shown in Figure 2.1. The first phase is one of understanding the problem and setting
goals and objectives. More specifically, the tasks in this phase would be to diagnose, define, and
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Figure 2.1 Staged process of problem solving and design

prepare all the preliminaries to truly understand the problem and match them with goals. The
second phase consists of finding a variety of possible solutions that are acceptable in light of
the goals set forth in Phase 1. The third phase consists of evaluating the validity of each of the
solutions proposed in Phase 2 and selecting an alternative solution (or a combination of solu-
tions if that is feasible) that satisfies the goals proposed in Phase 1. This procedure is reiterated
as many times as necessary through a feedback process to revise and improve the analysis and
synthesis phases. It represents the basis of a framework for understanding, formulating, analyz-
ing, searching, designing, synthesizing, comparing, selecting, evaluating, and, finally, deciding
on a course of action that is subject to budget restraints, political acceptance, social conditions,
or other conditions set forth by the decision maker who may or may not be the design engineer
or the chief executive officer.

The systems approach, as we have seen previously, is a decision-making process for design-
ing systems. Because we have many alternatives from which to choose, decision making is the
act of deliberately selecting a course of action for making that choice. Generally, the act of deci-
sion making is an iterative process that is characteristic in problem solving, and this is obvious
if we reexamine Figure 1.1 in Chapter 1.
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2.3 HIERARCHY: PROBLEM-SPACE, TREES, AND SEMI-LATTICES

As we have said repeatedly, engineering systems are generally highly complex, and it is custom-
ary for them to be broken down into smaller subsystems to understand them. The nesting of
systems and their subsystems is known as a hierarchy (Hutchins, 1996; Daellenbach and Flood,
2002). But, a hierarchy is much more than a concept. It implies a framework that permits com-
plex systems to be built from simpler ones or for complex systems to be broken down into their
component parts. Hierarchy helps us to organize, understand, communicate, and learn about
the system and its subsystems. Given a hierarchy of systems, it is possible to sort out and arrange
their corresponding goals and objectives from which a system of priorities of high- or low-level
objectives could be established.

For example, if we wanted to examine the choices we have in traveling from our home to
downtown, we could create a diagram in the shape of a tree, indicating the time, the mode
of travel, and the routes that are available for us to travel (Rowe, 1987). In fact, this diagram,
shown in Figure 2.2, is a type of decision tree that we could use in choosing the way we would
like to travel. This tree diagram indicates a problem-space. It is an abstract domain containing
elements that represent knowledge states to the problem under consideration. It is represented
by nodes for decision points and branches for courses of action. In the case of our decision tree,
we have decided to go to work during the peak period driving our car along Route 2, although
we have many other options. This choice is indicated by the double lines in Figure 2.2.

However, our traditional emphasis of depicting our ideas and choices in the form of trees
is not always realistic. When there are overlaps in choices, the use of semi-lattices becomes
necessary. The reality of the social structure of cities, for instance, is replete with overlaps. Take,
for example, the conflict between vehicle and pedestrian movement in any busy downtown.
You have cars, buses, trucks, and delivery vans competing with pedestrians and bicyclists for

Trip to
/‘No «
Peak hour Off-peak hour
Car Carpool Bus Subway Car Bike Bus  Walk Subway
Al Bob Red  Blue

Express Local
Route Route Route
1 2 3

Figure 2.2 A decision tree of travel choices
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movement and parking. Notice the interaction between taxis and pedestrians and between
parking and motor vehicles shown in Figure 2.3.

Even a system of friends and acquaintances, and their relationships, can be represented by a
semi-lattice as illustrated in Figure 2.4. Consider six individuals, Al, Bob, Chris, Dave, Ed, and
Fred, represented by the letters A, B, C, D, E, and E Their relationships are as follows: C and D
are regular chess partners; D and E play tennis together on weekends; A, B, and C ski together
during the winter months; B, C, and D regularly jog every morning during the summers; A, B,
C, D, and E sing in a choir during the Christmas season; and all six belong to the same country
club. In the corresponding Venn diagram, each set chosen to be a unit has a line drawn around
it. One can see right away how much more complex a semi-lattice can be compared to a tree.
Alexander (1966) says that a tree based on 20 elements can contain, at most, 19 further subsets
of the 20, while a semi-lattice based on the same 20 elements can contain more than a million
different subsets!

Hierarchical systems and their organizations reveal an important phenomenon that can
be summarized in a nutshell: the whole is greater than the sum of its parts. What this means is

Movement of vehicles and pedestrians in downtown

T~

Motorized vehicles Pedestrians

Cars Trucks Taxis Buses Parking lots  Sidewalks

Figure 2.3 Pedestrian/vehicle movement overlap

A, B,CDE

Al Bob Chris Dave Ed Fred
A B C D E F

(@ (b)

Figure 2.4 (a) Semi-lattice structure of six friends and (b) Venn diagram
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that systems have emergent properties. For example, a human being is not the sum of his bodily
parts; neither is a society a sum of its groups’ members. Engineers with their mathematical
training tend to believe in mathematical rigor and are reluctant to readily believe in this prop-
erty, but we all know that the chemical combination of hydrogen and oxygen (which are gases)
produces water that is a liquid having no correspondence with the elements that go to form it.
Emergent characteristics of organizations have provided us with the term synergy to describe
the emergence of unexpected benefits to management through group work. These benefits are
not always assured: sometimes there might be disbenefits attached to well-intentioned emer-
gence.

This is a good place to look at the meaning of system complexity. One of the simplest ways
of understanding complexity is to study the number of elements and the number of relation-
ships between the elements. When the number of parts and their possible relationships grow,
the effect can be devastating as shown in the Figure 2.5. Here, e represents the number of ele-
ments, r their relationships, and s the states (Flood and Carson, 1993). Using the formula 2°, s
grows rapidly as e increases.

2.4 PROBLEM-SOLVING STYLES

Problem-solving styles can be divided conveniently into three categories: (1) trial-and-error; (2)
generate-and-test, and (3) means-ends analysis. The trial-and-error procedure involves finding
a solution to a problem in a random manner, although in most instances there is some sort of
bounding or narrowing down of the strategies that are being examined by the problem-solver.

AR

Elements 1 2 3 4 5 6
©
Relationships 0 1 3 6 10 15
U]
States 21 22 28 24 25 26
(s)

2 4 8 16 32 64

Figure 2.5 Elements, relationships, and states as a measure of complexity
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Naturally, some tacit methods (involving intuition) may be used to evaluate solutions; but suc-
cessive trials are made more or less independent of the results of intermediate tests. Notice that
feedback is at best minimal. An example of the trial-and-error style of problem solving is play-
ing with a jigsaw puzzle without knowing what the true picture looks like. Another example is
the exercise of arranging two dozen pieces of furniture in a house with a floor area of 2000 sq.
ft. to satisfy some general criteria. In both these cases, one could generate hundreds of candidate
solutions by arranging and rearranging the pieces of the puzzle in a fashion that approximates
the criteria prescribed until some acceptable arrangement emerges. This approach is often
referred to as the black box approach referred to in Chapter 1 (Rowe, 1987).

The generate-and-test approach is not enormously elaborate compared to the trial-and-
error procedure. However, its distinguishing feature is that it makes use of information regard-
ing prior trials as the basis for directing further searches for an acceptable solution. This exer-
cise of incrementally moving from worse to better solutions could be conceived as hill climbing,
where the top of the hill is considered to be the best solution (Rowe, 1987). Figure 2.6 shows how
the feedback mechanism operates in the case of the generate-and-test procedure. For a designer
to determine if an error exists between what she is doing and what is needed to meet the goal, she
must monitor her own activities by feeding back a portion of her designed output for compari-
son with her input. If the feedback tends to reduce error rather than aggravate it, the feedback is
called negative feedback—negative because it tends to oppose what the designer is doing.

Figure 2.6 shows two methods: (1) an open-loop control and (2) a closed-loop control,
where the output O(¢) is a function of the input I(f), and the value of the multiplier K depends
on the system’s characteristics. Thus, K = O(#)/I(t). In an open-loop system, with a positive
multiplier K, the output increases in relation to the input, but there is no possibility for the
system to correct itself. Naturally, such systems have to be carefully designed from the onset.

Activity

Input Operator Output
e o

K

(a) Open-loop control

Activity
Input ') Operator %8 Output
O i > o
t
P o

(b) Closed-loop control and feedback

Figure 2.6 (a) Open-loop and (b) closed-loop control
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With a closed-loop control, one can attain much greater reliability because the feedback serves
as a self-correcting mechanism. Here I'(f) = I() — O(¢). In this case, O(t)/I(t) = Kand K’ = K/(1 +
K). When K’ < 1, we define this condition as negative feedback, which makes O(¢) < I(¢). This
means the output decreases with an increase in I(#), thus providing the necessary self-correc-
tion. With positive feedback, K’ > 1, which makes O(t) > I(¢t). This causes I(f) to increase pro-
gressively with each iteration, leading eventually to instability. In actual practice, the feedback
is achieved by using only a small fraction of the output, At, or using the difference between the
standard desired output, S(t), and the output, O(t), as the feedback, A(t) = S(¢) — O(¥).

Means-ends analysis is, in a way, an extension of the generate-and-test procedure, particu-
larly for examining alternative decision rules for different problem solving situations. Remem-
ber that the means of achieving an end is really the technology or mechanism of attaining a
goal. The question, then, is how do we utilize the means to achieve the goal? There are three
essential components associated with this analysis: (1) a prescribed set of actions (means or
technology), (2) a prescribed set of goals (or ends), and (3) a set of decision rules (Rowe, 1987).
In the case of a reasonably well-defined problem where the goals and the technology are known
and proven, means-ends analysis is most effective, particularly when an organizing principle
is selected and applied under conditions of constancy. For instance, if an engineer wants to
replace a stop sign at a busy intersection with a signaling device, all he has to do is determine
the traffic volumes on the approaches together with the nature and frequency of the accidents at
this intersection. If these records indicate that they exceed those prescribed by law or warrant,
he can, without little additional investigation, make the necessary changes. Notice that he has a
goal and the necessary technology, together with the prescribed law, to implement the change.
This is a typical case of a simple problem because there is hardly any ambiguity attached to the
problem or its solution. However, few, if any, engineering problems are as tidy and simple as
this one. Indeed, most engineering and planning problems would fall into categories where the
means, as well as the ends, are nebulous and fuzzy. In such cases the engineer will have to resort
to judgment, negotiation, and compromise as shown in Figure 2.7. The problems encountered
in cells B, C, and D of this matrix fall under the category of wicked problems that are described
later in this chapter. Dealing with situations located in cell D is particularly problematic, and
they are examined in subsequent chapters, particularly under soft systems analysis in Chapter
12 (Khisty, 1993).

Heuristic reasoning is often used in generate-and-test as well as in means-ends analysis.
Basically, it is any principle, procedure, or other device that contributes to a reduction in the
search for a satisfactory solution. It could be considered as a rule-of-thumb that often helps in
solving a certain class of problems, but it does not guarantee a solution. Consequently, heuristic
reasoning involves a decision-making process in which we do not know whether we actually
have a solution until the line of reasoning is completed or all the steps are carried out (Rowe,
1987).
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Ends| Goals and objectives
Means Certain Uncertain
Certain A . C )
Computation Compromise
Uncertain B D
Judgment Chaos or
inspiration

Figure 2.7 Means/ends configuration

Ackoft (1999) suggests that there are at least four ways of treating problems that we encoun-
ter on a day-to-day basis:

1.

We can absolve a problem by simply ignoring that it exists or by imagining (and prob-
ably believing) that it will eventually disappear. People suffering from minor health
problems usually believe that eventually such problems will disappear.

We can also resolve a problem by taking appropriate action, based on our experience
and common sense, combined with our quantitative and qualitative expertise. Such a
resolution results in the removal or suppression of the problem.

We can optimize the result, which is another way of tackling a problem. That is, we
work out an outcome that will optimize the result through experimentation or analyti-
cal means.

We can dissolve the problem. One way of doing this is by redesigning the system con-
taining the problem.

Consider the following situation as an example of tackling problems using Ackoff’s thinking:

A small taxi company rented out its vehicles to drivers on a daily basis but found that
the vehicles were abused and misused, resulting in heavy losses to the company. In the
early months of running the system, the managers ignored the losses, thinking that
in due course the situation would improve. Unfortunately, the damage to the vehicles
steadily increased. As a first step, management tried to resolve the problem by asking
drivers to pay for all the damages they incurred. But this resulted in the company losing
money because drivers were reluctant to rent vehicles from the company. Management
tried to solve the problem by asking drivers to share the damage expenses on a 50/50
basis. While this strategy worked for some time, it eventually got out of hand because
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the company overestimated the share from the drivers (because the recovery included
depreciation of the vehicles). Drivers stopped renting and management lost money.
Finally the company and the drivers came to an agreement that saved the situation.
The company redesigned the rental system. Instead of renting cars on a daily basis, the
company rented their vehicles on a monthly or quarterly basis along with the agree-
ment that damages to the vehicles would be assessed by an independent party. Thus, the
problem was eventually dissolved.

2.5 WICKED PROBLEMS

Attention was drawn to wicked problems earlier in this chapter. Most engineering and plan-
ning problems are really wicked problems as opposed to tame problems, and the ends or goals
are already prescribed and apparent. A common example of a tame problem is the solution of
a quadratic equation. The solution requires application of the rules of algebra to the specific
structure that is given. In the case of wicked problems, both the ends and the means of solution
are unknown at the outset of the problem solving exercise. Rittel and Weber (1973) have char-
acterized wicked problems as:

o Definitive formulation does not exist and additional questions can always be asked,
leading to continual reformulation.

» Stopping places are not defined and someone ends up saying, “That’s good enough!”

» Solutions are neither true nor false, merely good or bad (e.g., there is no such thing as
a true or false plan of a house, just good or bad.

+ Solutions have no immediate or ultimate test.

o Each is a one-shot operation.

» They do not have an exhaustive set of potential solutions.

« Everyone is essentially unique.

o They can be considered a symptom of another wicked problem.

The problem of uncertainty is embedded in all wicked problems along with the problem of
human rationality. More than thirty years ago Simon (1981) developed the theory of bounded
rationality and unbounded uncertainty to describe the rational choice of alternatives, taking into
account the cognitive limits of the designer and the decision maker. This means that, while the
choices are technically rational, they are nevertheless bounded by practical circumstances. In
contrast to maximizing behavior, Simon proposed the concept of satisfying behavior, because
the human mind does not have the capability of choosing from hundreds of alternatives that
might be placed in front of it. Problems connected with rationality and uncertainty seem to
enter the designing and planning process at every turn in the means-ends configuration.



2.6 Measurement and Scaling 25

2.6 MEASUREMENT AND SCALING

2.6.1 Sources of Data

Before we can even make a preliminary examination of a problem situation, we need to have
some basic data. Sources of data can generally be classified as obtrusive or unobtrusive. Obtru-
sive data-collection methods refer to procedures in which data are collected through some form
of direct solicitation in which the researcher is directly or indirectly involved, such as face-to-
face interviews, questionnaires, and many forms of observations. Unobtrusive methods of data
collection are procedures that remove the investigator from the phenomenon being researched,
such as through newspaper accounts, minutes of a meeting, and data banks. Huge data banks
have been set up by the government and by industries devoted to the collection of information
for quantifying basic social indicators, such as population, economic status of various sectors
of society, and so on.

2.6.2 Measurement

Ultimately, all data must be subjected to some form of analysis. One way of doing this is through
measurement. Measuring is a process that involves the assignment of numerals to objects or
events according to rules, or the assignment of numerals to properties. Measurements can serve
as models of events and relationships existing in the real world. The purpose of measurement is
to represent the characteristics of observations by symbols that are related to each other in the
same way that observed objects, events, or properties are related. However, it is important to
remember that the real world is never exactly described by any mathematical measurement or
model. All such descriptions are only approximations. Measurement is essentially required for
control and prediction and is primarily a descriptive process. It allows one to qualify, order, and
quantify certain events and, ultimately, to use the results as a basis for control and the predic-
tion of actual performance.

While measurement in the scientific arena has progressed much further than one encoun-
ters in the behavioral sciences, there is a wide range in the degree of accuracy possible in both
fields. Measurement, in any case, is subject to error, and an estimate of the magnitude of this
error is necessary to determine whether or not the measurements obtained are usable in a prac-
tical situation. There are several possible sources of error in measurement by means of: the
observer; the instrument used for measurement; the environment; and the object or situation
being measured. Accuracy is the measure of the degree to which a given measurement may
deviate from what actually exists. In our study of measurements, we strive to observe data by
the means of refined techniques and to employ careful analysis so that we may be reasonably
assured a degree of accuracy in our results. The principles underlying our methods are part of
the study of mathematical probability and statistics described in Chapters 5 through 9.

Almost without exception we need to have solid and reliable data for our work. Fortu-
nately, we appear to have an abundance of data, so much so that we are literally drowning in an



26 Problem Solving and Designing in Engineering and Planning  Chapter 2

overload of information. But data and information by themselves do not provide us with greater
insight. Data really provide us with facts of the real world, which in turn must be sorted out
to give us focused data for specific problems. Information is needed for problem solving. Our
knowledge base that is built on our experience and technical know-how is what is ultimately
needed for making rational judgments and decisions. Coupled with our knowledge base, we
need to have intelligence, which is the ability to deal with novel situations arising in our day-to-
day engineering practice (Khisty and Khisty, 1998).

2.6.3 Scales of Measurement

Scales of measurement are used almost daily by distinguishing among objects and responding
appropriately to them. In engineering it is desirable to make distinctions of degree rather than
quality. Four types of measurement scales are in general use (Patton and Sawicki, 1995):

1. Nominal data are classified into exhaustive, mutually exclusive but unordered categories.
Individual items such as football players or car models are placed in a number of categories. For
example, we can describe football players as numbers 29, 45, 63, and so forth, or car models
can be sorted into Fords, Toyotas, or Buicks. We can also sort things by means of symbols; by
assigning numbers it is possible to classify a given population into males and females with 1 =
males and 2 = females. This scale contains the least information because it concerns only the
allocation of a label or name. A special kind of nominal scale is the binary scale that can express
a partial order such as yes/no. Also, if items or objects are compared as pairs, a binary scale can
be used to denote whether an item is better/worse or larger/smaller than other items.

2. Ordinal data are classified into exhaustive, mutually exclusive, and ordered categories. Al-
though it is qualitative, the ordinal scale contains the most information because the numbers in
this scale give a rank order. For example, the ranking of students can be accomplished in several
ways, but one particular example would be:

Students A B C D E F
Rank in math 4 3 1 6 2 5

3. Interval data are classified on a scale that permits them to be measured exactly using gen-
erally accepted units of measurements. This is truly a quantitative scale, but the origin is neither
known nor defined although the intervals are the same. Some statistical tests, such as an F- or
t-test can be applied. For example:

Room temperature (degrees F) 30 40 50 60

Properties such as height, temperature, time, income, intelligence quotient, and air pollu-
tion are examples measured with the help of interval scales. Again, thermal measurement is a
good example. Here the choice of zero is arbitrary; and the equally spaced intervals do not have
comparable magnitude (e.g., 30°F is not twice as hot as 15°F).
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4. Ratio data are classified on a scale that permits them to be measured exactly using gener-
ally accepted units of measurements and include a nonarbitrary zero point. In this scale, the
origin (e.g., zero) in a temperature scale is known or defined:

Room temperature (degrees C) —-40 -20 0 20 40 60

5. Comparative data are commonly used in evaluation forms, for example, on test scores:

Top 1% 5% 10% 25% of the class

6. Attitude data are standardized techniques commonly used to develop scales or indices.
Lickert scales provide a selection of five categories of response for each item: strongly approve,
approve, undecided, disapprove, and strongly disapprove. These are ranked from 1 to 5, re-
spectively, and the ranked items are then totaled to obtain an individual score for each item.
Although Lickert scales are generally used for measuring attitudes, variations of the technique
may be applied to behavioral measurement such as regularly, frequently, sometimes, rarely, or
never. The semantic differential scaling technique is another method used in attitude surveys. It
consists of two polar adjectives such as good-bad and positive-negative with ratings, depending
on the breadth of response desired, but usually 0 to 5, 7, or 10. The respondent’s score is calcu-
lated by summing the ratings of all evaluated items.

We can demonstrate how these different scales are used through a simple example. Let us con-
sider three cities A, B, and C with populations of 50, 25, and 90 thousand respectively. Table 2.1
indicates how the scales are used and Table 2.2 provides some of their more important charac-
teristics.

In summary, a nominal scale provides a set of names, categories, classes, groups, qualities,
and general responses. An ordinal scale consists of objects in a particular order or rank. An
interval scale is a set of numbers having a given, fixed interval size but no absolute zero point.
Lastly, a ratio scale consists of a set of numbers having a given, fixed interval size and an abso-
lute zero point.

We will be returning to the subject of measurement when we work on topics dealing with
probability and statistics in Chapters 5 through 9.

TABLE 2.1 Examples of various scales and their applications

Scale Example Comments

Nominal A B C Cities

Ratio 50K 25K 0K Population on 1/1/99
Binary 1 0 1 0 < 40K, 1> 40K
Ordinal 2 1 3 Rank by population

Interval A -B=25K A-C=40K Differences in population
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TABLE 2.2 Scales of measurement

Scale Comparisons Typical example Measure Tests

Nominal Identity Male-female; Mode Chi-square
Black-white

Ordinal space or order Order Social class; Median Rank-order
Graded quality

Interval Comparison of intervals Temperature scale; Mean t-test, ANOVA
Grade point average

Ratio Comparison of absolute Units sold; Geometric or Same as interval

magnitudes Number of buyers harmonic mean

2.7 SYSTEM MODEL TYPES AND MODEL BUILDING

This section describes system models in general and provides some clues regarding how they
are used in everyday applications. Some of the more familiar models used in engineering are
discussed first and then the modeling approaches introduced in future chapters are described.

2.7.1 Model Types

There are so many varieties of models used in engineering and planning that any kind of descrip-
tion will always leave out some that should have been included. We start with the simplest and
then proceed toward the more sophisticated ones (Flood and Carson, 1993).

Descriptive models are used to present detailed specifications of what needs to be accom-
plished for a project, plan, or design. It is a concise description of a problem situation that pro-
vides the framework for the problem solution.

Iconic, graphic, and diagrammatic models include toy trains, airplanes, dolls, teddy bears,
and other three-dimensional representations of physical objects such as we all played with as
children. Even photographs, graphs, maps, pictures, blueprints, and diagrams, which are, in
some cases, two-dimensional representations of three-dimensional objects, fall under the cat-
egory of iconic models. In more recent years, the use of rich pictures has become quite common.
They help to capture a subjective interpretation of messy, complicated situations. Rich pictures
represent and summarize findings and ideas, mostly in pictures and words. They have been
successful in representing ideas and processes in soft system methodology. Examples of rich
pictures are given in Chapter 12.

Analogue models represent a set of relationships through a different, but analogous, me-
dium. A car’s speedometer, for example, represents speed by analogous displacement of a gauge.
Hydraulic engineers have used an analogue computer with great success to represent the behav-
ior of a water distribution system for a city.

Mathematical or symbolic models are used without most of us knowing what they are. When
we write down the equation of a straight line as Y = AX + B, we are making use of a mathematical
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model. Mathematical equations provide a repertory of ready-made representations. These rep-
resentations are an effective means for predicting, communicating, reasoning, describing, and
explaining, in concise language, our understanding of all kinds of relationships.

Decision models help us to make the best decisions in any given situation. Many of the
mathematical and symbolic models described are used to achieve a particular objective or pur-
pose. For instance, if we want to fly from New York to Istanbul, we can choose from at least
fifteen options of reliable airlines that offer such service with some 30 different departure and
arrival times between these two cities coupled with offers of stopovers in say, London, Frank-
furt, or Paris. But one of our main considerations is to get the lowest fare with the best service.
There are, of course, other considerations such as which airline offers the best frequent mile-
age option. How will we come to a decision about the choice of an airline? This book describes
models that help us unravel the mysteries of decision making. An important role in such model
building is to specify how the decision variables will affect the measures of effectiveness and
the measures of cost. In my problem of choosing the best airline, I could specify my decision
variables and match them with my decision objectives.

In addition to classifying models, there is another way of slicing the cake. This classification
is through considering models as deterministic or probabilistic. Deterministic models are those
in which all of the relevant data are assumed to be known with certainty. For instance, if we
wanted to build a house and were provided ahead of time with the construction schedule for
each of the 25 major tasks needed to complete the house, along with the manpower and budget,
we would be able to tell with some degree of certainty when the house would be completed. This
type of deterministic model is widely used adopting the Critical Path Method (CPM) described
in Chapter 10, along with the use of other models belonging to this category, such as linear
programming. Many of them are optimization models that help us to figure out how we could
minimize the cost or maximize the output.

Probabilistic (or stochastic) models, on the other hand, assume that the decision maker will
not know the values of some of the variables with any degree of certainty. For instance, if we
did not know with any precision the exact time needed to complete some or all of the 25 tasks
that went into constructing the house we want to build, we would have to modify the CPM
model and resort to the somewhat more sophisticated method Program Evaluation and Review
Technique (PERT) to assess the probable time of completion. PERT takes into consideration the
probability of completing each task in a specified time by specifying limits on the time needed
for each task. These limitations modify the original CPM into a more realistic model of the real
world. Notice that the degree of certainty/uncertainty is crucial in working with probabilistic
decision making. Models under this general category are widely used in engineering and plan-
ning and can be further classified according to:

o Decision under risk—each state of nature has a known objective probability.
» Decision under uncertainty—each action can result in two or more outcomes, but the
probabilities of the states of nature are unknown.
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o Decision under conflict—courses of action are taken against an opponent who is trying
to maximize his/her goal. Decisions made under conflict fall under the area of inquiry
known as game theory.

2.7.2 Models Used in Planning and Engineering

We have already noticed that there are differences between models in science and those in planning
and engineering. We also noted that the models we encounter in science are closely connected with
the natural world, while those we deal with in engineering are with the artificial (or man-made)
world. Besides these two major distinctions there is yet a third difference. Science tends to generate
models to understand the world as it is, whereas the goal of engineering is to construct models that
will help us to deal with situations as they ought to be. This preoccupation of engineering with what
ought to be is achieved through the process of analysis, synthesis, and evaluation.

To put in perspective what we have learned so far, let us consider the basic input/output
model connected by means of a black-box. A simple depiction of this—an Inquiry System (IS)—
is shown in Figure 2.8. An IS is a system of interrelated components for producing knowledge
on a problem or issue (Mitroff and Linstone, 1993). The inputs are the basic entities that come
into a system from the real world in the form of data and information and form the valid start-
ing point of the inquiry. Next, the IS employs different kinds of operators (or models). These
operators use the basic inputs to transform them into the final output of the system. One can
use any number of operators to churn out the output, ranging from heuristic methods to highly
sophisticated mathematics, to produce the output or result. But the most important component
of this system is the guarantor or the component guaranteeing the operation of the entire sys-
tem. It literally influences everything that goes on in the model.

Let us consider a simple problem: A clever community fundraiser collects donations on
the basis that each successive contributor will contribute 1/20 of the total sum already collected
to date. The fundraiser makes the first contribution of $100. How many contributors does she

Operator

who
Input transforms Output
inputs into
outputs

Data Valid
Knowledge knowledge

Facts needed for
Know how action

‘ Guarantor: What guarantees ’
that the inputs, outputs, and the

operator are correct?

Figure 2.8 An inquiry system (adapted from Mitroff and Linstone, 1993)
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need to cross the $1 million target? This is a bounded and well-structured problem without any
ambiguity. We can consult a standard textbook on capital budgeting (or refer to Chapter 3) giv-
ing a formula for compound interest calculations and assign an output of # = 189. It would then
be easy to see what the input is, what is in the black box, and also how we can be assured that
the answer is right. The guarantor in this case is the formula given in the textbook on capital
budgeting. We are assured that the answer is correct by working the problem backward from
the output to the input via the black box. Not all problems are this simple. For example, if we
were asked to define and solve the crime problem of downtown Chicago, we would have to get
experts in a score of disciplines just to identify the problem, let alone solve it!

2.8 PROBLEM SOLVING THROUGH GROUP OR COMMITTEE ACTION

Engineers are often confronted with a complex problem where one can safely say that two heads,
or more, are better than one. In such cases there are many advantages of using individual experts or
consultants and groups of individuals who can work on a wide variety of problem situations using
their collective store of information, intelligence, experience, and wisdom. As we have seen, the
emergent properties of group decisions can result in spectacular outcomes. Two such methods are:

1. Brainstorming: It has been realized that ideas and inventions have often started from dif-
ferent points and yet reached similar results. While chance and accident often seem to play an
important part in discovery, so too has brilliant and disciplined thinking as well as a persistence
that amounts to obsession. There is a school of thought that believes that a vast accumulation of
imperfect ideas and information is always lying dormant, lacking only some element to bring
them to life. The advantage of collaborations of scientists, engineers, and lay people sitting to-
gether for creative thinking or for a brainstorming session was soon realized and has been used
quite extensively worldwide.

Usually a group gathers together, examines a problem, and fires off the first ideas that come
to mind. All criticism, both by word or implication, is ruled out. The wilder the ideas that
emerge, the better. The objective is to get as many varied ideas as possible and to build on and
improve the responses. The result of the session is a mass of ideas; most of them admittedly
quite impractical, but a few worthy of closer attention. It is these few ideas that are likely to pro-
duce a bunch of keys for solving the problem that would not have been achieved by the exclusive
use of conventional methods. There are no standard practices prescribed, but experience has
indicated that great attention has to be paid to the selection and composition of the team, the
presentation of the problem, an atmosphere of openness without the least hint of criticism, the
recording process (which needs to be as unobtrusive as possible), and finally the assessment of
ideas (Khisty, 1968).

2. The Delphi method: It is claimed that the Greek Oracle of Delphi was capable of coming
up with forecasts of important future events based on the analysis of such things as the entrails
of birds and animals. Of course, such forecasts could be interpreted in several ways, some of
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them quite ridiculous and contradictory. But only the experts (who were gifted with special
powers) were able to come to any kind of agreement about the interpretations.

There are many advantages to several people from various disciplines sitting together in a
brainstorming session tackling a problem. However, the founders of the Delphi method at the
Rand Corporation felt that a dynamic procedure for coming to a consensus regarding a prob-
lem solution through the use of questionnaires given to experts in the area of inquiry would be
fruitful. The use of Delphi is not limited to consensus building, but rather on seeking relevant
parameters for models of reality (what is) as well as on what ought to be or what is possible.
In some ways the Delphi resembles a jury system with several characteristics worth noting.
First, during a Delphi sequence there is total anonymity and responses are handled through
well-worded questionnaires. Second, the committee chairperson extracts from the responses
only that information relevant to the issue and then presents them to the committee. Third,
a collective statistical summary is re-fed to the experts for another round of responses. Such
feedback and further responses continue for as many rounds as it takes to reach some kind of
consensus.

When viewed as a communication process for problem solving, there are few areas of hu-
man endeavor that do not qualify as candidates for the application of Delphi. For example, apart
from the usual forecasting applications, Delphi has been widely used for evaluating budget al-
location for projects, exploring various urban and regional planning options, putting together
the structure of a complicated economic model, exploring social and economic goals and pri-
oritizing them, and the list goes on (Daellenbach and Flood, 2002). We now examine the Delphi
process through a simple real-world example.

Example 2.1 Four construction management experts were asked to estimate the duration for
completing a complex reconstruction repair to a hydroelectric plant. Their responses (after
thorough, detailed calculations) are provided. Each expert was given the same information
and data. Their individual responses were confidential. The only feedback provided after each
round was the mean and standard deviation:

Rounds

Expert | [} 1} v
A 12 11 9 9

B 8 8 9 9

C 7 9 10 9

D 5 7 8 9
Mean 8.00 8.75 9.00 9.00
Standard deviation 2.55 1.48 0.71 0.00

Continues
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Example 2.1: Continued

In four rounds, the convergence of the responses from the four experts boiled down to 9 mo.
It was theoretically not necessary that we wanted perfect conformity of answers from these
experts. For example, had the committee chairperson specified that the convergence would
be acceptable with a standard deviation of 1.00 and the mean was between 8 and 10, then it is
possible that the exercise could have ended after the third round. It is the decision maker who
specifies whether the collective result is acceptable and under what conditions.

SUMMARY

This chapter provides an overview of the problem solving and design process with special
emphasis on their role as tools for engineers and managers. One has to be equipped to deal with
tame problems and wicked problems on a day-to-day basis. For this reason, the need to classify
models and understand what they are capable of doing is all important. This chapter has also
dealt with data and information and ways to handle them in a preliminary way. Lastly, a brief
description of problem solving using collective thinking has been included. This will prove use-
ful in tackling complex problems requiring group opinion.
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EXERCISES

1.

What is your understanding of the relationship between information, data, models, and
design? Illustrate this with the help of a rich picture.

Set up a 3 x 3 magic square and fill the nine cells with the numbers 1 through 9 (without
repeating them), such that the rows, columns, and diagonals of the matrix add to 15.

Recall the names of your friends and set up a semi-lattice diagram of their activities—don’t
forget to add yourself to the number—similar to the example illustrated in the text. Draw a
Venn diagram to represent the semi-lattice.

If you wanted to choose between three or four summer jobs you were offered, indicate by
way of a tree or semi-lattice how you would make a final decision.

Using the feedback form of a control system, identify the appropriate parts of the following
systems:

(a) Driving an automobile along a freeway, adhering to a speed limit of 65 mph
(b) Controlling an angry mob that is going out of control
(c) Washing clothes in an automatic washing machine

Classify the following problem situations according to the means/ends matrix:

(a) Fixing a flat tire on the freeway

(b) Sitting in a committee meeting where one of the topics on the agenda is to debate
the distribution of money for various social activities in your neighborhood

(c) Sitting in a large committee of experts dealing with the problem of the homeless in
downtown

How would you categorize the following situation according to the various measurement
scales mentioned in the text?

(a) Technical and economic factors of a city

(b) Political and social factors of a city

(c) The area of land in each square mile of a city having a slope varying from zero to
20°

(d) The number of veh/mi traveled in Chicago in 1998
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11.

12.

13.
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(e) Military ranks in the U.S. Army, Navy, and Air Force

(f) Ratings of cars in terms of gasoline consumption

(g) Number of people using the park by day of the week

(h) The popularity of the mayor of your city

(i) The dollar amount by which the five bids for 10 mi of a highway exceed the esti-
mated amounts

Think of a truly wicked problem you have encountered or have read about in the news-
papers. Briefly describe the gist of the problem and then apply Rittel and Weber’s charac-
teristics to check whether this is truly a wicked problem. (Hint: The crime problem in the
inner city could be an example, but there may be better examples that you probably know
about.)

Suppose your city’s bus service has just received funding for expanding the bus lines by 25
percent. How would you set up a simple optimization model to help the planners choose
the new routes and/or to modify existing routes? What minimum data would be needed
upfront to set the priorities?

Suppose you are a student representative serving on the university parking committee with
the task of finding the parking demand for students, staff, and faculty for 2015. How would
you organize a brain storming session to resolve this issue or a Delphi exercise using four
to five experts?

Think of a problem you were confronted with and analyze it to demonstrate whether you
absolved, solved, resolved, or dissolved it. If you went through more than one strategy, give
reasons why you did so.

A student in an undergraduate engineering program discovers that she is weak in math-
ematics. Initially she ignores the poor midterm grade she gets in math. Two weeks later
she decides to attend a crash refresher course to remedy the weakness but notices that the
extra time she is spending with this course is hurting her ability to do well in other courses.
Finally she consults her academic adviser who suggests she reschedule her time to optimize
her ability to gain good grades in all her courses. She does much better in the following
semester. Analyze and comment on her strategies.

In the last decade hospitals have become more automated, employing modern instrumen-
tation and computers to do most of the mechanical and tedious work. What are the advan-
tages and disadvantages of this new trend? Are there obvious dangers of depending too
much on modern technology? How would you eliminate these dangers?
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Basic Engineering
Economics and
Evaluation

3.1 INTRODUCTION

This chapter is divided into two parts. The first part (Sections 1 through 8) introduces the basic
concepts of engineering economics. This consists of a standard set of procedures for determin-
ing the relative economic value of alternative capital investments. The second part (Sections 9
through 19) extends these basic concepts and shows how engineers choose the best alternative
from a set of several feasible alternatives.

Engineering economics is a branch of economics used by engineers to determine the rela-
tive economic value of a set of alternative capital investments for engineering projects. Project
appraisal and cost-benefit analysis require knowledge of engineering economics. Engineers and
planners are concerned with money whether its use or exchange is in the private or public sec-
tor. In the language of economics, articles produced, sold, or exchanged are known as goods. At
least four sectors of production are necessary to produce a good: (1) labor, (2) land, (3) capital,
and (4) enterprise. Capital includes the money, machinery, tools, and materials required to pro-
duce a good. The opportunity cost of capital is measured by the interest rate, and the interest on
capital is the premium paid or received for the use of money. Here, opportunity cost represents
the cost of an opportunity that is foregone because resources are used for a selected alternative
and, therefore, cannot be used for other purposes. The interest rate that relates a sum of money
at some date to its equivalent today is called the discount rate.

3.2 NOTATIONS

The following symbols and definitions are used unless otherwise stated:

P = Principal; a sum of money invested in the initial year, or a present sum of money
i = Interest rate per unit of time expressed as a decimal
n = Time; the number of units of time over which interest accumulates
I = Simple interest; the total sum of money paid for the use of the money at simple
interest
F = Compound amount; a sum of money at the end of # units of time at interest i, made
up of the principal plus the interest payable

37
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A = Uniform series end-of-period payment or receipt that extends for n periods
§ = Salvage or resale value at the end of n years

3.3 SIMPLE INTEREST

When one invests money at a simple interest rate of i for a period of n years, the simple interest
bears the following relationship:

Simple interest =P x i x n (3.1)

The sum, I, will be added to the original sum at the end of the specified period, but it will remain
constant for each period unless the interest changes.

Example 3.1 Anamount of $2500 is deposited in a bank offering 5% simple interest per annum.
What is the interest at the end of the first year and subsequent years?
Solution
I=(2500)(0.05)(1) = $125

The interest for the second and subsequent years will also be $125. In other words, at the end
of the first year, the amount will be $2625; for the second and subsequent years, it will again
be $2625.

3.4 COMPOUND INTEREST

When interest is paid on the original investment as well as on the interest earned, the process is
known as compound interest. If an initial sum, P, is invested at an interest rate, i, over a period
of n years:

F=P(1 +i)" (3.2)
or
_ 1
P—F(I_H)n (3.3)

If interest i is compounded m times per period n:
. nXm
F= P<1 + L) (3.4)
m

As m approaches infinity (o), Equation 3.4 can be written as:

F = pe™” (3.5)
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or
P = Fe™" (3.6)

Equations 3.5 and 3.6 are used when resorting to continuous compounding, a method frequently
used. Factors (1 + i)" are ¢”" and called compound amount factors (CAF), and (1 +i) "and ™"
are called present worth factors (PWFs) for a single payment.

Example 3.2 What is the amount of $1000 compounded at (a) 6% per annum, (b) at 6% per
every quarter, (c) at 6% per annum compounded continuously for 10 yr?

Solution
(a) Here, i = 0.06, n = 10, and m = 1. Equation 3.2 becomes:
F = 1000(1 + 0.06)" = 1000(1.79085) = $1790.85
(b) Here, i = 0.06, n = 10, and m = 4. Equation 3.4 becomes:
F=1000(1 + 0.06/4)""" = 1000(1.81402) = $1814.02
(c) Here, i = 0.06 and n = 10. Equation 3.5 becomes:
F =1000¢""*"" = 1000(1.82212) = $1822.122

Example 3.3 What is the effective interest rate when a sum of money is invested at a nominal in-
terest rate of 10% per annum, compounded annually, semiannually, quarterly, monthly, daily,
and continuously?

Solution Assume the sum to be $1 for a period of 1 yr. Then the sum at the end of 1 yr compounded:

Annually =1(1 + 0.1)" = 1.10, therefore, the interest rate =10%
Semiannually = 1(1 + 0.1/2)"* = 1.1025, therefore, the interest rate =10.25%
Quarterly =1(1 + 0.1/4)™ = 1.10381, therefore, the interest rate =10.381%
Monthly =101 + 0.1/12)"2=1(1 + 0.1/2)""* = 1.10471, therefore, the interest rate = 10.471%
Daily =1(1 + 0.1/365)"*% = 1.10516, therefore, the interest rate = 10.516%
Continuously =1 x e*' = 1.10517, therefore, the interest rate =10.517%

Discussion

The comparison illustrates the difference between nominal and effective interest rates. The ef-
fect of more frequent compounding is that the actual interest rate per year (or effective interest
rate per year) is higher than the nominal interest rate. For example, continuous compounding
results in an effective interest rate of 10.517% compared to a 10% nominal interest rate.
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3.5 UNIFORM SERIES OF PAYMENTS

If instead of a single amount there is a uniform cash flow of costs or revenue at a constant rate,
the following uniform series of payment formulas are commonly used.

3.5.1 Compound Amount Factor (CAF)

The use of the CAF helps to answer the question: What future sum (F) will accumulate, assum-
ing a given annual amount of money (A) is invested at an interest i for n years?

F=A[—(1+i.)"_1]=A(—x‘.1> (37)

1 3

where < X 7 1 ) is the uniform series CAE

3.5.2 Sinking Fund Factor (SFF)

The Sinking Fund Factor (SFF) indicates how much money (A) should be invested at the end of
each year at interest rate i for n years to accumulate a stipulated future sum of money (F). The
SEF is the reciprocal of the CAFE.

S L B I i
A_F[(1+i)"—1]_F(x—1) (3.8)

) is the uniform series SSE.

where( d
x—1

3.5.3 Present Worth Factor (PWF)

The PWF tells us what amount (P) should be invested today at interest i to recover a sum of A
at the end of each year for n years:

_ L a+d"=11_ [x—1
P_A[ (1+ i) ]_A< xi ) (39)

where < X ;1 1 ) is the uniform series PWE

3.5.4 Capital Recovery Factor (CRF)

The Capital Recovery Factor (CRF) answers the question: If an amount of money (P) is invested
today at an interest i, what sum (A) can be secured at the end of each year for n years, such that
the initial investment (P) is just depleted?

_ ia+9" |_ xi
A= P[—(l it 1]— P(—x_ 1) (3.10)

CREF is the reciprocal of PWE Another way of considering CRF is: If a sum of P is borrowed today at
interest rate 7, how much A must be paid at the end of each period to retire the loan in # periods?



3.5 UNIFORM SERIES OF PAYMENTS 41

Example 3.4 If the interest rate is 5% per annum, what sum would accumulate after 6 yr if $1000
were invested at the end of each year for 6 yr?

Solution

S 0 ?“— 1 ‘ _ 1000((1.05)“ =

0.06 ) = 1000 x (6.80191) = $6801.91

Example 3.5 A realtor buys a house for $200,000 and spends $1,000 per yr on maintenance for
the next 8 yr. For how much should she sell the property to make a profit of $40,000? Assume
i =12% per annum.

Solution Future value of $200,000 in 8 yr:
F = P(1 + i)" = 200,000(1.12)" = 200,000(2.475963) = $495,192.63

Future value of annual maintenance:

F=A

+ nn e . " et
'(l—?—l] = “’00(*{%)12—1 ) = 1000(12.29969) = $12,299.69

Minimum selling price after 8 yr with a profit of $40,000:
=495,192.63 + 12,299.69 + 40,000 = $547,492.32

Example 3.6 The city transit system needs to set up a sinking fund for 10 buses, each costing
$100,000, for timely replacements. The life of the buses is 7 yr and the interest rate is 6% per

annuin.
Solution
A =F ml = 100,000 X 10(%) = 1,000,000(0.119135018) = $119,135.02 per yr

Example 3.7 A contractor wants to set up a uniform end-of-period payment to repay a debt of
$1,000,000 in 3 yr, making payments every month. Interest rate = 12% per annum. What is the
CRF?

Solution

;= 012

19 =0.01 permoand n=3 x 12 = 36 mo

i(1+0)" 0.01 X (1.01)*
A= P[ﬁl = 1,000,000((101)+_i) = 1,000,000(0.033214309) = $33,214.31
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3.6 UNIFORM GRADIENT SERIES

When a uniform series of a number of payments are increasing each year by a similar amount,
it is possible to convert them to an equivalent uniform gradient. If the uniform increment at the
end of each year is G, then all the compound amounts can be totaled to F:

1+49)"—1
F=Q[¢]—ﬁ (3.11)
i i i
To convert this sum into an equivalent uniform period payment over # periods, it is necessary
to substitute the sum for F in the SFE, giving:
G _ nG

A== -
i i

i
m] (3.12)

Example 3.8 The maintenance on a transit bus system amounts to $20,000 by the end of the first
year, increasing $5000/yr for the subsequent 5 yr. What is the equivalent uniform series cost
each year with interest at 5% per annum?

Solution

i i

(1+i)"—1| 005 0.05 \ (1205)" i

5,000 55,000
=005 00 1809748) = 1000,000 — 90,487.40 = $9,512.
0.05 o005 \0-1809748) = 1000,000 — 90,487.40 = $9,512.60

i l_ 5000 5X5,000(  0.05 )

Therefore, the uniform series equivalent annual cost is:
20,000 + 9,512.60 = $29,512.60

for each of the 5 yr.

3.7 DISCRETE COMPOUND INTEREST FACTORS

The various factors are summarized in Table 3.1 and their relationships are shown in Figure 3.1.

Figure 3.1 Relationships among factors
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Table 3.1 Summary of factors

Symbol Factor Equation Symbolic form Find Given
A Single payment:
1. Compound amount F = P[x] (F/P,i,ny F P
2. Present worth P = F[1/x] (P/Fi,ny P F
B Uniform series:
3. Compound amount F=Alx- 11 (F/Ai,n) F A
4. Sinking fund A = FAilx - 1)] (A/F.in) A F
5. Present worth P = Al(x - 1)/ix] (P/Ai,n) P A
6. Capital recovery A = Plix/(x = 1)] (A/P,i,n) A P
C Arithmetic gradient:
7. Uniform series equivalent A =G{1/i = (n/ifx - 1))} (A/G,i,n) A G

Notes: The factor (1 + /)" is known as the single payment CAF and is equal to x. In a similar manner, the expression in each equation
within square brackets is the factor corresponding to the description as shown in the table; for example, [ix/(x — 1)] = CRF.

3.8 UNIFORM CONTINUOUS CASH FLOW AND CAPITALIZED COST

The present worth of a uniform continuous cash flow is the amount P invested at an interest rate
i that will produce a cash flow of a per period for n periods. Consider a small time interval from
t to t + Ot during which the flow will be adt and the present worth of this element is

(@)(8t)(e™.

The present worth of the entire flow is:

: B B 1—e 1—e*
P = it Jp = _a ity |t — — =€ »
Ofae (e )16 a( l. ) an( . ) anf, (3.13)

n

The term f,, = (1 — ™) is the PWT for uniform flow; it is useful in making comparisons of equip-
ment and services with different service lives by reducing them to their present values.

Capitalized Cost (CC) is the present value of a series of services or equipment scheduled to
be repeated every n periods to perpetuity. If P is the amount that must be paid every n period,
where 7 is the life of the equipment, then the CC is:

K=P+Pe™"+Pe™™+Pe+...+

Summing this geometric series gives:

- 1 - e” \_ p[_1_
-
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Example 3.9 The Department of Transportation is faced with a problem. Should it rent trucks

Solution

for $480 a mo each or buy the trucks for $33,000 each, assuming the useful life of a truck is 10
yrand i = 14%?

= e it
Present value of rented truck = an (T)

where a = 480 x 12 = $5,760 per yr.

Therefore:
=L 1410

Ji=le
= 5,760 x 10[ L=e——
ke oo O( 0.14 % 10

) = 5,760 X 10(0.538145) = $30,997.15 < $33,000

It is more advantageous to rent trucks.

Example 3.10 A comparison between two types of bridges has to be made using the following

Solution

details:
Type Steel Wood
Initial cost $400,000 $250,000
Paint and maintenance $40,000/10 yr $25,000/2 yr
Life 40 yr 20 yr
Interest rate 9% 9%

In the long run, which type of bridge is cheaper?

Using Equation 3.14, the CC for each bridge type is computed considering the initial cost and
the periodic paint and maintenance costs. The results are summarized in the following table:

Solution Steel bridge Wooden bridge

First cost K, =P[1/(1-¢e™)] K, = 250,000[1/(1 — &% **%]
= 400,000[1/(1 — %% %)) =250,000(1.198031)
= 400,000(1.02809)
= 411,236.51 = 299,508.41

Paint and maintenance K, = 40,000[1/(1 - e~ '9] K, = 25,000[1/(1 - %3]
= 400,000(1.69512) = 25,000(6.070547)
= 67,404.71 =151,763.68

Total $478,641 $451,272

Based on the calculations shown, the wooden bridge is cheaper.
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3.9 EVALUATION

The term evaluation is used in planning and engineering to refer to the merits of alternative
proposals. The essence of evaluation is the assessments of the comparative merits of different
courses of action. One of these actions may include the do nothing alternative.

Engineering and planning alternatives are concerned with problems of choice between mu-
tually exclusive plans or projects (e.g., the examination of alternative investment proposals to
alleviate severe traffic congestion in the city center). Evaluation methods may be applied to the
problem of choice between sets of independent plans or projects as well as mutually exclusive
ones.

In general, engineering projects in the private sector are built for motives of profit, while
in the public sector the purpose is, ultimately, for the raising of living standards and for social
benefit, or possibly for political motives. Political motives are not amenable to economic analy-
sis or justification. A value can, however, be put on social benefits and losses. Even if a decision
determines as accurately as possible what consequences will flow from each alternative action,
preferences still need to be formulated, particularly when a variety of objectives are involved.
In such a case, the crux of the problem is that it is impossible to optimize in all directions at the
same time. It is this ubiquitous problem, known as the multiattribute problem, that makes it dif-
ficult to determine preferences among outcomes.

The bottom line seems to be that whereas the basic concepts of evaluation are relatively
simple, the actual process of evaluating projects or plans is complex and riddled with contro-
versy. Although engineers and planners try to clarify difficult issues that should be consid-
ered by decision makers, it is not uncommon for decision makers to override the results of the
analysis. Therefore, it should be clearly borne in mind that analysis and evaluation are primarily
performed by engineers, economists, and planners, whereas the choice of an alternative is made
by decision makers.

3.10 FEASIBILITY ISSUES

The solution to a problem should invariably be checked to see whether it is suitable for the situ-
ation, acceptable to the decision makers and the public, and one that can be eventually imple-
mented, given the investment. Naturally, at some stage or another, a proposed improvement
will be required to satisfy engineering, economic, financial, political, environmental, ethical,
and social feasibility. For this kind of comprehensive investigation, it is necessary, in complex
situations, to obtain the services of economists and sociologists to do justice to the analysis.

Engineers and planners are familiar with the large assortment of analytical tools used in
evaluating alternatives. However, in most cases, decision makers demand far more informa-
tion and justification on the consequences of different alternatives than what is contained in
the analysis developed by technicians. Much of this additional information may be qualitative
rather than quantitative.
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3.11 EVALUATION ISSUES

Most evaluation methodologies utilize some form of rating system. Evaluators calculate an
index or score, indicating how the welfare of society (or the quality of life) would be affected if
a particular alternative was implemented. In effect, they convert all impacts into commensurate
units so that they can be added and compared.

Cost-benefit analysis was one of the first evaluation methods, used extensively, that in-
cluded a systematic rating procedure and has, in the last 25 years, been used widely to evaluate
all types of public actions. Its rating procedure, although complex, follows the simple arithmetic
of placing a monetary value on each impact. The monetary ratings are then aggregated to de-
termine whether benefits exceed costs. The fact that the cost-benefit method has a number of
weaknesses led to the development of several other evaluation techniques.

Some evaluation methodologies have established complex procedures for quantifying so-
cial welfare ratings. Most of them appear scientific and objective. It does not really matter how
sophisticated these methodologies are because, ultimately, the ratings constitute value judg-
ments. Each method has its own weakness. Indeed, each method could possibly lead to a dif-
terent conclusion.

Several questions naturally stem from this broad description of evaluation methodologies:

» How should evaluation techniques be selected?

o Are economic values sufficient for weighing the costs and benefits of a contemplated
public action?

o How are intangible impacts quantified?

» How can equity issues be considered in evaluation?

o How should the concept of time be treated in evaluations?

» How can discount rates be estimated?

Some of these issues are discussed in this chapter.

3.12 THE EVALUATION PROCESS

The scope of the evaluation process is outlined in Figure 3.2. The evaluation process focuses on
the development and selection among several alternatives and is completed in three parts:

1. An evaluation work plan
2. A comprehensive analysis
3. A report containing the results of this analysis

The level of detail and rigor associated with each of these activities will naturally vary from
project to project. Figure 3.3 shows a conceptual framework for the evaluation of improve-
ments. It identifies the key inputs to the evaluation process, the potential impacts associated
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Figure 3.3 Conceptual framework for evaluation

with improvements, and the considerations in evaluating the overall merit of improvements.
Figure 3.3 also illustrates the interrelationships among the activities constituting the evaluation
process, including the iterative nature of evaluation associated with large-scale improvements
that often require successive revision and refinement as more critical information is forthcom-
ing about their potential impacts and feasibility.
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The economic and financial evaluation process of engineering improvements reflected in
this section has three major components: (1) the establishment of evaluation criteria, (2) the
estimation of costs, impacts, and performance levels, and (3) the overall evaluation of alterna-
tive improvements using cost-efficiency and cost-effectiveness techniques as described later in
this chapter.

This process is based on the following principles that underlie good practice in evaluation
(Meyer and Miller, 2000):

o It should be based on a careful examination of the range of decisions to be made and
the issues or important considerations involved in making these decisions

o It should guide the generation and refinement of alternatives, as well as the choice of
a course of action

« Both qualitative and quantitative information should be used

o Uncertainties or value-laden assumptions should be addressed and explained

» All of the important consequences of choosing a course of action should be included

» Evaluation should relate the consequences of alternatives to the goals and objectives
established

» The impact of each alternative on each interest group should be spelled out clearly

o Evaluation should be sensitive to the time frame in which project impacts are likely to
occur

o The implementation requirements of each alternative should be carefully documented
to eliminate the chance of including a fatal fault alternative

o Decision makers should be provided with information in a readily understandable and
useful form

3.13 VALUES, GOALS, OBJECTIVES, CRITERIA, AND STANDARDS

The evaluation process involves making a judgment about the worth of the consequences of
alternative plans. For example, a large number of metropolitan planning organizations have
expressed the view that the planning and development of engineering facilities must be directed
toward raising urban standards and enhancing the aggregate quality of life of their communi-
ties.

It may be appropriate at this stage to present a brief description of values, goals, objectives,
criteria, and standards. A clear statement of their meanings follows:

A set of irreducibles forming the basic desires and drives that govern human behavior are
called values. Because values are commonly shared by groups of people, it is possible to speak
of societal or cultural values. Four of the basic values of society are the (1) desire to survive, (2)
need to belong, (3) need for order, and (4) need for security.
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A goal is an idealized end state, and although they may not be specific enough to be truly
attainable, goals provide the directions in which society may like to move.

An objective is a specific statement that is an outgrowth of a goal. Objectives are generally
attainable and are stated so that it is possible to measure the extent to which they have been at-
tained.

Criteria result directly from the fact that the levels of attainment of objectives are measur-
able. In a sense, criteria are the working or operational definitions attached to objectives. They
are measures, tests, or indicators of the degree to which objectives are attained. Criteria affect
the quantitative characteristics of objectives and add the precision to objectives that differenti-
ate them from goals. One particular type of criterion is a standard—a fixed objective [e.g., the
lowest (or highest) level of performance acceptable].

The preceding chain is shown in Figure 3.4. A complex structure connects societal values to
particular criteria and standards. It can be noted that there may be a high score connected with
one criterion as compared to another, in which case tradeofts between criteria may be consid-
ered. Of course, decision makers will find it comparatively easy to deal with goals and objectives
with a minimum amount of internal conflicts.

Values Vo

Goals G

Obijectives o, o, o, o
Criteria  C, c, C ¢ Cs C G Cy C;, Cy, Cy Cp G

Figure 3.4 Hierarchical interrelationships among values, goals, objectives, and criteria
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3.14 ESTIMATION OF COSTS, IMPACTS, AND PERFORMANCE LEVELS
3.14.1 Capital, Operating, and Maintenance Costs

Costs play a central role in economic and financial evaluation. When combined with other
dollar-valued impacts and compared to other effects, they are helpful in assessing the economic
efficiency (i.e., investment worthiness) of an improvement. Detailed knowledge of these costs
over the life of the improvement helps to identify and assign funding sources, thus ensuring that
sufficient financial resources are available to implement the improvement.

Existing procedures for estimating costs range from the application of relatively gross av-
erage cost measures (e.g., cost per route-mile for two-lane highways) to procedures that use
detailed, site-specific information. Achieving a high degree of precision in estimating costs for
evaluation of alternatives is important only when similar alternatives are being compared. In
such cases, a more detailed cost accounting framework might be required to determine differ-
ences between alternatives.

Conversely, when alternatives differ substantially in scale or character, it is more important
to establish credible upper and lower limits for the cost of each than to make precise cost esti-
mates based on a single set of detailed assumptions for each alternative.

3.14.2 User Costs

Engineering system user costs include, for example, changes in travel-time savings, vehicle oper-
ating costs, safety, and qualitative changes in the level of service provided by the improvement.

Let’s take an example from transportation. Travel-time savings will accrue from most im-
provements as congestion is decreased, speed limits increased, or as more convenient routes are
provided. Travel-time savings for travelers who take advantage of the improvement and receive
the benefit are usually expressed in person-hours of time savings and can be converted to a dol-
lar value using an average value of travel-time (i.e., dollars per person-hour).

Vehicle operating cost impacts can accrue if shorter, more direct routes are provided, con-
gestion is decreased, speed limits increased, or if the highway condition improves. Motor vehicle
operating costs are usually calculated for the do-nothing alternative and each of the improve-
ment alternatives by estimating the unit cost of the vehicle operation (i.e., cents per veh/mi) and
the total veh/mi of travel. The product of these two is the total motor vehicle operating cost.

Safety cost impacts can occur from many types of improvements and can be estimated by
applying appropriate before and after accident rates (e.g., accidents per million veh/mi) to the
volume of traffic expected to use the proposed improvement. Separate estimates may be de-
veloped for fatal injury, nonfatal injury, and property-damage-only accidents if the potential
impact is expected to be large or if the project’s safety impact is controversial. Unit costs (e.g.,
dollars per accident) can then be applied to derive dollar values for accident costs.

Qualitative improvements in the level of service provided can reflect any number of effects,
including better ride quality from improved pavements, improved transit reliability, or impacts
that are difficult to quantify or to assign dollar costs.
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3.14.3 Impacts

A wide range of possible impacts are associated with engineering improvements. These impacts
include environmental as well as economic impacts and are more often described in qualitative
or nonmonetary terms rather than in terms of dollars. Such impacts might include air-pollutant
emissions from automobiles, noise impacts, water quality impacts, energy consumption, effects
on accessibility or land-use patterns, and construction disruption (i.e., for projects that entail
substantial amounts of construction activity). To the extent that these impacts represent a sig-
nificant effect of the improvement, they must be identified and accounted for in the evaluation
and also factored into the overall assessment.

3.14.4 Performance Levels

In many cases, formally established criteria for expected economic and financial accomplish-
ments can serve as a valuable evaluation tool. For example, performance levels are frequently
incorporated in the stated goals and objectives for a specific facility to narrow the scope of
evaluation and set limits on expected results. Such criteria are also used to monitor implemen-
tation, establish budgets, and reallocate financial resources on a periodic basis.

3.15 EVALUATION OF ALTERNATIVES

The evaluation of alternatives is related to the size, complexity, and number of alternative
improvements to be considered. However, answers to the following types of questions, relying
on the techniques described in this chapter, should be sought for any evaluation effort:

o Are there other feasible improvements that are not considered and that might compare
favorably to those alternatives that were formally evaluated?

o What alternatives were examined and eliminated in the earlier stages of the planning
process?

Impact Assessment

» Have all important differences among alternatives been identified and considered?
o What are the important trade-offs in choosing among alternatives?

Equity
« What is the distribution of benefits and costs (i.e., among highway users, nearby resi-
dents, etc.)?

» Do any groups pay shares of the costs that are disproportionate to the benefits they
receive?
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Economic Efficiency

o Does an alternative provide sufficient benefits to justify the required expenditure? In
comparison with less costly alternatives, does an alternative provide additional benefits
to justify the additional funds required?

o In comparison with more costly alternatives, has sufficient weight been given to the benefits
that would be forgone in the event that additional expenditure of funds is not justified?

« How do nonmonetary costs and benefits affect conclusions about economic efficiency?

Financial Feasibility

» Will sufficient funds be available to implement alternatives on schedule? From what
sources?

» What is the margin of safety for financial feasibility?

o What adjustments will be necessary if this margin of safety is exceeded?

Legal and Administrative Feasibility

o Isthe implementation of an alternative feasible within existing laws and administrative
guidelines? If not, what adjustments might be necessary?

o  What approaches will be required in later stages of the planning process? Are problems
anticipated in obtaining these approvals? If these problems do materialize, can minor
modifications or refinements to alternatives overcome them?

Sensitivity of Findings to Uncertainties and Value-laden Assumptions

o Are there uncertainties or value-laden assumptions that might affect the information
assembled to help decision makers answer the earlier questions?

» How much would assumptions have to be changed to suggest different answers to these
questions?

» How reasonable are these changes?

The answer to the many questions listed here are subjective in nature; it is quite possible that
reasonable individuals might answer them differently even when given the same information.

In a comprehensive evaluation, detailed information about alternatives and their impacts
should be summarized in the evaluation report. This report should document the major im-
pacts of the performance of the alternatives analyzed and emphasize the difference in the per-
formance of alternatives with respect to the key impact measures.

3.16 ECONOMIC AND FINANCIAL CONCEPTS

In determining the economic and financial implications of an engineering improvement, a clear
understanding of several basic concepts is essential. These concepts include monetary impacts



3.17 Analysis Techniques 53

such as the cost of time, money, equipment, maintenance, and user benefits, as well as nonmon-
etary costs such as safety, environmental impacts, and the effects on the local economy. Each of
these concepts is described briefly in what follows. When applied as part of one of the analysis
techniques presented in Section 3.17, they can assist planners in determining the overall eco-
nomic efficiency and effectiveness of an improvement.

Time value of money. Benefits and costs will occur at different times during the life of an
improvement. However, a cost incurred today cannot be compared directly with the benefits
that it will provide in some future year. The funding for an improvement should be considered
as an investment that is expected to generate a return. Consequently, the costs and benefits of
an improvement must be compared in equivalent terms that account for their timing. These
benefits and costs can be either described in equivalent terms by calculating their present worth
(for the current year or recent year for which data is available) or for an average year over the life
of the improvement. Any future cost or benefit expressed in future dollars is properly converted
to its corresponding present value by two factors:

1. Discount rate. The appropriate discount rate is an estimate of the average rate of return
that is expected on private investment before taxes and after inflation. This interpretation is
based on the concept that the alternative to the capital investment by the government is to leave
the capital in the private sector.

2. Inflation rate. Inflation can be ignored in performing most aspects of the basic economic
evaluation if the evaluation is prepared in present value terms, because inflation has no effect
on present values. However, if the costs used are 2 or 3 years out of date, they should be adjusted
to a more current year.

The only time that it might be appropriate to project future inflation in evaluating alternative
improvements is when there is reasonable evidence that differential future rates of inflation
might apply to important components of the evaluation. However, independent of the evalua-
tion of alternative improvements, projections of inflation must be made for a financial feasibil-
ity analysis and development of a capital improvement program.

3.17 ANALYSIS TECHNIQUES

The objective of economic evaluation analysis techniques is to provide sufficient summary
information to decision makers and interest groups to:

o Determine whether the costs of improvements are justified by the anticipated benefits
(i.e., whether a proposed improvement is better than doing nothing)

o Make comparative overall assessments of different alternative improvements with each
other
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In complex situations involving large-scale, costly improvements, it may also be necessary to
assess the distribution of benefits and costs among those affected by the improvement, such as
user, operator, and societal costs.

Techniques that support the first purpose come under the category of economic efficiency
analysis, or merely efficiency analysis, also referred to as investment appraisal methods. These
include benefit-cost ratio, present worth, rate of return, equivalent uniform annual value, and
other variations of these methods. All of them involve the translation of impacts (i.e., costs
and benefits) into monetary terms. Techniques that support the second purpose come under
the category of cost-effectiveness analysis. These include the use of nonmonetary effectiveness
measures either to assess the relative impacts of all alternative improvements in the same terms
or to hold constant the requirements that no alternatives must meet. Effectiveness measures are
also used in combination with cost values in the form of ratios.

3.17.1 Economic Evaluation Methods (Efficiency Analysis)

There are four common methods of evaluating engineering projects:

1. Net present worth (NPW)

2. Equivalent uniform annual cost (EUAC)
3. Internal rate of return (IRR)

4. Benefit-cost (B/C) analysis.

The bottom line in the evaluation of individual projects is which project is the most productive.
Or which project produces the highest return? Essentially, there are two indices of economic
merit that can help answer these questions. The first is the B/C criterion and the second is the
IRR. A brief explanation of each method follows.

By using the concept of equivalence connected with compound interest, the present worth
of a single payment F, n years from now, with a discount rate of i is:

F

PWSPp = ——
(1+49)"

(3.15)
The present worth of uniform series (PWUS) of equal annual payments is the sum of the pres-
ent worth of each cost:

PWUS=A

w] (3.16)

i(1+0)"
Here, A is the EUAC. The term in brackets is known as the PWUS factor. Its value has been
tabulated for various combinations of i and ». Also:

A = EUAC = PWUS (3.17)

i(1+14)"
(1+d)"—1
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The term in brackets is called the CRF (see Section 3.5.4). For example, if a person borrows
$10,000 from a bank and intends to repay the amount in equal yearly installments over an 8-yr
period at 5% per annum, the EUAC would be:

0.05(1 + 0.05)*
(1 +0.05)°— 1

EUAC = 10,000[ = 10,000 X 0.154722 = $1,547.22

The IRR method has been proposed as an index of the desirability of projects. Naturally, the
higher the rate, the better the project. By definition it is the discount rate at which the net pres-
ent value of benefits equals the net present value of costs.

There are many situations in which the rate of return needs to be calculated for several
alternatives. In such cases the incremental rate of return on the cash flow representing the dif-
terences between alternatives is computed. If the incremental rate of return is greater than, or
equal to, the predetermined Minimum Alternative Rate of Return (MARR), choose the higher-
cost alternative; otherwise, choose the lower-cost alternative.

B/C analysis is generally applied to engineering projects to ascertain the extent to which
an investment will be beneficial to society. This analysis can be quite elaborate (more will be
said about this method of analysis in another section). Suffice it to say here that a project that
costs less than the benefits derived from the project would be eligible for consideration of being
implemented (B/C > 1)

Example 3.11 Three alternatives are being considered for improving a street intersection. The
annual dollar savings on account of the improvement is shown. Assume that the intersection
will last for 25 yr and the interest rate is 5%. It is assumed that each of the three improvements
is mutually exclusive but provides similar benefits:

Alternative Total cost Annual benefits
A $10,000 $800
B $12,000 $1,000
(¢] $9,000 $1,400

Solution NPW method: Use the PWF for uniform series.

NPW(A) = —10,000 + (800 x 14.094) = $1,275.20
NPW(B) = —12,000 + (1,000 x 14.094) = $2,094.00
NPW(C) = —19,000 + (1,400 x 14.094) = $731.60

Therefore, select Alternative B with the highest NPW.
EUAC method: Use the CRE.

EUAC(A) = —(10,000 x 0.07095) + 800 = $90.50
EUAC(B) = —(12,000 x 0.07095) + 1,000 = $148.60
EUAC(C) = —(19,000 x 0.07095) + 1,400 = $51.95

Continues
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Example 3.11: Continued

Alternative B has the highest EUAC and should be selected.
IRR method: Compare the IRR figure with the do-nothing alternative.

NPW(A) = -10,000 + 800(P/A, i, 25 yr) =0

(P/A, i, 25 yr) = 10,000/800 = 12.5 = i = 6.25%
NPW(B) = -12,000 + 1,000(P/A, i, 25 yr) =0

(P/A, i, 25 yr) = 12,000/1,000 = 12.0 = i = 6.70%
NPW(C) = -19,000 + 1,400(P/A, i, 25 yr) =0

(P/A, i, 25 yr) = 19,000/1,400 = 13.57 = i = 5.77%

Alternative B is the best of the three because its IRR is the highest (and, of course, higher than
5%, so it is better than the do-nothing alternative).

Example 3.12 Consider two alternatives X and Y for repairs to a pumping set (in $100):

Year X Y
0 -20 -13.10
1 +7.76 +4.81
2 +7.76 +4.81
3 +7.76 +4.81

If the MARR is 11%, which alternative would you recommend?
Solution Take the higher initial-cost Alternative X minus the lower-cost Alternative Y:

Year X Y X-=-Y)
0 -20 -13.10 -6.90
1 +7.76 +4.81 +2.95
2 +7.76 +4.81 +2.95
3 +7.76 +4.81 +2.95

Solve for the incremental rate of return.

PW of cost = PW of benefits
6.90 = 2.95(P/A, i, 3 yr)
(P/A, i, 3 yr) = 6.90/2.95 = 2.339

From compound interest tables or by direct calculations, IRR works out to be between 12
and 15%, which is higher than 11% (MARR). Hence, select X, which is again the one with the
higher initial cost.

Continues
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Example 3.12 Continued

While present worth analysis is the preferred technique, the annual worth (or annualized ben-
efit, cost, and net benefit) is often used in engineering work. In these two cases the choice of the
best project is made using the maximization of net benefits. In the public sector, the dominant
method is to calculate the B/C ratio:

B/C = Present worth of benefits _ Eq. uniform annual benefits
Present worth of costs Eq. uniform annual costs

For a given interest rate, a B/C > 1 reflects an acceptable project. However, it must be empha-
sized that the maximization of the B/C ratio is not really the proper economic criterion; it is the
maximization of net benefits that is the ultimate goal and the incremental B/C analysis is useful
in achieving this goal. The following two cases are considered for incremental analysis:

1. When several alternatives are feasible either with the same benefit or cost, choose the
alternative with the largest B/C ratio, subject to the ratio being greater than or equal to one. If
no such alternative exists, choose the do-nothing alternative.

2. When neither the benefit nor the cost is the same for the feasible alternative, perform an
incremental B/C analysis and go through the following steps:

a. Rank-order the feasible alternatives from the lowest cost to the highest cost and num-
ber the Projects 1,2, ..., 1
b. For Projects 1 and 2 compute:

AB _ (PWB, — PWB))
AC ~ (PWC, — PWC,)

or
AB _ (EUAB,— EUAB)
AC  (EUAC, — EUAC))
AB > - . . .
i AC 1 select Project 2 until this stage of analysis.

If < 1 select Project 1 until this stage of analysis.

c. Compute Ll between the best project, until this stage of analysis, and the next most
costly project not yet tested.

fE = 1 select the most costly project as best until this stage of analysis.

If 4B - 1 retain the less costly project as best until this stage of analysis.

AC
d. Repeat Step c until all projects have been tested. The surviving project is the best.
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Example 3.13 Six mutually exclusive alternative projects need to be assessed for final selection.
They have been ordered from lowest to highest cost. Recommend which project should be
selected:

Alternatives 1 2 3 4 5 6
Benefits 120 130 195 210 250 300
Costs 75 110 140 175 240 320
B/C ratio 1.60 1.18 1.39 1.20 1.04 0.94
. B _— . e
Compute AC which is essentially the slope of the line representing B versus C.
Solution
130 — 120 10 : >
: : == R L SoT
From 1 to 2 110 — 75 35 0.28 0 retain 1
195 =120/ _ 75 ;
. z = =I5 e
From 1to 3 140 — 75 65 o158 =810 select 3
210="195 15 : ;
3 : == (12 A=)
From 3 to 4 175140 _ 35 retain 3
250="195 55 : ;
: = = 0.55 < L. o
From 3 to 5: 240 — 140 _ 100 0.5 1.0 retain 3
Project 3 is the best with B/C = 1.39 and present worth of net benefit = $55, although Project
1 has a higher B/C ratio. Also note that Project 6 was discarded because of B/C < 1. The steps
applied in this example can also be shown graphically.

3.17.2 Cost-effectiveness Analysis

Cost-effectiveness is a strategy for making decisions rather than establishing a decision rule.
This approach provides a general and flexible framework for providing information to aid in
the selection of alternative plans. Many of the consequences of proposed engineering plans are
difficult to measure, if not intangible. Planners resorting to the benefit-cost method place dollar
values on benefits and costs with the intentions of being as objective as they can be and, as a
result, oversimplify the complexity of the problem.

Cost effectiveness overcomes some of these snags. Cost-effective analysis is essentially an
information framework. The characteristics of each alternative are separated into two catego-
ries: (1) costs and (2) measures of effectiveness (MOE). The choice between alternatives is made
on the basis of these two classes of information, eliminating the need to reduce the attributes or
consequences of different alternatives to a single scalar dimension. Costs are defined in terms
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of all the resources necessary for the design, construction, operation, and maintenance of the
alternative. Costs can be considered in dollars or in other units. Effectiveness is the degree to
which an alternative achieves its objective. Decision makers can then make subjective judg-
ments that appear best.

Cost-effective analysis arose out of the realization that it is frequently difficult to transform
all major impact measures into monetary terms in a credible manner, and that important evalu-
ation factors can often be stated in more meaningful measures than dollar costs. Basically, the
method should be used when pre-established requirements exist regarding the improvement.
Usually these requirements seek to establish the minimum investment (input) required for the
maximum performance (output) among several alternative improvements.

One of the common general engineering performance measures used in cost-effective
analysis is level-of-service. In practice, it is generally desirable to prepare estimates for several
cost-effective measures rather than a single measure, because no single criterion satisfactorily
summarizes the relative cost-effectiveness of different alternatives. For example, Table 3.2 lists
cost-effectiveness indices that might be used for highway and transit evaluation. Many or all of
these could be used in a particular cost-effective analysis. Several additional measures could be
added, depending on local goals and objectives.

Table 3.2 List of typical cost-effective measures for evaluation

Highway

Increase in average vehicle speed per dollar of capital investment

Decrease in total vehicle delay time due to congestion per dollar of capital investment
Increase in highway network accessibility to jobs per dollar of capital investment
Decrease in accidents, injuries, and fatalities per dollar of capital investment

Change in air-pollutant emissions per dollar of capital investment

Total capital and operating costs per passenger-mile served

Transit

Increase in the proportion of the population served at a given level of service (in terms of proximity of service and
frequency) per dollar of total additional cost

Increase in transit accessibility to jobs, human services, and economic centers per dollar of total additional cost

Increase in ridership per dollar of capital investment

Increase in ridership per dollar of additional operating cost

Total capital and operating cost per transit rider

Total capital and operating cost per seat-mile and per passenger-mile served

Decrease in average transit trip time (including wait time) per dollar of total additional cost

Example 3.14 Citizens (particularly children) need a transportation facility to connect their
community across a six-lane freeway by means of a footbridge over the freeway or a tunnel
under the freeway. The objectives of the project are (1) to provide a safe and efficient system for
crossing the freeway and (2) to maintain and improve (if possible) the visual environment of

Continues




60 Basic Engineering Economics and Evaluation  Chapter 3

Example 3.14: Continued

the neighborhood. The table gives the construction and operating costs of the two alternatives.
Annual costs are computed using a 25-yr service life and an 8% interest rate. It is anticipated
that about 5000 pedestrians will use either of the two facilities per day:

Annual Total
Alternative Total cost Annual cost operating cost annual cost
Footbridge $100,000 $9,368 $100 $9,468
Tunnel $200,000 $18,736 $350 $19,086

The annual difference in cost is $9,618. The average cost per pedestrian per trip using the

bridge is:
=408 0.52 cents
5,000 X 365

and using the tunnel:
= 13086 1.05 cents
5,000 X 365

The performance of the two alternatives may be summarized as follows:

1. The tunnel would need long, steep grades and may cause inconvenience to the elderly
and handicapped. On the other hand, the bridge will be provided with stairs at either
end, and this will eliminate its use by the elderly and handicapped. If ramps are to be pro-
vided, long steep grades would have to be provided at three times the cost of the bridge
with stairs.

2. 'The tunnel is safer than the footbridge during the long winter months.

3. From the point of view of aesthetics, the tunnel is preferred to the footbridge.

4. It is possible to predict that the tunnel would be safer than the bridge.

Another way to look at cost-effective analysis is to consider it as a way of maximizing the returns
(in terms of effectiveness) of expenditures. Consider the following example:

A city is considering eight different minibus network configurations that are mutually
exclusive. The only objective is to adopt a configuration that will maximize the number
of potential riders in that sector of the city. The city has established the minimum num-
ber of potential riders that the alternative will serve and also maximize the amount of
money it is willing to spend. Figure 3.5 shows the results of the analysis.
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Basic Microeconomics for
Engineers and Planners

4.1 THE SCOPE OF ECONOMICS AND MICROECONOMICS

Economics is the study of how people and society end up choosing, with or without the use
of money, to employ scarce productive resources that could have alternative uses to produce
various commodities and distribute them for consumption, now and in the future, among vari-
ous persons and groups in society. It analyzes the costs and benefits of improving patterns of
resource allocation. In essence, the discipline of economics addresses the basic problem of scar-
city, because the resources available to society are limited, but our material wants are relatively
unlimited.

Economists conveniently divide the broad area of economics into two main streams: micro
and macro. Microeconomics is concerned with the study of economic laws that affect a firm on
a small scale. It deals with the economic behavior of individual units such as consumers, firms,
and resource owners. Microeconomics studies the factors that determine the relative prices of
goods and inputs. This chapter describes how economists measure the response of output to
changes in prices and income. On the other hand, macroeconomics is the study of the wealth of
society at the national and international scale. It deals with the behavior of economic aggregates
such as gross national product and the level of employment.

Planning, designing, constructing, operating, and maintaining engineering facilities repre-
sent annual commitments of hundreds of billions of dollars, yet engineers, planners, and policy
analysts who are responsible for such work often have little or no formal training or education
in economics.

The area covered by microeconomics is large and, therefore, the reader is urged to refer to
standard books on this and applied subjects for an in-depth understanding. The topics covered
in this chapter are selective and have been included to provide readers with an introduction
only.

Included in this chapter are the basic concepts of demand and supply functions that are
fundamental to understanding, designing, and managing engineering systems. Much of the
work conducted in engineering is devoted to specifying and estimating performance function
(e.g., demand and supply).

83



84 Basic Microeconomics for Engineers and Planners Chapter 4

4.2 SOME BASIC ISSUES OF ECONOMICS

Before we get into the details of microeconomics, it may be useful to examine a few basic con-
cepts of economics. There is always the fundamental set of questions: What to produce? How
to produce? How much? and For whom? In fact, the price system has come about because of
scarcity, and consumers must bid on what they are prepared to pay for the goods that they
desire. Economic goods are scarce and limited, while free goods are available for no cost, such
as free air. Also, there is a difference between consumer goods and capital goods. The former
directly satisfies the demands of the consumer; the latter indirectly satisfies consumer demands
(e.g., real capital).

Another important concept is opportunity cost. This concept is connected to scarcity be-
cause scarcity forces people to make choices and trade-offs. Getting more of one thing implies
getting less of another when one’s budget is fixed. Also, when the units of a good are inter-
changeable, each good should be valued by the goods’ marginal value (the value of the use that
would be forgone if there were one less unit of the good).

The demand curve shows the relationship between the price of a good and the quantity of
the good purchased. In Figure 4.1, for example, the demand for bicycles shows that an increase
in the price of bicycles from $200 to $250 decreases the demand from 300 per wk to 200. Ac-
cording to the law of demand, an increase in price decreases the quantity demanded but every-
thing else remains the same and, as such, most demand curves are negatively sloped.

4.3 DEMAND FOR GOODS AND SERVICES

In general, a firm is an enterprise or company that produces a commodity or service for profit. If
the total revenue, the product of the unit selling price times the number of items sold, is greater
than the cost to produce them, the firm makes a profit; if not, it suffers a loss. Therefore, the

$ A
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s> Number of bicycles, g
200 300

Figure 4.1 Demand for bicycles
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efficiency of a firm manufacturing a commodity is an important consideration for its success. A
firm’s selling price of a good is equally important because it has a direct bearing on the level of
production and its ability to gain a profit.

The demand for goods and services, in general, depends largely on consumers’ income and
the price of the particular good or service relative to other prices. For example, the demand for
automobiles depends on the income of the buyers. The demand curve shows the relationship
between the price of a good and the quantity of goods purchased.

A demand function for a particular product represents the willingness of consumers to pur-
chase the product at alternative prices. An example of a linear demand function for scooters is
shown in Figure 4.2a. Such a demand function is useful for predicting prices over a wide range
of conditions. This demand function assumes a particular level and distribution of income,
population, and socioeconomic characteristics. Note that it is an aggregate demand curve, rep-
resenting the number of scooters demanded at different prices by various people. Functionally:

g=a-pp (4.1)

where g is the quantity of scooters demanded and a and P are constant demand parameters.
The demand function is drawn with a negative slope expressing a familiar situation where a
decrease in perceived price usually results in an increase in the quantity demanded, although
this is not always true.

Figure 4.2b shows a series of shifted demand curves, representing changes in the quantity of
scooters demanded due to variables other than the perceived price. Naturally, at a price p,, one
could expect different quantities g,, q,, and g, to be demanded, as the demand curve changes
from D, to D, and D, If the curve shifts upward (from D, to D;), it probably indicates an in-
crease in income of the people buying scooters.
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Figure 4.2a Typical demand function Figure 4.2b Shifted demand curves
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It is important to distinguish short-run changes in quantity due to price changes repre-
sented by movement along a single demand curve, as shown in Figure 4.2a, from long-run
changes due to activity or behavioral variables, represented by shifts in demand functions as
shown in Figure 4.2b.

4.4 DEMAND, SUPPLY, AND EQUILIBRIUM

We have seen that the demand function is a relationship between the quantity demanded of a
good and its price. In a similar manner, the supply function (or service function) represents the
quantity of goods a producer is willing to offer at a given price, for example, bus seats or tons of
wheat at given prices. If the demand and supply function for a particular good is known, then
it is possible to deal with the concept of equilibrium. Equilibrium is said to be attained when
factors that affect the quantity demanded and those that determine the quantity supplied result
in being statically equal (or converging toward equilibrium). According to the law of supply, an
increase in the price increases the quantity supplied while everything else remains the same.
The supply curve could shift toward the right because of changes in price or production tech-
nology. Simple examples will serve to illustrate equilibrium between demand and supply.

Example 4.1 An airline company has determined the price of a seat on a particular route to be
p =200 + 0.02n. The demand for this route by air has been found to be n = 5000 — 20p, where
p is the price in dollars and n are the number of seats sold per day. Determine the equilibrium
price charged and the number of seats sold per day.
Solution
p =200 + 0.02n
n = 5000 — 20p

These two equations yield p = $214.28 and n = 714 seats.

Discussion

The logic of the two equations appears reasonable. If the price of an airline ticket rises, the
demand would naturally fall. Plotting the two equations to scale may help to visualize the
equilibrium price.

Example 4.2 The travel time on a stretch of a highway lane connecting two activity centers has
been observed to follow the equation representing the service function:

t=15+0.02v

Continues
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Example 4.2: Continued

where t and v are measured in minutes and vehicles per hour, respectively. The demand func-
tion for travel connecting the two activity centers is v = 4000 — 120t

(a) Sketch these two equations and determine the equilibrium time and speed of travel.
(b) If the length of the highway lane is 20 mi, what is the average speed of vehicles traversing
this length?

Solution Solving the two equations:
t=15+0.02v
v=4000 — 120t
results in the following values for v and t at equilibrium (as shown in Figure E4.2):

v =647 veh/hr

I =27.94 min
_ 20X60 _
Speed = 701 42.95 mph
Time, t
(min) t=15+0.02v

2000 4000 v (vehicles/hr)

Figure E4.2 Static equilibrium of demand and supply

Discussion

It is customary to plot price, time, or price units on the vertical axis and quantity units on the
horizontal axis.

If the price of a good is less than the equilibrium price, there will be a shortage of that good.
Let uslook at Figure 4.3 that shows the number of bicycles sold per week. At a price of $300, which
is the equilibrium price, the number of bicycles supplied equals the quantity demanded so that
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Figure 4.3 Quantity of bicycles sold per week

there is neither a shortage nor a surplus of bicycles. However, if the price is less than the equilib-
rium price, there will be a shortage of bicycles. For example, if the price is at $200, the market will
be at point C on the demand curve. Consumers would like to buy 2600 bicycles but producers are
willing to sell only 1000 bicycles (at Point D). This results in a shortage of 1600 bicycles.

By the same token, if the initial price exceeds the equilibrium price there will be a surplus
of bicycles. For example, if the price of a bicycle is fixed at $400, the market will be at point J on
the demand curve and consumers would like to buy 1400 bicycles. However, at point K on the
supply curve, producers are willing to sell 3000 bicycles, in which case there is a surplus of 1600
bicycles. Because producers want to sell more bicycles than consumers are willing to buy, one
would expect the price of bicycles to decrease over time.

4.5 SENSITIVITY OF DEMAND

Knowledge of the functional form of demand can be used to forecast changes in the quantity
caused by specified changes in the short run. A useful descriptor for explaining the degree of
sensitivity to a change in price (or some other factor) is the elasticity of demand (e,).

If g = a - Bp (see Equation 4.1), and e, = the percentage change in quantity demanded that
accompanies a 1 percent change in price, then:

o =200 _ 59, p
Splp 8p g
where §q is the change in quantity that accompanies 8p the change in price. For alinear demand,
Equation 4.2 can be used to arrive at arc price elasticity:
p_49-4, (+p)2

dq
Arc price elasticity = gxg = P =1, (g *q)2 (4.3)

(4.2)
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where g, and g, represent the quantity demanded corresponding to prices p, and p,, respectively.
Also, for a linear demand function, we can determine the elasticity with respect to price by tak-
ing the derivative of the demand function (Equation 4.1). Thus:

O p_ =P (4.4)

“T g q

or after substitution for p in the equation:

e =1—— (4.5)

Example 4.3 An aggregate demand function is represented by the equation:
g =200 - 10p

where q is the quantity of a good and p is the price per unit. Find the price elasticity of demand
when:

q=0,q=50,g9=100, g =150, and g = 200 units
corresponding to:
p=20,p=15p=10,p=5,and p=0¢
Solution Using Equation 4.5:
ersili= & where a = 200
_ 200 _

150

200
=]-————=—
1o 150

200
=122 =
e|.‘\ 50

200 _
——=—0
0

= -0.333

1
3

e!n = ‘l

Figure E4.3a illustrates the demand function and the five values of p and q. When the elasticity
is less than —1 (i.e., more negative than —1), the demand is described as being elastic, meaning
that the resulting percentage change in quantity will be larger than the percentage change in
price. In this case, demand is relatively sensitive to price change. However, when the elasticity

Continues
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Example 4.3: Continued

is between 0 and -1, the demand is described as being inelastic or relatively insensitive. These
ranges are shown in Figure E4.3b.

o0
90—1 Q'UD_O
20 N7
-3.000 g =200 -10p
15
-2 3
38 -1
o 10
5 -0.333
0
0 50 100 150 200
Quantity, q

Figure E4.3a Demand function showing elasticities at various quantities

/ Perfectly elastic (e=— <)

o/p Elastic region
Unit elastic point (e= -1)

-5 /

[}

2

o Inelastic region

Perfectly inelastic (e= 0)
0
0 o/2 o
Quantity, g

Figure E4.3b General case of a linear demand function showing elasticities
Discussion

From Figure E4.3a, it is obvious that when the price per unit is 20¢, no units are bought. Also,

when nothing is charged per unit, 200 units are bought. Notice that the price elasticity for this
system varies from 0 to —eo, with unit elasticity when p = 10.
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A linear demand curve has several interesting properties. Notice, as one moves down the
demand curve, the price elasticity of demand becomes smaller (i.e., more inelastic). In fact, the
elasticity at a given point equals the length of the demand line segment below the point divided
by the length of the line segment above it. Another point to note is that the slope of the line
is constant, but the elasticity changes from o at the top, where the demand line intersects the
vertical axis, to zero, where the demand line intersects the horizontal axis. Because elasticity
changes along the demand curve, it is essential to specify over what range of prices or quantity
the elasticity is measured.

Example 4.4 When the admission rate to an amusement park was $5 per visit, the average num-
ber of visits per person was 20 per yr. Since the rate has risen to $6, the demand has fallen to
16 per yr. What is the elasticity of demand over this range of prices?

Solution

= 01 + po)/2 + po)/2 2
Arc price elasticity, e, = 91 ‘JOX(H Po) = ﬂxuz_ixw—_l,gz

P~ pr—po (q+q9/2  Ap (g +ag)2 17 (16 +20)/2

Therefore, the arc price elasticity is elastic.

Discussion

Note that there are problems connected with arc price elasticity because it will differ from point
elasticity, the difference increasing as Ap or Ag increase. Also note that elasticity is a unit-free
measure of the percent change in quantity demanded (or supplied) for a 1% change in price.

4.6 FACTORS AFFECTING ELASTICITIES

4.6.1 Income Elasticities
Income elasticities have a special significance in engineering and are denoted by:

. = % change in quantity of good demanded

i

% change in income (4.6)
A good is considered to be normal if the demand for the good goes up when a consumer’s
income increases (e; > 0). Most goods are normal. A good is considered a superior good if it
goes up in demand when a consumer’s income increases and its share in income also goes up
(e; > 1). On the other hand, a good is inferior if the demand for the good goes down when a
consumer’s income goes up. In North America, an automobile is considered a superior good,
whereas spending money on traveling by mass transit is often considered an inferior good.
Gourmet food is a superior good while cheap beer is an inferior good.
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4.6.2 Price Elasticities

In general, consumers buy more of a good than usual when the price goes down, and they buy
less than usual when the price goes up. Some factors that affect price elasticity are:

o If a consumer spends a substantial percentage of income on, say, transportation, the
more willing he will be to search diligently for a substitute, if the price of transporta-
tion goes up.

o The narrower the definition of a good, the more substitutes the good is likely to have
and, thus, the more elastic its demand will be. For example, the demand for Toyotas is
more elastic than the demand for automobiles and the demand for automobiles is more
elastic than the demand for transportation.

o  When consumers find out that availability of substitutes is easy, the more elastic the
demand will be. Advertising plays an important role in making substitutes available to
consumers. In the same context, the more time consumers have to find substitutes, the
more elastic the demand becomes.

o Those goods that consumers consider necessities usually have inelastic demands,
whereas goods considered by consumers to be luxuries usually have elastic demands.
For instance, eyeglasses for a consumer are a necessary good, with few substitutes,
whereas a vacation trip to Europe is a luxury good with several substitutes.

4.6.3 Elasticity and Total Revenue

It is possible to tell what the total revenue (price multiplied by output) of a firm is likely to be if
the price of a unit changes:

.= % change in quantity of units demanded

: % change in price 47)
If e, > 1, price and total revenue are negatively related (or demand is elastic); therefore, an
increase in price will reduce total revenue, but a decrease in price will increase total revenue. If
e; < 1, price and total revenue are positively related (or demand is inelastic), in which case, an
increase in price will increase total revenue and a decrease in price will decrease total revenue.
If e; = 1, total revenue will remain the same whether the price goes up or down.

Example 4.5 A bus company’s linear demand curve is p = 10 — 0.05g, where p is the price of a
one-way ticket and g is the number of tickets sold per hour. Determine the total revenue along
the curve.

Continues
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Example 4.5: Continued

Solution

p=10-0.05¢9
R=g x p=¢q(10 - 0.059)
where R = total revenue
R=10g - 0.05¢°

dR

an _ — (0.05 X

ag =10 (0.05%2)q
and this is equal to zero when R is maximum. Therefore, ¢ = 100 when R is 500 (maximum),
see Figure E4.5.

10 Elastic
vy
g 5 P =10-005 q
=5 - Inelastic
i
1
0 H 200 q (Tickets)
i
N :
1
S500 e s H
1
5 5 R =10q -0.05 g2
s :
Pt 1
= i
= :

0 100 200 q (Tickets)

Figure E4.5 Total revenue curve

Discussion

As shown in Figure E4.5, starting from a price of $10 when hardly any tickets are sold and de-
creasing the price eventually to half ($5), the revenue steadily increases to a maximum of $500/
hr (over the elastic portion). After that, the revenue decreases as the price further decreases
and finally approaches zero when the demand approaches 200 (over the inelastic portion).
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4.6.4 Price Elasticity of Supply

Just like we have calculated price elasticity of demand, we can calculate the price elasticity of
supply. It is the percentage of change in the quantity of a product supplied for a 1 percent change
in price. While the formulas for price elasticity of supply are identical to those for the price
elasticity of demand, care has to be taken to measure quantity and price changes along its own
specific curve or schedule.

4.7 KRAFT DEMAND MODEL

We occasionally come across a demand function where the elasticity of demand for a good with
respect to its price is essentially constant. The demand function for such a situation corresponds
to the equation:

q=a(p)’ (4.8)

where o and [ are constant parameters of the demand function. To prove that this function has
a constant elasticity, we differentiate this function with respect to price:

dq _ i
@ aB(pP)

and substitute the result into the standard elasticity equation (see Equation 4.2):

aq _ p o P 1
e =——X==0opPP)X==aB(p)Px—
*odp q P q Pty

Substituting g from Equation 4.8:
e,=f

Thus, B, the exponent of price, is the price elasticity.

Example 4.6 The elasticity of transit demand with respect to price has been found to be equal
to —2.75, which means that a 1% increase in transit fare will result in a 2.75 decrease in the
number of passengers using the system. A transit line on this system carries 12,500 passengers
per day, charging 50¢ per ride. The management wants to raise the fare to 70¢ per ride. What
advice would you offer to management?

Solution
q= a(p)ﬁ =
12,500 = a(50) "
a = 12,500 x (50)*” = 5.876 x 10°

_ 8 275
q=5.876 x 10° x (70)*” = 4,955 Continues
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Example 4.6: Continued

Therefore, the increase in fare from 50 to 70¢ (a 40% increase) is likely to reduce the patronage
on this line from 12,500 passengers per day to 4,955 (a 60.36% decrease). In terms of revenue,
the results are:

50¢ /rider x 12,500 passengers = $6,250
70¢ /rider x 4,955 passengers = $3,468.50
Loss in revenue = $2,781.50

Management should be advised not to increase the fare.

Discussion

In general, it has been observed that when the price is elastic (e.g., —2.75), raising the unit price
will result in total loss, but lowering the price will result in total gain. The converse is also true;
if the price is inelastic, raising the unit price will result in total gain, whereas lowering the unit
price will result in total loss. Students may like to graph these cases to discover why.

Example 4.7 The demand function for transportation from the suburbs to downtown in a large
city is:
Q - T—U,3 C—D.2 AU.] I—O.ES
Where

Q = Number of transit trips

T = Travel time on transit (hours)

C = Fare on transit (dollars)

A = Cost of automobile trip (dollars)
I = Average income (dollars)

(a) There are currently 10,000 persons per hour riding the transit system at a flat fare of $1 per
ride. What would be the change in ridership with a 90¢ fare? What would be the company gain
or loss per hour?

(b) By auto, the trip costs $3 (including parking). If the parking charge were raised by 30¢, how
would it affect the transit ridership?

(c) The average income of auto riders is $15,000 per yr. What raise in salary will riders require
to cover their costs in view of the change in the parking charge noted in (b)?

Continues
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Example 4.7: Continued

Solution
(a) This is essentially a Kraft model. The price elasticity of demand for transit trips is:
dQ/Q
= (]
scic

This means that a 1% reduction in fare would lead to a 0.2% increase in transit patronage.
Because the fare reduction is (100 — 90)/100 = 10%, one would expect an increase of 2% in
patronage. Patronage would now be 10,000 + (10,000 x 0.02) = 10,200.

10,000 passengers at $1.00/ride = $10,000
10,200 passengers at $0.90/ride = $9,180

The company will lose $820 per hour.

(b) The automobile price cross elasticity of demand is 0.1, or:

3Q/Q _

= 0.1
BA/A

This means that a 1% rise in auto costs (including parking) will lead to a 0.1% rise in transit
trips. A $0.30 rise is 10% of $3. Therefore, a 10% rise in auto cost would raise the transit patron-
age by 1%, from 10,000 to 10,100 riders.

(c) The income elasticity should be considered first:

0Q/Q

S

which means that a rise in income of 1% will result in a 0.25% decrease in transit patronage, or
0Q/Q = 1% from (b). Therefore:
Ol 1%

% — 025 and & = =—0.04 =—4%
I/ I =

So a 4% increase in income would cover a 30¢ increase (or 10% increase) in auto cost. If the
average income was $15,000, a $600 raise in salary would change the minds of those auto driv-
ers who were planning to ride the transit system.

4.8 DIRECT AND CROSS ELASTICITIES

The effect of change in the price of a good on the demand for the same good is referred to as
direct elasticity. However, the measure of responsiveness of the demand for a good to the price
of another good is referred to as cross elasticity.
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When consumers buy more of Good A when Good B’s price goes up, we say that Good A is
a substitute for Good B (and Good B is a substitute for Good A). For example, when the price
of gasoline goes up, travelers tend to use more transit. On the other hand, when consumers buy
less of Good A when Good B’s price goes up, we say that Good A is a complement to Good B. In
general, complementary goods are ones that are used together. Thus, when the price of down-
town parking goes up, the demand for driving a car downtown goes down; the demand for an
equivalent trip by transit or by taxi to downtown goes up.

Goods are substitutes when their cross elasticities are positive, and goods are complements
when their cross elasticities of demand are negative.

Example 4.8 A 15% increase in gasoline costs has resulted in a 7% increase in bus patronage
and a 9% decrease in gasoline consumption in a midsized city. Calculate the implied direct and
cross elasticities of demand.

Solution

Let
po = Price of gas before
p, = Price of gas after
qo = Quantity of gas consumed before
g, = Quantity of gas consumed after

Then for direct elasticity:
qo (gas) x 0.91 = g, (gas)
po (gas) x 1.15 = p, (gas)

=244 _4,=4 , @Hp)2 _ —009, 2152 _ 4
Splp  p,—p,  (q,+q)2 015 " 191/2

Therefore, the change in gasoline consumption with respect to gasoline cost is inelastic.

b, = Bus patronage before
b, = Bus patronage after

For cross elasticity:
b, (bus) x 1.07 = b, (bus)
po (gas) x 1.15 = p, (gas)

= 2
o= Oblb _ b,— b, - (p, +P)2 _ 007 21502

= = = = +0.485
dplp  p,—p, (b,+b)2 0.15" 2.07/2 tas

Continues
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Example 4.8: Continued

Discussion

In the case of direct elasticity we are calculating the percent change in gasoline consumption
due to a 1% change in the price of gasoline, while in the case of cross elasticity we are calculat-
ing the percent change in bus patronage due to a 1% change in gasoline price.

4.9 CONSUMER SURPLUS

Consumer surplus is a measure of the monetary value made available to consumers by the exis-
tence of a facility. It is defined as the difference between what consumers might be willing to pay
for a service and what they actually pay. A patron of a bus service pays a fare of, say, 50¢ per trip
but would be willing to pay as much as 75¢ per trip, in which case, his surplus is 25¢.

The demand curve can be considered an indicator of the utility of the service in terms of
price. The consumer surplus concept is shown in Figure 4.4a. The area ABC represents the total
consumer surplus. Maximization of consumer surplus is indeed the maximization of the eco-
nomic utility of the consumer. In project evaluation, the use of this concept is useful for evaluat-
ing transit systems and irrigation projects, for example.

Consumers’ Supply curve

surplus

b

________ Latent demand

(9]

Unit price (dollars)

o] Q Q,  Quantity
@

S, =Existing supply curve

S, =Supply curve after
improvement

o

w0

Demand curve

Unit price (dollars)

CESER—— -

o
LY

Q, Quantity

(b)

Figure 4.4 (a) Consumer surplus concept and (b) change in consumers’ surplus
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In general, an improvement of a facility can be measured in terms of the change in con-
sumer surplus. Figure 4.4b indicates the case of a street having a traffic supply curve S, inter-
secting a demand curve at E;. An additional lane has been added, shifting the supply curve to
S, and, therefore, intersecting the demand curve at E,. The change in consumer surplus can be
quantified as the area of trapezoid P,P,E,E,, or (P, — P,)(Q, — Q,)/2. The consumer surplus is
normally defined as the difference between the maximum amount that consumers are willing
to pay for a specified quantity of a good rather than going without it. In general, referring to
Figure 4.4a, AOQB is equal to the total community benefit, BCOQ is equal to the market value,
and ACB is equal to the consumer surplus or net community benefit.

Figure 4.4a illustrates an additional concept that is useful to engineers: latent demand. Note
that travelers between Q and the point of intersection of the demand function and the abscissa
do not currently make trips, but they would do so if the price per trip were lower than the equi-
librium price. The number of such potential travelers is popularly called latent demand. The
concept can be used in several ways; for instance, a transit operator hoping to increase transit
patronage by introducing a discount rate valid for nonpeak hours may like to investigate latent
demand. Indeed, the quantity of trips demanded, if the price of a trip were zero (free transit),
would be Q, — Q as indicated in Figure 4.4a.

Example 4.9 A bus company with an existing fleet of 100 buses that seat 40 increases its fleet
size by 20% and reduces its fare of $1 to 90¢ per ride. Calculate the change in consumer surplus
and the price elasticity of demand. Assume that the existing buses had a load factor of 90%,
and it is anticipated that the improvement will result in a 95% load factor. Does the company
lose money? Assume that all the buses in the fleet are being used during the peak hours. (Note:
the vehicle load factor is a measure of seat availability and a load factor of 1.0 means that every
seat is occupied.)

Solution With the existing situation:

100 buses x 40 seats x 0.90 (load factor) = 3600 persons/hr
Revenue: 3600 x 1.00 = $3600/hr

With the improved situation:

120 buses x 40 seats x 0.95 = 4560 persons/hr
Revenue: 4560 x 0.90 = $4104/hr

The company gains $4104 — $3600 = $504/hr.
Change in consumer surplus = (1.00 — 0.90)(3600 + 4560)/2 = $408/hr

Price elasticity of demand:

_9=4 P +p)2 _ 3,600 4,560, (1.90/2)
p,—p, (q,+q)2 1.00 — 0.90 8,160/2

e =—2.235

Continues
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Principles of Probability:
Part |—Review of
Probability Theory

5.1 INTRODUCTION

Probability plays an essential role in the evaluation and analysis of data. Almost any set of data,
whether collected in the field, compiled in a laboratory, or acquired through an expert opinion
survey is subject to variability. The existence of variability in a data set collected for a quantity
imposes certain degrees of randomness in it. As a result, the prediction of specific limits or
values for the quantity will involve uncertainty. Because of this uncertainty, the theory of prob-
ability and various methods of statistical analyses are useful in evaluating the data, identifying
specific functions, and estimating parameters that can be used to properly define the quantity
for which the data has been collected. Furthermore, the theory of probability can become a
useful tool in treating design and decision-making problems that involve uncertainties. As an
example, suppose an engineer is planning to improve an intersection for more efficient han-
dling of the traffic. The engineer can utilize two different designs. One involves adding left-
turn pockets at the intersection and utilizing left-turn traffic lights. The second method simply
involves using a four-way stop sign system. It is obvious that the latter is less costly and can be
implemented in a relatively short time. However, this method may involve a larger number of
traffic accidents than the method utilizing the traffic lights. As a requirement for each design,
the number of accidents per unit time (say, a year) for the intersection must be limited to a
predetermined maximum value. Because the future accidents for both designs are uncertain,
the engineer may wish to utilize a probabilistic formulation in predicting the probability that
the number of accidents at the intersection will be limited to the selected maximum value. This
probability is then computed for both design options. If the probability associated with the stop
sign design is high, the engineer may wish to recommend the stoplight design alternative even
though it involves a higher cost. The theory of probability may prove to be useful in many such
problems where design and decision making are considered under an uncertain condition. This
chapter reviews the basic elements of the theory of probability and is intended to provide the
background needed for understanding the statistical methods that are presented in the subse-
quent chapters of this book. The chapter also provides several example problems as a means
of introducing the role of probability in formulating an engineering problem where analysis,
design, and decision making require the treatment of uncertainties and estimation of outcomes
of uncertain events.
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Generally, a probabilistic problem in engineering is composed of two parts: (1) the theory
and model formulation and (2) the data or knowledge compilation. Theory and model formu-
lation requires an understanding of the theory of probability and events. Data and knowledge
compilation requires an understanding of statistical methods that can be used in analyzing and
treating the collected data for use in the theory and model formulation. We begin the discussion
with the review of the theory of probability in this chapter. The subsequent chapters continue
with the theory of probability and then extend the discussion into topics in statistics and data
analyses. Throughout the review of the probability theory, we present examples that may refer
to model formation and/or data compilation.

5.2 EVENTS

To present a simplified description of an event and probability, we refer to a quantity for which
a certain type of data (in laboratory or field) has been compiled. If n samples are collected for a
quantity X, then these n values are expected to differ from one another for a variety of reasons.
The quantity X may simply have varying outcomes at different times. For example, if X repre-
sents the stress at a critical location in a bridge girder, it is obvious that because of the variation
in the intensity of the vehicle load applied on the bridge, the stress will have varying values at
different times. There are, however, many other reasons that X might have different outcomes.
Even if all conditions influencing the variation in X are identical, the error in measuring X may
impose a variation in it. The n samples compiled for X actually only represent a small portion of
a much larger set of possibilities for the quantity X. By definition, a sample space S for X is a set
that contains all possible values of X. A specific outcome (i.e., value) for X is only one possibility
and is referred to as a sample point (or an element). An event is defined as a subdomain or subset
of the sample space S. This means that if we identify and single out a group of values in S, we
have just made an event that is specific to the quantity X. The sample space S is written:

S:{x, %y ...} (5.1)

which means S contains all possible values of X as described by x,, x,, . . . , and so on. An event
such as A is a subset of S and contains a portion of the sample points in S. Thus it can be said
that Event A belongs to S. This can be shown as:

ACS (5.2)

Thus, for example, subsets A, : {x,} and A, : {x,, x,} are two events that belong to S. Note that, in
a special case, an event can contain all the sample points in S. Such an event is the sample space
itself and is referred to as one that is certain or sure. In contrary to this, an event may have none
of the sample points of S. Such an event is an empty subset of S and is referred to as an impossible
event. An impossible event is often shown with the symbol ¢.
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Sample space (S)

Figure 5.1 Presentation of an event using the Venn diagram

In terms of the elementary set theory, an event (which is a subset of S) can be shown with
the Venn diagram representation as shown in Figure 5.1. We observe that, theoretically, many
events can be defined in a sample space. Again, from the set theory, one can refer to definitions
described in the following sections.

5.2.1 Complementary Event

The complementary event of A is an Event A that contains those sample points, of the space S,
that do not belong to A. Thus if the space S contains n sample points designated by x; (i = 1, 2,

.., n),and Event A within S contains only x, and x, then A will contain all x; with the exception
of x, and x,. This can be described with the following series of expressions:

Sifx,x,...,x}

ACSACS (5.3)
A{x,x}

Afx,x,,x}

5.2.2 Combination of Events

The union of events A and B is an Event C which contains those sample points that are in A or B.
The symbol U, is used to describe the union. Note that union is actually an operation conducted
on these two events. The union can also be conducted on several events. Considering Events A
and B, one can write:

C=AUB (5.4)
When the union of n Events E(i = 1, 2, . . ., n) is desired, the operation can be written:
C=FE/UE,U - UE, (5.5)

or in a more condensed form:

c=UE (5.6)
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For example, if A : {x,, x,, x5} and B : {x,, x,, x,, x¢} then Event C, which is the union of A and B
will be C: {x,, x,, X3, x4, X¢}-

For two events (such as A and B), the intersection is Event D (known as an intersection of
events) such that it contains those sample points that are both in A and B. The symbol N is used
to describe the intersection (or simply no symbol is used between A and B). The intersection is
another operation on events. It can also be applied to several events. For Events A and B

D=ANB
or (5.7)
D=AB

and for »n events:

or (5.8)
D = El E2 b En
or in a more condensed form:
D=(E, (5.9)

Again, considering A : {x,, x,, x;} and B : {x,, x,, X, x¢} then Event D, which is the intersection of
A and B, will be D : {x,, x,}.

Figure 5.2 shows the union and intersection with the help of the Venn diagram. Notice
that Events C and D both belong to the sample space S. While Event C covers the entire area
bounded by A and B, Event D only covers the small shaded area in common between A and B.

5.2.3 Mutually Exclusive and Collectively Exhaustive Events

If Events A and B have no common sample points, their intersection will be an impossible event
(¢). In this case A and B are said to be mutually exclusive. As seen in Figure 5.3, two mutually
exclusive events, as represented by the Venn diagram, have no common area. Also notice that
an event and its complementary event are mutually exclusive.

Sample space (S)

Figure 5.2 Union and intersection of events
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Sample space (S)

Event A
Event

Sample space (S)

Figure 5.3 Mutually exclusive events

Two or more mutually exclusive events that make up the entire sample space are said to be
collectively exhaustive (see Figure 5.4). With this definition, we observe that if n events E(i = 1,
2,.. ., n) are mutually exclusive and collectively exhaustive, then:

E,UEU--UE =S§ (5.10)

Furthermore, notice that Event A and its complementary Event A are also collectively exhaus-
tive. Thus:

AUA=S (5.11)

It is important to recognize the mutually exclusive events that make up the entire sample space
and are, thus, considered collectively exhaustive. The identification of these events depends on

Event Event K ﬁnt
L

Sample space (S

Figure 5.4 Mutually exclusive and collectively exhaustive events
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the sample space and how it is defined in a given problem. Although the Venn diagram may be
helpful in recognizing these properties among events, in certain problems, the diagram may not
be shown in a simple, straightforward manner. As it is later discussed in the section on prob-
ability, one way of recognizing whether events are mutually exclusive and collectively exhaus-
tive is through their occurrences within the sample space. If n events are mutually exclusive
and collectively exhaustive within S, then the occurrence of one of these events will exclude the
occurrence of the other (n — 1) events. For example, a vehicle that is approaching an intersec-
tion will either go straight (Event E,), or make a right turn (Event E,) or a left turn (Event E;).
These three events are mutually exclusive. If the sample space concerns the three events only,
then they are also collectively exhaustive. This means, for example, that once it is certain that
the vehicle will go straight (i.e., Event E, occurs), the other two possibilities are out.

Example 5.1 In a series of field data observations on the type of heavy vehicles on a bridge,
vehicle types are divided into seven categories as summarized in Table E5.1. Establish events
describing these categories and identify mutually exclusive events and a combination of events
within the sample space:

Table E5.1 Categories for vehicle types

Category Type of vehicle Designation
1 Buses v,
2 2-axle vehicles V,
3 3-axle trucks v,
4 4-axle trucks V,
5 5-axle trucks Vs
6 6-axle trucks Vs
7 Trucks with 7 or more axles v;

Solution Using the designation letters described in Table E5.1, we define an Event V, to represent the
event that a vehicle belongs to category i (where i = 1 to 7). The sample space will then describe
the type of vehicles using the bridge. For a heavy vehicle approaching the bridge, the event of
being one of the seven types will belong to the sample space. Events V; are mutually exclusive.
Thus, once it is known that the approaching vehicle is, for example, a 3-axle truck, Event V; will
be certain. This means all other events will be out. The combination of Events V, are only pos-
sible through the union rule. We can describe a new category that combines two or more of these
events. For example, we introduce Event W which concerns vehicles with less than 5 axles. In this
case W=V UV, UV, UV, and the intersection of two or more events (among Events V) is an
impossible event since they are mutually exclusive.
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Example 5.2 A construction company is currently bidding for two jobs. Considering a sample
space (S) containing the outcome of winning or losing these jobs:

(a) Identify all sample points in S
(b) Identify the sample points in the following events:

A = That the company will win only one job
B = That the company will win no jobs
C = That the company will win at least one job

(c) Identify sample points in the AN Band AU B
Solution
(a) Let W represent winning a job and L is losing a job. Thus WW means winning both jobs;

WL means winning the first and losing the second job, and so on. The sample points in S will
then be:

S: {WW, WL, LW, LL}
(b) Event A will contain two sample points:
A {WL, LW}
furthermore, B: {LL} and C: {WL, WL, WW}.

(c) The intersection of A and B is an impossible event since A and B have no sample points in
common. Thus A N B = ¢ The union of A and B contains three sample points:

AUB:{WL, LW, LL}

Since events and the sample space follow the principles of the set theory, they are subject to
rules that govern sets. The following equations present these rules:

AUB=BUA (5.12)
ANB=BNA (5.13)
AUBNC)=(AUB)N(AUC) (5.14)

AUBNC)=(AUB)N(AUC) (5.15)



124 Principles of Probability: Part |I—Review of Probability Theory  Chapter 5

5.3 PROBABILITY

We recall that within the sample space S, an Event A is a set among several other sets that belong
to S. The possibility for A to occur is defined by a numerical value called probability. We refer
to this possibility as the probability of A, or P(A). This numerical value describes the likelihood
that A will occur among all other events that can be identified within S. Mathematically speak-
ing, P(A) is bounded by 0 and 1. We also observe:

P(¢)=0 (5.16)

PS) =1 (5.17)

indicating that the probability of an impossible event is zero; whereas, a sure event has a prob-
ability of 1. A logical definition for Equation 5.17 is that since S contains all possible events
within the sample space, the probability of occurrence of any one event (without being specific
as to which one) within S will be unity. For example, in the case of a car approaching an inter-
section, P(S) simply means the probability that the car will either make a left turn, a right turn,
or will go straight. Obviously the probability for this will be unity.

Example 5.3 Assume Table E5.3 summarizes data gathered on the number per day of each ve-
hicle type listed in Table E5.1 as discussed in Example 5.1. The total number of data points is
192. Assuming all data points have the same weight among the total of 192, compute the prob-
ability of individual events V..

Table E5.3
Vehicle type Number of veh/da
Buses 5
2-axle vehicles 15
3-axle trucks 25
4-axle trucks 30
5-axle trucks 105
6-axle trucks 6
Trucks with 7 or more axles 6
Total 192

Solution Since all data points have the same weight, the probability of an individual Events V; will
depend on the ratio of the number of data points for the specific vehicle type to the total number
of data points. Thus:

P(V,) = Probability that the vehicle type will be buses = 5/192 = 0.026;
P(V,) = Probability that the vehicle type will be 2-axle trucks = 15/192 = 0.078;

Continues
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Example 5.3: Continued

P(V;) = Probability that the vehicle type will be 3-axle trucks = 25/192 = 0.130;

P(V,) = Probability that the vehicle type will be 4-axle trucks = 30/192 = 0.156;

P(V) = Probability that the vehicle type will be 5-axle trucks = 105/192 = 0.547;

P(V;) = Probability that the vehicle type will be 6-axle trucks = 6/192 = 0.031; and,

P(V,) = Probability that the vehicle type will be trucks with 7 or more axles = 6/192
=0.031.

Since Events V; are mutually exclusive and collectively exhaustive, the sum of the probabilities
of the seven Events V, through V, will be equal to one because the union of the seven events
makes the entire sample space, thatis, P(V.UV. U...UV) = P(S) = 1.

Knowing that an Event A and its complementary A are mutually exclusive and collectively
exhaustive, as described by Equation 5.11, it can be shown that the probability of A is one mi-
nus probability of A.

P(AUA)=P(S) =1 (5.18)
Thus
P(A)+ P(A) =1 (5.19)
or
P(A) =1- P(A) (5.20)

5.3.1 Probability of the Union of Events

In Example 5.3, the probability of the union of events can simply be written as the sum of
individual probabilities because the corresponding events are mutually exclusive. However, in
general, computing the probability of the union of two or more events is not as simple. Consider
first the union of Events A and B. From Figure 5.2, it is obvious that if we simply add the prob-
ability of A to that of B, the result will be the probability of union of A and B plus the probability
of the intersection of the two events:

P(A)+P(B)=P(AUB)+P(ANB) (5.21)
Thus, from Equation 5.21, we obtain:
P(AUB) = P(A)+P(B)—P(ANB) (5.22)
Equation 5.22 can be used to show that the probability of the union of three Events A, B, and Cis:
P(AUBUC) = P(A) + P(B) + P(C) — P(ANB) — P(ANC) — P(BNC) + P(ANBNC)
(5.23)
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An expression for the probability of the union of four or more events can also be obtained simi-
larly. However, the expression will involve many terms. In such cases, it may be simpler if the
probability of the union of several events be written in terms of the intersection of the comple-
mentary of the events following the De Morgan rule, which is described later.

5.3.2 Conditional Probability and Probability of Intersection of Events

To derive relations describing the probability of intersection of events, we first introduce the
concept of conditional probability. If an Event A depends on another Event B, the occurrence of
A within the domain of B is shown with A | B and defined as the event of A given B. The corre-
sponding probability is therefore P(A | B) and is defined as the conditional probability of A
given B. Within this definition, A depends on the occurrence of B. Thus, the conditional prob-
ability P(A | B) assumes that B occurs; as such, B becomes a sure event. The conditional pro-
bability P(A | B) can then be defined as the portion of Event A that is within B. As seen in
Figure 5.2, this portion is the intersection of the two events. In reality Event B has a probability
of occurrence, that is, P(B), thus the conditional probability P(A | B) will be:

P(A|B) = % (5.24)
Similarly
P(B|A) = % (5.25)

From these equations the following equations for the probability of the intersection of two
events can be written:

P(ANB) =P(A|B)P(B) (5.26)
and
P(BNA)=P(B|A)P(A) (5.27)

Of course, the left sides of Equations 5.26 and 5.27 are equal. As explained later, this will result
in Bayes’ theorem that can be used to relate P(A N B) to P(B N A) and vice versa.

Equations 5.26 and 5.27 can be generalized to derive equations for the probability of inter-
section of three or more events. For example, the intersection of the three Events A, B, and C
can be written:

P(ANBNC)=PA|BNC)P(BNC)=P(A|BNC)P(B|C)P(C) (5.28)
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Example 5.4 Figure E5.4a shows a pipeline system made up of Links A and B. The system is used
to deliver water between Points 1 and 2. The probability that during any given month either of
the two links fails is 0.03. If Link A fails for any reason (say severe freezing conditions in winter
months), there is 0.1 probability that Link B will also fail. Compute the probability that there
will be no water delivered between Points 1 and 2 during a given month.

Link A
Input Qutput
Link B
(@)
Input Link A Link B Output
> O O -0 >
1 2
(b)

Figure E5.4 (a) Links in parallel and (b) links in series

Solution Let
P(A) = Probability of failure of Link A
P(B) = Probability of failure of Link B
P(C) = Probability that there will be no water delivered to Point 2 from Point 1.

Since both Links A and B must fail to stop the delivery of water, Event C will be the intersection
of Events A and B. According to the problem, P(A) = P(B) = 0.03; also. P(B| A) = 0.1. Thus:

P(C) = P(BNA) =P(B|A)P(A) = 0.1 X0.03 = 0.003

Example 5.5 In Example 5.4, assume Links A and B are connected in a series as shown in Figure
E5.4b. With the same information for the probabilities, indicated in Example 5.4, for the failure
of individual links, compute the probability that no water is delivered to Point 2 from Point 1.

Solution In this case, if either of the two, or both, links fail, water delivery at Point 2 will be disrupted.
Denoting C as this event, C= A U B and:

P(C) = P(A) + P(B) — P(ANB) = 0.03 + 0.03 — 0.003 = 0.057
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Note that the probability of the intersection of two events can only be found when the informa-
tion on the conditional probability of the occurrence of one on the other is known. If the two
events are independent of each other, then the occurrence of one will not depend on the other.
In this situation, one can write:

P(A|B) =P(A) (5.29)
and, as such, Equation 5.26 will be:
P(ANB) = P(A)P(B) (5.30)

Events A and B that are governed by Equations 5.29 and 5.30 are said to be statistically indepen-
dent. In many engineering problems, and within certain approximations, statistical indepen-
dence between two events may be assumed to be a means to simplify the computation of the
probability of the intersection of events. For example, in a transportation engineering problem,
the occurrence of accidents at two intersections that are not directly linked may be assumed to
be independent. It is also important to distinguish the difference between statistical indepen-
dence and mutually exclusive. Note that if Events A and B are mutually exclusive, the occur-
rence of one automatically excludes the other. This means that the intersection of A and B will
be an impossible event. On the other hand, if A and B are statistically independent, occurrence
of one does not exclude the other. Although the two events are not related, their intersection
exists and has a nonzero probability. This simply explains that the probability of the occurrence
of A and B does exist and can be computed through Equation 5.30.

Example 5.6 A motorist is driving at the posted speed along a roadway. He has two intersections
ahead. The probability of encountering a red light at any of the two intersections is 0.30. As-
sume the event of encountering a red light at any one intersection is independent of the same
event at the other intersection.

(a) Compute the probability that the motorist will encounter at least one red light.
(b) Compute the probability that the motorist will encounter red lights at both intersections.

Solution Let A be the event of encountering a red light at the first intersection and B the same event
at the second intersection.

(a) In this part, the probability of encountering at least one red light means encountering a red
light at either intersection or at both. Thus the union of Events A and B is desired. Defining this
union as C, P(C) = P(A) + P(B) — P(A N B). Since Events A and B are independent, then:

P(C)=P(A) + P(B) - P(A)P(B)=0.3 +0.3-0.3 x 0.3=0.51.
(b) If D is defined as the event of concern in this part, then D = A N B. Thus:
P(D) = P(A) x P(B) = 0.09




5.3 Probability 129

In regard to conditional probability, we further observe that the probability of the complemen-
tary event of A is written:

P(A|By=1—P(A|B) (5.31)

Note that the given event, that is, B, does not change on both sides of the equation. That is to say
that P(A|B) #1 — P(A|B) and P(A|B) =1—P(A|B)

5.3.3 Bayes’' Theorem
In light of Equations 5.26 and 5.27, one can write:

P(B| A)P(A)

PAIB) ==

(5.32)
This relation is known as Bayes’ theorem. In many engineering problems, Equation 5.32 may be
useful as a means to compute a desired conditional probability. For example, if Event B repre-
sents delay in a construction project and A stands for the event of the shortage of certain mate-
rial in the market, while P(B | A) is the probability of delay in the project given the shortage
of the material, Equation 5.32 can be used to determine the probability of the shortage of the
material, if we assume there is a delay in the completion of the project. This can be interpreted
that if there is a delay, the probability that the shortage of material is causing it is obtained
through Equation 5.32; the new information may also be considered as an updated probability
for the shortage of material.

Example 5.7 The probability of traffic congestion in the northbound lanes of a freeway dur-
ing the morning rush hours in any working day is estimated as 0.02. The probability of traffic
congestion during the same time period in the southbound lanes is only 0.005. There is depen-
dence between the traffic congestion in the southbound and the northbound lanes during rush
hours. If congestion in the northbound lanes occurs, there will be a 0.17 probability that the
southbound lane will also experience congestion.

(a) Compute the probability that during the morning rush hours, there will be congestions in
both the northbound and the southbound lanes.

(b) Compare the probability that there will be congestion in the freeway during the morning
rush hours, whether in the northbound or southbound lanes.

(c) If there is congestion in the southbound lanes, what will be the probability that the north-
bound lanes have also experienced congestion?

Solution For simplicity, let:

A = Event of traffic congestion in the northbound lanes
B = Event of traffic congestion in the southbound lanes

Continues




130 Principles of Probability: Part |I—Review of Probability Theory  Chapter 5

Example 5.7: Continued

Then the following information is known from the problem:
P(A) = 0.02 and P(B) = 0.005.
Furthermore, notice that if A occurs, there is a 0.17 probability that B will also occur. Thus:
P(B|A)=0.17

(a) In this part, since the occurrence of both A and B is desired, the intersection of the two
events must be formed. Calling this Event C, we can write:

P(C) = P(ANB) = P(B| A)P(A) = 0.17 X 0.02 = 0.0034

(b) In this part, since no specific reference to the direction of the lanes has been made, the
event of concern is the union of A and B. In fact, we are looking for the probability that there
will be traffic congestion in either the northbound (Event A) or in the southbound lanes (Event
B) or in both. Calling the event of concern D, we can write:

P(D) = P(AUB) = P(A) + P(B) — P(An B) = 0.02 + 0.005 — 0.0034 = 0.0216

(c) In this part P(B | A) is desired. Bayes' theorem (Equation 5.32) can be used for this pur-
pose:

P(B|A)P(A) _ 0.17X0.02

RATB)=="r5 0.005

= 0.68

Example 5.8 Derive an expression for P(A | B) in terms of P(A | B), P(A), and P(B).
Solution Equations 5.31 and 5.32 can be used for this purpose. The following shows the sequence of
operations:

P(A|B)=1— P(A|B) =1~ DELARA)Y_ (U= P(B] 4)|P(4)

P(B) 1—P(B)
or
P(A | B)P(B)
i ——=——=—=C P4
PA|B)=1- P(A) ik _,_P()-PA|BP®B)
1 — P(B) 1= £(8)

Using the numerical values in Example 5.7:

0.02 — 0.68 X 0.005
1 — 0.005

P(A|B)=1- = 0.9833

Continues
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Principles of Probability:
Part II—Random Variables
and Probability Distributions

6.1 RANDOM VARIABLES

Nearly all events can be defined by random variables. Similar to any other variable, a random
variable such as X can accept different values; however, these values follow an uncertain or
random pattern. If specific values or ranges are assigned to a random variable, then events are
tormed. Thus, a random variable offers a mathematical tool that can be used to introduce events
within a defined sample space. The sample space is simply defined by a lower bound and an
upper bound that specify the range of all possible values that the random variable can accept.
If no lower and upper bounds are specified, then the range for the random variable is within
+oo. For example, if X is used to define the vertical acceleration in an aircraft during a flight,
the ranges are within a negative acceleration (e.g., —3g, where g is the gravity acceleration) to
a maximum positive acceleration (e.g., +5g). Any specific range assigned to X will define an
event. For example, the expression —2¢ < X < 2¢ indicates the event that the acceleration at any
given time period will be within +2g. In this example, -3¢ < X < 5g covers the entire sample
space and, as such, defines a sure event. Note that within this range many events are possible
and can be defined as either a one- or two-sided inequality.

6.1.1 Discrete Random Variables

In some engineering problems, the possibilities within the lower and upper bound of a random
variable are countable. Such a random variable is discrete. Problems dealing with a specific num-
ber of occurrences of a quantity are often defined with discrete random variables. For example,
the number of defective products in any given day in the production line of a manufacturing
firm can be defined as a discrete random variable. The possibilities are countable. If X is used
to define the number of defective products, then possibilities are X =0, X =1.. ., X = x. Note
that each possibility is an event and that these individual events are mutually exclusive. Fur-
thermore, events can also be formed by assigning a range for X. For example, 2 < X < 6 defines
an event that the number of defective units will be < 6 and > 2. This event contains four sample
points, thatis, X=3,X=4,X=5,and X =6.

145
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Several other examples of quantities that can be defined by discrete random variables are:

« Number of projects a construction firm wins in a given year.

o  Occurrences of natural hazards such as earthquakes or tornadoes. The number of such
events in any given time period can be defined via discrete random variables.

o Number of component failures in a multicomponent engineering system.

o Number of accidents in a given time period at a busy intersection.

o Number of airplanes taking off and landing during a given time period in an airport.

o Number of cars approaching a toll booth in a tollway during any given hour.

6.1.2 Continuous Random Variables

If the number of possibilities defined by a random variable is infinite, then the variable is said
to be continuous. For example, the strength of a given material can be considered a continuous
random variable. Theoretically, the strength can be any positive value. Denoting this random
variable as X, events can be formed via specific ranges assigned to X. These ranges are defined
using inequality expressions. An inequality expression such as a < X < b describes the event that
X will be within the two limits a and b; whereas, an inequality X > ¢, for example, describes the
event that X will be within ¢ and infinity (eo). With continuous random variables, the events are
always defined with ranges even if these ranges are infinitesimally small. Thus, although X = x is
practically meaningful, theoretically, it can define an event only if it is shown with the inequality
expression x < X < x + dx in which dx is an infinitesimally small range of X.

The following is an example of several other engineering quantities that are defined via
continuous random variables:

o The magnitude of load applied on a structural system

o Duration of a construction project

o The length of a crack in metals

o The time intervals between subsequent breakdowns of a mechanical system
o The amount of a certain raw material available in a manufacturing unit

o The amount of rainfall (using mm) during a future rainstorm

It is noted that the above quantities can also be defined via discrete random variables. This will
be possible only if a series of definite discrete ranges are assigned to each quantity as demon-
strated in Example 6.1.

Example 6.1 The stress data for a main girder in a timber bridge have been compiled as shown
in Table E6.1. The stress has been defined via six ranges in the megapascal (MPa) unit. Each
range is a discrete possibility within the total of six possibilities. The random variable describ-
ing these possibilities is X. There are no occurrences for stresses larger than 6 MPa.

Conltinues
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Example 6.1: Continued

Solution

(a) Compute the probability of each of the six events described by values of X.
(b) Compute the probability of X < 2.

(c) Compute the probability of 1 < X < 5.

Table E6.1 Stress range data values

Values of X Stress range (MPa) Occurrences/da Relative frequency
1 0.00 to 1.00 4234 4234/7017 = 0.603

2 1.01 to 2.00 1432 1432/7017 = 0.204

3 2.01 to 3.00 850 850/7017 = 0.121

4 3.01 to 4.00 411 411/7017 = 0.059

5 4.01 to 5.00 85 85/7017 = 0.012

6 5.01 to 6.00 5 5/7017 = 0.001
Total = 7017 1.000

(a) The six possibilities make up the entire sample space; they are mutually exclusive and col-
lectively exhaustive. Thus, for the discrete random variable X, the probabilities are the relative
frequencies computed and shown in Table E6.1, that is,

P(X=0)=0

P(X =1) =0.603
P(X =2) =0.204
P(X =3)=0.121
P(X = 4) = 0.059
P(X =5) =0.012
P(X = 6) = 0.001
P(X>6)=0

(b) From the results in (a):
P(X<2)=P(X=1) + P(X =2) = 0.807
(¢) Again from results in (a):
P(1<X<5)=P(X=2)+P(X=3)+P(X=4)+P(X=5)=039%

Note that if no discrete ranges are specified in Example 6.1, and that the strain can accept any
value within 0 to 6 MPa, then the random variable describing the stress will be a continuous
one.
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Example 6.2 The error associated with the outcome of a laboratory measurement device is a
continuous random variable, X, and ranges uniformly between —6 percent to +6 percent.

(a) Compute the probability that the error will be between —2 percent and +2 percent.
(b) Compute the probability that the error will be a positive value.
(c) Compute the probability that the random variable X will be within a small range dx.

Solution
(a) Since the random variable ranges uniformly between —6 and +6, the probability that the
variable is between a given range will be the ratio of the range to the overall range of the ran-
dom variable. The overall range of the variable is 6 — (—=6) = 12. Thus:

P(-2 < X< +2) =4/12=10.333
(b) In this part, the probability of the Event X > 0 is required. Thus:
P(X > 0) =6/12 = 0.500

(c) In this part, the probability of the Event x < X < x + dx is desired. Since the range for X is
dx:

P(x < X< x + dx) = dx/12

6.2 PROBABILITY FUNCTIONS

Probability functions are used to define probabilities of events associated with a random vari-
able. Most such functions are in mathematical forms. However, there may be cases in which a
probability function is given in a tabular or graphical format. Probabilities of events defined by
a discrete random variable are described by means of a probability mass function and a cumula-
tive distribution function. For a continuous random variable, the corresponding functions are
the probability density function and probability distribution function, respectively.

6.2.1 Probability Mass Function and Cumulative Distribution Function

The probability mass function of a discrete random variable X is defined with a function p(x).
Notice that p is written as a function of x (and not X). This is because x describes the specific val-
ues that X can take; that is, x C X. Furthermore, p(x) describes the probability of X = x. Thus:

plx) =P (X =x) 6.1)

Note that since X is a discrete random variable, the values of x can only be whole integer numbers
such as 0, £1, £2. . .. Furthermore, note that the function p(x) is also discrete. The cumulative
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distribution function is shown as F(x) and describes the probability of the Event X < x. Since the
Events X = x are mutually exclusive, then F(x) can be written:

Fx) =P(X<x)= > plx) (6.2)

all x,<x

In Equation 6.2, the summation is overall x; values that are < x. When plotted, the function F(x)
appears in the form of a step graph. Since this function defines a probability, it is then bounded
by 0 and 1:

F(—0) =P(X<—-) =0 (6.3)
and

F(+o0) = P(X <+o0) =1 (6.4)
The latter equation covers the entire sample space. Thus, Equation 6.4 can also be written:

F(+o00) =D p(x) (6.5)

all x;

In Equation 6.5, the summation covers all values of the random variable X. Considering rela-
tions between events, as discussed in Chapter 5, one can also write:

FX>x)=1-P(X<x)=1-F(x) (6.6)

P@a<X<b)=F(b)—F(a) = px) fora<x<b (6.7)

Figure 6.1 shows an example of a probability mass function, p(x), and the corresponding cumu-
lative distribution function, F(x).

6.2.2 Probability Density and Distribution Functions

Probability density and distribution functions are specific to continuous random variables. The
probability density function is defined by f (x), where:
_ Px<X=<x+dx)
fx) = dx

(6.8)

or
Px < X=<x+dx) = f(x)dx (6.9)

Again, notice that fis written as a function of x (and not X). As seen in Figure 6.2, P(x < X < x
+ dx) = f(x)dx is the small shaded area, that is, f (x)dx, under the probability density function
curve in the x, x + dx interval. Thus, the probability of the event (—eo < X < x) is the sum of an
infinite number of small areas between —co and x. This means that:

P(oo <X<x)=PX<x) = [ fix)dx (6.10)
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Probability mass function, p(x}
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Cumulative probability distribution

function, F(x)
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Figure 6.1 Probability mass function p(x) and cumulative distribution function F(x)

The probability distribution function is shown with F(x) and is defined:

F(x) = P(X < x) (6.11)
In light of Equations 6.10 and 6.11:
F(x) = f fx)dx (6.12)
. S
fx) = % (6.13)

Equation 6.12 implies that the probability distribution function is the area under the density

function curve (see Figure 6.2). Furthermore, one can write:
b

P(a <X<b) = [ flx)dx = F(b) - F(a) (6.14)

a
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Figure 6.2 Probability density and distribution functions
and
F(=o0) =0 (6.15)
and
F(+o0) =1 (6.16)
The latter equation also indicates that:
+oo
[ faydxe=1 (6.17)

This simply means that the area under the entire probability density function is equal to 1.

In real situations, engineering data are compiled and presented in discrete forms. A strain
in a critical component of a structure, for example, is measured using a specific sampling rate. If
n samples, that is, x, x, ..., x, are collected, the data compiled represent a small subdomain of all
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Figure 6.3 Discrete plot of stress range data

possible values of the random variable describing the parameter. Furthermore, it is noted that
due to the discrete nature of the n samples, the values between any two consecutive values (say
x;and x;, ,) are not known (it is often assumed that the parameter is either constant or varies lin-
early between x;and x;, ,). Thus the representation of the random variable as a continuous one
will only be an approximation. However, in most applications, this approximation is accept-
able if additional analyses are conducted to support the validity of the probability distribution
model selected to represent the random variable. Figure 6.3 shows a discrete plot of stress data
compiled in a main girder in a highway bridge. It is obvious that the random variable describ-
ing stress is continuous. As seen in Figure 6.3, there is a trend in the stress data in the form of a
probability density function. Once the type of distribution model that can be used to represent
the data is selected, statistical tests can be performed to support the validity of the model. This
subject is described in subsequent chapters.

6.3 DESCRIBING PARAMETERS OF A RANDOM VARIABLE

The probability functions described in Section 6.2 provide a complete description on random
variables. In addition, there are also several parameters that are considered descriptors of a ran-
dom variable. The descriptors are parameters that can be found using the probability mass or
density functions. These parameters are discussed in this section.

6.3.1 Mathematical Expectation

By definition, the mathematical expectation of any function g(X) of the random variable X is
shown as E[g(X)] and is mathematically described by:

E[g(0)] =D gx)p(x) (6.18)

all x;
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for discrete random variables, where the summation covers all possible values of x; and:
ElgX)] = [ g@)f(x)d (6.19)
for continuous random variables. The mathematical expectation is a deterministic parameter
and is in fact a weighed average. Considering a discrete random variable X, the average value of
all g(x;) values using p(x;) as the weights can be written:
2. g(x)p(x)
Weighed average = ~————
8 T )

all x;

in which the summations are for all values of x;, as indicated. Since Z p(x) = 1 then the aver-
age so obtained is E[g(X)]. A similar logic can also be slated for a continuous random variable.

In a special case where the function g(X) is simply X, the mathematical expectation, that
is, E(X), is called the expected value of X, or the mean value of X (as described in the following
section). If the function g(X) is equal to X°, the mathematical expectation, that is, E(X?), is called
the mean square of X.

6.3.2 Mean or Expected Value

The mean value p of the random variable X is the mathematical expectation of X. Thus:

L=EX =2 xp(x) (6.20)
all x;
for a discrete random variable and:
W=EX = [ xfx)dx (6.21)

for a continuous random variable. Note that the mean value is simply a weighed average of all
values of the random variable X.

6.3.3 The Variance and Standard Deviation

The variance is the mathematical expectation of the function (X — p)*. Thus, if function g(X) is
taken equal to (X — p)’ then:

E(X-W)'= ; (x,— Wp(x) (6.22)
for the case where X is discrete and:

EX—-w'= [ (x—wfxdx (6.23)

o
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for the case where X is continuous. In an alternative form the variance can be written in terms
of the mean square, that is, E(X’), as demonstrated:
E[(X— W] =E[X"—2uX + W] = E(X") —2UEX) + W = E(X") - (6.24)

Equation 6.24 can also be proven by expanding the right-hand side of either Equation 6.22 or
Equation 6.23.
The square root of the variance is the standard deviation and is shown with ¢, that is:

o=/EX-n)’ (6.25)
From Equation 6.24, it can be shown that:
EX) =0+ (6.26)

Note that 0 and p have the same unit as does the random variable. The mean may be a positive,
negative, or zero value. However, the standard deviation for a random variable is always a non-
zero positive value. In the case in which the standard deviation is zero, the variable will not be
random. Dividing the standard deviation by the mean value results in a dimensionless quantity
called the coefficient of variation (COV). The COV is shown with § and describes the standard
deviation as a fraction of the mean value. The COV is then computed:

cov=8=2 (6.27)
N
The COV can also be presented as a percentage.

6.3.4 Median and Mode

The median is a specific value of the random variable X at which the 50 percentile probability is
obtained. The median (x,,) is obtained from the following:

P(X > x,) = 0.5 (6.28)

The mode of a random variable is a specific value of the variable at which the density function
has its peak.

6.3.5 Moments of a Random Variable

The moments of a random variable are mathematical expectations of X" in which # is a numeri-
cal value. According to this definition, the mean value is the first moment (since n = 1); whereas,
the variance is a second moment. The third moment is used to describe the skewness in the
probability density (or mass) function. The skewness factor, 6, is defined:

_EX -’

6 :
o

(6.29)

If the density (or mass) function is symmetric, then 6 = 0.
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Example 6.3 The tensile strength of a cable (X) is defined as a random variable following a
triangular probability density function as shown in Figure E6.3. The values of x (the tensile
strength) given in the figure using the kilonewton (kN) unit.

(a) Compute h and write an equation for the probability density function of X.
(b) Compute the mean and standard deviation of X.

(c) If the load applied to the cable is 25 kN, compute the probability of the failure of the cable.

f(x)
f(X)=(x — 20)/200 for (20< X < 40)
f(x)=0 elsewhere
(X~ 20)/200 A
0 20 40 60
| X N

Values of x represent the cable strength in kN

Figure E6.3 Triangular probability density function

Solution
(a) In light of Equation 6.17, h x (40 — 20)/2 = 1, h = 1/10. The equation for f (x) is written:

flx) = % for 20 < x < 40

flx)=0 elsewhere

(b) In this part we use Equations 6.21 and 6.23:

- i e =20 =
U=Ex) = __/ xf(x)dx = _/ 12 dx = 333

o 20

o0 a0

== - 2= i _ 2 = f . 2 x—20 =
o' = E(X— ) _[ (x— W f(x)dx = [ (x—333) IS dn =222

-0 20

and the standard deviation (o) = 4.71.

(c) The probability of failure is defined by event (X < 25); because the failure occurs when the
load exceeds the resistance of the cable. To compute this probability we can utilize Equation

Continues
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Example 6.3: Continued

6.14. Alternatively, the area under the f(x) between x = 20 and 25 can be computed as the prob-
ability of concern. Using Equation 6.14:

25

;mmkmmmzpaszw=j¥%£gﬁ=ums

20

Example 6.4 The number of trucks leaving a concrete manufacturing plant in any hour is de-
fined with a random variable X. The probability mass function of X is proposed:

plx) = :C forx=0,1, 2, 3,and 4

=1
plx)=0 elsewhere

(a) Compute the constant c.
(b) Compute the mean and standard deviation of X.
(c) Compute the probability that the number of trucks leaving the plant in any hour is < 2.

Solution
(a) From Equation 6.5:

c ,] + 11 + 11 +..]l=¢ I SR SRV SR )=l
xX+1 x+1 xl+1 0+1 1+1 4+1 9+1 16+1
This results in ¢ = 0.538.

(b) The mean and standard deviation are computed from Equations 6.20 and 6.22:

1 1 1
, T A e Azt
x’x|‘+1 chx;+] x-‘x;+1 l

w=c

—ox—Ll—six—t_sox—t _43x—1 _ux—L1 |_qon

0+1 fiey 4+1 9+1 16 + 1

and
0" = ¢|(x, — W =+ (x, — ) e+ (r — W) =
: %l : X+ 2 x. 1
] o1

= ¢|(0 — 0.772)* X +(1=0772)* % + ... |=1.094

4( U rrmpa e ]

Continues
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Example 6.4: Continued

This results in o = 1.05. Of course, the mean value in this case is a symbolic measure since the
number of trucks can only be a whole number.
(c) In this case P(X < 2) is desired. This probability from Equation 6.2:
P(X<2)=P(X=0)+P(X=1)+P(X =2)
1 41

- 1
Tx+1 Sy

1

= 0.915

=c

1,1 1
Q= G R 3 |

6.4 SEVERAL USEFUL PROBABILITY FUNCTIONS

In this section, several probability functions are described. Additional functions are introduced
throughout the book whenever a particular discussion necessitates the introduction of a spe-
cific type of distribution model.

6.4.1 Normal (Gaussian) Probability Density Function

The normal probability density function is widely used to describe continuous random vari-
ables in many applications. The normal probability density function is:

1 1{x—uY
x) = exp|——=
fo) = ——— —exp| = < p )
where 1 and o are the parameters of the distribution function. It can be shown that the expected
value of X using Equation 6.30 will result in the parameter p; whereas the variance will be the

square of the parameter o (i.e., the standard deviation). The normal function has the familiar
bell shape. It is symmetric with respect to the mean value. As shown in Figure 6.4, the standard

—0 < x<+w (6.30)

f(x)

Figure 6.4 Normal probability density function
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deviation determines the shape of the curve. A large standard deviation indicates that the ran-
dom variable contains values that are scattered with less concentration of values around the
mean. A small standard deviation, on the other hand, indicates that values of the random vari-
able are mainly concentrated around the mean.

A special form of the normal probability density function has a zero mean and a standard
deviation equal to unity (i.e., o =1). This is called the standard normal probability density func-
tion. Using S as the random variable represented by the standard normal function, f (s) can be
written:

fls) = «/;_n exp(%z) —0 <s<+4o0 (6.31)

The standard normal function is shown in Figure 6.5. The probability distribution function of
the standard normal random variable S is the integral of Equation 6.31. Rather than the usual
form F(s), the standard normal probability distribution function is shown with ®(s); that is:

®(s) = P(S<s) = ﬁ /exp<—572>ds (6.32)

The function @(s) cannot be obtained in closed form. It can be computed numerically for vari-
ous values of s. Table A.1 in Appendix A presents the values of ®(s). Since the standard nor-
mal function is symmetric with respect to s = 0 (i.e., the mean), the following relations can be
written:

®(0) = 0.5, P(—<) = 0 and, O(+) =1 (6.33)
O(-s) =1 - D(s) (6.34)

A linear transformation can be used to convert any normal function into the standard normal
form. This can be proven using the following sequence of computations.

f(s)

Figure 6.5 Standard normal probability density function u=0



6.4 Several Useful Probability Functions 159

Let S= (X —p)/o or X = p+ So If s and x are specific values of the random variables S and X,
respectively, then, x = u + so or dx = o ds. Now recall that the probability distribution function
of X is the integral of f(x). Thus:

_1fx—py
2 o

__1
F(x) = o/ _[exp

dx (6.35)

Since dx = o ds and s = (x — p)/o then:
(x—pyo

F(x) =P(X<x) =ﬁf exp

SZ
—7]ds (6.36)

This equation is identical to the standard normal function (Equation 6.32) with the only differ-
ence being the upper limit of the integral. Thus:

H@:mxsm:¢k8“> (6.37)
In light of Equations 6.14, 6.36, and 6.37, one can also write:
P(a<X<b)=P(X<b)—P(X<a)= ¢<"‘T“> - ¢(%) (6.38)

Example 6.5 The target time for the completion of a project is 120 da. The project duration is a
normal random variable X with a mean of 115 and standard deviation of 20 da.

(a) Compute the probability of project delay (i.e., the project will not be finished within the
target time).

(b) If a probability of delay equal to 0.10 is accepted for the project, compute the target time
that corresponds to this probability.

Solution
(a) In this part, P(X > 120) is desired. This is computed using Equation 6.37:

120:="115
20

mx>um=1—mxsum=1—¢( )=1—®m%)

From the table of normal probability values in the Appendix, ®(0.25) = 0.5987, thus:
P(X >120)=1 - 0.5987 = 0.4013

Continues
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Example 6.5: Continued

(b) In this part, the target time is to be determined. Taking the target time as f, we can write
P(X > t) =0.10; or P(X < t) = 0.90; or:

@(%) = 0.90

This expression is also shown:
e L S
( 20 ) = ®7'(0.90)

From the normal probability table ®(1.28) = 0.90; or ®7'(0.90) = 1.28. Thus:

=S
20

=128 or t=l14lda

Example 6.6 In Example 6.5, (a), assume that rather than 120 da, there is an uncertainty in-
volved in the target time. In fact, there is 80 percent probability that the target time = 120 da
and 20 percent probability that it will be equal to100 da. These are the only two possibilities for
the target time. Now recompute the probability of the project delay.

Solution The sample space for the target time has only two possibilities, that is, t = 120 da and = 100
da. These are mutually exclusive and collectively exhaustive. Thus the total probability theorem
can be used as follows:

P(X > 1) =P(X > t|t=120)P(t = 120) + P(X > t| t = 100) P(t = 100)
The individual terms in the above equation are computed:

P(X>t|t=120)=1-P(X<t|t=120)

== (D(%) =1-®(0.25) = 1 — 0.5987 = 0.4013

P(X>t|t=100)=1—-P(X<t|t=100)

== q)(%—ous) =1 —®(0.75) = ®(0.75) = 0.7734

P(t =120) = 0.8 (given by the problem)
P(t = 100) = 0.20 (also given by the problem)
Thus:
P(X > t) = 04013 X 0.8 + 0.7734 X 0.20 = 0.4757
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Example 6.7 In Example 6.5, (a), assume the target time is 120 da only and that the standard de-
viation for the duration of the project is 10 da rather than 20 da. This simply means that there is
now less uncertainty regarding the duration of the project. Compute the probability of delay.

Solution

P(X>120)=1—-P(X=<120)=1— @(]20]%) =1-®(0.5) =1-0.6915 = 0.3085
Notice that in Example 6.5 the mean duration time was shorter than the target time. Neverthe-
less, there was a probability that a delay would take place. This is because of the randomness
in the project duration time (i.e., uncertainty in the duration time). In Example 6.6 there was
also an uncertainty in the target time. Because of this uncertainty, a larger probability of delay
than that in Example 6.5 was obtained. Example 6.7 had a smaller standard deviation (i.e., less
uncertainty) for the project duration. This resulted in a smaller probability of delay than that
in Example 6.5.

In Examples 6.5-6.7, the project duration time was assumed to be a normal random vari-
able. Theoretically, this random variable can range between —oo to +o. However, it is obvious
that the duration time cannot accept negative values. To overcome this difficulty, a different
distribution such as logarithmic normal (or lognormal) or Rayleigh can be used. Both of these
models only accept positive values and are more suitable to model variables that are always
positive. These types of probability density functions are explained in the following sections.

6.4.2. Rayleigh Probability Density Function
The Rayleigh probability density function is in the following form:

x x’
flx) = ?exp(— 2612) 0<x<o0 (6.39)
in which a is the parameter of the Rayleigh probability density function. Probability of events
(X < x) can be found through Equation 6.10. The advantage of the Rayleigh probability density
function over the normal probability density function is that Equation 6.39, used along with
Equation 6.10, will result in a closed form solution for P(X < x). Using Equations 6.21 and 6.23,
one can find the following equations between the mean and standard deviation of X (i.e., p and
o) and the parameter a (Ang and Tang, 2007).

},L=E(X)=a/%ando'=a 2—% (6.40)
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6.4.3 Logarithmic Normal Probability Density Function

The logarithmic normal (or lognormal) probability density function is defined via the following

function:
_ 1 1{tnx—=AY
) v x4/ 2T P17 ( v )

in which A and v are the parameters of the logarithmic distribution and are the mean and stan-
dard deviation of £n(X), respectively. These parameters are written as:

A =E[n(X)] and v =4 Var[tn(X)]

0<x=<+4oo (6.41)

Figure 6.6 shows the logarithmic normal probability density function. As seen in this figure,
smaller values of the parameter v result in a more condensed variation. This indicates less vari-
ability in the random variable. The logarithmic normal distribution is related to the normal
distribution. It can be shown that any probability associated with the logarithmic normal dis-
tribution can easily be computed from the standard normal probability distribution function @
using the following equation:

P(a<X5b)=c1><9"bv‘7‘)—c1>(ﬂ”“‘7‘) (6.42)

v

Furthermore, it can be shown that:

2

vV=m(1+d)and A=y — V? (6.43)
The proof of Equations 6.42 and 6.43 is left to the reader as an exercise problem.

(%)

Vo

V>V,

V1

Figure 6.6 Lognormal probability density function
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Example 6.8 The resistance of a tension member used in a truss is a logarithmic normal random
variable with a mean value of 60 kN and a standard deviation of 15 kN.

(a) Compute the probability that the resistance at any given time will be between 40 and 70 kN.

(b) If a load equal to 30 kN is transferred to this member, compute the probability of failure of
the member.

Solution
(a) In this part we are interested in P(40 < X < 70). Using Equation 6.42:

P(4O<XE70)=¢(ﬂ"7?)_7k)_¢(0n4(3}—k)

The parameters A and v are computed from Equation 6.43:

COV =8 =15/60 = 0.25,and V' = (n[1 + (0.25)°] = 0.06 and v = 0.25

A = €n 60— (0.25)* = 4.06
Thus:
P(40 < X < 70) = (0.75) — ®(—1.48) = 0.704

(b) In this part, we observe that the failure will occur when the resistance X will be less than the
applied load. Thus, we are interested in P(X < 30). Although the mean value of the resistance is
much larger than the load, there still exists a chance for failure.

P(X < 30) = @(W) — B(—2.64) = 0.004

6.4.4 The I-Distribution

The t-distribution (also called the student t-distribution) is also used for continuous random
variables and is similar to the standard normal in shape. The difference is that it is only defined
with one parameter called the degree of freedom (v). The probability density function for the
t-distribution is symmetric with respect to 0. Using T as the random variable described by the
t-distribution, the probability density function, f(¢), is written as:

5

<1+t—> P o <t <o (6.44)

f) = .
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in which I'(a) is the gamma function described with the following integral:

o

T =[x 'edx aa>0 (6.45)

0

and with the following properties:
INa)=1-o)I'(1—a)andI'(1) =1 (6.46)

The degree of freedom (V) is a positive integer value. It is taken as n — 1 in which # is the num-
ber of sample data points collected in a data acquisition process for a variable. The parameter v
is in fact a shape parameter. As the value of v increases, the variance of the random variable T
decreases. This means that larger v values are associated with more compact density functions
(see Figure 6.7). The t-distribution density function approaches the standard normal function
as v approaches co. The t-distribution tables are summarized for different ¢ values for various
probability levels and degrees of freedom (see Appendix A). For example, at v = 10 and 0.95
probability, f = 1.812. This means that with a degree of freedom equal to 10, P(T < 1.812) = 0.95.
At v = o, and 0.95 probability, t = 1.645. This value is identical with the corresponding value
from the normal probability table, that is, P(T < 1.645) = 0.95, both from the ¢-distribution table
and the normal probability table. The application of the f-distribution is mainly in establish-
ing confidence intervals for a mean value that is estimated from compiled data and also in the
analysis of variance when means from two data sets (two populations) are compared. This is
discussed in subsequent chapters.

6.4.5 Binomial Distribution Function

The binomial distribution function (also known as the Bernoulli sequence) is used for discrete

random variables. The function is suitable in modeling random variables that concern the occur-

rence of x trials among a total of » trials. The basic assumptions in the binomial distribution are
£

Wi

v,
N\ vic>w

>t

Figure 6.7 t-distribution
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that: (1) each trial has only two outcomes, namely, either occurrence or nonoccurrence; (2) the
probability of occurrence of any one trial is p, which is the same for all trials; and (3) the trials
are statistically independent. A classic example of binomial distribution in engineering is the
problem of a system that is made up of n identical components. Assuming that the probability
of failure of any one component is p, then the binomial distribution can be used to estimate the
probability that X = x component failures (out of a total of n) will occur. For example, if n =3
and the probability of exactly two component failures (X = 2) is desired, this probability can
be computed by considering all possible cases that two trials (out of three) will take place. It is
obvious that there will be three possibilities for two component failures (and one no-failure).
Thus P(X = 2) = 3p’(1 — p). Notice that each possibility term is obtained as the intersection
of two occurrence events and one nonoccurrence event, that is, p’(1 — p). The intersection is
simply written as the product of the three probabilities p, p, and (1 — p) because the respective
events are statistically independent of one another. In a general case, when x trials among a total
number of # are desired, the number of possibilities 1, can be computed by considering all pos-
sible combinations of x trials in the set of n total trials. Thus:

P(X = x) :ﬁp"(l—p)“ x=0,1,2,...n (6.47)

Notice that Equation 6.47 describes the probability mass function for the discrete random vari-
able X and that p is the parameter of the function.

Example 6.9 An engineering system is made up of 11 components each with a probability of
failure p = 0.0004. Compute the probability of failure of the system. Component failures are
independent of one another.

Solution Assuming that any component failure will result in the system failure, the binomial distri-
bution can be used to compute the system failure probability. In this case, a trial is the failure of
any one component. This failure may or may not occur.

P(system failure) = P(X=1)=1—-P(X<1)=1—-P(X =0)

1 . 1
=5 ' ><1 7(0.0004)"(1 - 0.0004)" = 1 = 0.9956 = 0.0044

The binomial distribution can easily be applied to time-dependent problems also. In such a
case, time is first divided into identical intervals. It is then assumed that within each interval
only one occurrence of the event of concern is possible. In electronic systems a time unit equal
to 1 hr is often used. The component probabilities are then defined via a failure rate that is the
probability of failure per hour. The probability that the failure will happen after ¢ time intervals
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can also be obtained from the binomial distribution. However, in such a case the distribution is
called the geometric distribution. In a more general case, the probability that the failure occurs
after t intervals for the nth time can also be computed. The corresponding distribution is then
referred to as the hypergeometric distribution. The reader is referred to references at the end of
this chapter for more information on these distributions. Considering the failure rate of elec-
tronic components, using the geometric and hypergeometric distributions, it can be shown that
the average time between failures is equal to 1/p. The average time between failures is often used
as a measure of the reliability of a system.

Example 6.10 A flight data recorder is made up of 267 electronic components. The reliability of
each component is 0.999999 per hr. Assuming that failures among components are indepen-
dent and that the component failure rates are identical:

(a) Compute the failure rate and average time between failures of any given component.
(b) Compute the failure rate of the recorder per hour.
(c) Compute the reliability of the recorder and its average time between failures.

Solution
(a) The failure rate is the probability of failure per hour (p) which is:
p=1-0.999999 = 10° per hr
The average time between failures for any one component is 1/10™° = 1,000,000 hr.
(b) The failure rate (failure probability) of the recorder is obtained using the binomial dis-

tribution. The assumption is that the failure in any one component causes the failure of the
recorder.

P(system failure) = P(X > 1) = 1 — P(X = 0) = (1 — 0.000001)* = 0.000267 per hr

(c) The reliability of the recorder =1 — 0.000267 = 0.999733; and the average time between
failure is 1/0.000267 = 3,745 hr.

6.4.6 Poisson Distribution Function

The Poisson distribution function (also known as the Poisson process) is often used in time- or
space-related problems. It is suitable for discrete random variables and defines the probability
of occurrence of a desired number of identical events in a desired time or space interval. Several
examples of events used in conjunction with the Poisson distribution function are provided:

¢ Occurrence of at least one traffic accident in a week at an intersection
o Occurrence of no accidents in a construction site during the next 30 mo
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o Occurrence of any number of earthquakes (i.e., at least one earthquake) in a certain
county in the central United States in the next 25 yr

o Occurrence of exactly five airplanes arriving at an airport in the next 20 min

o Occurrence of discovering at least two cracks while inspecting a 2-meter long segment
of an aluminum structural component

The latter example deals with space; all the others deal with time.

The key parameter in the Poisson distribution function is A, which is called the occurrence
rate or the activity rate. The parameter A is the average number of occurrences of the event of
concern in unit time or unit space. Obviously, the information on A must be compiled from past
occurrences or test data, depending on the type of problem. The probability mass function of a
discrete random variable X that follows the Poisson distribution function is defined:

px = = A0

x=0,1,2,...,n (6.48)
Notice that X = x is the event of x occurrences within time t. Equation 6.48 can be found directly
or from the binomial distribution. In the latter form, it can be shown that in a time-related
problem, for example, when the number of time intervals approaches infinity, the binomial

distribution approaches the Poisson. This can be shown with the aid of the Maclaurin series
defined:

4
e’ —1+T+?+?+I+ (6.49)
The proof is beyond the scope of this book and is left to the reader as an exercise (see Ang and
Tang, 2007 for a complete discussion).

As in the binomial distribution function, the individual events associated with the Pois-
son distribution function are assumed to be independent. However, the Poisson model offers
several advantages over the binomial when time-related problems are involved. In the Poisson
model there is no need to divide the time into intervals. Furthermore, any number of occur-
rences within the unit time is possible. As you recall, in the binomial model a basic assumption
was that within each interval only one occurrence is possible.

Example 6.11 The data compiled at an intersection indicate that in the past 3 yr nine major traf-
fic accidents have occurred at the intersection. Compute the following:

(a) The probability that next month the intersection will be accident free
(b) The probability that in the next 3 mo exactly two such accidents will occur at the intersection

(c) The probability that the intersection will have at most two such accidents in the next 3 mo

Continues
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Example 6.11: Continued

Solution The Poisson distribution function will be used to model the number of accidents. The pa-

rameter A is estimated from the available data. A time unit equal to 1 mo will be considered.
Thus:

A = 9/36 = 0.25 accidents/mo

Note that theoretically the parameter A can accept a value as a fraction of 1.

(a) In this part = 1 mo and At = 0.25 x 1 = 0.25. The desired probability is P(X = 0). Thus

(AD)°

i e —At = —025 {}'779

P(X=0)=

(b) In this case At = 0.25 x 3 = 0.75; and the desired probability is P(X = 2). Thus:

B == —(0‘2775)_ e %= 0.113

(c) In this case At = 0.75; however, the desired probability is P(X < 2).

(0.75)" =07 4 (0.75)" o075 (0.75)°
0! 1! 21

=0.472 + 0.354 + 0.133 = 0.959

PX<2)=P(X=0)+PX=1)+PX=2)= g 075

6.4.7 Exponential Distribution Function

For a series of events that follow the Poisson distribution function, we introduce the random
variable T as the time until the first occurrence of such events. The probability P(T > t) can
be obtained from Equation 6.48. Note that the first occurrence is after ¢, thus, during the time
interval 0 to f, there is no occurrence of the event. Thus:

AD° _

( ') e At — At

P(T>H=PX=0)= 0_ e (6.50)

Introducing the probability distribution function of T as F(t), then:
FO)=P(T<H)=1-PX=0)=1—¢™ (6.51)
and the probability density function of T 'is:

dF (t)

= Ae M (6.52)

f) =

The function described by Equation 6.52 is called the exponential probability density function;
and the one described by Equation 6.51 is called the exponential distribution function. Although
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they are used in conjunction with the Poisson distribution function, they can also be used inde-
pendently. The exponential distribution function is suitable for modeling the useful life (life to
failure) of many engineering systems. In such a case, the random variable T will be the system
useful life. Using Equation 6.52, the expected value of T can be shown:

E(T) = % (6.53)

This is the mean time between failures, or simply the average life of a system, and is also called
the return period.

For events modeled with the Poisson distribution function, it is also possible to compute the
probabilities associated with a time after which an event of concern will occur for the second,
third, or nth time. The corresponding function is called the gamma distribution function. The
discussion on this type of distribution function is provided in Ang and Tang (2007).

Example 6.12 An electronic device has an average useful life of 1000 operating hr. Compute the
probability that the device will fail in the first 500 hr of its operation.

Solution From Equation 6.53, the average failure rate of the device A = 1/1000 = 0.001. Using Equa-
tion 6.51 we find:

P(F=500)=1~¢"=1-—¢"""®=0393

Of course, this probability could have been directly found from Equation 6.48 by computing
P(X =0) for £ =500 hr.

SUMMARY

In this chapter the definition of a random variable and distribution functions used for computing
various events associated with it were provided. Furthermore, mathematical parameters known
as descriptors of a random variable were introduced and expressions for computing them were
presented. Several probability distribution functions were described to familiarize the reader with
the underlying concept in using such functions in computing the probability of a desired event.
Additional probability functions are introduced in subsequent chapters wherever there is a need
to use a specific type of probability distribution function. Several additional topics related to ran-
dom variables are also important in the application of the theory of probability. Among these are
the joint probability distribution functions and the mathematical expressions as functions of one
or more random variables. The joint probability distribution functions are used wherever an event
must be defined with two (or more) random variables that are correlated. This subject is impor-
tant in understanding the statistical correlation between two (or more) variables and is discussed
in subsequent chapters. The functions of random variables are mathematical expressions that are
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written in terms of one or more random variables. These functions are used in a variety of engi-
neering problems when the formulation of an event of concern involves a relation between several
random variables. Computation of the probability of the event would then require information
on the individual random variable probability distribution functions and their respective joint
distributions. This subject is discussed in Chapter 7.
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EXERCISES

1. The maximum tensile force in a cable follows a normal probability density function with a
mean = 55 kN and a COV = 0.25. The resistance of the cable is 75 kN (the resistance is not
a random variable).

(a) Compute the probability of failure of the cable.

(b) Two such cables are used in parallel in carrying the load of an elevator. Assuming
the conditions between the cables are statistically independent, compute the prob-
ability of failure of the two-cable system.

(c) Considering one cable again, if the desired probability of failure is 0.01, determine
what the resistance should be.

2. The waiting time (T) for a car before it can make a left turn at an intersection is modeled
with the following probability density function:

() = h(z _ %) for 30 < £ < 60 sec

f(H=0 elsewhere

(a) If h is constant, compute h.

(b) Draw this probability density function and show (on the graph) what portion of the
area under the curve represents the probability that the waiting time is less than 45
sec. Compute this probability.

(c) Compute the mean and standard deviation of T.
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3. Leaks in a 2-mile gas delivery pipeline occur randomly. In the past 36 mo there were five
leaks reported along the pipeline.

(a) What type of distribution model is suitable to represent the number of leaks at any
time period along the pipeline?

(b) Compute the probability that in the next 6 mo there will be no leaks occurring
along the pipeline.

(c) Ifaleak occurs, there is a 0.15 probability that the gas delivery will be disrupted so
that a repair can be done. What is the probability that there will be no disruption in
gas delivery due to probable leaks in the next 6 mo?

4. The maximum bending moment in a beam is a normal random variable with a mean =
50,000 newton.meter (N.m) and a COV = 0.3. The resistance of the beam is 85,000 N.m
(the resistance is not a random variable).

(a) Compute the probability of failure of the beam due to bending.

(b) Twelve such beams are used in a roof system. Failure in at least two beams will re-
sult in the failure of the entire roof system. If conditions between beams are statisti-
cally independent, compute the failure probability of the roof system.

5. Accidents in a construction site occur following a Poisson distribution model. Data from
similar sites indicate that on the average two accidents occur every year.

(a) If the duration of the construction project is expected to be 36 mo, estimate the
probability that the site will be accident free for the entire duration of the project

(b) Compute the probability that exactly two accidents will occur during the 36-mo
period

6. A motorist drives at the posted speed on a roadway. The motorist will pass seven intersec-
tions in a 6-km stretch of the roadway. The probability that the motorist will encounter a
red light at an intersection is 0.3. This probability is constant for all seven intersections.
Assume the event of encountering a red light at an intersection is independent of the same
event for all the other intersections.

(a) Compute the probability that the motorist will not encounter any red light for all
seven intersections

(b) Compute the probability that the motorist will only encounter one red light within
the 6 km of travel

7. Derive Equations 6.42 and 6.43.
8. Repeat Exercise 4 but use a logarithmic normal distribution function instead of normal.

9. Repeat Exercise 1 but use a logarithmic normal distribution function instead of normal.
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10. The useful life of an electrical component used in a flight data recorder follows an expo-
nential probability density function. The mean useful time is specified as 20,000 hr by the
manufacturer.

(a) Using T as the random variable describing the useful life of the component, estab-
lish the equation for the probability density function of T.

(b) If a target useful time is specified as 1000 hr, compute the probability that the com-
ponent will actually surpass this target time.

(c) The flight data recorder is made up of 20 such components. Compute the prob-
ability that the recorder will survive the first 1000 hr of operation. Assume the
conditions between the components are independent. Furthermore, assume that
the failure in any one component will cause the failure of the recorder.

(d) Assume a specification requires 0.8 probability of survival for the recorder for the
first 1000 hr of operation. Compute the desired mean useful life for the electrical
component.

11. The occurrences of strong motion earthquakes in an area are modeled using a Poisson
distribution function. The historical data shows that in the past 40 yr there were two such
earthquakes that occurred in the area.

(a) Compute the probability that there will be no such earthquakes in the area in the
next 10 yr.

(b) Compute the probability that such an earthquake may occur next year.

(c¢) If a strong motion earthquake occurs in the area, there is a 0.01 probability that a
dam located in the area will suffer damage. Compute the probability of damage to
the dam in the next 10 yr due to earthquakes.

12. In studying the possibility of foundation settlement (using mm as the unit) in piers sup-
porting a highway bridge, the data from similar bridges indicate the following probability

values:
P(X=0)=0.20
P(X=5)=0.30
P(X =10) = 0.20
P(X=15)=0.15
P(X =20)=0.10
P(X = 25) = 0.05

In which X is a discrete random variable describing the foundation settlement in millime-
ters (mm). The data given constitute the only possibilities for X.

(a) Plot the probability mass function of the foundation settlement
(b) Compute the mean and standard deviation of the foundation settlement
(c) Compute the probability that the foundation settlement will exceed 15 mm
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14.

15.

16.

17.

18.
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The duration of a construction project is modeled as a normal random variable. The mean
duration is 90 da and the corresponding COV 0.25.

(a) Compute the probability that the project will be delayed, if the target time for the
completion of the project is 100 da.

(b) With improved workmanship, the COV can be reduced to 0.15. With the same
duration, compute the target time if the accepted probability of delay is 0.10.

On average, an intersection experiences five major accidents per year. If an accident oc-
curs, there is a 0.02 probability that the traffic will need to be rerouted to avoid the accident
site.

(a) What is the probability that there will be no accidents in the next 3 mo?
(b) What is the probability that no traffic needs to be rerouted due to potential acci-
dents in the next 3 mo?

Cars approach a toll bridge according to a Poisson distribution function. Currently, accord-
ing to design specifications, the bridge can handle 2 cars per min with a 0.20 probability of
delay every minute (delay means traffic exceeding this capacity). If the bridge is improved,
the capacity can be increased to 5 cars per min. Estimate the probability of delay when the
bridge is improved.

In the design of a dam, the occurrence of floods is modeled with the Poisson distribu-
tion function. The occurrence rate for the floods is mentioned as 0.01. However, further
investigations show that the occurrence rate may be as high as 0.02. Since there are merits
with both estimates, we decide that the two occurrence rates are both likely with 50-50
chances.

(a) Compute the probability that the dam will not experience any floods in the next 10
yr

(b) Compute the probability that the dam will experience no more than two floods in
the next 10 yr

Within the past 20 yr, a construction company has been consistently bidding on five jobs
every year. The company’s performance shows that it was successful to win 29 jobs in the
20-yr period.
(a) Based on data provided, what is the probability of winning any job per year?
(b) The company is bidding on five jobs this year; what is the probability that it will win
all five jobs?
(c) Repeat (b) but compute the probability that the company will only win one job.

Two different sources publish different values for the rate of tornado activities in a certain
county in the Midwest. Source A indicates 0.2 tornadoes per yr, whereas Source B has
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indicated a value equal to 0.4 per yr. To utilize both sources, we assume they are both cred-
ible and the activity rate may be either value with 50-50 chances.

(a) Based on data given, estimate the probability that next year there will be no tor-
nado in the county

(b) Estimate the probability that there will be exactly one tornado in the county next
year

19. The past performance of a construction company indicates the following probabilities of
success in winning jobs every year (X = number of jobs won):

P(X=0)=0.15
P(X=1) =040
P(X=2)=0.20
P(X =3)=0.20
P(X =4)=0.05

(a) Plot the probability mass function of X
(b) Compute the mean and standard deviation of X
(c) Compute the probability that the company will win at least two jobs next year

20. The resistance of a cable follows a lognormal distribution. The cable has a 90 percent chance
of survival carrying a 50 kN load. If the COV of the cable resistance is 0.15, estimate the
probability that the cable will survive a 70 kN load.

21. In Exercise 12, provide an estimate for the median of the foundation settlement.

22. An antenna system is designed for a wind velocity of 120 mph. The metrological data fore-
casts steady winds with a mean velocity of 90 mph and a corresponding standard deviation
of 25 mph for tomorrow.

(a) Using a normal probability density function for the wind velocity, compute the
probability of failure of the antenna.

(b) If we wish to limit the probability of failure of the antenna to only 0.01, the struc-
ture must be strengthened to withstand a higher wind velocity. Compute this new
higher wind velocity.

23. The duration of an activity in a construction project is a random variable following a log-
normal density function. The mean value for the duration is 130 da. The corresponding
COV is 0.20. The target time to finish this activity is estimated to be either 120 or 140 da
with 1 to 2 chances. Compute the probability of delay in finishing the activity.

This book has free material available for download from the
Web Added Value™ resource center at www.jrosspub.com
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Principles of Probability: Part
llI—Joint Probability Functions
and Correlated Variables

7.1 INTRODUCTION

In Chapters 5 and 6 the basic concepts underlying the theory of probability and probability distri-
bution functions were presented. The discussion focused on a single random variable. Many
engineering problems, however, may involve two or more random variables that can be corre-
lated with one another via a mathematical function. For example, the amount of toll collected
on any given day at a toll booth depends on the number of vehicles approaching the booth in a
day. Assume Y describes the amount of toll collected in adayand X; (i=1,2.. ., n) presents the
random variable describing the number of vehicles of type i that approach the booth. With n
different types of vehicles identified, Y (dependent variable) will be a function of n random vari-
ables X, X;. . ., X, (independent variables). In this example, the relationship between Y and X;
(i=1,2...,n)is obtained by observation using collected data. However, there are other exam-
ples in engineering in which the relationship between the dependent variable and independent
variables can be established through basic principles governing engineering problems. For
example, consider the stress at a location in a girder used in a bridge. The stress (dependent
variable) is theoretically related to the applied load and the cross-sectional properties of the
girder through equations governing laws in the strength of materials. However, no matter what
the base of the relationship between Y and X; (i = 1, 2. . ., n) is (whether theoretical or empiri-
cal), the relationship can be written in a general form:

Y =g¢(X,X,...X) (7.1)

in which g is the function describing the relationship between Y and X|, X;,. . ., X,. In a typi-
cal probabilistic problem, we will be interested in the expected value and the variance of Y and
probabilities associated with Y. These can be computed based on either the expected values or
variances of X;, X, . . ., X,, or the probability distribution functions describing them. In this
chapter we focus on probability concepts governing functions between two or more random
variables. We start out with the basic assumption that the function g is known and the depen-
dent variable can be written in the form of Equation 7.1. We then treat the problem of correla-
tion between two random variables for which joint probability functions governing probability
values associated with the combined effects of the random variables are known. This is followed

175
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by a discussion on methods used for approximate estimation of the expected value, variance,
and probabilities associated with a dependent variable (such as Y in Equation 7.1).

7.2 JOINT PROBABILITY FUNCTIONS

In many engineering problems an event of concern depends on a combination of two or more
other events. In such problems, more than one random variable will be needed to formulate the
event of concern. If these random variables are correlated among themselves, then a new set of
probability functions (e.g., probability mass function or probability density function) need to be
defined to describe the combined or joint occurrence of events represented by these individual
random variables. An example will clarify this problem. Suppose a traffic engineer is interested
in knowing the probability that the rush hour traffic volumes in the northbound and south-
bound directions of an urban toll way each are less than a certain value (say x, and x;,). Using
X, and X, as random variables describing the rush hour traffic volumes in the northbound and
southbound directions, respectively, the event of concern can be described with the combined
events of X; < x, and X, < x,. The corresponding probability will be P(X, < x, N X, < x,) or sim-
ply P(X; < x5 X, < x;,). If the two events (X, < x,) and (X, < x,) are independent, the probability
can simply be written P(X, < x,) x P(X, < x,) These individual probabilities can be computed
knowing the probability density functions of X, and X, However, if X, and X, are correlated,
the probability P(X, < x;; X, < x,) can only be computed if a probability function describing
the combined or joint occurrences of the events (X, < x;) and (X, < x;,) is known. A probability
density function (or a mass function if random variables are discrete) corresponding to such a
probability function is called a combined or joint probability density (or mass) function.

7.2.1 Joint Probability Mass Function

If X, and X, are two correlated random variables, their joint probability mass function, p,, (x;,
x,), is defined:

pL(xpx) =PX, =x; X, =x,) (7.2)

The joint cumulative probability function F,, (x,, x,) is defined as:
F,(x,x)=PX =x;X,<x) = Zzpm (x,,%,) (7.3)
i

in which x;; (i =1, 2, 3, ... ) are values of the random variable X, and x,; (j=1,2,3,...) are
values of the random variable X,. The double summation in Equation 7.3 is for all x; < x,, and
all x,, < x,. Notice that:

Fy(+oo,400) = 1 (7.4)
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In light of Equation 7.2, we can also write:
p.,(x,x) =PX =x1X =x)PX, =x) (7.5)
Denoting the conditional probability of x, given x, as p,, we have:
p,(xpx) =PX =x[X =x) (7.6)
Combining Equations 7.5 and 7.6 will result in:
P, (x,x) = p,, (x, [ x,)p,(x,) (7.7)

The function p,(x, | x,) is referred to as the conditional probability mass function of X, given X,;
whereas p, (x,) is the marginal probability mass function of X,. Notice that p,,(x, | x,) describes
the conditional probability or X,= x, given X,= x,. From Equation 7.7:

P 1,2 (xl’xz)
P (x |x,) = o) (7.8)
Equation 7.3 can also be written:
FI,Z (xl’xz) = Zzpllz('xli | xz]')pz (xlj) (79)
i
If x, = +o0, then:
E,(+00,x) = 2 p,(x,) (7.10)
j
which indicates that:
Zj) p,(x,) = sz: p,(x,x,) forallx, (7.11)
or
p,(x) = Z p.,(x,x) forallx; (7.12)

This indicates that the marginal probability mass function of the random variable X, can be
found by the summation of the values of the joint probability mass function for all values of x;.
Similarly:

p(x) =2 p,(x,x,) forallx, (7.13)
If X, and X, are statistically independent Jof one another, then:
p,,(x,x) = P(X, = x)P(X, =x) =p (x)p,(x) (7.14)

and as such P1|2(x1 | x;) = pl(xl) and P2|1(x2 | x;) = Pz(xz)-
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Example 7.1 Two random variables X, and X, respectively, define the number of trucks enter-

Solution

ing and leaving a concrete mixing plant every hour. The joint probability mass function of X
and X, is assumed to be:

c

——— forx;=0,1land2andx,=0, 1, and 2
L= oo

Pl..’(x|’x:) =
Pia(xs) =0 elsewhere
(a) Compute c.

(b) Compute the probability that the number of trucks entering the plant every hour is less
than two and no truck is leaving the plant during the same hour.

(c) Compute the marginal probability mass functions p,(x,) and p,(x,).

(d) Compute the conditional probability mass functions p;;,(x,]x,) and py,(x,]x,).

(a) From Equation 7.4:

ZZ p|.3(x|,-1x3,-) = 1.0

Thus:

A 1 + 1 4 1 + 1 3 1
LS e I mi ISEo e I t% b, l+x”+x32

in which x,,, x;,, and x, are values of X, and are equal to 0, 1, and 2, respectively. Similarly, x,,,
X, and x,, are values of X, and are also equal to 0, 1, and 2, respectively, using these values, 3.7¢
= 1.0. This results in ¢ = 0.27.

(b) In this part, P(X, < 2; X, = 0) is desired:
p(X <2 X =0)=P(X, < ;X,=0)=p,_(0,0)+p,,(1,0)

1 1

= 0. +
0271+0+{] I i)

= 0.405

(c) From Equation 7.13:

1 1 1
o s O e e 2y =D

The values of p,(x,) are p, (0) = 0.495, p,(1) = 0.293, and p,(2) = 0.212. Similarly:

px) =027

1 1 1
-0 = e S U2

p,(x) =027

Continues
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Example 7.1: Continued

(d) From Equation 7.8:

0.27
I e o
Plll(x1|xz) = ] : = i 1 1 1 1
+

0.27 4+ 027 0.27 (1+x +x)
IGbor s 2k 3k S e A R e

For example, given x, = 0, the values of the conditional probability mass function p,, are
P12(0[0) = 0.5455, p,;,(1]0) = 0.2727, and p,;,(2/0) = 0.1818. Since the function p,,(x,, x,) is
symmetric with respect to x, and x,, the function p,,(x,|x,) can be obtained from p,,(x,|x,) by
changing x, to x, and x, to x,.

Example 7.2 Assume X, and X, are discrete random variables describing, respectively, the num-
ber of accidents per hour in the northbound and the southbound lanes of an urban freeway
during rush hours. Assume hypothetically that the joint probability mass function of X, and X,
are available by the values in Table E7.2 for 0 < x, < 3 and 0 < x, < 3. For any other x, and x,,
the values of the joint probability mass function are zero.

(a) Verify the validity of the numbers given in Table E7.2 as joint probability mass function
values.

(b) Compute the probability that the number of accidents in the northbound lanes and the
southbound lanes each is less than two.

(c) Compute and tabulate the values of marginal probability functions p,(x,) and p,(x,).

(d) Compute and tabulate the values of the conditional probability mass functions p,,(x;x,)
and P2|1(x2|x1)-

Table E7.2 Values of p;,(x, X5)

X =D Fen—i | Xy =2 Xy =3

Xz:=10 0.16 0.14 0.08 0.06

x=1 0.14 0.07 0.05 0.03

Xy = 0.08 0.05 0.03 0.01

X =3 0.06 0.03 0.01 0

Solution
(a) From Equation 7.4:
>3 b (x,x,) = 0.16 + 0.14 + 0.08 + 0.06 + 0.014 + ... = 1.0

i=0 j=0

Continues
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Example 7.2: Continued

Thus the numbers listed in Table E7.2 are the values of the joint probability mass function
within the limits listed for the two random variables X, and X,.

(b) In this part P(X, < 2; X, < 2) is desired. This probability can be computed from Equation
73

P(X, <2X,<2)=P(X <X <1)=016+0.14 + 0.14 + 0.07 = 0.51

(c) From Equation 7.13, the values of the marginal probability mass function p, (x,) can be
obtained by summation of the values of p,, (x,, x,) in individual columns of Table E7.2. Thus:

P, (0) =0.16 + 0.14 + 0.08 + 0.06 = 0.44
pi (1) =0.14 + 0.07 + 0.05 + 0.03 = 0.29
P, (2) =0.08 +0.05 + 0.03 + 0.01 =0.17
P, (3) =0.06 + 0.03 + 0.01 +0=0.10

Similarly, from Equation 7.12, the values of p,(x,) are obtained by summation of the p,,,(x;, x,)
in individual rows of Table E7.2. Thus:

p: (0)=0.16 + 0.14 + 0.08 + 0.06 = 0.44
P, (1) =029
P, (2) =017
P2 (3) =0.10

(d) In this part, for example, given x, = 0, the values of the conditional probability mass func-
tion py;,(x,|x,) can be computed:

p010) =L p((oo)o ) - oy = 036
putt0)= 2 0 = 8= 032
poa10)= BT - 308 - 0
p,.(310) = P;f;;)o) - g:gi = 0.14

Identical results are also found for p,, values.

7.2.2 Joint Probability Density Function

The probabilities of combined events of two or more continuous random variables are obtained
through joint probability density functions. If only two random variables are involved, a joint



7.2 Joint Probability Functions 181

probability density function is shown with f,,(x;, x,) and is described in the following equa-
tion:

Pl(x, <X =x +dx)N(x, <X, <x,+dx)] =f,(x, x)dx dx, (7.15)

Using Equation 7.15, the joint distribution function F,,,(x,, x,) of random variables X, and X,
is:

E,(x,x) = f f S, (e x)dx dx, = P(X, < x; X, < x,) (7.16)

- —oo

and as such:
F (+00, +o0) = 1 (7.17)

Introducing f,,(x,|x,) and f(x,]x,) as conditional probability density functions and f,(x,) and f,
(x,) as the marginal probability density functions, we can write:

P(X,<x;X,<x)= [ P(X,<x)|(x, <X, <x+dx)]

fady, = [ [ £, 1x)f()dxdx, (7.18)

- —oo

Comparing Equations 7.16 and 7.18:

Jralor x5) :fl|2(x1|x2)f2(x2) (7.19)
Similarly:
Jralxn %) = fop(alx)fi (x,) (7.20)
From Equations 7.19 and 7.20
_ fl,z (xl’ xz)
S I x) = TFe) (7.21)
and
fl,z (xl’ 'xz)
Fon(x, 1 x) = T (7.22)

When x, = +

b

P, <x;X,<x)= [| [ f,(x,x)dx,

—o0 —o0
‘/{2
—co

dx,

,/‘wfllz(xl | x,) dxllfz(xz) dx, = fzfz(xz) dx, (7.23)
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From Equation 7.23:
filx) = /t ’ foo () dx, (7.24)
and similarly: B
filx) = /t‘” fio(xx,) dx, (7.25)
In a special case where the random Variable:’X1 and X are statistically independent
fiplale) =filx) and £, (xlx)) = fi(x,) (7.26)
PX <x:X <x)= flfl(xl)dxl fxzfz(xz) dx, (7.27)

—co —co

Example 7.3 The live loads on any two floors in an office building are correlated. Assume for
simplicity the live loads on two given floors are random variables X, and X, and are defined by
the following joint probability density functions:

f,(x,x)=cle™+e™) for0<(x,and x,)< 2,400 N/m’
fialx %) =0 elsewhere

(a) Compute c.
(b) Compute the probability that both X, and X, are not more than 1000 N/m”’.
(c) Derive expressions for the marginal probability density functions of X, and X,.

(d) Derive expressions for the conditional probability density functions f,,,(x,|x,) and

f3|,{x3|x,)‘

Solution
(a) From Equation 7.17:
[. I cle ™ +e ®)dxdx, = 1.0

0 (1]

This results in ¢ = 1/4800.

(b) In this part P(X, < 1000; X, < 1000) is desired. Using 7.16:

P(X, < 1000; X, < 1000) = Wloo [ | (e +e™)dx dx, = 0417

)

Continues
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Example 7.3: Continued

(c) In this part, we apply Equation 7.25:

2400

= e 1
fx)= | [, x)dx, = St Ta0o  or0<x <2400

(1]

filx,) =0 elsewhere

Similarly, using Equation 7.24:

2400

_ i 1 -
fx) = | fiabep x)dx, = =+ o for 0 <x, <2400

0

L) =0 elsewhere
(d) From Equation 7.21:

. = e - X, + e—.\'_.
j]l_?(xl | xl) 2400€ —X; + l

Again, the function is valid for x, and x, between 0 and 2400. Similarly:

e.\'.+ex

L Gl = ———
jen( 2| ') 2400e "+ 1

Notice that the joint probability density function forms a surface in the three-dimensional space.
Any probability value represented by Equation 7.16 will be a portion of the volume under this
surface. The total volume under the surface will be equal to unity. Figure 7.1 shows an example
of a joint probability density function. This particular one is represented by the joint normal

probability density function (bivariate normal) that is described in Section 7.3.3.

f 425, %)
0.10 7
0.08
0.06 ~|
0.04
0.02

-

density function

Figure 7.1 lllustration of a joint probability
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7.3 COVARIANCE AND CORRELATION

7.3.1 Covariance

As discussed in Chapter 6, the moments (or mathematical expectation) of a random variable
can be computed using the generalized relationship of Equations 6.18 and 6.19. The same con-
cept can also be applied to two random variables that are defined with a joint probability density
function or a joint probability mass function. By definition, the mathematical expectation of a
function g(x;, x,) is computed using the following expression:

E [g(Xl’ Xz)] = ZZ g('xli’ x2j)pl,2 ('xli’ x2j) (7'28)

for discrete random variables:

ElgX, X)] = / / g(x, x)f,, (x, x)) dx dx, (7.29)
—8 —o0

for continuous random variables. In Equation 7.28 the double summation is for all values of the
random variable X, (i.e., x;;, X1, Xy3. . . .), and all values of the random variable X, (i.e., x,,, X3,
X . ..). In a special case where function g = (X, — w,)(X, — ), with y, and y,, being the mean
values of the random variables X, and X, respectively, the mathematical expectation is called
the covariance of X, and X, and is identified with Cov(X,, X,). Using Equations 7.28 and 7.29,
the covariance of X, and X, is:

Cov(X, X)) = E[(X, — W)(X, — W] = X3 (x, — W)(x, — )P, (x, %) (7.30)

for discrete random variables:

CovX, X) = [ [ (e, =), — W), (x, x,) dx,dx, (7.31)
for continuous random variables. Another form for Cov(X,, X,) can be written:
Cov(X,, X)) = El(x, — w)(x, ~ k)] = E(X, X)) — W1, (7.32)
in which (by virtue of Equations 7.28 and 7.29):
E(X, X)) =22 %, x,p,,(x,x,) (7.33)
i
for discrete random variables:
EX X)= [ [ (pn)f,(x x)dxdx, (7.34)

for continuous random variables. Notice that if X, = X, the covariance of X;, X, will be the
same as the variance of X,. This means that the covariance of a random variable with itself is
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the same as the variance of that random variable. In a special case where X, X, are statistically
independent of each other, Cov(X,,X, )= 0. This can be proven easily by virtue of the fact that
for two random variables that are statistically independent of each other, p, ,(x;, x,) = p,(x;) p,(x,)
and f, ,(x;, x,) = fi(x)) f,( x,). For example, for two continuous random variables from Equation
7.34:

EX X)= [ [ G, 0)f(e)fi(x)dx,dx, = pu, (7.35)

Substituting Equation 7.35 in Equation 7.32 will result in Cov(X,, X,) = 0.

Example 7.4 In Example 7.1, compute E(X, X,) and Cov(X,, X,).

Solution From Equation 7.33:

X e X X%,

1""22 11723

it 1172 + 1172 4
1 e ke 1 T X, EX, 1 +x,+x, 1 st o

E(X, X)=¢ +...|= 213c = 0.576

The mean values of X;and X, can be computed from p,(x,) and p,(x,), respectively.
l’j'l = le.Pl(xh) d[‘l(i “2 = Zx:,lp_‘(x!;)

For example, since:

1 1 1 '
= 0.27 + -+
P‘(x') (l-i-x: 2+x| 3+x|)

W, = 0.716. Similarly, p, = 0.716. Thus, Cov(X,,X,) = 0.576 — 0.716 x 0.716 = 0.064.

7.3.2 Correlation Coefficient

By definition, the correlation coefficient (p) of two random variables X, and X, is computed by
dividing the covariance of X, and X, by their respective standard deviations. This means that

— COV(XP Xz) — E(X1 Xz) — u1 uz
0102 (5102

(7.36)

in which o, and o, are the standard deviations of X, and X,, respectively. Notice that if the two
random variables X| and X; are statistically independent, p = 0. On the other hand if X, and X,
are perfectly correlated, and the relationship between X, and X is linear, one of the two random
variables, say X, can be fully represented by the other, i.e., X;. This means that ¢, = 0, and also
E(X, X)) = E(X?) and , = py; and as such p = 1. It is noted that p may be negative. In such
a case, a perfect negative correlation will be represented by p = —1. It is also noted that p is a
measure of a linear correlation between X; and X,.Thus, if a nonlinear correlation between X;
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and X, exists, Equation 7.36 will result in p < 1. Figure 7.2 illustrates a few examples of values
of p for several types of relationships between X, and X,. In Figures 7.2a and 7.2b, the correla-
tion is perfect (linear relationship). Figures 7.2c and 7.2d show no correlation. In these cases,
changes in one variable will not affect the other. In Figures 7.2e and 7.2f, although in each case
a relationship between X, and X, exists, p will not be equal to unity because these relationships
are not linear. It can be said that in these cases, the linear correlation between X, and X, is only
partial. To further clarify on cases where two random variables may only be partially correlated,
consider the following example.

Let’s define X| and X as the volume of concrete and reinforcing steel, respectively, deliv-
ered to a construction site each day. The delivery of the two materials to the site will
depend on several factors such as the means of transportation, source of each material,
delays in roadways, shortage of raw materials in the market, etc. If steel and concrete
are provided through two different sources, factors that affect one variable may not
necessarily affect the other. However, at any given time, there may be several other fac-
tors that would affect both variables, i.e., X, and X,. Figure 7.3 presents three different

P P
(a) (b)
S0 I y o0
P P
(c) (d)
y 0<p <+1 y M<p<0

I

(e) )

Figure 7.2 Values of correlation coefficient for several cases of y vs. x
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Figure 7.3 Examples of correlation coefficient in an engineering problem

cases for values of X, and X, in a five-day period. If in a special case, both materials are
supplied through the same source; and exactly the same factors are affecting X, and X,,
the two variables are likely to be perfectly correlated. Figure 7.3a is an example of this
case. This means that if there is any reduction or increase in the value of X, it is very
likely that X, will also experience the same changes and will follow X,. In Figure 7.3a,
notice that the ratio of the volume of steel to that of concrete delivered daily to the site
for the five-day period was constant. Furthermore, in this case, the plot of X, versus X,
shows a perfect linear relationship. Now assume only some of the factors are commonly
affecting X, and X,. In this case, the correlation between the two random variables will
be only partial. This means that if there are, for example, reductions in X, there will be
reductions in X, only on some days; while on other days there are no changes or there
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may even be increases in X,. Figure 7.3b illustrates this case. Notice that when X, versus
X, is plotted, there is some scatter in the data indicating a partial correlation between X
and X,. Now consider a case where factors affecting X, are totally different from those
affecting X;. In this case, any reduction or increase in X, will not be followed by X;. This
case is represented by Figure 7.3c. Notice that the values for X, are unchanged, while X,
values are changing daily. This is a case of no correlation; and the plot of X, versus X,,
results in a vertical line indicating no correlation.

Example 7.5 In Example 7.4, compute the correlation coefficient.

Solution The correlation coefficient is computed from Equation 7.36. The standard deviations of the
two random variables are computed knowing their probability mass functions. For example, for
e

1 1 1
= 0.27 + &t
p(x) (l+xI 2ohx 3+x|)

and the standard deviation o, is computed from:
GI‘:B(XI_I-LI)::Z(xlg_u|):p](xla)

in which the mean value y, = 0.716 and the summation covers all values of the random variable
X, (which are x;, = 0, x;, = 1, and x; = 2). The computation is:

O =027 140 240 340 1+1 2+1 3+1

(0—0-716)2( I )+(1—0.716)"‘( L, 1, 1 )

a1 1 1
+(2—0.716)* + T
@ 0716)(1+2 2+2 3+2)

or 0, = 0.791. Similarly o, = 0.791 and:

o= 0064 _ 0

T 0.791 X 0.791

This indicates that the linear correlation between the two random variables X, and X, is weak.

Example 7.6 Figure E7.6 shows a beam that provides a support for a crane system. At any given
time, the magnitude of the load Q and its location X from the left support are random vari-
ables. Random variable Q follows a uniform distribution ranging between 0 and 160 kN. Ran-
dom variable X also follows a uniform distribution ranging between 0 and 12 meters.

Continues




7.3 Covariance and Correlation 189

Example 7.6: Continued
Q
A l B
|

L=12m |

Figure E7.6 Simply supported beam with random load
location

(a) At the location of the load, compute shear V (immediately to the left of the load) and bend-
ing moment M.

(b) Compute the mean and standard deviation of Q and X.
(c) Compute the mean value of V and M, and E(VM).
(d) Compute the correlation coefficient between V and M.

Solution
(a) The shear and moment at the location of the load are:

VZ(I_I_XZ)Q and M=X(l—%)Q

(b) The uniform probability density function for a random variable X ranging between a and
b is defined:

f(x) =b—la fora<x<b

flx)=0 elsewhere
This results in a mean value p and standard deviation o defined via the following equations:

_a+tb _b—a
M= 5 and G—Zﬁ

Applying these equations to the two random variables Q and X:
Ho = 80 kN, 0, =46.2 kN, and yy = 6 m and o, = 3.46 m

Continues
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Example 7.6: Continued

(c) Since the two random variables Q and X are independent, their joint probability density
function is the product of their individual probability density functions. This means:

= =k gl L !
fox (@, x) = f,(@)f, (x) 160><12 190 for0<g<160;and 0 < x <12
The mean value of V is computed:
K, :E(V):E(l_i)Q
12
or
D e RN _
W, _:,l n/ [(1 lz)q}/@x(q, x) dgdx = 40.

and

ot = E(v) -t = Bl[1-X) @ [ ——"f — (40)°

v = W, = 2 1 o (5 q) dgdx — (40)

160 12

ol = / il [(1 =l lxmdqu_ (40)" = 1246

which results in 6, = 35.3. Similarly, the mean and standard deviation of M can be computed:

160 12

= f / [(1 ——1’52—):«; (@, x)dgdx = 160.

l'l','rl = E

_X
g

and
[F-u

o), = E(M p\,_ f[ 1—-— x7q?| fox(, q)dgdx — (160)? = 15,360.

which results in o,, = 123.9. To compute the correlation coefficient, we also need to compute
E(VM). This is computed:
160 12

E(l—%)Q( )XQ / n[l(l——)xq

Using Equation 7.36, the correlation coefﬁment of Vand M will be:

E(VM) = fox(x, g)dgdx = 8533

_ (8,533 — 40X 160)

353x1230 0¥

Notice that although Q and X are independent, there still exists some correlation between V
and M. This is because the equations for V and M depend on the same random variables.
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In cases where n random variables X, X,, . . ., X, are involved, the expected value of any two
variables (say X; and X)) is:

+oo +oo

EXX)= [ [ xxf (e x)dedy, ifi] (7.37)
and
E(XX)=E(X) = +0, ifi=j (7.38)

These expected values are arranged in a symmetric matrix such as:

E(X) E(XX) ... E(X,X)

E(X,X) EX) .. EXX) (7.39)
E(XX) E(XX) ... E(X?
and in terms of correlation coefficient as:
1 pL2 pm
Py 1 oo Py, (7.40)
pn)1 pn)2 R |

Notice that the principal diagonal elements of matrix in Equation 7.40 are all equal to one. This
is because the correlation coefficient of a random variable with itself is equal to unity.

In practice, the correlation coefficient is rarely computed from Equation 7.36. Instead, an
estimate of p (which is often shown with ) is computed from data obtained for X, and X,. This
subject is discussed in Chapter 9.

7.3.3 Bivariate Normal Distribution

The joint probability density function of two normally distributed random variables X and Y
with a correlation coefficient p is defined by the bivariate normal function:

_ 1 _ 1 [ X — Ky ’
Julo ) = e s T P " 2a-p) [( Oy )

x= W N\ y— Ky y—Hu,\
—2p< 5. )( 3 )+< - )] (7.41)

Y

for —co< x and y < +oo.

In Equation 7.41, if the correlation coefficient is zero (i.e., the random variables are statis-
tically independent), the joint density function f, ; will become the product of the individual
probability density functions f; and f,. Equation 7.41 is plotted as shown in Figure 7.1. It ap-
pears in the shape of a bell in the three-dimensional space.
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7.4 FUNCTIONS OF A SINGLE RANDOM VARIABLE

As discussed in Section 7.1, a quantity may be related to a random variable through a definite
function. Defining this function as g, a quantity Y can be written in terms of a random variable
Xas:

Y = g(X) (7.42)

This is a simple form of Equation 7.1. The dependent variable Y follows the independent ran-
dom variable X within the rule governed by the function g. If the probability function (i.e.,
probability mass function or density function) of X is available, any probability associated with
the random variable Y can be computed by virtue of the fact that for any given value of X, such
as x, there is a value for Y, such as y. The relationship between y and x is:

y =g(x) (7.43)

Furthermore, moments of Y (e.g., the mean and variance) can also be computed if the prob-
ability function of X is available.

7.4.1 Discrete Random Variable Case

When random variables X and Y are discrete, any probability associated with Y can be written:
P(Y = y) = P(X = x) = px(x) (7.44)

in which px(x) is the probability mass function of X. Equation 7.44 can be evaluated only if x can
be solved in terms of y from Equation 7.43. Solving for x from Equation 7.43:

x=g"'(y) (7.45)
where g' is the inverse function of g. Furthermore, we can write:
PY<y)=PX=<x)=LXp,(x) (7.46)

in which the summation includes all x; < x or all x; < g"'(y). The expected value and variance of
Y can also be computed in terms of py(x) as:

E(Y) = 1, = E[g(X)] = Z(g(x)p, ()] (7.47)
Var(Y) = E(Y?) — 12 = Z[g*(x)p, (x)] — W (7.48)

In both Equations 7.47 and 7.48, the summation includes all x;.
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Example 7.7 Figure E7.7 shows a cantilever beam with a uniformly distributed load g acting
over the length X. Length X is a discrete random variable. Possible values for X are L, 3L/4, L/2,
and L/4. The probability mass function of X is defined:

p,(x) = X forx=L/4,L/2,3L/4and L

5
px(x)=0 elsewhere
q
7
A |8
X |

Figure E7.7 Cantilever beam with load area

Assume g and L are deterministic.

(a) Compute constant ¢, and mean and standard deviation of X.

(b) Write an expression for moment M, at A in terms of X.

(c) Compute the mean and standard deviation of M,

(d) Compute the probability that M, will be less than or equal to gL*/8.

Solution
(a) Since 2py (x;) = 1, using x, = L/4, x, = L/2, x; = 3L/4 and x, = L:

c=04, uy=3L/4and oy = L/4.
(b) The moment at A is M, = gX*/2.

(c) From Equation 7.47:

EM,) = E(ﬂ) =3 qTx’-px(xj)] forall x,

Since g is deterministic:

EM,) =q), -(x?‘:)px(x,)

Continues
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Example 7.7: Continued

Thus, using x, = L/4, x, = L/2, x; = 3L/4 and x, = L will result in:

5qL°

EM,) = 6

The variance and standard deviation are computed from Equation 7.48:
5 L e
Val(M)—I:[M] s Z“ ()l ( )

15°L"
S12

In which, the summation is for all x;. This will result in Var(M,) = , or a standard

deviation equal to 0.17gL’.

(d) In this part, P(M, < gL*/8) is desired. Substituting for M, this probability will be equal to
P(X < L/2) which is the sum of P(X < L/4) and P(X < L/2). Using ¢ = 0.4 and the probability
mass function given, P(M, < qL*/8) will be equal to 0.3.

7.4.2 Continuous Random Variable Case

In this case, the probability density function of the independent random variable X is defined
by fx(x). Again, the dependent random variable Y is related to X through Equation 7.42. Fur-
thermore, in light of Equation 7.43, for any given value of X, such as x, there exists a value for Y
(such as y). It is assumed that an expression for x can be obtained by solving Equation 7.45. The
expected value and variance of Y can be computed:

+oo

b, =EM =EgX] = [ gwf,(x)dx (7.49)

—
+oo

Var(V) = E(Y) — 2 = [ g*()f,(0)dx — 12 (7.50)

In addition, any probability associated with the random variable Y can be computed in terms

of f(x):

g7y

P(Y<y)=P(X<x) = ‘/tmﬁ((x)dxz [ f@adx (7.51)

In light of Equation 7.51, it can be shown that the probability density function of Y is:

L) = £ dj—’ (7.52)
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The proof of this equation is left to the reader (the absolute value used in the equation is because
the function f,(y) is positive for all values of y). Usually there is no need to use Equation 7.52 in
computing the probabilities associated with the random variable Y since these probabilities can
readily be computed from Equation 7.51.

Example 7.8 In a special case of Equation 7.42, Y is a linear function of X in the form of Y = a + bX,
in which a and b are constants and X is a continuous random variable following a normal prob-
ability density function.

(a) Compute the mean and standard deviation of Y in terms of the mean and standard devia-
tion of X.

(b) Show that Y will also be a normally-distributed random variable.

Solution
(a) From Equations 7.49 and 7.50:

M, = f (a+bx)f (x)dx = a I fi(x)dx+b I xf,(x)dx = a + by,

- -

and

=

Var(Y) = E(Y) — W, = | (a+b0)*f(x)dx—

—oe
o0

= [ (a*+2abx+ b*x")f, (x)dx — (a + by )’

—og

Var(Y) = a’ + 2abu, + b’E(X?) —a’ — 2abp, — b’ W, = b’[E(X") — W] = b’c;

Thus the standard deviation of Y, oy = |boy|. Notice that even if b may be negative value, o, will
always be positive.

(b) In this part, we start out by computing P(Y < y). Since y = a + bx, g '(y) = (y — a)/b. Then
from Equation 7.51:

—

. _ __p'.\'
P(Yéy)=P(X5x)=P(xg”b“)=q> b

\ X bc\ Gﬁ

s y—(a+bu_x)‘=q)(y—u,-)

This result indicates that Y is a normally-distributed random variable with a mean equal to
a + buy and a standard deviation boy. Alternatively, Equation 7.52 can be used to prove that Y
is a normally-distributed random variable.
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Example 7.9 In Example 7.7, assume X is a continuous random variable with the following
probability density function:

filx) =c(1 - e forO<x<L
flx)=0 elsewhere

(a) Compute c.

(b) Compute the mean and standard deviation of X.

(c) Compute the expected value, variance and standard deviation of M, the moment at A.
(d) Compute P(M, < qL’/8).

Solution
(a) Since the integral of the probability density function for the entire range of the random
variable X is equal to one, we can write:

c l (1—e™Mdx=1
This will resultin ¢ = 2.718/ L.
(b) The mean and standard deviation of X are computed as:

= /xf( Ydx = L= 2718 / x(1—e ™)dx = 0.641L

.\'

0. = E(X) — W = [ x2f(x)dx — (0.641L)* = 2-118 [x*(1 = e ") dx — (0.641L)" = 0.0586L".

0 0

or oy = 0.242L.

(c) The moment at A is defined as M, = gX°/2. The expected value and variance of M, are com-
puted using Equations 7.49 and 7.50.

M)z% X)=%I 'f (x)dx = 0.235gL*

EX'1 2 L
Var(M,) = E(M2) — % = E(‘?T) —(0.235gL)" = q?/ x'f,(x)dx — (0.235gL*)* = 0.021¢°L’

0

This results in a standard deviation equal to 0.145gL’.

(d) In this part, we observe that Event M, < gL’/8 is identical with Event X < L/2. Thus:

P(M,<qL'/8) = P(X<L/2) = [ f(x)dx =029

0
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7.5 FUNCTIONS OF MULTIPLE RANDOM VARIABLES
In certain engineering problems, the dependent variable Y is a function of two or more random
variables X, X,, .. ., X,, that is:

Y=¢X,X;...,X) (7.53)
In a special case where Y is a function of two discrete random variables (say X, and X,), the

expected value and variance of Y can be computed once the joint probability mass function of
X, and X, is available as given:

E(Y) = E[g(Xl’ Xz)] = Zzg('xli’xzj)pl,z ('xli"x2j) (7'54)

Var(Y) = E(Y") — W, = E[g(X, X)] — 1} = 222 g% (x,,x,)p, , (x,,%,) — W, (7.55)

In this case x,; (i = 1, 2, . . .) are all values belonging to the random variable X; and x,; (j = 1,
2,...) are all values belonging to the random variable X,. The double summation is for all x,;
(i=1,2,...)and all x,; (j = 1, 2, ... ). Furthermore, any probability associated with Y, such
as P(Y = y) will be:

P(Y =y) = P[g(X,, X;) = y] (7.56)

Since for any given x, and x, there is a y that satisfies Equation 7.53, solving x,, in terms of y and
x, will result in:

x =g %) (7.57)

and Equation 7.56 becomes:
P(Y=y) =PX =x)=px)=2p,g"x) (7.58)
alley,

in which g = g"'(y,x;;). The problem becomes more complicated when Y is a function of three
or more discrete random variables. However if X, X,, . . ., X, are independent of each other,
the computation of the expected value and variance of Y and probabilities associated with Y
becomes simpler since the joint probability mass function can be written as a product of the
individual probability mass functions of X, X, . . ., X,..

Example 7.10 In Example 7.7, assume the load is also a discrete random variable Q that is sta-
tistically independent of X. There are only two possible values for Q; namely 0.5 and q. The
probability mass function of Q is defined:

polq) =cqg/q forq=0.54 and

polg) =0 elsewhere

Continues
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Example 7.10: Continued

Solution

The parameter ¢ is a constant.
(a) Compute E(M,) and Var(M,).

(b) Compute P(M, < qL*/8).

(a) We first compute the constant c,.

0.5 g
2 (—_q + i) =1
q q,
This results in ¢, = 2/3. Since Q and X are independent:

29  0.4x _ 49x
Pox(@¥) = Po(@Px(¥) = 3 X = = 3ep

From Equation 7.54:

q.x 4q.x, _ 25L°
Var(M,) = W, = %%gq %) Pox (4, ”‘%% 2 15L 96

The variance is:

Var(M,) = E(M}) = (L,)* = 2.3 8%(4,%) P, (:%) — (1,,)°

allg, allx,

q.x; \( 49X\ (254L -
Var(M_1)=ZZ( 2')(15@)_( 9‘2 )=0.0274(q)‘L

ally, allx,

The standard deviation of M, is 0.17gL"

(b) In this part, we first identify all possible values for the random variable M. These are gL’/64,
2gL°/64, 43L°/64, 83L*/64, 93L’ /64, 18L°/64, 163L°/64, and 323L*/64. The probabilities
associated with these possibilities are computed from the probability mass functions of Q and
X. These probabilities are, respectively, 1/30, 2/30, 2/30, 4/30, 3/30, 6/30, 4/30, and 8/30. For
example:

P(M, = gL'/64) = P(Q = 0.53) P(X = L/4) = [(2/3) X 0.5] X [0.4 X (L/4)/L] = 1/30
and so on; and as such, the probability P(M, < gL*/8) will then be:
1/30 + 2/30 + 2/30 + 4/30 = 9/30 = 0.30
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If the n random variables X, X,, . . ., X, are continuous, E(Y), Var(Y), and any desired prob-
ability associated with the dependent variable Y can be computed using the joint probability
density function of X, X, . . ., X,

E(Y) =E[gX,X,..X)] = fg(xl,xz,...xn)ﬁ(xl,xz,...xn) dx,dx,...dx, (7.59)

Var(Y) = fgz(xl,xz,...xn)ji(xl,xz,...xn) dx,dx,...dx,— (WL, (7.60)
P(Y<y)= fj;(xl,xz,...xn)dxl,dxz,...dxn (7.61)
ng=y

in which f ... is an n-fold integral with +eo limits, f ... is an n-fold integral computed over
n ng<y
the region specified by the inequality g(x,, x,, . . ., x,) < y in the n-dimensional space, and f, is the

joint probability density function of the random variables X;, X;, . . ., X,. If the random variables
X, X,, . . ., X, are statistically independent, the joint probability density function f, will simply
be equal to the product of the individual probability density functions of X, X,, . . ., X,.

The computation of E(Y), Var(Y), and P(Y < y) from Equations 7.59-7.61 is complicated.
In general, in many real application problems, the joint density function f, is not known; and
at best, only the individual density functions for X, X,, . . ., X, are available. In such a case, one
may have to assume that X;, X,, . . ., X, are independent so that the computation of E(Y), Var(Y),
and P(Y <y) may become simpler.

Example 7.11 In Example 7.7, assume X and Q are independent continuous random variables
with the density functions given:

fd)=c(l-e™) for0<x<L

fx)=0 elsewhere
P.(q@) = c,q/q for0<qg=<gq
Polg) =0 elsewhere

In which g, ¢, and ¢, are constants.
(a) Compute c;.
(b) Compute the mean and standard deviation of the moment at A (i.e., M,).
(c) Compute the probability that M, is less than or equal to gL*/8.
Solution

(a)

il

/ f,(@dqg=1,..c =2/g

Continues
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Principles of Statistics: Part |—
Estimation of Statistical Param-
eters and Testing Validity of
Distribution Functions

8.1 INTRODUCTION

In Chapters 6 and 7 the basic theories of random variables, probability, and probability dis-
tribution functions were presented. In nearly all example problems cited in those chapters,
the basic assumption was that the distribution model describing a random variable is known.
However, in real-world problems, such information is not available. In fact, the available
information comprises a set of data samples compiled through experiments, field investiga-
tions, or subjective judgment. Before one can apply theoretical distribution models to an
engineering decision-making problem, a determination of the type of distribution model
that can best describe the data must be made. Figure 8.1 shows the flow of activities in con-
ducting an engineering design and decision making under uncertainties using the theory
of probability. We observe that the link between engineering knowledge and the theoretical
probability modeling is statistical analyses of data. This link is crucial in providing the neces-
sary information as to what type of distribution model should be used and what parameters
describe the distribution model. A wide variety of statistical analyses are available, many of
which are specifically useful in engineering problems. A simple statistical data analysis con-
sists of estimating such parameters as the mean and standard deviation and/or arranging the
data in the form of a bar chart. More advanced analyses may include establishing confidence
intervals for the mean, conducting a test for the validity of a distribution model to represent
the data, testing hypotheses, estimating a correlation between two sets of data, and conduct-
ing regression analyses. In Chapters 8 and 9 we present several common statistical methods
that are especially useful in the analysis of engineering data. Chapter 8 concentrates primarily
on the estimation of statistical parameters, confidence intervals, and statistical tests for nor-
mality and for the validity of other distribution models. Chapter 9 discusses the analysis of
variance, comparison between two or more populations, regression analysis, and correlation.
Hypothesis testing is also discussed in Chapter 9.

219
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Problem
statement

Engineering Engineering Statistical data
data ‘l knowledge I' analysis

l

Theory of
probability

l

Decision-making
and design

Figure 8.1 Flow of activities in an engineering decision-making and design problem under uncertainties

8.2 DATA COMPRESSION

One of the first steps in analyzing and processing data is data compression. Data compression
simply means to filter, arrange, and summarize data in a form that can be used readily for the
intended engineering decision making, analysis, and design. A simple data compression scheme
is to arrange the data in the form of a frequency-of-occurrence diagram or a bar chart. Time-
dependent data may be compressed into exceedance curves or into a frequency-domain graph.
More advanced data compression methods may involve derivation of distribution models suit-
able to represent the data and the use of data to establish an empirical relationship between two
or more variables. Depending on the type of data compiled, one or more of these methods may
be used for data compression. Laboratory and field data often consist of a series of sample val-
ues for a quantity. Data compression for this type of data is generally composed of establishing
frequency diagrams, generating exceedance rates, or a plot of maximum and minimum values.
An exceedance rate simply presents the number of times the sample values compiled for the
quantity was larger than (i.e., exceeded) certain predetermined thresholds. Subjective data is
compiled through interviews or by conducting a survey among experts. Depending on the type
of problem, the outcome of the subjective data collection process may be a set of numerical
values obtained for a quantity. In such a case, the data is treated similar to the laboratory or field
data. In certain cases the outcome of the data collection process may be in linguistic terms. For
example, the outcome may be expressed in the form of a series of yes and no answers. In such a
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case, the data compression may simply involve the development of percentages describing the
relative ratio of the yes responses to the no responses. In a more elaborate process, nonparamet-
ric statistical methods may be used to identify any correlation between different groups of data
and to establish cause-and-effect relationships.

The objective of this section is to present several simple methods that can be helpful in the
compression of most engineering data.

8.2.1 Processing Data into Occurrence Frequencies

This method is popular and results in a table or graph demonstrating the frequency of occur-
rence of data within various ranges. These ranges are selected a priori and cover all possible values
obtained for the quantity for which the data has been compiled. The data compressed in this
form is considered to be a first step in developing additional information on its trends and the
estimates for key statistical parameters of its distribution and probability values. The frequency-
of-occurrence graphs are usually used for cases where the sample values need not be presented in
a time-dependent fashion. For example, in conducting laboratory investigations for the compres-
sive strength of a batch of concrete, each sample value represents a compressive strength. Such
data is arranged using frequency-of-occurrence diagrams without any specific reference to time
because all samples tested for strength have the same age. In another example, when the change in
the strength of concrete over, for example, a 28-day period is desired, the sample values are time-
dependent. A simple frequency-of-occurrence diagram may not offer a suitable technique for
data compression and processing in this case. Rather, the data is displayed in the form of a graph
showing the strength as a percentage of the maximum strength versus curing time.

The procedure in developing frequency-of-occurrence diagrams involves the following steps:

1. Select a definite number of ranges within the compiled data
Count the number of times (i.e., the frequency of occurrence) that the sample values
fall within these individual ranges

3. Plot the results in Step 2 versus the ranges; or alternatively, divide the frequencies by
the total sample size and then plot the results versus the ranges

The following examples illustrate this method.

Example 8.1 Twenty measurements of the monthly maximum wind velocity at a station near the
airport of a major city have been made. The sample data is provided using km/h as the unit.

22, 35,48, 17, 42, 19, 52, 33, 8, 38, 24, 28, 40, 14, 9, 27, 33, 36, 18, 37

(a) Arrange the data in the form of occurrence frequencies. Plot the results.

(b) Using the relative frequencies (i.e., the frequencies divided by the sample size), estimate the

probability that the maximum monthly wind velocity will be less than 30 km/h.
Continues
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Example 8.1: Continued

Solution

(a) We select six ranges as 0-9, 10-19, 20-29, 30-39, 40-49, and 50-59. Notice that these ranges

cover all possible values collected for the wind velocity. Within 0-9, there are only two values re-

corded; whereas within 10-19, there are four values recorded. For the entire data, see Table E8.1.
A plot of the compressed data is provided in Figure E8.1. Notice that the relative frequen-

cies add up to 1.00. Also, the probability that maximum monthly wind velocity is within the

limits of a specific range is equal to the relative frequency for that range. For example, the prob-

ability that the maximum monthly wind velocity is within 10 to 19 km/h is 0.20.

.
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Wind velocity (km/hr)

Figure E8.1 Frequency of occurrences of wind velocity in an area

Table E8.I
Range (km/h) Frequency of occurrence Relative frequency

0-9 2 2/20 = 0.10

10-19 4 4/20 = 0.20

20-29 4 4/20 = 0.20

30-39 6 6/20 = 0.30

40-49 3 3/20 = 0.15

50-59 1 1/20 = 0.05
Sum 20 1.00

(b) In this part, using X as the maximum monthly wind velocity, we will get P(X < 30) = 0.10
+ 0.20 + 0.20 = 0.50.
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Example 8.2 Twenty-five specimens taken from freshly-made batches of a type of concrete were
tested for the 28-day compressive strength. The results are in MPa as listed:

22.75, 21.70, 23.80, 23.45, 21.74, 25.20, 22.61, 24.15, 24.92, 21.00, 25.00, 25.70, 20.75, 23.85, 23.95,
2243, 27.56, 21.33, 22.19, 24.00, 23.75, 26.75, 20.40, 22.80, 23.42

(a) Compress the data into the occurrence frequency format.
(b) Plot the results.

Solution
(a) The selected ranges, the frequency of occurrence for each range and relative frequencies are
summarized in Table E8.2:
Table E8.2

Range (MPa) Frequency of occurrence Relative frequency

20.00-20.99 2 2/25 = 0.08
21.00-21.99 4 4/25 = 0.16
22.00-22.99 5 5/25 = 0.20
23.00-23.99 6 6/25 = 0.24
24.00-24.99 3 3/25 =0.12
25.00-25.99 3 3/25 =0.12
26.00-26.99 1 1/25 = 0.04
27.00-27.99 1 1/25 = 0.04
Sum 25 1.00

(b) The plot is presented in Figure E8.2.

7
o b6
5]
(=
2 5
5
3
S 4
©
53
5
=1
o
o
L 1H

0

20- 21- 22- 23- 24- 25- 26- 27-
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Compressive strength (MPa)

Figure E8.2 Frequency of occurrence of compressive strength in a sample of concrete
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8.2.2 Processing Time-dependent Data

Time-dependent data is sometimes shown in the form of a time-history graph. It is simply a
graph of a quantity versus time. Such graphs often contain many peaks and valleys and may not
be readily used due to the large amount of information they display. Instead of the time-history
graphs, data can be compressed into a more manageable form. Two common types of data pro-
cessing for time-dependent quantities are:

« Conversion of data into a frequency-dependent function by conducting a Fourier
transform.
» Conversion of data into exceedance graphs using a cycle-counting method.

These two methods are explained:

Frequency-dependent function: A typical sample of data for this type of data processing is the
vibration of a mechanical or structural system. Ground vibration during an earthquake is
another example of this kind of data. Such data is often compiled in the form of ground accel-
erations versus time. Figure 8.2 shows a record compiled in 1941 during the El Centro, Cali-
fornia earthquake. The curve has been simplified for clarity. As seen in the record, the entire
period of vibration is only about 30 sec. The sample data is compiled at short time intervals;
as such, it may not immediately provide detailed information on the vibrational character-
istics of the earthquake. Since the vibration is not steady, it is a mixture of many vibration
frequencies. Figure 8.3 shows the vibrational characteristics similar to that generated by the
operation of an engine. The accelerations generated are rather small in magnitude and are
relatively constant for the entire vibration period. The period of vibration (T) is constant and
the frequency of vibration is f = 1/T (the angular frequency w = 2n f). The difference between
the record in Figure 8.3 and the one in Figure 8.2 is the frequency contents. While the record
in Figure 8.2 is a mixture of many frequencies; the one in Figure 8.3 is primarily composed
of one frequency (i.e., f).

To convert the vibration data into a frequency-domain graph, the Fourier transformation is
used. We first present the theoretical equations governing the Fourier transformation. Numerical
equations suitable for use for a sample size of n compiled through laboratory or field observa-
tions are then presented. Considering a time-dependent function such as g(¢), the frequency-
domain function S(w) is:

S@)=5-f ge™d (8.1)
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in which i =  —1. In Equation 8.1, we consider the fact that t > 0; and as such, the lower limit
of the integral starts at zero rather than —eo. According to the Fourier transformation, we can
also write:

gt = [ S(@)e™do (8.2)

0

which means g(f) can be obtained if S(w) is known through Equation 8.2. Equations 8.1 and 8.2
are the Fourier transform functions. In practice, rather than a definite form for g(t), only a set
of sample values, compiled in an experiment or field investigation, is available. In such cases,
a discrete form of Equation 8.1 is used. One form that is used in commercial software (e.g., in
MathCAD as cited in the list of references at the end of this chapter) is:

i<2ni>k\ (8.3)
n

in which g, = k™ value compiled (in the set of sample values); S; = the value of the frequency-
domain function for the jth frequency and » = total number of sample values. In Equation 8.3,
all g, are compiled at equal time intervals. Furthermore, Equation 8.3 requires n to be in the
form 2", in which m is a nonzero integer number. Also notice that instead of the angular fre-
quency w, the frequency term j = w/(27) is used. Using Equation 8.3, 2" sample values for ; at
equal frequencies are obtained. Equation 8.3 does not give values in terms of the actual frequen-
cies of the original time-dependent data set g,. To obtain the actual frequencies, the following
equation is used:

_ 1
Sj = ﬁzk: g, exp

f= % £ (8.4)
in which f; = the jth frequency and f; = the sampling frequency of the compiled data g,. For
example, if n = 64, and there are 5 samples per second compiled to obtain g, then f; = 5. This
means that the total time period used in compiling the data was t = 64/5 = 12.8 sec. Also notice
that n = 64 = 2°. Thus, the total number of samples computed for S; will be 2°" = 32. If the §
results, for example, show a peak at j = 3, it means a dominant frequency of the compiled data
was f; = (3/64) x 5 = 0.23 hertz (from Equation 8.4).

According to Equation 8.4, it will be impossible to detect any frequency of the compiled
data that is above the sampling frequency f;. Thus, to be able to detect all frequencies of the
compiled data, the sampling frequency must be large enough that a reasonable estimate of the
frequency contents of the data can be obtained.

As it is evident from Equation 8.3, the values obtained for S; are complex numbers:

8, = Re(S) + i Im(S) (8.5)
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in which Re(S)) = real part of S; and Im(S;) = imaginary part of S;. Usually, to plot or present the
frequency-domain values (i.e., 5;), we use |S| which is:

1S, 1=/ [Re(S)]" + [Im(S)]’ (8.6)

Example 8.3 Table E8.3 summarizes a set of 32 sample values compiled for the accelerations
data at the base of a shaking table subject to a sudden shock. The entire record was for 3.1 sec,
and the samples were compiled at a rate of ten per second (sampling frequency = 10).

Table E8.3
Time (sec) Acceleration (g) Time (sec) Acceleration (g)
0 0 1.6 0.221
0.1 0.471 1.7 0.170
0.2 0.709 1.8 0.080
0.3 0.754 1.9 0.015
0.4 0.374 2.0 -0.061
0.5 0.361 21 -0.091
0.6 0.073 2.2 -0.107
0.7 -0.175 23 -0.053
0.8 -0.313 2.4 -0.014
0.9 -0.324 25 0.036
1.0 -0.324 2.6 0.060
1.1 -0.180 2.7 0.074
1.2 -0.031 2.8 0.099
1.3 0.088 2.9 0.072
1.4 0.189 3.0 0.038
1.5 0.239 3.1 0.006

(a) Plot the data (g;) in terms of time.
(b) Using Equation 8.3, compute §; for j = 1 to 32 and plot S
(c) Identify the dominant frequency content of the compiled data.

Solution
(a) Figure E8.3a shows the plot of g, versus time. As is evident from this graph, there is a mix of
several frequencies inherent in the record. In this form, it is difficult to identify the dominant
frequency.

Continues
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Example 8.3: Continued

gram for numerical integration. The plot of |S| appears in Figure E8.3b.
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(b) Using commercial software (e.g., MathCAD or Microsoft Excel) we compute S, Alterna-
tively, Equation 8.3 can be solved numerically using a spreadsheet or a simple computer pro-

Figure E8.3a Time history plot of acceleration of a shaking table
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Figure E8.3b Frequency graph of the acceleration of a shaking table

Continues
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Example 8.3: Continued

(c) Clearly, the dominant frequency is between j = 2 and j = 3. Since the sampling frequency
fs = 10, then from Equation 8.4:
2

£= (g)x 10 = 0.625 and f =(

2

3 ) X 10 = 0.938 hertz

The average gives a frequency of 0.78 hertz.

Example 8.4 Apply a Fourier transformation to the vibration depicted in Figure 8.3.

Solution Clearly, there is only one frequency in this record. Using 32 samples from the data, |S] is
obtained and plotted in Figure E8.4. Since the dominant frequency is at j = 3, then the actual
frequency with the sampling frequency of f; = 10 is:

3
=3 x10~10H
f=35 £
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E 0.100
N
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Frequency, j (Hz)

Figure E8.4 Fourier transformation of vibrations with a constant frequency
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Cycle-counting process. In some engineering applications, the time-dependent data shows a
cyclic fluctuation. In such cases, each cycle of the quantity can be described as a rise to a peak
value followed by a fall (or inversely a fall to a valley followed by a rise). The change in the value
of the parameter can be considered to be the complete rise from a valley to a peak or vice versa
in one cycle of the data. The data compiled for the quantity may be compressed to show the
number of times the change in the quantity is equal to a predetermined specific value. Various
rules can be set up to count the number of cycles. For example, as a simple rule, any rise in a
certain stress value above a specific stress (i.e., Sy) in a structural component can be counted as
one cycle. Other rules may also be established for cycle counting. The most popular method,
however, is called the rainflow method as described by the American Society for Testing and
Materials (ASTM).

According to the rainflow method, a quantity (i.e., stress) starting from a reference level
(i.e., zero) and rising to a peak should return back to the reference level before a cycle can be
counted. A secondary fluctuation of the quantity within a major cycle will also be counted, if
a rise followed by a fall (or inversely, a fall followed by a rise) equal to at least a predetermined
minimum value of the quantity occurs. For example, if the quantity is the stress at a location in
a mechanical or structural component, this minimum value will be taken equal to the smallest
stress value that will be significant to the component. In metal fatigue problems, this minimum
level is defined as the smallest stress range that can cause fatigue damage. In fatigue analysis,
this stress range level is referred to as the endurance limit or fatigue limit.

The following example illustrates the rainflow method (see Figure 8.4) applied to the stress
range at a location considered to be critical for potential fatigue damage. The minimum stress
range selected is AS. Thus, any stress range greater than or equal to this value will be counted.
Major cycles are ABC and CDE that both have a rise and fall of 7AS. Secondary cycles formed
within the major cycles are those in the shaded areas in Figure 8.4. For example, as the stress
rises from point A to B, a 1AS and a 2AS are counted. When the stress drops from D to E, a 1AS
stress range count results. Using this method, for the stress variation shown in Figure 8.4, the
rainflow stress range counts are summarized for all ranges in Table 8.1. A detailed description

Table 8.1 Rainflow stress range
R ﬁ cycles for stress data in Figure 8.4

Stress range level Cycle count
7AS
6AS

e 5AS

AV \/ \ ans

= ,/ V \ Time 3AS

Ta c L 2AS

1AS

Stress range level

W = =242 O O o N

Figure 8.4 Cycle-counting using rainflow
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of the method is provided by the ASTM. The cycle-counting method can easily be programmed
into the data acquisition system used in the field or laboratory. As a result, compressed data in
a form similar to those in Table 8.1 can be obtained as the data are being compiled.

8.3 ESTIMATION OF MEAN AND VARIANCE

As discussed in Chapter 6, the mean and variance are two important parameters describing a
random variable. The exact values for these parameters require the knowledge of the probability
mass function or the probability density function (depending on whether the random variable
is discrete or continuous). Since any set of data essentially can be considered as a population
belonging to a random variable, it will be possible to arrive at estimates for the mean and vari-
ance by making certain assumptions on the distribution model of the random variable. Meth-
ods that are used to estimate the mean and variance are either based on the point estimation or
interval estimation techniques. In conducting the point estimation, one can assume that the dis-
tribution model is either uniform; or it follows a frequency-of-occurrence diagram (such as the
one shown in Figure E8.1). In such cases, the point estimation is said to be based on the method
of moments. In another point estimation process, one may use a distribution model along with
the compiled data to come up with estimates for the parameters of the distribution function
directly through maximization of the likelihood that the function will be able to represent the
compiled data. The point estimation based on this technique is called the method of maximum
likelihood. Of course, once the parameters of the distribution functions are estimated, the esti-
mates can be used to compute the mean and variance. These methods are presented in this sec-
tion. The interval estimation is discussed in Section 8.4.

Suppose n sample values for a quantity have been compiled as described by x,, x,, . . ., x,,. If
the sample size # is relatively small, we can assume x; (i = 1 to n) belong to a discrete random
variable X with a uniform probability mass function, that is:

P(X =x)=p(x)=cforall x, (8.7)

in which ¢ is a constant and p(x) is the probability mass function of the random variable X.
Assuming the n sample values make up the entire sample space, then:

plx) +plxy) +...+plx,) =1 (8.8)
or
np(x;) =nc=1 (8.9)

This will result in ¢ = 1/n. By applying Equations 6.20 and 6.22, the mean and variance of X can
be obtained. However, since this will only be an estimate for the actual mean, we use m to define
the mean:

m =Zx1.p(xi) =%Zx1=%(xl+x2+ ot x) (8.10)
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This equation is the one most often used in computing the average of n values. As is evident, the
estimate for the mean is based on the fact that all x; have the same weight. Using Equation 6.22,
the variance can also be estimated. We use s° to describe the estimate for the variance (i.e., s is
the estimate for the standard deviation):

52=g(xi—m)2p(xi) =%g(xi—m)2 (8.11)

According to Freund (1962), this is only a biased estimate of the variance; an unbiased estimate
can be obtained when (n — 1) rather than # is used. In such a case:

st = n%zn: (x,— m)* (8.12)

If n is large, it may be more appropriate to compress the data in the form of the frequency-of-
occurrence diagram (histogram); and then use the graph as an approximation for the prob-
ability mass function of X. By applying Equations 6.20 and 6.22, the effect of the weight of an
individual sample value such as x; in the population will then be considered. Usually, when the
data is compressed in the form of a histogram, the frequency-of-occurrence is given for all dif-
ferent ranges of x;. For example, a frequency-of-occurrence f, represents the number of times
the value of the compiled data was between x; and x,,, If f; is the relative frequency (i.e., the
frequency divided by the sample size 1), then we can write:

Ji= Plx; < X <x;,) (8.13)

We can simply assume that f; = p(x)), if x;, and x,,, are very close to each other; or otherwise
assume f; = p(x,,) in which x;, = (x; + x;,,)/2. Then the estimates for the mean and variance will
be:

st = Z (x,—m)’plx,) = Zn:f,.(x,.m —m)’ (8.15)

i=

Notice that the relative frequencies f; satisfy the following equation:

fith+...4,=1

Example 8.5 In Example 8.1:

(a) Compute the sample data mean and standard deviation, assuming all measured velocities
have the same weight.

Continues
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Example 8.5: Continued

(b) Recompute the sample data mean and standard deviation considering the relative frequen-
cies obtained for the data.

Solution
(a) In this part, Equations 8.10 and 8.12 are used:

m= 2‘—0(22 +35+48+...) =29 km/h

si= 201_ -[(22-29) + (35-29)' + (48 - 29)" +..] = 155.4 and s = 12.46 km/h.

(b) In Example 8.1, six ranges were used and relative frequencies were obtained. We will use
Equations 8.14 and 8.15 to compute the mean and standard deviation. Table E8.5 summarizes
the ranges, x;, for each range and the relative frequencies f;

Table E8.5

Range Xin Relative frequency
0-9 4.5 0.10

10-19 14.5 0.20

20-29 245 0.20

30-39 34.5 0.30

40-49 44.5 0.15

50-59 54.5 0.05

From Equation 8.14:
m=0.10 x 4.5 + 0.20 x 14.5 + 0.20 x 24.5 + 0.30 x 3.45 + 0.15 x 44.5 + 0.05 x 54.5 = 28 km/h

and from Equation 8.15:

s°=0.1(4.5 - 28)* + 0.20(14.5 — 28)* + 0.30(24.5 — 28)" + K + 0.05(54.5 — 28)* = 182.75

and s = 13.52 km/h.

As is evident from Example 8.5, the estimates for the mean and variance from Equations
8.14 and 8.15 will depend on the ranges selected to establish the frequency-of-occurrence dia-
gram. The use of these equations over Equations 8.10 and 8.12 is preferred in cases where the
sample size is large enough so that many narrow ranges can be selected. With a large sample size
(i.e., n = 50), the frequency-of-occurrence diagram will better represent the distribution inher-
ent in the data; and as such, Equations 8.14 and 8.15 may result in more accurate estimates for

the mean and variance.
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8.4 CONFIDENCE INTERVALS FOR STATISTICAL PARAMETERS

8.4.1 Confidence Intervals for the Mean

The mean and variance computed from the compiled data are considered to be estimates only.
If additional data becomes available, the values obtained for m and s* will change. This simply
means that the exact mean and variance are not known. However, it is possible to establish
confidence intervals for the estimated mean, the standard deviation, and for other statistical
parameters. For example, the confidence intervals for the mean simply indicate how good our
estimate for it is. Usually, confidence intervals provide us with an upper and a lower bound
value for the mean. The confidence level associated with these bounds is the probability that the
actual mean will be within these bounds. This method of establishing bounds for the mean is
called the interval estimation method.

Consider again the n sample values x,, x,, . . ., x, compiled in a data acquisition session.
We can assume that each sample value x; belongs to an independent random variable X;. The n
independent random variables X, X,, . . ., X, will have a mean value M:

M=%(X1+XZ+ .+ X) (8.16)

In light of Equation 8.16, we realize that the estimate for the sample mean (1) belongs to the
random variable M. The expected value of the random variable M is:

E(M) = %[E(Xl) +E(X)+ ...+ E(X)] (8.17)

Assuming that all X; are identically distributed each with a mean value p and standard deviation
0, Equation 8.17 becomes:

EM) = % = u (8.18)

This indicates that the expected value of the random variable M is equal to the actual mean
value of the sample data. Furthermore, the variance of M will be:

1
Var{M) = F[Var (X)) + Var(X)) + ... + Var(X))] (8.19)
Since Var(X,) = Var(X,) =. .. = Var(X,) = ¢’, then:
2 2
Var(M) =29 =9 (8.20)
n n

This implies that the random variable M has a mean value equal to p and a standard deviation
equalto 6/4/n.
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The term ©/4/n is also known as the standard error of the mean. Notice that when n ap-
proaches infinity, 6/4/n will approach zero; and as such, M will become a deterministic (non-
random) value. In such a case, the estimate of the mean (i.e., m) will be the exact mean. In
practice, 6/4/n will always be associated with the random variable M and indicate the error
corresponding to the estimate of the mean (i.e., m).

When # is sufficiently large, based on the central limit theorem (Ang and Tang, 2007), we
can assume that M will be a normal random variable with a mean equal to p and a standard
deviation 6/+/n. We now introduce a random variable Z, as:

M-p
o/vn

This random variable follows the standard normal probability density function.

Considering now a specific probability value such as (1 — a), we can select two values k,,
and —k,, such that the probability of Z being between k,;, and —k,, will be equal to (1 — a). As
seen in Figure 8.5:

M-p
o/Vn

This probability is the area under the standard normal probability density function bounded
by k,, and —k_,. Notice that the area before —k,,, and after k,, each is equal to a/2. This means
that:

p( —k,, < < sz) =1-a (8.21)

ky,= @' (1 - a/2) (8.22)

This value is referred to as the critical value at a. Based on (1 — a) probability, and for a sample
size equal to #, from Equation 8.21, the upper and lower bounds for the actual mean p can be
established as:

_kaIZG <] < _l_ka/zG 8.23
m Jn SU=(m Jn (8.23)

o /2 o/2

Figure 8.5 Confidence intervals
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Equation 8.23 presents an interval estimation for the mean. In deriving Equation 8.23 from
Equation 8.22, M was replaced by m, since m belongs to the random variable M. The interval is
said to be based on a (1 — a) confidence level. Sometimes the estimated interval for the mean
is said to be based on «a. This means that the confidence level used to establish the interval is
(1-a).

The interval established for the actual mean is based on the assumption that the sample size
is large and that the estimated standard deviation s is equal to the exact standard deviation o. If
the sample size is small, the t-distribution (as described in Chapter 6) is used. The ¢-distribution
depends on the sample size 1. As n — oo, the ¢-distribution will approach the normal distribu-
tion. Using the t-distribution, and considering the estimated standard deviation s, the interval
for the mean p will be:

<m —~ tmﬁ) <p< <m +t, ﬁ) (8.24)

in which:
t,=T;'(1—0/2) (8.25)

In Equation 8.25, T, plays the same role as function ® and is the standard ¢-probability distribution
function. This is to say that the random variable M\;—H follows the standard #-distribution
function. s/vn

The parameter v appearing as a subscript in T, is called the degree of freedom and is taken
as (n — 1). Values of ¢,, can be obtained from Table A.2 of Appendix A for various degrees of

freedom.

Example 8.6 In Example 8.5, assume the standard deviation is known and is equal to the esti-
mated value s.

(a) Using a confidence level equal to 99%, establish confidence intervals for the mean.
(b) Repeat (a) but use a 95% confidence level.

Solution
(a) Since 1 — a =0.99, a = 0.01 and a/2 = 0.005. From tables of normal probability values k, =
(1 - a/2) = P 7'(0.995) = 2.57

and
kO £
ol 2.57X12.46 _ 36.16
Jn 20
k,,0 2.57 X 12.46
m——— =29 ==t _="> = 9] 48
Jn v 20

Continues
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Example 8.6: Continued

Thus, the confidence interval for the mean for 0.99 confidence (or at a = 0.01) is 21.84 < p <
36.16.

(b) In this part, since 1 — a = 0.95, a = 0.05 and /2 = 0.025. From tables of normal probability
values k., = ®7'(1 - a/2) = 7'(0.975) = 1.96

k,.O 1.96 X 12.46
m+—r—=129 +——"———— 3446
Jn J20
k o
KO _ 5o 196X12.46 _ 55,
Jn V20
Thus, the confidence interval for the mean for 0.95 confidence (or at a = 0.05) is 23.54 < p <

34.46.

Notice that in Example 8.6, when the confidence level was reduced, the bounds for the
mean became closer. This indicates that although the intervals estimated for the mean are nar-
rower, we have less confidence in the intervals established.

Example 8.7 Repeat Example 8.6 but use t-distribution. This means we assume the standard
deviation is not known and we only have an estimate for it.

Solution
(a) For a/2 = 0.005, the t-distribution value from Table A.2 of Appendix A for a degree of free-
domequaltov=20-1=19is:

t,,=T;'(1—a/2) = T;(0.995) = 2.861
Thus, lower and upper bounds for the mean are:

s 12.46

m+t, =——=29+ 2,861 —— = 36.97
“ Jn v 20
S 12.46
m=t, =—7—=29=2386l———==21.05
“ In v 20
and the confidence interval for the mean for 0.99 confidence (or at a = 0.01) is 21.03 < u <

36.97.

Continues
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Example 8.7: Continued

(b) For a/2 = 0.025, the t-distribution value from Table A.2 of Appendix A for a degree of free-
domequaltov=20-1=19is t , = T '(0.975) = 2.093, and the lower and upper bounds for
the mean are:

; 12.46

m+t =——=29+2093-%22 = 3483
o/l n 20
s 12.46

m—f, =—==129—2093—==2 =2317
/2 1." H \-" 20

The confidence interval for the mean for 0.95 confidence (or at a = 0.05) is 21.03 < u < 36.97.

As the degree of freedom increases, the critical values of the t-distribution become nearly
equal to those of the normal distribution for the same a.

8.4.2 One-sided Confidence Limits

In many engineering applications, it may be desirable to establish one-sided confidence limits
for the mean. Depending on the type of problem, either a lower or upper confidence limit can
be established. Using the normal probability distribution function, with (1 — a) confidence
level, the critical value k, is established as shown in Figure 8.6. In this case:

k,=07'(1-0a) (8.26)

and as shown in Figure 8.6a:

M-y L
P( oTn Ska>—1 o (8.27)

This results in the following inequality that describes a one-sided confidence level for the
mean:

L (8.28)
> m— .
HET
This is a lower confidence limit for the mean. Equation 8.28 implies that there is probability that
the mean value will be at least equal to (m - k, 0/ J/n)basedona sample size 7.

To establish an upper confidence limit, from Figure 8.6b, we observe that:

M-u L
P< oTn Zka)—l a (8.29)



8.4 Confidence Intervals for Statistical Parameters 239

f(s)

(1-a)

o
I
I

k

il

(a) Lower limit

f(s)

(1-o)

(b) Upper limit

Figure 8.6 One-sided confidence limits (a) lower limit and (b) upper limit)

This results in:

k,o
U=<m+
n

(8.30)

In this case, there is (1 — ) probability that the mean will be at most equal to (m + k,6//n)

based on a sample size n.

Again, for a small sample size and the case where only the estimate for the standard devia-

tion is known, #-distribution will be used. In this case:

t, =T (1—a)
and
W=m-—t, —
7
for the lower confidence limit and
<m—t ——
38 « ﬁ

for the upper confidence limit.

(831)

(8.32)

(8.33)
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In engineering, quantities that describe a system’s capacity or supply are usually treated
with the lower confidence limits. Examples of such quantities include the strength of a material,
capacity of a highway in terms of hourly traffic, capacity of a data acquisition system in storing
incoming data, the output power of a machine or other mechanical systems, and such. In these
examples, we would like to establish a confidence level that the quantity will not be less than
the limit set by Equations 8.28 or 8.32. On the other hand, quantities that represent demand
are treated with the upper confidence limits. Examples of such quantities are the applied load
on a structure, the actual flow of traffic in a highway, the actual flow of data entering a data
acquisition system, etc. In these examples, we would like to establish a confidence level that the
demand will not exceed the upper limit set by Equations 8.30 or 8.33.

Example 8.8 In measuring the maximum seasonal snow load in an area, the records from the
past 15 yr are available. These records (using N/m°) are:

833, 604, 432, 970, 1043, 777, 890, 345, 432, 991, 895, 1300, 1105, 704, 832

(a) Compute the mean and standard deviation for the maximum seasonal snow load.

(b) Establish a 95% upper confidence limit for the snow load assuming the standard deviation
is known.

(c) Repeat (b) but assume that only an estimate for the standard deviation is known.

Solution
(a) The estimated mean and standard deviation using the point estimation method are:

m = 810.2 N/m’ and s = 268.7 N/m’
(b) Assuming o = s = 268.7, at 0.95 confidence, a = 0.05 and k, = ®'(0.95) = 1.64 and

k,o 1.64 X 268.7 ;
+ o =g]0.2 +—0222060.7 _ 994 0 N/m?
i = 15 m

Thus, we can say with 95% confidence that the mean snow load will not exceed 924.0 N/m’.

(c) In this part with v = 15 — 1 = 14 and with 0.95 confidence, from Table A.2, t, = 1.761 and

s 1.761 X 268.7 2
m+t—=8102+————————=9324 N/m"
“Jn 415

Thus, the mean snow load will not exceed 932.4 N/m” at a = 0.05 (which is at 95% confi-
dence).
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Principles of Statistics: Part lI—
Hypothesis Testing, Analysis

of Variance, Regression, and
Correlation Analysis

9.1 INTRODUCTION

In Chapter 8 we introduced several basic methods of statistics. Although these methods are
adequate for treating engineering data, they may not be sufficient for providing a more compre-
hensive evaluation and analysis of data. In this chapter we introduce several additional topics in
statistics that are useful in the design of an experiment or a field data collection session, com-
paring two or more sets of data compiled from similar sources, identifying correlations between
two sets of data, and establishing a regression between two parameters for which data has been
compiled. The methods presented in this chapter include hypotheses testing of the statistical
parameters (e.g., the mean value) of a population, analysis of variance (ANOVA), multiple range
test for comparing the mean values from two or more populations, and correlation and regres-
sion analyses.

Hypothesis testing for the mean or other parameters of a population is conducted to sup-
port or reject a notion that a desired parameter will have a predetermined limit. For example, in
determining the applied snow load on a building, a design engineer believes that the maximum
snow load will be less than 950N/m”. The engineer compiles historical snow load data for the
region where the building will be located. The data is then used to test whether the mean snow
load will be less than 950N/m” based on a prescribed confidence level.

In certain applications we may wish to compare the mean values from two populations. As
an example, consider a project dealing with measuring strain in a structural component in an
airframe system. To measure the strain, two different methods may be used. One method is to
employ a common type of strain gauge that is made up of an electric circuit of resistors. The
gauge is mounted on the component. When the structural component experiences deforma-
tion and strain, changes in electric resistance will occur in the sensor. These changes are used
to determine the strain induced in the component. A newer device for strain measurement is
the optical fiber. The fiber is mounted on the component. A light source emits light that passes
through the fiber from one end and is sensed on the other end. Any deformity or strain will
cause a change in the amount of light received at the exiting end. This change is used to deter-
mine strain. Suppose we compile 100 sample values for the strain. However, 50 sample values
are obtained using strain gauges, while the other 50 are obtained using optical fibers. We wish

265
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to test the hypothesis that the mean value of strain from measurements made by using optical
fibers is the same as the mean value of strain from measurements made by strain gauges. De-
pending on whether the two populations have equal variances, different statistical methods are
used for comparing the population means. These methods, which may involve either pooling or
pairing data, are discussed in this chapter.

The ANOVA is an analytic procedure by which a population is divided into several sub-
groups. Each subgroup contains data obtained for a common parameter. However, different
methods or systems are used in data compilation within each group. The variation in the mea-
sured parameter within each subgroup (also called a treatment) is then associated with an iden-
tified source and used to test a hypothesis on the equality of group means.

In connection with ANOVA, sometimes we wish to conduct further analyses to test whether
the mean values computed for two or more sets of data are statistically different. We use a mul-
tiple range test for this purpose. To clarify when this method may be used, consider again the
strain data for a component in the airframe system. However, we use the same type of gauge on
several similar aircraft. Suppose the ANOVA results in the rejection of the hypothesis that the
population means are identical. We would like to investigate the data sets further to identify
where the difference between the means lies.

In conducting hypothesis and multiple range tests, critical values that determine whether or
not a hypothesis is supported are obtained from the standard normal probability distribution
function (when the sample size is large), or from the ¢-distribution (when sample size is small).
Thus it is imperative that the data follows the normal or ¢-distribution functions. Accordingly,
we often conduct a test of normality to determine whether the normal distribution is valid. If
the data does not follow any distribution, then distribution-free methods must be used in test-
ing hypotheses or when comparing two sample populations. These methods are also explained
in this chapter.

The correlation analysis was discussed in theory in Chapter 7. In this chapter we present
statistical methods that can be used to determine the correlation between two sets of data. The
regression analysis is conducted to arrive at a suitable relationship that describes the expected
value of a dependent variable in terms of one or more independent variables. Although the
correlation and regression analyses are two different methods with different objectives, they are
related to each other. When the compiled data for two random variables are ranked, the usual
methods of correlation analysis may not be suitable. In this case we can use a rank correlation
analysis. For data presented in linguistic terms, or in cases where one believes a correlation
exists between two measured parameters yet the usual statistical methods do not result in an
acceptable level of correlation, methods based on fuzzy logic may be used. Another method that
can be used to determine correlation and establish the relation between a dependent variable
and a series of independent variables is based on artificial neural network (ANN) systems. These
systems require the use and programming of ANN software to recognize the relation between
the dependent variable and the independent variables. These topics are not covered in detail in
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this chapter; however, pertinent references are provided at the end of this chapter for additional
reading, (see Klir, et al., 1997; Nelson and Illingworth, 1991; and Yao, 1985).

9.2 HYPOTHESES TESTING

In Chapter 8 our discussion of data analysis focused on using data for computing estimates
for parameters that describe a random variable. This was achieved by analyzing a set of data
for estimating the mean, variance, or establishing confidence intervals for these parameters.
However, the analysis was done without any prior information on the typical ranges or limits
for these parameters. If there is a perceived notion that the value of an estimator, such as 6, will
be within a limit, a statistical analysis can be conducted to determine whether this notion is
supported. This type of analysis falls under the general subject of hypothesis testing. To further
clarify this type of problem, consider an example involving the investigation of the rate of ac-
cidents by commercial motor vehicles (CMVs) operating along an interstate highway. Based
on the engineer’s previous experience, it is believed that on the average more than 20 percent
of CMVs involved in accidents have a type of equipment safety problem. With sufficient data
and a statistical analysis, it can be stated whether the engineer’s notion can be supported or
rejected. Upon collection of data, simple statistical analyses (such as those discussed in Chapter
8) can be used to arrive at an estimate for the mean value of the percentage of CMV's with safety
problems that are involved in accidents. Notice that if the mean value is greater than 20 percent,
we still need to provide statistical proof that this did not occur by chance. In this problem, the
hypothesis is that the mean percentage of CMVs with safety violations that are involved in ac-
cidents is greater than 20 percent. Statistical tests can then be conducted to support or reject
the hypothesis.

In another example, a production engineer, working in a concrete manufacturing plant,
believes that a new batch of concrete produced in the plant will have a mean strength of at least
28 MPa. Suppose, upon collection of data on the strength of this batch of concrete, the mean
value of the strength is found to be equal to 31 MPa. Although numerically this value is larger
than 28 MPa, statistical tests can be conducted to prove that with a certain confidence level the
mean strength value is too large to occur by chance. As a result, the hypothesis that the mean
strength is at least equal to 28 MPa is supported.

In both these examples, a value has been assigned to a parameter that imposes a prior
knowledge, belief, or simply a subjective estimate on the statistical parameter. This value (des-
ignated by 6,) is referred to as the null value. The engineer’s perceived notion on the statistical
parameter is referred to as the alternate or research hypothesis, and is often shown with the
symbol H,. Whereas, the negation of this theory or hypothesis is called the null hypothesis and
is described with Hj. Usually, inequality expressions describe H, and H,. However, there may
be applications where a specific value (presented by a statement of equality) is assigned to H,.
The objective of hypothesis testing is to support H, and to reject H,. In any problem where
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hypothesis testing is desired, it is important to identify H, and H, and 8, before one can start
compiling data to determine whether H; can be rejected in support of H,. In identifying and
formulating a hypothesis problem, it is noted that:

1. The H,and H, identities are complementary of each other and often described by two
inequalities in terms of the null value 6,. The statement of equality is included in H,.

2. The objective of the analysis is to compile data and to determine whether H, can be
rejected in support of H,.

3. The data compiled for hypothesis testing follows the normal probability distribution
function.

The following examples are intended to demonstrate H; and H, and the null value 6, in several
hypothesis-testing problems.

Example 9.1 In the problem dealing with the accident rates of CM Vs, the traffic engineer be-
lieves that the number with safety violations that are involved in accidents is greater than 20%.
Identify the null value, the null hypothesis, and the alternate or research hypothesis.

Solution Let:

p = Mean percentage of CMVs involved in accidents and with safety violation records. Then
W, = Null value = 0.20

Hpp <y Null hypothesis
Hp:p>p, Alternate or research hypothesis

Notice that the statement of equality is included in H,,.

Example 9.2 In the example of the strength of the new batch of concrete, the engineer’s per-
ceived notion is that the mean strength is greater than 28 MPa. Identify the null value, the null
hypothesis, and the alternate or research hypothesis.

Solution Let:
p = Mean strength. Then
Ho = Null value = 28

Hy:p <y, Null hypothesis
Hp:p>y, Alternate or research hypothesis
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Example 9.3 The design snow load in an area is not listed in the design code. An engineer be-
lieves that the mean snow load applied on the roof of a building is less than 950 N/m”. Identify
the null value, the null hypothesis, and the alternate or research hypothesis.

Solution Let:

p = Mean snow load. Then
, = Null value = 950

Hyp=py, Null hypothesis
Hp:p<y Alternate or research hypothesis

To support H,, sufficient data must be compiled and used in the analysis.

In conducting the hypothesis testing, the outcome will be one of the following:

1. The analysis shows that H, is rejected and H, is supported. This means that a correct
decision was made when the null value and the hypotheses were established.

2. The analysis shows that we fail to reject H, and, thus, H, is not supported. In this case,
the decision making based on the H, hypothesis results is an error. This is referred to
as a Type I error. Thus Type I results in the rejection of H, when it is true.

3. The analysis shows that H, is supported and Hj is rejected. Similar to 1, this will result
in a correct decision.

4. The analysis shows that H, cannot be supported and, thus, H, cannot be rejected. The
error associated with the decision-making process in this case is referred to as a Type
IT error. In other words, Type II results in the acceptance of H, when it is not true.

Table 9.1 presents a summary of the four outcomes.

9.2.1 Hypothesis and Significance Testing of a Population Mean

Engineering problems often involve the estimation of the mean of a sample population. Various
design and decision-making strategies can be made by knowing the mean value. For this rea-
son, the hypothesis and significance testing for the mean of a population constitutes an impor-
tant part of an engineering decision-making process. Recall from Example 9.3 that the design

Table 9.1 Outcomes in hypotheses testing

i Situation
Hypothesis - - -
Rejected Fail to reject
H, Correct decision Type | error

H, Type Il error Correct decision
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engineer believed the mean snow load was going to be less than 950 N/m’. The design snow
load value D is computed in terms of the mean p and standard deviation ¢ as:

D=p+fo (9.1)

in which the parameter B is a positive value and is related to the probability that the load will be
greater than the design value D (see Figure 9.1). As is evident from Equation 9.1, the design load
is directly related to the mean load. After compiling data for the snow load, if the null hypoth-
esis in this problem (i.e., Hy: p = 950) cannot be rejected, then the engineer’s notion on the load
cannot be supported; as such, a change in the design may have to be made.

In this section, the procedure for hypothesis and significance testing for the mean is pre-
sented along with several example problems. Depending on the type of problem, and the state-
ment leading to the formation of H, and H,, the hypothesis-testing problem can be classified as:
(a) the right-tailed; (b) the left-tailed; and (c) the two-tailed significance problems.

Right-tailed significance problems: This type of problem is defined by the expressions:

Hyp<y,
Hpy:p >y,

Examples 9.1 and 9.2 represent a right-tailed significance problem. We recall from Chapter 8
that Equations 8.10 and 8.14 can only provide an estimate m for the mean. The mean from a
sample population is a random variable with an expected value equal to the actual mean p and
a standard deviation equal to 6/4/n From the central limit theorem, the probability density
function of the mean will be normal when n — oo, With a sufficiently large #, and assuming the

m
sample standard deviation is known, the random variable l; 0 will then follow the standard
normal probability density function. "

f(x)

=S S

D -—— -

I

Figure 9.1 Design value D vs. mean value
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In a right-tailed significance problem, a significance level (such as a) is selected and the cor-
responding critical value k, is obtained from the tables of standard normal probability distribu-
tion function. As shown in Figure 9.2, the probability associated with H, can be formulated as:

W, —m m—U
W>p)=1-PU<p)=1 (c/ﬁ) <o/ﬁ>
m— U m— L

. 0 1 _ 0
Notice that when oidn = ks then P(u > y,) = 1 — a. However, when o//n > k,, then

P(u> ) > (1 — a). Or, in other words, P(u > y,) will be at least equal to the confidence level
(1 — ). This means that in order to reject H, in favor of H, at a significance, we must have:
m— U,

o/vn

The significance level a for the right-tailed test is also shown in Figure 9.3a.

>k,

m
If the standard deviation is not known, the random variable I;_L)_ / ﬁ follows a standard

t-distribution with v = (n — 1) degrees of freedom. Again with a significance, the corresponding
critical value of the t-distribution will be £,. In this case, H; is rejected in favor of H; when:

m— |,
s/ﬁ

in which s is the estimate for the population standard deviation.
Left-tailed significance problems: In this case, the null and alternate hypotheses are presented
as:

>t

Hppzy,
Hp:p <y,

PDF

N(m,c//n)

3 e - -

Figure 9.2 Probability density function of the mean p
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\Q (u—m)
3

(a) Right-tailed

\ - (n—m)

ol/2

I
I
~k, G/ \(E

(b) Left-tailed

o2
1 i
! l . (n=m)
km‘?

- kn’.-'?

(c) Two-tailed

Figure 9.3 Types of significance problems

If the standard deviation is known, then:

W, —m

uo—m>

P(P«<HO)=‘I’< G/ﬁ

My

m
If o/n =k, then P(u < ) < (1 — a). However, when o/n > k,, then P(p < ) will be

0

m
at least equal to (1 — a). Thus, in order to reject H;, we must have o/n > kg or:

m— U,
olvn

<—k,

The significance level a for the left-tailed test is also shown in Figure 9.3b.
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If ¢ is not known, a t-distribution with v = (n — 1) degrees of freedom is used, and H, is
rejected when:

m-l —t

s//_

Two-tailed significance problems: In this case, the objective is to support the notion that p will
not be equal to .. The null and alternate hypotheses are:

Hy: =
Hy:p# 1
The two-sided significance involves the critical values +k,, as shown in Figure 9.3c. If yt is not
equal to 1, then it must be either less than or greater than it. This implies that either:
M, —m
o/ f

or
M, —m
o oo
o/vn
Rearranging these inequalities, H, will be rejected if:
m— U
—F >
ol/n
or
il

olyn

Again, if o is not known, the estimate for the standard deviation (i.e., s) is used along with a
t-distribution with v = (n — 1) degrees of freedom. The critical values of the ¢-distribution will
be +t,,,; and the null hypothesis Hj is rejected when:

_p“°>t

s/«/7

or

m— |
s/ﬁ

< —
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Example 9.4 In Example 9.1, suppose the traffic engineer conducts a survey of 17 highways and
finds out that the fraction (p) of CMVs involved in accidents with safety violations has an es-
timated mean of 0.25 and standard deviation of s = 0.08, respectively. Determine whether the
engineer’s notion of p > 0.2 is supported at a = 0.05 significance. If p > 0.2, then the engineer
will propose a more stringent regulation for the safely inspection of CM V.

Solution This is a right-tailed significance problem. Using the ¢-distribution, the critical value at a =
0.05 (or at 1 — a = 0.95 probability) and v =17 — 1 = 16 degrees of freedom is:

t,=1.746

Based on y, = 0.2 and mean m = 0.25:

m—H, _ 025-10.20 — 95

sifn  0.06//16

This value exceeds t, = 1.746; as such the null hypothesis is rejected at a = 0.05 in support of
the engineer’s notion that the mean fraction of the number of CMVs involved in accidents and
with safety violations is greater than 0.20. In this problem, the engineer’s decision to suggest
a more stringent regulation for safety inspection of CMVs is a correct one. Notice that the
standard deviation was considered to be unknown, and as such, the f-distribution was used.

Example 9.5 In Example 9.2, to support the belief that the concrete mean strength is greater
than 28 MPa, the engineer conducts a laboratory test on 50 samples. The estimates for the
mean and standard deviation are 29.75 and 2.8 MPa, respectively. Determine whether the en-
gineer’s notion is supported. Use a = 0.05 significance.

Solution Again, this is a right-tailed problem. Since # is relatively large, we can use the normal distri-
bution. The critical value of normal distribution at a = 0.05 (i.e., 0.95 probability) is k, = 1.65.
Notice that if we use the t-distribution, at a = 0.05 significance and with v =50 — 1 = 49 degrees
of freedom, the critical value of the t-distribution is f, = 1.67, which is only marginally larger
than k_.

Based on y, = 28 and mean m = 29.75:

m— W, _ 29.75—28.00

ol/n  2.8/4/50

which is larger than the critical value. This means that the null hypothesis H,: pu < p, is rejected
in favor of the alternate hypothesis (H, : p > ). The decision by the engineer to use at least 28
MPa strength is correct.

=442
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Example 9.6 In Example 9.3, the design engineer plans to use a mean snow load of at most
950N/m°. To support this, the records of the past 15 seasons are reviewed and used in the
analysis. The mean maximum seasonal snow load is estimated to be equal to m = 1,140 N/m’
and an estimated standard deviation of s = 380 N/m’. Determine whether the engineer’s deci-
sion is correct. Use a = 0.01.

Solution This is a left-tailed significance problem since the alternate hypothesis is presented by
H, : < y, based on the engineer’s belief (where 1, = 950). At a = 0.01 significance and using the
t-distribution with a degree of freedom equal to 15 — 1 = 14, the critical value of the {-distribution
is —f, (where t, = 2.62). Based on i, = 950 and mean m = 1,140:

m— W, _ 1,140 — 950
s/v/n 380415
Certainly this is not smaller than the critical value which is —2.62. This means that the null

hypothesis H, : 1 = p, cannot be rejected. Thus, the engineer has made an error in deciding on
the mean snow load.

= 1.94

9.2.2 Hypothesis Testing of a Proportion

Hypothesis testing can also be applied to proportion p. Recall that p is the probability of occur-
rence for any one trial in the binomial distribution. The hypothesized value for p is p,, which is
usually defined as a prior knowledge or belief by an engineer. As in the case of the mean value,
the three types of tests are:

Hy:p<p, Hy:p=p, Hy:p=po
H :p>p, H :p<p, H, :p=p,
Right-tailed test Left-tailed test Two-tailed test

The test statistic for p is based on the random variable selected for establishing the confidence
intervals for p as discussed earlier. Denoting this test statistic as z, we can write:

7z = A (9.2)
VP, (I-p 0)/ n

in which p = x/n represents the proportion of the number of times (x) the event of concern
occurred to the total number of trials (1) used in estimating the proportion. Using an «a signifi-
cance, the critical value from the normal distribution is k,. In a right-tailed test, if z is less than
this critical value, the null hypothesis cannot be rejected. In a left-tailed test, if z is less than —k,,
then the null hypothesis is rejected. In a two-tailed test, the critical values of the normal distri-
bution at a are + k,j,. In this case, the null hypothesis cannot be rejected if z is within the two
limits.
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Example 9.7 A small manufacturing plant produces prefabricated joists for use in the construc-
tion of floors in residential buildings. The joists are rated for a total load of 45 kN. On rare
occasions the applied load may exceed this value and reach 90 kN. Under this heavy load the
production engineer believes that the probability of failure will be less than 0.20. To further
support this notion, the engineer tests n = 15 beams; 4 fail. At a = 0.10, determine whether
there is enough statistical evidence to support the engineer’s belief.

Solution The null and alternate hypotheses follow those in the left-tailed test. We wish to test the
alternate hypothesis H, : p < p,. Based on the data, the estimate for the proportion p is computed
as 4/15 = 0.267. The test statistic is:

0.267 — 0.20

~ J0.20(1 — 0.20)/15

The critical value for the normal distribution at & = 0.10 is described as —k,, where:
ko= ®7'(1 - ) = ©7'(0.90) = 1.28

Since z is larger than the critical value (i.e., —1.28), the null hypothesis cannot be rejected.
Thus, the engineer’s belief is not supported statistically.

9.3 COMPARING TWO POPULATION MEANS

In certain problems it is often necessary to make a judgment on whether the mean values from
two populations (data sets) are statistically different from one another. As an example, consider
data compiled on stress values at the midspan locations of certain girders from two highway
bridges with similar structural conditions. The stress values are generated as a result of the pas-
sage of trucks on these bridges. A bridge engineer is interested in knowing whether there is
enough statistical evidence to believe that the mean stress values from the two bridges are dif-
terent. In another example, consider data compiled on the vertical accelerations of two identical
aircraft. Upon compiling the data an engineer is interested in knowing whether the mean verti-
cal accelerations from the two aircraft are statistically identical (i.e., no significant difference
exists between the two mean values). In each of these examples the random samples from two
populations can be assumed to be independent. If the variances of the two populations are iden-
tical, a pooled sample variance will be used in comparing the mean values. However, if the vari-
ances are not identical, pooling the variances cannot be used. In certain classes of problems, the
sample populations are not independent. Consider the rate of accidents at several intersections
before and after an improvement plan is implemented on the intersections. Sample Population
I constitutes the number of accidents per year before implementing the plan. Sample Popula-
tion II consists of the number of accidents per year after the improvement plan is implemented.
The accident rates before and after the implementation of the plan may be related. In this case a
paired sample population is used for comparing the mean values.
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In this section, comparing means for three situations is described: (1) independent populations
with equal variances; (2) independent populations with unequal variances; and (3) dependent popu-
lations. In cases where the sample populations are independent, we need to know whether the vari-
ances of the two populations are equal. The method for comparing two variances is explained.

9.3.1 Testing of Equality of Two Variances

To decide whether two variances are identical, we need to provide statistical evidence that the
difference between the two variances is not significant. We cannot make a judgment on the
equality of the two variances by simply computing the difference between the two and express-
ing an opinion based on the fact that the difference appears to be small. A random variable that
can be used to establish a test statistic for testing a hypothesis on the equality of the variances
must be defined. To establish the test statistic, the ratio of the two variances (rather than the
difference between them) is used as a random variable for hypothesis testing. Since the ratio
is used as a random variable here, the probability distribution used will be of those with one
infinite end. The F-distribution is used for this purpose as described later.

The two population variances are O; and O.. The idea is to provide enough statistical evi-
dence that the ratio 0?/0; is close to 1. If the ratio is too small to reasonably occur by chance,
then the observed 0?/0? is close to zero. On the other hand, if the ratio is too large to reason-
ably occur by chance, then it is much larger than 1. In both these cases, 07 # 0;. In conducting
the test of equality of the two variances, however, we use the estimates for the variances, since
the exact variances are not known. The estimates are S? and S, and their ratio 8 = S2/S;. Note
that we use capital letters (e.g., S) to define variances because they are taken as random vari-
ables. The hypothesis testing for the equality of the variances is a two-tailed one and is defined
by the following null hypothesis H; and alternative hypothesis H:

HO :e:eo
H, 0+6,

As described earlier, the F-distribution is used for 0 in testing the H; and H, hypotheses. The
F-distribution is obtained as the ratio of two chi-square distributions. The numerator has v, =
n, — 1 degrees of freedom describing S?; whereas the denominator has v, = n, — 1 degrees of
freedom describing S°. Note that 7, and #, are the sample sizes for the two distributions. The
F-distribution is always described with the degrees of freedom v, and v,. As shown in Figure 9.4
the critical values of the F-distribution based on «/2 can be obtained such that:

P <F=f,)=1-qa (9.3)

The critical values of the F-distribution for various combinations of the degrees of freedom v,
and v, are provided in Table A.5 of Appendix A. Note that as usual a/2 represents the probabil-
ity that the random variable F will be greater than f, ,; that is:

P(F>f,) =a/2 (9.4)
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Figure 9.4 Probability density function for F-distribution

and
PF<f,)=1-a/2 (9.5)

Furthermore, the following relationship holds between the critical values of the F-distribution:

fl—a/z(vl’vz) = (96)

1
fx/z (Vz’ V1)

For example, for a = 0.05, v; = 10 and v, = 15.

£, = £, (10,15) = 3.06

This indicates that P(F > 3.06) = 0.025, and P(F < 3.06) = 1 — 0.025 = 0.975.
To obtain f,_y, = fy075 for v, = 10 and v, = 15, we will need f; 4,5(15,10) which is 3.52. Thus,
in light of Equation 9.6:

1 _ 1
fe(15,10)  3.52

f:(10,15) = =0.28
We then use the critical values of the F-distribution to test whether the null hypothesis H, can-
not be rejected. If the null hypothesis cannot be rejected, then we have enough evidence to sup-
port the equality of the two population variances.

Example 9.8 Samples of soils from two nearby sites with similar characteristics were taken and
tested for bearing capacity. The following results provide the summary of the findings:

Site I Site 11

n, = 10 samples n, = 13 samples
m, = 182 kKN/m’ m, = 171 kN/m’
S, = 15.2 kN/m? S, = 13.8 kN/m’

Continues
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Example 9.8: Continued

Determine whether the variances from these populations are identical at a = 0.05 signifi-
cance.
Solution We wish to test the null hypothesis Hy. Since S} = 231.04 and S’ = 190.44, then:
0 = $?/S? = 231.04/190.44 = 1.21
The critical values of the F-distributionatv, =10-1=9and v, =13 — 1 = 12 are:

f::u}. :f;.m;(ga 12) = 3.44

f' a2 =f[—ua?5 (9,12) = 1

1 —
fons12,9) ¥ 3,87

Since 0 = 1.21 is within f,_,, = 0.26 and f,,, = 3.44, the null hypothesis cannot be rejected; as
such, the variances from the two populations are identical at a = 0.05.

= 0.26

9.3.2 Comparing Mean Values from Independent Populations with
Identical Variances (Pooled 1)

When variances S} and S are identical, the standard ¢ random variable used in hypothesis is:

_ WM -M) -, — W)
t= - (9.7a)
/G (1/n, + 1/n)
in which (M, — M,) is the point estimation of the difference in the two population means (a
random variable); p, and y, are the population means, and ¢” is the common variance of the two
populations. Since this variance is not known, an unbiased estimate for ¢ is computed based
on S?and S:

_ (n,— 1S+ (n,—1)S;

s? .
n+n, —2 (9.8)
where S’ is a pooled variance. The hypotheses to be tested are defined:
Hy:py sy Hy:py 2, Hy:ph =1,
Ho:y >y Ho:y<w Ho:p#u,
Right-tailed test Left-tailed test Two-tailed test
Substituting S’ for o’ in Equation 9.7a, the standard ¢ variable can be written as:
M —M)— (U, -
p= PO M) Z W - 1) (9.7b)

JS:(n + 1/n,)
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When the objective is to determine whether the difference between the two mean values is sta-
tistically insignificant (i.e., the means are statistically identical), the null and alternative hypoth-
esis may be written as a two-tailed problem as:

H:D=0
H:D=#0
in which the test statistic, D, is written as:
_ (m —m)—d,
JS:(Un + 1n)

(9.9)

and m, and m, are the estimates for the two population means. The parameter d,, is the hypoth-
esized difference in the two population means. In most applications, d, = 0. At a significance,
the critical values of the t-distribution are +¢,, with v = (n, + n, — 2) degrees of freedom. If -,
< D < + t,,, the null hypothesis H, cannot be rejected; as such, the difference between the means
is not significant.

It is emphasized that the above procedure is valid when the two populations follow the
normal probability distribution function. The test of normality for these populations will need
to be conducted, using the methods described in Section 8.6.4 and 8.6.5, to determine the sig-
nificance level at which the test passes.

Example 9.9 In Example 9.8, since the variances are statistically identical, determine whether
the difference between the two population means is significant at a = 0.05.

Solution The pooled variance S is computed using Equation 9.8:

S = 9X231.04 + 12 X 190.44

= 207.84
4 LO=1=113 =27

Using d, = 0, the test statistics D for the difference between the two means is:
(1832571050
= = 1.81
J(207.84)(1/10 + 1/13)

The critical value of the ¢-distribution at a = 0.05 and v = (10 + 13 — 2) = 21 degrees of free-
dom is:

t,=T"(1—a/2) =208

Since —2.08 < D < +2.08, the difference between the two means is not significant at a = 0.05.
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Example 9.10 Flight data for two identical aircraft were compiled for several hours of test flight.
The data compiled was the number of cases where the aircraft vertical acceleration exceeded
3.0g, where g is the gravity acceleration. Aircraft I had n, = 11 cases of vertical acceleration
exceeding 3.0g with a mean vertical acceleration equal to 3.6¢ and a corresponding standard
deviation equal to 0.40g. The data for Aircraft IT showed 1, = 16 cases of the vertical accelera-
tion exceeding 3.0¢ with a mean value of 3.2¢ and corresponding standard deviation equal to
0.36g.

(a) Show that the variances corresponding to accelerations (exceeding 3.0¢) from the two air-
craft are identical at a =0.10 significance.

(b) Given the results in (a), determine whether the difference between the two means is statis-
tically significant at a = 0.10. Assume the two populations have been tested for and passed the
normal probability distribution function.

Solution
(a) The variances for the two populations are:
$*=0.16g° and S'=0.13¢°, thus O =S5/S’=123
At a = 0.10 and degrees of freedom v, =11 - 1=10and v, =16 — 1 = 15:
f:m =f;m(10,]5) = 2.54
and

— 1 _ 1
.f;—ctfl = j;.‘_\_rf‘ fr;_.;;-.(l5’ 10) 2.85

= 0.35

Since the test statistic 6 = 1.23 is between the critical values 0.35 and 2.54, the two variances are
statistically identical at a = 0.10.

(b) The pooled variance S " is:

co 10X 0.16g" + 15 X 0.13g*
b 11+ 16=2

= 0.142¢°

Using the hypothesized difference d, = 0, the test statistic D is:
3.6¢g —3.2¢) —
e
J(0.142¢g")(1/11 + 1/16)

The critical value of the t-distribution ata = 0.10and v = (11 + 16 — 2) = 25 degrees of freedom
is:

t,=T'(1—-a/2) = 1708

Since D > 1.708, the difference between the two population means is statistically significant.
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9.3.3 Comparing Means from Independent Populations with Unequal
Variances

In those cases where variances are statistically unequal, they cannot be combined by pooling.
Instead, a combined variance in the form of:

o'=—+—2 (9.10)

must be used, where O and O, are the variances of the two populations. The standard ¢ variable
describing the difference between the two means y, and p,, will be:

J/S2n +82n,
in which §? and §? are the estimates for 02 and 03, respectively. The number of degrees of free-
dom is obtained from the data. Different methods are suggested for computing the degrees of

freedom v. The Smith-Satterthwaite procedure (Milton and Tsokos, 1983) is used in this book.
The degree of freedom is:

(9.11)

(S*/n + S/n)?
= 2T, 9.12
' T (S ny)? | (Sin)’ (0-12)

n —1 n,—1

The value obtained for v from Equation 9.12 is rounded down to the nearest integer for use in
the t-distribution table. Again, we must first perform a normality test for the two populations
before testing a hypothesis in this case. The three hypothesis problems are similar to those in
Section 9.3.2. In particular, if the desired test is meant to investigate whether the difference
between the two population means is significant, the hypothesis is written as a two-tailed prob-
lem in the following form:

H:D=0
H:D=#0

in which the test statistic, D, is written as:

D= (m1_mz)_do
B J(S2In + S/n) (0.13)

Again the hypothesized difference d,, is often taken as zero.

Example 9.11 To compare two brands of a piece of construction equipment, the data on the
operation time until the first breakdown in each brand is studied. The operation time until

Continues
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Example 9.11: Continued

the first breakdown is measured in hours. For the two brands, the following statistics are ob-

tained:
Brand I Brand II
n, = 25 samples n, = 16 samples
m, = 1253 hr m, = 1433 hr
S; =125 hr S, =208 hr

Assume the operation time follows a normal probability distribution function.
(a) Determine whether the variances from the two populations are equal at a = 0.10.
(b) Determine whether the two mean values are significantly different.

Solution
(a) To compare the variances, we establish 6 = §7/S7 = 0.36. At a = 0.10 and degrees of free-
domv,=(25—-1)=24and v, = (16 — 1) = 15:

f=f..(24,15) = 2.29
and

1

1
= e = = 0.47
f; -2 -f;.‘)ﬁ f.;ur(l5’24) 2.1 1

Since 0 = 0.36 < 0.47, the two variances are statistically unequal.
(b) Given the results in (a), to compare the means we can use the procedure in Section 9.3.3 for
unequal variances. Using d, = 0 in Equation 9.13:

__(1253-1433)-0 _
V(125)%/25 + (208)°/16

=312

The degree of freedom v is:
[(125)°/25 + (208)°/16]° 2

= [(125)%/25]° , [08)"716]" ~
24 15

The critical value of the ¢-distribution at a = 0.10 and v = 22 degrees of freedom is:

= T —f2) = 1.717

w2

Since D = -3.12 < —1.717, the difference between the two means is statistically significant.
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9.3.4 Comparing Means from Dependent Populations (Paired )

In certain problems the two random samples are not independent. This usually occurs when
the sample data represents the same variable under two different conditions or environments.
As an example, consider the rate of accidents in a series of intersections along a 10-km roadway
before and after implementation of a traffic signal coordination. The traffic signal coordina-
tion is achieved by synchronizing the duration of red lights at intersections so that a motorist
traveling at the posted maximum speed will encounter the smallest number of red lights. As
another example, suppose a safety regulation is imposed on construction companies in an area
to enhance the safety of construction workers. The two populations in this case may be (1) the
number of yearly accidents at the sites before the implementation of the safety regulation and
(2) the number of yearly accidents at the same sites after the implementation of the safety regu-
lation. In these examples, the observed data sets are paired because of their dependence. If x;
and y; are the ith observed values from the two populations X and Y, respectively, the difference
between the two values x; and y; (i.e., d) belongs to a random variable D = X — Y. Estimates
for the mean and standard deviation of D can be obtained using the point estimation method.
Since the sample size for both populations is n, then:

m, = %Z d (9.14)
§t=—L 3" (d —m) (9.15)

n—1:

The hypotheses for testing whether the difference between the two population means is signifi-
cant in a two-tailed problem are as follows:

HO:§= 0
leﬁyéO
Where:
_ -0
D="b" "~ (9.16)

The difference between the two means is significant when D <—t_, or D > +t_, in which +f,,
are the critical values of the t-distribution at a significance and v = (n — 1) degrees of freedom.

Example 9.12 In the problem of the traffic signal coordination, 15 intersections along a road-
way were studied before and after implementation of a synchronized red light system. The
results in Table E9.12 present the number of accidents in these intersections.

Continues
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Example 9.12: Continued

Table E9.12

Accidents/year before Accidents/year after
Intersection  signal coordination (X)  signal coordination (Y) D=X-Y
1
1

1 3 2
2 9 8
3 3 5 o
4 0 1 =1
5 0 2 =
6 3 3 0
7 4 5 =1
8 0 0 0
9 2 1 1
10 7 8 -1
11 7 9 =5
12 2 2 0
13 0 1 -1
14 5 4 1
15 2 6 -4

Determine whether the mean values of the number of accidents before and after signal coor-
dination are statistically significant.

Solution The values for the random variable D are listed in Table E9.12. The mean value and stan-
dard deviation of D are computed from Equations 9.14 and 9.15:

mpy=—0.67, and S, = 1.447

Clearly, the signal coordination has increased the mean number of accidents: but we need to
conduct a test to determine whether the difference is significant. At a = 0.05, the critical values
of t-distribution are +f,,, where f,, = 2.145 for a degree of freedom v = 15 — 1 = 14. The test
statistic D is:

—0.67 —0
——— =79
1.447/4/ 15

Since —2.145 < (D =-1.79) < 2.145, there is not enough evidence to prove the difference
between the mean number of accidents before and after the implementation of the signal co-
ordination is significant at a = 0.05.

iD=




Copyrighted Materials

Copyright @ 2012 J. Ross Publishing, Inc Retrieved from www.knovel.com

Basic Hard Systems 'I 0
Engineering: Part |

10.1 INTRODUCTION: HARD SYSTEMS ANALYSIS

In Chapter 1 we dealt briefly with the rudiments of the systems approach to problem solving.
In this chapter, we begin by elaborating the meaning of some specific terms associated with
the systems approach. This approach offers systemic (holistic rather than piecemeal) and/or
systematic (step-by-step rather than intuitive) guidelines to problem solving. Both systemic
and systematic methodologies and techniques are used by engineers. Techniques, in general,
are precise, specific programs of action that will produce a standard result. Methodology, on
the other hand, lacks the precision of a technique, but is a more definitive guide to action when
compared to a philosophy.

Nearly all important real-world problems that we face on a day-to-day basis are systemic
problems, such as sustainability and environmental problems, homelessness and poverty prob-
lems, social and economic problems, and so forth. These complex problems are truly systemic
in the sense that they cannot be attacked on a piecemeal basis, partly because of their intercon-
nectedness. From the early 1950s, systems analysis (which is the economic appraisal of differ-
ent means of meeting a defined end) and systems engineering (which involves the design of
complex, technical systems to insure that all components operate in an integrated, efficient way)
have been widely used in problem solving all over the world. When systems analysis and sys-
tems engineering are put to use for solving problems concerning natural and physical systems,
we describe this approach as the hard systems approach. Essentially, the hard systems approach
defines the objectives to be achieved and then engineers the system to achieve these objectives.
However, when dealing with problems involving human activity systems, one notices that the
problem is usually ill-defined. Such cases are defined as soft systems. In contrast to hard sys-
tems engineering, soft systems methodology does not seek to mechanically design a solution as
much as it orchestrates a process of learning (Checkland, 1981; Khisty, 1993).

Operations research (OR) and management science can also be classified as a hard systems
methodology comprising a range of techniques that are typical of the means-end approach. It is
well known that OR emerged as a means of tackling the vast logistical problems that were en-
countered during World War II. Later, a variety of formal quantitative techniques based on the
principles of OR were developed for use in every conceivable area, including manufacturing,
production, transportation, and construction management (CM).

325



326 Basic Hard Systems Engineering: Part | Chapter 10

This chapter deals with several techniques that form the basis of hard systems methodol-
ogy. First, we deal with methods based on calculus. Next, three of the best known methods of
network analysis (Critical Path Method [CPM], Program Evaluation and Review Technique
[PERT], and Line-of-Balance [LOB]) used extensively in CM are presented, followed by three
other methods of network analysis: shortest path, minimal spanning tree and maximal flow.
Lastly, the basic ideas of linear programming (LP) are described. LP is a quantitative method of
analysis used extensively in business and engineering.

10.2 METHODS BASED ON CALCULUS

The classical methods of calculus provide elegant and powerful solutions to a relatively large
number of problems encountered in engineering and economics. At the same time, one of the
principal assumptions on which it rests is that the variables that describe a problem must be
continuous along all points. This assumption limits its use for practical problem solving, that
is, network systems in transportation or choosing between discrete projects in CM. Many of
the tools described in this chapter are predominantly linear and involve the solution of sets
of linear equations. A large number of managerial problems consist of one or more nonlinear
relationships, where traditional linear solution methods are not applicable. Fortunately, you
have already been exposed to the basic principles of microeconomics in Chapter 4, and some
of the examples worked out with respect to demand, supply, and elasticity are revisited in this
section.

The optimization of a nonlinear objective function may be constrained or unconstrained.
The former may be solved by the method of substitution or by the use of Lagrange multipliers.
The best way to get familiar with these techniques is to work through the examples given in this
chapter.

10.2.1 Production Function Characteristics

A production function is a basic representation for the conversion of resources to products. A
production function could be represented as:

Z=k(x, % ...x,)

For example, Z could be the maximum number of houses provided by a city, where x, repre-
sented the land provided, x, the labor supplied, and so on. The shape of the production function
has important implications regarding where to search for an optimum solution. The following
example illustrates the use of calculus.
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Example 10.1 If the total cost (TC) of providing labor for the repair of motors is given by:
TC = 40 + 24X = 5.5X" + 3X°

where X = number of labor involved in repairs and TC = total cost, find the relative minimum
and maximum labor force required for this cost function. What is your recommendation?

Solution

TC = 40 + 24X — 5.5X* + %X

The necessary and sufficient condition for a maximum or minimum are:

d(TC) ?
S =24 11X+ X*=0
dX

.X=8 or X=3

Taking the second derivative:

d*(TC)
=—11+
= 11 +2X
At X =38, -11+(2)(8)=5>0
At X =3, -11+(2)(3)=-5<0

Thus, at X = 8, TC = 40 + 24(8) — 5.5(8)’+ (8)" = $50.67 (minimum) and at X = 3, TC = 40 +
24(3) - 5.5(3) + (3)"/3 = $71.50 (maximum).

It is recommended that the labor force be kept at 8 laborers to minimize the cost function.

10.2.2 Relationship among Total, Marginal, and Average Cost Concepts
and Elasticity

You were introduced to the price elasticity and cost functions in Chapter 4. We make use of
these concepts in this section. Remember that the price elasticity (e) of demand is:

dqxﬁ

e=—
dp q

which is frequently expressed as:
.= dgq/dp _ marginal cost
~ gqlp  average cost

The next example uses this relationship.
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Example 10.2 If the demand for bus travel tickets between two cities is g = 800 — 5p — p’, where
ps the price of the ticket, is $10, and g is the number of tickets sold, what is the price elasticity
of demand?

Solution

q =800 — 5p — p’

—— =—5—
dp 2

Substituting the value of p = 10 in the equation:

dq
—+L =-5-2X10=-25
dp

Next, find the number of tickets sold when p = $10:
q =800 - 5(10) — (10)* = 650

Substituting these values:

L I L (1)
e—dpxq =i 25)(650)— 0.3846

Hence, inelastic.

Example 10.3 Ifacompany’s demand function for machines is p = 45 — 0.5q and its average cost
function is:

AC=q'—8q+57+2
q

find the level of output which (a) maximizes total revenue, (b) minimizes marginal cost (MC),
and (c) maximizes profits.

Solution
(a) Demand function is p = 45 — 0.5¢q

Total revenue (TR) is (p)(q) = (45 — 0.5q)g = 45q — 0‘5q2

To maximize g, d(;}R) = 45 — (0.5)(2) q and equating this to zero:
q=45
Testing the second-order condition:

& Continues
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Example 10.3: Continued
Thus, at g = 45, TR is a maximum.
(b) From the average cost function AC = q° — 8q + 57 + 2/q
Total cost, TC = (AC)(gq) = (q: —8q +57 +% q=q —8q" +57q+2

Marginal cost:

. _ d(TR) :
MC = =3q"— 16q + 57
dq q q
MC is minimized when:
d(MC) 2
———=6g—16=0, a i
o q , and ¢ 3
d*(MC
Testing the second-order condition ;—ql =6>0

S.at g = 2% MC is at a minimum
(¢) Profit = TR — TC:
= (459 — 0.59°) — (@ —8q° + 579 +2) =—q* +7.59° — 129 — 2

for maximizing profit (Pr):

d(Pr) ;
LT - 34+ 15q—12=0
dq q 2
S.g=lorg=4
testing the second-order conditions:
d’(Pr)
- =—6q+ 15
dq” 6 +1

At g = 1; this results in 9> 0
At g = 4; this results in -9 < 0
.". Profits are maximized at g = 4

and Profit = —(4)’ + 7.5(4)* -12(4) -2 =6

10.2.3 The Method of Lagrange Multipliers

The method of Lagrange multipliers can be used for solving constrained optimization problems
consisting of a nonlinear objective function and one or more linear or nonlinear constraint
equations. The constraints, as multiples of a Lagrange multiplier, A, are subtracted from the
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objective function resulting from a unit change in the quantity value of the constraint equation.
This characteristic will be obvious when the following example is worked through.

Example 10.4 The cost function of a firm selling two products A and Bis C = 84° — AB + 12B".
However, the firm is required by contract to produce a minimum quantity of A and B totaling
42. What are the values of A and B, and what is your interpretation of the value of A?

Solution Set the constraint to 0, multiply it by A and form the Lagrange function:
C=8A-AB+12B* + \(A + B-42)

Take the first-order partials:

C,=16A-B+A=0
Ci,=—-A+24B+\A=0
Ci=A+B-42=0
(A=25;B=17;and A = —383

which means that a one-unit increase in the production quota will lead to an increase in cost
by approximately $383.

10.3 CRITICAL PATH METHOD

One of the popular uses of network analysis is for the planning and monitoring of projects
before and during execution. Such analysis is vital in order to finish a project within the budget
allotment and prescribed time limit. CPM and PERT are the two most popular network analysis
techniques used for project planning. Developed in the late 1950s to aid in the planning and
scheduling of large projects, today, CPM and PERT are used worldwide.

Both techniques have many characteristics in common, although CPM is deterministic
whereas PERT is probabilistic. Both involve the identification and proper sequencing of specific
tasks or activities to complete projects in time. Also, the relationship between specific tasks and
the logic of precedence is important, as is their duration and quantification. Coupled with these
qualities is the classification and quantity of labor, along with their periods of time and wages.
The planning of cash flows and financial assistance is also a crucial part of CPM and PERT.

Project planning involves the identification and sequencing of specific tasks, their dura-
tion, and their relationships. This process is represented by a network, not necessarily drawn to
scale. Two types of networks are currently in use; an Activity-on-Arrow (AOA) and an Activity-
on-Node (AON). We describe only the AOA network. The AOA network consists of arrows
(branches) and nodes. The arrows represent activities (or tasks) while the nodes represent the
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ES EF

l
FF ES = Early start
EF = Early finish

LS = Late start

ES LS EF__LF LF = Late finish
l 1A 1 ] TF = Total float
|FF| IF l FF = Free float
ES LS EF LF IF = Interfering float
| | B | |

Figure 10.1 (a) CPM network showing nodes and arrows and (b) total, free, and interfering float

beginning and end of activities referred to as events. Since a number of terms are used in CPM,
it is best to begin describing them with the help of a typical diagram (see Figure 10.1).

10.3.1 Key Concepts

1.
2.
3.

CPM is a linear graph consisting of nodes and arrows as shown in Figure 10.1.

Two methods of diagramming can be used: AON or AOA. We use the AOA method.
Dummy activities have zero duration. For example, Activity (3-6) is a dummy activity
which means that Activity (6-7) cannot start before Activity (2-3) is completed.

The forward pass gives the early start (ES) and the early finish (EF) time of an activity.
The forward pass establishes the earliest time for each event.

The backward pass gives the late start (LS) and the late finish (LF) time of an activity.
The backward pass is simply a reversal of that for calculating the earliest event time.
When ES = LS for an activity, it lies on the critical path.

The critical path (CP) is the set of activities that cannot be delayed if the project is to
be completed on time.

Total float (TF) is the amount of time that an activity may be delayed without delaying
the completion of the project. TF = LF — EF = LS - ES; also, TF = FF + IE. Free float
(FF) is the time that the finish of an activity can be delayed without delaying the ES
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time of any activity that follows. FF = ES of the following activity minus EF of the activ-
ity in question.

9. The CP is the minimum time in which a project can be completed and is the duration
of the longest path through the network.

10.3.2 CPM Scheduling

To keep control over a CPM network while it is being prepared and worked out, the following
steps are useful:

(a) List all the activities sequentially and estimate their duration. There may be two or
more activities that are performed simultaneously.

(b) Pay special attention to which activity precedes (or follows) another activity, so that a
proper logic of the project is maintained.

(c) Draw an AOA network with the activities and events properly interconnected. If neces-
sary, introduce dummy activities to maintain the logic and sequencing (in time) of all
the activities in question.

(d) Make a forward and backward pass through the network to establish ES, LS, EF, and LF
times for all the activities.

(e) Determine the CP and the corresponding critical activities.

(f) Prepare a table with all the details as shown in Table 10.1.

Note that the first activity starts at zero and we add the duration to its ES to obtain its EF
time. In this manner, you can progress through the network calculating ES and EF times for all
activities, always choosing the preceding EF with largest time, at that node. Next, we can work
backward from right to left, which is called the backward pass. On the last activity the EF time
becomes the LF time, in order to finish the project as soon as possible. The LF time of the last
activity is its LF time minus its duration. Working backward, the LF and LS times for preceding
activities can be determined, noting always that the smaller value has to be taken into account.
The CP is the longest interconnected path through the network. All activities on this path have
the same ES and LS times (and similarly they have the same EF and LF times). Note that these
activities have no float to their durations. Finally, all values of ES, LS, and LF times are put in a
table (see Table 10.1) and the TF and FF are calculated as per definitions given before.

10.3.3 The Time-grid Diagram and Bar Charts

CPM networks are not generally drawn to scale and, therefore, the lengths of the arrows do not
represent the duration of tasks. However, the arrows in time-grid diagrams are drawn to scale
in the horizontal direction (but not in the vertical scale). FTs are represented by broken hori-
zontal lines whose lengths indicate time. (See Figure E10.5.) Project network activities can also
be represented by bar charts (or Gantt charts) as shown in Figure E10.5.
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Table 10.1 Activities, times, and floats

Activity Duration ES EF LS LF TF FF IF
*A 1-2 5 0 5 0 5 0 0 0
B 2-3 8 13 13 0 0 0
C 2-4 9 5 14 17 3 0 0
D 3-6 4 13 17 13 17 0 0 0

3-6 0 - - - - - - -
F 4-6 1 14 15 17 18 1 0 0
G 5-7 3 17 20 17 20 0 0 0
H 6-7 2 15 17 18 20 0 0

*Activities on the critical path

10.3.4 Resource Scheduling

Project managers generally want to proceed with projects under the condition that they will be
executed efficiently at scheduled rates. They would like to verify that the resources, in the shape
of man power, cash flows, machinery, and requirements are available to them. It is worthwhile
for managers to draw up a resource allocation diagram, say with an ES timing, to see whether
it could be improved. One can, of course, only tinker with those activities that are not on the
critical path. This is exactly what has been done through the resource leveling procedure shown
in Figure E10.5. Notice how the fluctuations of labor have been leveled off.

Example 10.5 An electric substation is to be installed and the following basic tasks are identified
(Table E10.5). The site will be cleared and leveled and the necessary materials for preparing the
foundations and fencing will be procured and stored at site. Next, the foundation excavation
and pouring of concrete will be done, a fence will be constructed, and the site will be cleared
up and handed over to the authorities. Draw the activities network, perform the forward and
backward passes, complete the activities, times, and floats table, draw the time-grid and Gantt
chart, and finally sketch resource allocation diagrams, first with ES times followed by the pro-
cedure of leveling the labor resource.

Continues
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Example 10.5: Continued

Table E10.5a Activities and tasks for electric substation

Activity Task Duration Labor Logic and sequence
A Select site 4 3 A is independent
B Clear site 4 ) B and C can be done simultaneously
C Procure materials 5 6 C follows A; F can follow C and D
D Excavate foundation 3 10
E Fix fence 6 4 E can be done only after A and B are finished
F Pour concrete and cure 8 8 F can be done only after D is finished
G Fix gate to fence 5 2 After E and F are completed
H Dummy 0 0 Clean up cannot start till gate is fixed
| Clean up and hand over 2 7

Solution Table E10.5b presents activities and their corresponding events.

Table E10.5b Activities, times, and floats for electric substation

Activity Event Duration ES EE LS LF TF FF IF
A 1-2 4 0 4 0 4 0 0 0
B* 2-3 4 4 8 4 8 0 0 0
C 2-4 5 B 9 6 11 2 2 0
D* 3-4 3 8 11 8 11 0 0 0
E 3-6 6 8 14 13 19 5 5 0
F? 4-6 8 11 19 11 19 0 0 0
G 3-5 5 8 13 14 19 6 6 0
H 5-6 0 19 19 19 19 0 0 0
I 6-7 2 19 21 19 21 0 0 0

*On the critical path

Figures E10.5 shows (a) the plan of the substation, (b) the activities network, (c) the forward
and backward passes, (d) a typical way of showing ES, EE, LS, and LE (e) the time-grid dia-
gram, (f) the Gantt chart, (g) resource allocation based on ES, and (h) resource leveling.

Continues
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Example 10.5: Continued
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(d) Typical way of showing ES, EF, LS, LF on activities

Figure E10.5a-d Critical path

Continues
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Example 10.5: Continued
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Figure E10.5e-h CPM example

10.3.5 Time-cost Optimization

CPM is effective in discovering the possibility of minimizing the cost of the project from its
normal duration by reducing (or crashing) the duration of some of the individual activities in
the network that lie on the critical path, by paying a higher cost (or crash cost). This extra cost is
often offset by savings gained through lower overall indirect cost (or overhead cost). This tech-
nique of compressing certain tasks and thereby optimizing a project cost is often called project
crashing. Typically, the crash cost per unit of time for an activity can be found as follows:

Crash cost per unit time =

Crash cost — Normal Cost
Normal time — Crash time
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The first step in crashing a project is to identify the critical activity with the minimum crash
cost per unit of time and crash it with the allowable limit, taking into consideration the amount
of float available with respect to multiple critical paths. The second step is to revise the network
to identify new or multiple critical paths until all of the activities available for crashing have
been utilized. Finally, all the crashing steps together with the corresponding cost increases are
compared with the savings derived from overhead costs. See the following example for clarifica-
tion.

Example 10.6 Determine the optimal completion time for a project whose logic is shown in
Figure E10.6. Indirect cost is $150 per da. All other details are given in Table E10.6a.

Table E10.6a Activities and times

Normal duration Total cost Crash duration Total cost

Activity Ty (days) (Normal) C,, T. (days) (Crash) C.
A 4 $600 2 $1000
B 6 $800 3 $1400
C 8 $500 3 $1200
D 7 $600 2 $1200
= 2 $500 2 $500
F 1 $100 1 $100

6 £ 19 ¢ 20
3 >

o —O
17 20

a
4

(b) Forward and backward passes

Figure E10.6a-b Activities and activity slopes

Continues
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Example 10.6: Continued

Cost
A CC = CN

Activity Slope = =
c N
200
200
140
120
0

0

TmMmOoOOo>X

> Days

(c) Slope calculations

Figure E10.6¢c Activities and activity slopes

Solution The first task is to complete the activities table shown, after performing the forward and
backward passes, as shown in Figure E10.6. Table E10.6b is completed followed by working out
the time schedules to find the one that is the cheapest. These schedules are graphically shown in
Figure E10.6a. The crash cost per unit time is the slope of the cost line and is computed for vari-
ous activities as shown in Figure E10.6.

Table E10.6b ES, EF, LS, LF and TF

Activity Duration ES EF LS LF TF
A 4 0 4 0 4

6 0 6 11 17 11

8 4 12 4 12 0

T 12 19 12 19 0

2

1

6 8 17 19 119
19 20 19 20 0

mMmoOQOw

Schedule 1: Normal Schedule; Critical Path1 -2 -4 -5-6=20da
Cost = (600 + 800 + 500 + 600 + 500 + 100) = $3100
Schedule 2: Select activities on CP; choose D (smallest slope)

Compress D (limit 5 da; total float 11 da)
Direct cost = 3100 + (120 x 5) = $3700; Time: 15 da
TF: 11 -5=6,CP:1-2-4-5-6=15da

Schedule 3: Compress next cheapest activity

Compress C; TF = 6 Crash 5 da @$140/da
Direct cost = 3700 + (140 x 5) = $4400
Time9da; TF:6 -5=1CP:1-2-4-5-6=10da

Continues
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Example 10.6: Continued

Schedule 4: Compress next cheapest activity

Compress A; TF = 1 Crash =2

Compress A for only 1 da @$200/da

Direct cost = $4400 + (200 x 1) = $4600

Time9daTF:1-1=0CP:1-2-4-5-6=9daandCP:1-3-5-6=9da
Schedule 5: Any other compression will affect both CPs.

Also, A can be compressed only 1 more day.

Compress A and B, one day each = $400

Direct cost = $4600 + $400 = $5000
Cost $5000; Time 8 da.

The time-cost optimization is shown in Figure E10.6d; and a summary of costs for schedules is
given in Table E10.6¢. As indicated in the table, Schedule 3 is the cheapest at $5900.

3
g
L)
6,100
5,950 5,950 ‘
6,000 6200 < 590 1 Total cost
5,00'0{ 4r400
4,000 ]
3,700
\,3.1 00 Direct cost
/ o0
20001 2,250
— Indirect cost
1,200 ¢ 1,500
0 5 8 910 15 20 25 g
Days
(d) Total, direct, and indirect cost
Figure E10.6d Total, direct, and indirect cost
Table E10.6c Schedule costs

Schedule %) 4 3 2 1

Days 8 9 10 15 20

Direct cost ($) 5000 4600 4400 3700 3100

Indirect cost (§) 1200 1350 1500 2250 3000
Total cost 6200 5950 5900 5950 6100
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10.4 PROGRAM EVALUATION AND REVIEW TECHNIQUE AND THE
LINE-OF-BALANCE

The PERT and the LOB techniques are both closely associated with CPM. PERT was developed
to analyze projects in an environment of uncertainty, particularly with projects where the spe-
cific duration of activities could not be estimated with reliability. PERT uses two probability
density functions: (1) the beta (p) distribution for each activity and (2) the normal distribution
for estimating the completion time of the entire project (see Figure 10.2). Other than the use of
these probability functions, PERT is similar to CPM. PERT is described first in Section 10.4.1.
The LOB technique was developed by the U.S. Navy for controlling and managing production
processes. It has since been used in the construction industry. LOB is described in Section
10.4.2.

> Time

A
2
3 B-distribution t, = Optimistic time
N t, = Pessimistic time
= t.,= Most likely time
2 .
g t, = Expected mean time
e
a
> Time
ta tm te tb
| Range |
! 1
(a) Beta (B) distribution
»
Normal
Z distribution .
3 TF, = Expected total project
g time
> T, = Target time
B
[
a
o
Ts

TP

X

(b) Normal distribution

Figure 10.2 Key concepts (PERT): (a) beta distribution and (b} normal distribution
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10.4.1 Key Concepts of PERT

PERT introduces the concepts of uncertainty into time estimates as opposed to CPM,
which is essentially deterministic.

PERT uses expected mean time (t,) with standard deviation, o,, or variance v,,.

The expected mean time (t,) of an individual task is an estimate having an approximate
chance of 50 percent success.

The value of t, is calculated from: ¢, the optimistic time of completion of an individual
task; £,,, the most likely time; and t,, the pessimistic time of completion of this task. This
forces the planner to take an overall view of each task’s duration.

The beta (B) distribution uses £, t,, and f,, to estimate the expected mean time. The
expected mean time f, is:

ot A+t

with a standard deviation,

and a variance,

t—tV
vw=(c5w)2=( b6 )

t, and t, have small probabilities, around 5 to 10 percent.

Once ¢, and v, are found for each activity, the critical path is found in the same fashion
as in CPM.

Project duration = Expected mean duration T, which is the expected mean time along
the CP.

Once the expected mean time for an event (T,) and its standard deviation O, are
determined, calculate the event schedule time (T;). This has a normal probablhty dis-
tribution with mean 7, and O,

The effect of adding a series of independent -distribution gives a normal distribu-
tion.

To determine the probability that the expected total project time T, will exceed some
target time T, first calculate the value of Z, a dimensionless parameter expressing the
horizontal axis of the standardized normal distribution function, where:

(T, - T,)
o}

Ty

7 =

Refer to Table 10.2 to find the corresponding probability associated with the value of Z.



342

Basic Hard Systems Engineering: Part | Chapter 10

Table 10.2 Values of Z and probability

V4 Probability Probability V4
-2.0 0.02 0.98 +2.0
-1.5 0.07 0.93 +1.5
-1.3 0.10 0.90 +1.3
-1.0 0.16 0.84 +1.0
-0.90 0.18 0.82 +0.90
-0.8 0.21 0.79 +0.8
-0.7 0.24 0.76 +0.7
-0.6 0.27 0.73 +0.6
-0.5 0.31 0.69 +0.5
-0.4 0.34 0.66 +0.4
-0.3 0.38 0.62 +0.3
-0.2 042 0.58 +0.2
-0.1 0.46 0.54 +0.1

0 0.50 0.5 0

Example 10.7 An activity network for a small house is shown in Figure E10.7. Table E10.7a

Solution The expected mean time of all the activities are calculated using the formula t, = (f, +

shows the optimistic, most likely, and pessimistic times for various activities under Columns 2,
3, 4 of the table. What is the probability of finishing this project in 110, 115, 117, 119, 124 da?

4t,, + 1,)/6 and entered in Column 5 of Table E10.7. These values are also shown against each
activity on the network. One can now do a forward and backward pass to determine the CP (in
a manner similar to what was explained in the section on CPM). Now that the CP is known, one
can calculate the standard deviation ¢,, and variance v, of the critical activities and enter these
in Columns 6 and 7 respectively. The critical activities are marked with an asterisk and the total
project duration works out to be 117 da with a corresponding variance of 74.41 da. Taking the
square root of 74.41 da gives a standard deviation of 8.63 da. Notice that we cannot add values
under Column 6 to get the standard deviation. We add the variance of critical activities and then
take the square root of this total to get the standard deviation.

While we have found that the expected mean duration of this project is 117 da with a standard
deviation of 8.63 da, the probability of finishing the project at a target time of 110, 115, 119, or
124 da is needed. For finding these probabilities we must calculate the corresponding values
of Z, as shown in Table E10.7b. Notice that the probability of completing the project in 117 da
is merely 50%.

Continues
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Example 10.7: Continued

T2

104 108 117

Figure E10.7 PERT network

0 i j indicates the critical path

Table E10.7a Activities and their statistics

1 2 3 4 5 6 7
Activity t, tn t, 3 Oio Vio
-2 18 20 22 20 067 0.44
2-3 4 5 6 5
04 6 7 14 8 1.33 1.77
3-5 8 10 12 10
3-7 14 16 18 16
*4-5 20 25 60 30 667 @ 44.44
4-9 14 18 22 18
*5-7 18 20 46 24 467 2177
5-8 6 7 8 7
7-8 11 12 13 12 0.33 0.11
8-9 4 10 16 10
9-10 4 4 4 4
*8-10 8 8 20 10 2.00 4.00
*10-11 2 3 10 4 1.33 1.77
*11-12 3 4 5 4 0.33 0.11
*12-13 5 5 5 5 0 0

117 8.63 74.41

*On the critical path. Note that /74.41 = 8.63 :
Continues
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Example 10.7: Continued

Table E10.7b Expected time and probabilities

Expected time T,,  Standard deviations Target time Z= L ps T, Probability (%)
117 8.63 110 -0.811 21
115 -0.231 43
117 0 50
119 +0.231 79
124 +0.811 57

10.4.2 The LOB Technique

The LOB technique is a management-oriented tool for collecting, measuring, and presenting
information relating to the time and accomplishment of repetitive tasks during production.
One of the major problems facing managers is obtaining information on the status of various
operations soon enough to take effective action. LOB is particularly useful in repetitive con-
struction work such as multi-house projects, road pavement construction, and the manufactur-
ing of hundreds of identical units, such as small septic tanks, pylons, and beams.

The LOB technique consists of four elements: (1) the objective chart, (2) the program chart,
(3) the progress chart, and (4) the comparison. The objective chart is a graph showing the cu-
mulative end product to be manufactured over a period of time, while the program chart is a
tflow process diagram showing sequenced tasks and their interrelationship with lead times. Lead
time is the number of time periods by which each activity must precede the end event to meet
the objective. The progress chart consists of vertical bars representing the cumulative progress
of each monitoring point based on site visits to the production area indicating the actual per-
formance. The comparison activity is derived from the objective, program, and progress charts
to draw the LOB. When one draws the LOB on the program chart, it represents the number of
completed units that should have passed through each control point at the time of the study in
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order to deliver the completed units according to the contract schedule. Many of these terms
will become clear in working through the illustrative examples that follow.

10.4.3 Progress Charts and Buffers

Suppose a company has been awarded a contract to erect ten steel pylons. The sequential operations
involved are A = excavate; B = pour concrete; and C = erect pylon, as shown in Figure 10.3a.

This sequence needs to be repeated ten times to complete the work. However, to provide for
a margin of error in the time taken to complete each operation, a time buffer is provided be-
tween two operations, as shown in Figure 10.3b. If the work order to begin work is given on Day
1, and one pylon has to be handed over at the end of every fifth working day, then the first pylon

A B C
@ @ ® ®
18 days 12 days 10 days = 40 days

(a) Activities A, B and C without buffers

: A : Buff_er : B : Buff_er l c l

18 days 5 days 12 days 5 days 10 days =50days
(b) Activities A, B and C with buffers

Pylons
A

10
8
6|

’_2
0 s Day of delivery

1st 50th 95th
t1 t2

(c) Compiletion schedule of 10 pylons

Figure 10.3 Line of balance: (a) activities A, B, and C without buffer; (b) activities A, B, and C with buffers;
and (c) completion schedule of 10 pylons
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will have to be handed over at the end of the fiftieth day, and subsequent pylons will be handed
over every fifth day. Refer to Figure 10.3c, if we use the straight-line equation Q = mt + c:

Q=1t=50Q,=10;m=1/5c=1,and t,=?

then , =<%>+ t = (9%5) +50 = 95 da
At the end of the ninety-fifth day, the tenth pylon will be completed. Notice that when we graph
this problem, we must be mindful that on the fiftieth day we are ready to complete the first
pylon, with nine more to go. Also, notice that we must begin work on the first pylon on the first
day to get it ready by the fiftieth day.
We will now consider another example to illustrate a more realistic case of LOB.

Example 10.8 A septic tank prefabricator has received a contract to supply 1000 septic tanks,
and to deliver 40 units each mo beginning on the first of the twentieth month. The major con-
trol points of the production scheme are shown in Figure E10.8a.

() oy
® O0—® l
—00—EO—0—0—0
6 5 4 3 2 1 0
Leadtime in months
:‘E ' (a)
=
1000
000 } Objective chart Program progress chart
800 [
700
LOB
600 [ =)
e Q
1 on _"L__ =m <
. 3 (400)
400 F B Sl S I |l (360)
/(7x40)=280 M N E L -, (320)
300 | S (dOpment S L R--050-3- 4L
L
200 | E |1
1 5 1 26
00 v
40 L l L L il -
19 24 29 34 39 4 A B C D E F G H |
- Months Control points
Figure E10.8 LOB example (b)
Continues
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Example 10.8: Continued

An LOB study performed on the first of the twenty-sixth month revealed that the number of
completed units that actually passed through each control point is as follows (Table E10.8a):

Table E10.8a Control points and units

Control point Units
A 450
520
420
440
400
440
410
285
250

— T & m m O @

Draw the objective chart, the program progress chart, and the LOB chart. Determine the de-
viation of units.

Solution Table E10.8b presents the results of calculations. The table indicates that the performance of
control Points A, C, E, H, and I are behind schedule and that corrective action is needed.

Table E10.8b Control point performance results

Cumulative units to Units actually

Control point be delivered completed Deviation
A 520 450 -70
B 480 510 +30
C 440 420 -20
D 440 440 0
E 400 380 -20
F 400 440 +40
G 360 410 +50
H 320 285 -35
I

280 250 -30
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11.1 INTRODUCTION

In Chapter 10 we examined a variety of methods of optimization ranging from the use of cal-
culus, application of the critical path method (CPM), the program evaluation and review tech-
nique (PERT), and network flow analysis to linear programming. Some problems can best be
solved graphically while others are best tackled through matrix applications, such as the simplex
method. This chapter may be considered a continuation of Chapter 10. It deals with such topics
as forecasting and decision analysis that are techniques employed by planners and engineers in
their day-to-day work.

11.2 FORECASTING

The ability to forecast or predict future events, such as the population of a city in the year 2030,
or the traffic flow on Interstate 75 through Cincinnati over the Ohio River in 2020, are exam-
ples of some of the work entrusted to engineers and planners. They use judgment, past experi-
ences, and mathematical models coupled with intuition to predict the future. Although there
are semantic differences in the use of such terms as projecting, predicting, and forecasting, we
use these terms interchangeably.

The science of forecasting encompasses an enormous field. We cover just the basics to en-
able you to get a feel for the topic. As engineers and planners we are concerned with two types of
forecasts: long- and short-range. Long-range forecasts are related to problems connected with,
for example, building new facilities that need billions of dollars of capital in the next 25 years.
For instance, if we are planning the water supply facilities connected with the expansion of a
city, we are looking at projections of the population and water demand for a 50-year period. On
the other hand, short-range forecasts could encompass periods from 1 year to 5 years. For ex-
ample, a small construction company that has been in business for 15 years may like to project
its profits for the next 5 years based on past trends.

Forecasting methods can also be categorized in two groups: qualitative and quantitative.
The former are usually nonstatistical techniques using the Delphi method and brainstorm-
ing sessions. Quantitative or statistical methods require appropriate historical data for their
application. We concern ourselves with some pertinent quantitative methods: the time-series

395
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method and methods based on regression. In making decisions regarding forecasting, consider
the following: What is to be forecast, why, and in what detail? How far into the future do you
need to forecast and with what accuracy? What methods are you prepared to use? What prior
information and data are needed to conduct a forecast and are these available and reliable?

We deal with some simple methods of forecasting commonly used in engineering and plan-
ning. It is a good idea to review available historical data pertaining to your problem situation
to learn whether it has any predominant characteristics such as a linear, cyclical, or exponential
trend. In addition, you may want to note seasonal trends as well as irregular or erratic variations
connected with, such things as the weather or local floods.

11.2.1 Regularity

It is good practice to examine data presented to you so that you can observe some degree of
regularity in the numbers. A few common forms of regularity are illustrated through the fol-
lowing example.

Example 11.1
(a) The series 27, 27, 27, 28, 27, 27, 27 has no trend. The next observation will most likely be 27.

(b) The series 27, 29, 31, 33, 35 is equally predictable. The next observation is most likely to be
37, because the increase is linear.

(c) The series 9, 27, 81, 243, 729 is tripling each period, thus, the most likely value of the next
period is 2187. This is a case of exponential growth. By the same token, the series 64, 16, 4,

1, 0.25, 0.0625 appears to be an exponential decay series and the next value is likely to be
0.015625.

(d) The series 39, 24, 50, 29, 40, 25, 51, 30 corresponding to the sale of a product in four quar-
ters of a year for a 2-yr period appears to be cyclical for four periods at a time. It is likely that
the next four periods may have values 41, 26, 52, and 31.

(e) There are possibilities where a linear and cyclical series may result from a combination of a
linear series 32, 33, 34, 35, 36, 37, 38, 39 and a cyclical series 40, 45, 48, 50, 40, 45, 48, 50, result-
ing in 72, 78, 82, 85, 76, 82, 86, 89. The next value would likely be 40 + 40 = 80.

11.2.2 Use of Time Series

There are several cases in engineering and financial forecasting dealing with continuous though
fluctuating demand. Such cases can be dealt with through the use of time series. A time series
is a set of observations of a variable over a period of time. An example of a time series forecast
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could consist of considering the yearly consumption of gasoline by a family over the past 5 years
in order to predict what the consumption is likely to be in the next 2 years. This problem could
be solved easily by plotting consumption per year as a graph and then drawing a freehand curve
through the historical data and projecting it to the desired year. This result would undoubt-
edly be subjective, but may be sufficiently accurate for the family’s requirements. However, for
more accurate results we describe three basic methods that are commonly used in practice: (1)
moving average (MA) forecast, (2) trend projection models (linear, exponential, and modified
exponential), and (3) simple linear regression.

When historic data is available, one can detect a trend in the shape of a gradual long-term
directional movement (either a growth or decline). Cyclical swings are long-term swings around
a trend line, generally associated with business cycles. Seasonal effects and variations occurring
during certain periods of the year can also be seen in the data presented.

Simple moving average (SMA): Let us start with the SMA method. It is calculated by adding
up the last # observations and dividing the sum by #n. When the next observation is available,
the oldest observation in the earlier calculation is dropped, the new one is added, and a new
average is calculated. It is best to describe this procedure by solving a practical problem.

Example 11.2 A sales manager wants to forecast the demand for personal computers for the
month of August based on a 7-mo record, January through July: 180, 215, 225, 220, 210, 205,
220. He wants to dampen the fluctuations in sales by using MAs of 3 mo at a time. What will
be his sale in the month of August?

Solution The MA is calculated for the 3-mo period, which in this case is for the month of August, by
considering the demand for the last 3 mo in the sequence:

MA = (210 + 205 + 220)/3 = 635/3 = 211.667

The 3-mo MAs for April through July are also shown in Table E11.2. This allows us to compare
the forecasts with the actual demands. We could have solved this problem using a 4- or 5-mo
MA that would have yielded smoother results.

Forecast accuracy: When one performs a forecasting exercise, the question that is always asked
is, “How accurate is your forecast?” The difference between the forecast and the actual is called
the forecast error.

« The mean absolute deviation (MAD) is one of the more common measures of a fore-
cast error. It is the difference between the forecast and the actual demand as calculated
by the expression:

> abs(D,— F)

n

MAD =

Continues
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Example 11.2: Continued

Where:

t = The period number
D, = Demand in period ¢
F, = Forecast for period ¢
n = Total number of periods
abs = Absolute value (sometimes indicated by two vertical lines [|)

For our example, the computation is based on Periods 4 through 7 (220, 210, 205, 220) and
the forecast error for individual months is shown. If the absolute value is taken, it amounts to
44.999 and dividing it by n = 4, we get 11.25.

« The mean square error (MSE) is derived by squaring each forecast error and dividing
by n. Thus, (13.333)* + (10)* + (13.333)" + (8.333)” = 524.98. Dividing this by n = 4, we
get 131.25.

o The mean forecast error (MFE) is the running sum of forecast error (taking positive
and negative signs into account, divided by n). Thus:

—13.333 + 10 + 13.333 — 8.333 = 1.6667/4 = 0.4167

Table E11.2 Forecast values

Period Data Forecast Forecast error

1 180.000
2 215.000
3 225.000
4 220.000 206.667 -13.333
5 210.000 220.000 +10.000
6 205.000 218.333 +13.333
7 220.000 211.667 -8.333
8 211.667

Absolute value: 45

MAD: 11.25

MSE: 131.25

MFE: 04167

Weighted moving average (WMA): The SMA method can be adjusted to reflect fluctuations in
the data provided by assigning weights to the most recent data. We will demonstrate the WMA
method by amending the previous problem by assigning weights.
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Example 11.3 With the same data but assigning weights of 0.5, 0.3, and 0.2 for Periods 7, 6, and
5, respectively, predict the sales in August (Period 8). Apply all three tests and compare the
results with those obtained before (for SMA).

Solution Here we apply the weights to the last three entries:
WMA = (210 x 0.2) + (205 x 0.3) + (220 x 0.5) = 213.50
The other forecasts are also shown.

Table E11.3a Forecast values ( Example 11.3)

Period Data Forecast Forecast error

1 180.000

2 215.000

3 225.000

4 220.000 213.000 ~7.000

5 210.000 220.000 10.500

6 205.000 216.000 11.000

T 220.000 209.500 -10.500

8 213.500

The accuracy tests are:

(a) MAD for Periods 4 through 7 is 39/4 = 9.75
(b) MSE = 97.625
() MFE=4/4=1.0

Table 11.3b Summary of SMA and WMA

Comparison SMA WMA
Forecast for August 211.667 213.500
MAD 11.25 9.75
MSE 131.240 97.625
MFE 0.4167 1.00

In this case, the WMA forecast is superior.

Exponential smoothing: This method of forecasting is really an averaging technique that
weights the more recent past data point more strongly than the more distant data point. The
method can be summarized as follows:
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New forecast = old forecast + a (latest observation — old forecast), where a is a fraction
between 0 and 1. Naturally, if a = 0, the new forecast is always the same as the old forecast, re-
gardless of all the latest observations. If a = 1, then the new forecast = latest observation. We will
apply this technique to the data given in Example 11.1 and use a = 0.2. The simple exponential
smoothing forecast is computed using the formula:

E. . =aD +(1-a)F

(t+1)

Where:

F., = Forecast for the next period
D, = Actual demand in the present period
F, = Previously determined forecast for the present period
a = Weighting factor known as the smoothing constant

Example 11.4 Apply the exponential smoothing method to the data given in Example 11.2,
with a = 0.2, and apply all the tests of accuracy.

Solution Since a = 0.2, it means that our forecast for the next period is based on 20 percent of recent
demand (D,) and 80 percent of past demand.

Forecast for Period 2:  F, = (0.2)(180) + (0.80)(180) = 180
Forecast for Period 3:  F; = (0.2)(215) + (0.80)(180) = 187
Forecast for Period 4:  F, = (0.2)(225) + (0.80)(187) = 194.6

And so on, until:
Forecast for Period 8:  Fy=(0.2)(220) + (0.80)(202.395) = 205.916

Table E11.4 Forecast values ( Example 11.4)

Period Data Forecast Forecast error

1 180.000 180.000

2 215.000 180.000 -35.000
3 225.000 187.000 -38.000
4 220.000 194.600 -25.400
5 210.000 199.680 -10.320
6 205.000 201.744 -3.256
7 220.000 202.395 -17.605
8 205.916

The accuracy tests are:

(a) MAD for the Periods 2 through 7 is (129.5808)/6 = 21.5968
Continues
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Example 11.4: Continued

(b) MSE = 623.5322
(c) MFE is (129.5808)/6 = 21.5968

Least-square method: Regression methods have already been dealt with in Chapter 9, but as a
comparison we will demonstrate how regression methods can be applied in contrast to time
series techniques.

Example 11.5 Refer to Example 11.2 and the data provided for seven time periods. What is the
projection for Period 8 (August)?

Solution Refer to Chapter 9 to help you solve this problem. The equation is Y = 198.5714 + 3.0357X

Coeflicient of determination: 0.1882
Correlation coefficient: 0.4338
Standard error: 14.9224

Table E11.5 Observed and predicted values

Observation Observed value Predicted value Residual

1 180.000 201.607 -21.607
2 215.000 204.643 10.357
3 225.000 207.679 17.321
4 220.000 210.714 9.286
5 210.000 213.750 -3.750
6 205.000 216.786 -11.786
7 220.000 219.821 0.179
MAD: 12.3810

Therefore, Dy = (3.0357 x 8) + 198.57 = 222.86 units

11.3 TRANSPORTATION AND ASSIGNMENT PROBLEM

11.3.1 Introduction

Some management problems are concerned with transporting goods from a number of sources
to several destinations across the country, or even across a city. The overall objective is to mini-
mize total transportation costs. Some basic assumptions are:

» Transportation costs are a linear function of the number of units shipped
» All supply and demand are expressed in homogeneous units
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» Shipping costs per unit do not vary with the quantity shipped

» Total supply must equal total demand, but if demand is larger than the supply, create
a dummy supply and assign a zero transportation cost to it; if supply is larger than
demand create a dummy demand

There are at least three methods for obtaining an initial solution: (1) the northwest (NW) corner
method; (2) the minimum cost method; and (3) the penalty or Vogel's method. In all three cases
the distribution uses a matrix, showing the demand requirements and supply availabilities. The
costs associated with the route between the supply and demand points are indicated in the
upper corner of the cells. The supply is allocated to meet the demand by writing down the num-
ber of units transported by a particular route from a supply source to a demand destination.

In all three methods the solution procedure is iterative, beginning with an initial solution
and improving it until a satisfactory feasible distribution has been achieved. This feasible solu-
tion may not be an optimal one. Since applying any one or all of the three methods does not
necessarily guarantee an optimal solution giving the lowest total cost (TC) of shipment, there
are at least two methods to test the solution for optimality using the initial basic solution as a
starting point. Let us begin by describing the northwest corner method first by working out an
example.

11.3.2 Northwest Corner Method

Example 11.6 Steel factories A, B, and C need to supply 560 tn of steel products to their ware-
houses X, Y, and Z during the course of a day, demanding the same amount as shown in the
matrix. Assign the product from the plants to the warehouses and find the TC using the NW
method.

Table E11.6 Data for Example 11.6

Warehouses
Steel plants X Y Z Supply
A 24 15 18 240
B 45 30 36 160
Cc 9 27 30 160
Demand 300 140 120 560

Solution The NW method is a quick and systematic way of assigning the supply to the demand
points, but is by no means scientific. However, it is a good start for an initial feasible solu-
tion. Simply put, you start from the northwest corner of the tableau, allocate as many units as
possible into each cell, and work your way toward the southeast corner of the tableau. More
specifically:

Continues
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Example 11.6: Continued

TABLEAU for Example 11.6

Steel plants Warehouses Supply
X Y Z

A 24 15 18 240,0
240 (1)

B 45 30 36 160, 100, 0
60 (2) 100 (3)

C 9 27 30 160, 120, 0

40 (4) 120 (5)
Demand 300, 60, 0 140, 40, 0 120, 0 560

(a) Assign as many units as possible to the NW corner Cell AX from the total available in Row
A. Given the 240 units available in Row A and the 300 unit demand in Column X, the maxi-
mum number that can be assigned to Cell AX is 240, and this is shown as 240 in Cell AX and
the demand column under Row X is reduced by 240 to (300 — 240) = 60.

(b) Assign additional units of supply from Row B, until the demand in Column X is satisfied.
This requires 60 units in Cell BX, leaving 100 units of B yet to be assigned. The demand at
Column X has now been satisfied. It is a good plan to keep an arithmetical account of what is
happening at each allocation, including the sequencing of the allocation, as indicated on the
matrix. The number in parenthesis indicates the sequence of allocation.

(c) Column Y needs 140 units, of which Row B can supply 100, the rest coming from Row C.
This exhausts the demands of Columns X and Y. The balance remaining in Row C of 120 units
find their way through Cell CZ to Column Z.

(d) All the demand has now been satisfied and all the supply has been exhausted. The sequence
of each allocation is also given.

(e) The TC of supplying the steel as per our allocation is: (240 x 24) + (60 x 45) + (100 x 30) +
(40 x 27) + (120 x 30) = $16,140

Discussion

Although the allocation has been made to obtain a feasible solution, satisfying supply and
demand, it is highly unlikely that this answer is an optimal solution, and that it gives us the
minimum cost. It is unscientific because we have not bothered to look at the cell costs. There
is of course the possibility of tinkering with the figures and reallocating the products, but for
now this is all we have.
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11.3.3 The Minimum-cost Cell Method

We will solve the same problem using a more rational method. As the name indicates, we should
try to transport the product by the cheapest route possible, and this is done as follows:

(a) Select a cell having the lowest cost and allocate as much product as we can, using that
route

(b) Continue by selecting the next cheapest route and repeat the procedure until the
demand has been satisfied

Example 11.7 Solve the steel plant problem described in Example 11.6 using the minimum-cell
cost method.

Solution
TABLEAU for Example 11.7

Steel plants Warshotiase Supply
X 3y Z
A 24 15 18 240, 100, 0
140 (2) 100 (3)

B 45 30 36 160, 140, 0
140 (5) 20 (4)

C 9 27 30 160, 0
160 (1)

Demand 300, 140, 0 140, 0 120, 20, 0 560

(a) Inspection of cell costs indicates that CX is the cheapest route. Hence, allocate the maxi-
mum quantity of 160 in Row C to Column X, leaving 140 units to be yet supplied.

(b) The cell with the next cheapest cost is AY with a unit cost of 15. If we supply 140 units from
A via AY to Column Y, we will be left with 100 units in Column A.

(c) The next cell is AZ where 100 units are supplied to Column Z from Row A.

(d) The next cell to consider is BZ with a unit cost of 36 and we therefore assign 20 units for
Column Z from Plant B, exhausting the demand at Z. The balance of 140 units demanded in
Column X via Route BX from Row B exhausts all of the demand and supply.

The TCis (160 x 9) + (140 x 15) + (100 x 8) + (20 x 36) + (140 x 45) = $12,360.

Discussion

There is no question that the minimum-cost cell method is rational. Could there have been
other combinations that could have lowered the cost? We cannot tell right away. Perhaps
there is an optimal solution.
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11.3.4 The Penalty or Vogel's Method

The penalty method makes allocations minimizing the penalty or opportunity costs. We pay a
penalty because of our failure to select the best alternative. The following steps briefly describe
the method.

(a) Set up the tableau as usual

(b) Calculate the penalty cost of each row and column

(c) Select the row or column with the largest penalty and allocate as much as possible to
the cell having the minimum cost

(d) Eliminate rows and columns that are exhausted of their demand/supply

(e) Recalculate the penalties in rows and columns and continue with the allocation until
all supply and demand have been met

We will apply the penalty method to the same problem previously solved by the NW corner
method and the minimum cost cell method. Notice that the tableau has an additional row and
an additional column to take care of penalties.

Example 11.8 Solve the steel plant example described in Example 11.6 using the penalty
method.

Solution

TABLEAU for Example 11.8

glt:::S . Wareh:uses _ Supply Penalty

A 24 15 18 240, 100,0 3
140 (2) 100 (3)

B 45 30 36 160, 20, 0 6

140 (3) 20

C 9 27 30 160, 0 18
160 (1)

Demand 300, 140,0 | 140,0 | 120, 20,0 560

Penalty 15, 21 12,15 12,18

Calculate the penalties for rows and columns: for example, in the first row, Cell AY has the low-
est cost of 15 and the next higher cost is AZ of 18, indicating a penalty of 3. This is the penalty
we would pay per unit if we allocate AZ instead of AY. In a similar manner, we calculate the
penalty for the other rows and columns, as shown on the matrix.

The largest penalty is in Row C, with a value of 18 and the cell with the lowest cost per unit
is CX. To avoid paying this penalty, we allot the maximum we possibly can to this cell, which is

Continues
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Example 11.8: Continued

160 units, thus exhausting the entire supply. Therefore, we can eliminate Row C from further
consideration. The demand in Column X is now (300 — 160) = 140.

Recalculation of the penalties in rows and columns is necessary to determine which penalty
is the highest, and match the corresponding cell with the lowest cost. These new penalties are
shown in the penalty row: 21, 15, and 18. Column X has the highest penalty of 21, and the lowest
cell cost is 24 for Cell AX. We can supply the maximum of 140 units from Row A to Column X,
thus exhausting the demand. Eliminate Column X from further consideration. This procedure is
repeated over and over again until the demand is satisfied. Let us now calculate the TC:

(140 x 24) + (100 x 18) + (140 x 30) + (20 x 36) + (160 x 9) = $11,520

Discussion

Notice that $11,520 is an improvement over the minimum cost method that gave a figure of
$12,360. But how are we to know whether this answer is the optimum solution or not? This
question is dealt with in the following section.

11.3.5 How Do We Determine an Optimum Solution?

From the previous examples showing the application of the NW corner, minimum cost cell, and the
penalty methods, we were able to obtain feasible solutions of allocating units of products via combi-
nations of routes, without being certain whether our solutions were optimum. Fortunately, there are
some methods to evaluate our solutions, just for this objective. One of the popular methods is the
modified distribution (MODI) method. An example will best demonstrate the procedure.

Example 11.9
TABLEAU 1 for Example 11.9
Warehouse A B Cc Supply
Factory
a 8 6 3 1555
13 2
b 9 11 8 16
16

c 6 5 7 11
4 7

d 3 10 9 13
13

Demand 17 20 18 55

Continues
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Example 11.9: Continued

Suppose we would like to transport 55 units of goods from four factories a through d to three
warehouses A, B, and C, as shown in the tableau. The unit costs are given in the right-hand top
corner of each cell.

Solution We have allocated the units by the low-cost method and the cost works out to be:
(13%x6)+(2x3)+ (16 x8)+(4x6)+ (7x5)+ (13 x 3) = $310.

To check if there are alternative solutions with a net lower transportation cost, we need to ex-
amine in turn each unused route. If we send one unit along Route aA, some modification has
to be done to balance the supply and demand column of 17 and 15 units respectively, and one
unit must be subtracted from either Route aB or aC. If we reduce one unit from Route aB, one
unit must be added to Route cB to maintain the column total of 20. Also, to keep the row total
of 11 units for ¢, one unit must be subtracted from Route cA, and this subtraction compensates
for the initial modification of sending one unit by Route aA. These changes will have no effect
on the feasibility of the initial allocation.

TABLEAU 2 for Example 11.9

Warehouse A B C Supply

Factory

a 8 6 3 15
(+1) —>| 13 (-1) 2

b 9 11 8 16

16

c 6 v (3] 7 11
4 (-1)<=—| 7 (+1)

d 3 10 9 13
13

Demand 17 20 18 55

Revised TC= (8 x 1) + (12 x6) + (2% 3) + (16 x 8) + (3 x 6) + (8 x 5) + (13 x 3) = $311.

This is unacceptable because this means an increase of $1.
We could have come to the same conclusion by considering the cell costs as:

C&!\—CCA+ CLB—CIB:8_6+5_6:$]

where C,, represents the cost of transport by that route.

Also, this inspection procedure could be repeated for each unused route in turn, to test
whether we could improve the initial feasible solution.

Another way to avoid this laborious procedure is by considering shadow costs. Shadow
costs are obtained by assuming that the transportation cost for all used routes is made up of two

Continues
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Example 11.9: Continued

parts—dispatch and receiving costs. So, the dispatch costs are a, b, ¢, and d, while receiving costs
are A, B, and C. So, the unit cost of Cell aA = C,, = a + A. As per the initial feasible solution, the
cost of transport of occupied cellsarec+ A=6;d + A=3;a+B=6;c+B=5a+C=3;andb
+ C = 8. There are six equations and seven unknowns. If A is assumed to be zero, we can find the
values of the other unknownstobea=7,b=12,c=6,d =3,and A =0, B = -1, C = —4. These
shadow prices are shown on the side and top of the matrix. The cell costs shown previously:

C,.— C., + Cp — C,; can also be written in terms of shadow costs as,
Cia— (c+A) +(c+B)—(a+B)isequivalentto C,, — (a + A)

which is useful as a general result, because it illustrates that sending one unit along a previously
unoccupied route increases the TC by the unit transport cost of the new route, minus the sum
of the shadow cost for that route. Thus, if this difference is negative for any unused route, a
savings in cost will be made if each unit is transferred to this route.

We can now calculate this difference for each unused route in the initial allocation as:

Cho—(a+A)=8-(7+0)=1

Ca—(b+A)=9-(12+0)=-3 . 7\ C  wemustexamine this route!
Co= B4R =11=[12-1)=0

Cp—(d+B)=10-(3-1)=38

Ce=(c+C)=7~(6-4)=5

Cic—-(d+C)=9-(3-4)=10

These results are entered in the top left-hand corner in the appropriate cells. Notice that a sav-
ing of $3 can be made for each unit that can be sent along Route bA, so we use this route as
fully as possible to satisfy the requirements. The matrix illustrates how this is achieved. The ar-
rows shown on the matrix indicate the modifications and illustrates that this in no way affects
the feasibility of the solution.

TABLEAU 3 for Example 11.9

Shadow —»~_Warehouse 0 -1 —e Supply
Costs¢ Factory A B C
7 a 1 8 6 3 15
13-x<«—-2+x
12 b -3 9 |0 11 8 16
X 16 - x
6 c T e[l &[]8 7 11
4-x = T+x
3 d 3 8 10 10 9 13
13
Demand 17 20 18 55

Continues
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Example 11.9: Continued

Note also that the value of x should be so chosen that no allocation becomes negative and this
is so when x = 4. The new matrix is:

TABLEAU 4 for Example 11.9

Warehouse A B C Supply
Factory
a 8 6 3 15
9 6

b 9 11 8 16
4 12

o) 6 5 7 11
0 11

d 3 10 9 13
13

Demand 17 20 18 55

The new cost=(9%6) + (6x3) +(4x9)+(12x 8) + (11 x5) + (13 x 3) = $298

which shows that sending four units along a route whose potential saving is $3/unit reduces
the TC by (3 x 4) = $12.

If we wanted to determine whether further improvement to this solution is possible, new
shadow costs can be calculated for a second feasible solution, and the test procedure can be
repeated.

TABLEAU 5 for Example 11.9

Shadow —>» Warehouse 0 2 -1 Supply
Costs ¢ Factory A B c
4 a 4 8 6 3 15
6
9 b 0 9 11 8 16
4 12
3 G 3 6 5 5 7 11
11
3 d 3 5 10 7 9 13
13
Demand 17 20 18 55

By arbitrarily assigning a value of zero to shadow cost A, the new shadow costs a, b, ¢, d, B, and
C can be obtained by solving the following:

b+A=9d+A=3a+B=6c+B=5a+C=3,b+C=8

Continues
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Example 11.9: Continued

This worksouttoa=4,b=9,c=3,d =3, B=2, and C = -1. Also, the differences between the
unit cost and the sum of the shadow costs for the unused routes are:

Cha—-(@a+A)=8-(4+0)=4
Ca—(c+A)=6-(3+0)=3
Cs—(bb+B)=11-(9+2)=0
Ce—-(d+B)=10-(3+2)=5
Co—(c+C)=7-(3-1)=5
Cic—-d+C)=9-(3-1)=7

Since none of these values are negative, no further improvement is possible. The minimum
cost allocation is $298.

The MODI method for optimizing, just described, has been applied to the NW corner
results given in Example 11.6, and the optimal solution obtained, which works out to be
$11,520.

Example 11.10 Find the minimum cost for the network given, starting with the NW corner
solution using the MODI method.

Table E11.10a Data for Example 11.10

D1 D2 D3 Supply
S1 24.0 15.0 18.0 240.0
S2 45.0 30.0 36.0 160.0
S3 9.0 27.0 30.0 160.0

Demand 300.0 140.0 120.0 560.0

Solution Initial solution by NW method:
Table E11.10b NW method for Example 11.10

D1 D2 D3 Supply
51 240.0 0.0 0.0 240.0
82 60.0 100.0 0.0 160.0
S3 0.0 40.0 120.0 160.0

Demand 300.0 140.0 120.0 560.0

Therefore, the initial solution is $16,140.00.

Continues
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Example 11.10: Continued

A net cost change table (or cost-improvement) can be determined for the empty cells:

Table E11.10c Net cost change for Example 11.10

1 2 3

1 0.0 6.0 6.0
0.0 0.0 3.0

-33.0 0.0 0.0

Solution after Iteration 1:

Table E11.10d lteration 1 for Example 11.10

D1 D2 D3 Supply
S1 240.0 0.0 0.0 240.0
S2 20.0 .—>» 1400 —> 0.0 160.0
S3 40.0 t‘_ 0.0 4_¢1 20.0 160.0
Demand 300.0 140.0 120.0 560.0

Solution = $14,820.00
Net cost change table:

Table E11.10e Net cost change for lteration 1

1 2 3
1 0.0 6.0 -27.0
2 0.0 0.0 -30.0
0.0 -33.0 0.0

Solution after Iteration 2:

Table E11.10f Iteration 2 for Example 11.10

D1 D2 D3 Supply
S1 240.0 0.0 0.0 240.0
S2 20.0 T—> 1400 —> 0.0 160.0
S3 60.0 t‘_ 0.0 .4_¢1 00.0 160.0
Demand 300.0 140.0 120.0 560.0

Solution = $14,220.00

Continues
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Example 11.10: Continued

Net cost change table:
Table E11.10g Net cost change for Iteration 2

1 2 3
1 0.0 -24.0 -27.0
30.0 0.0 0.0
0.0 3.0 0.0

Solution after Iteration 3;
Table E11.10h Iteration 3 for Example 11.10

D1 D2 D3 Supply
S 140.0 0.0 100.0 240.0
82 0.0 140.0 20.0 160.0
S3 160.0 0.0 0.0 160.0
Demand 300.0 140.0 120.0 560.0

Solution = $11,520.00
Net cost change table:

Table E11.10i Net cost change for Iteration 3

1 2 3
1 0.0 3.0 0.0
2 3.0 0.0 0.0

0.0 30.0 27.0

Note, there are no negative numbers.

Optimal solution by MODI:

Table E11.10j MODI solution for Example 11.10

D1 D2 D3 Supply
S1 140.0 0.0 100.0 240.0
S2 0.0 140.0 20.0 160.0
S3 160.0 0.0 0.0 160.0
Demand 300.0 140.0 120.0 560.0

Optimal solution = $11,520.00
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Systems Thinking

12.1 INTRODUCTION

Systems thinking is the conscious use of concepts captured in the word system to order our
thoughts. It is a way of thinking about a problematic situation using ideas to understand its
complexity and also to make use of the particular concept of wholeness to order our thoughts
(Checkland, 1999). Systems thinking emerged in the early twentieth century and continued to
transform itself in a series of steps, stages, or waves for dealing with problems encountered in
engineering, management, city planning, and social systems. Toward the end of World War II,
a sophisticated set of mathematical tools and techniques began to be formulated and applied
for solving engineering and management problems based on the scientific method. Over the
fifty years or more since they were developed, these tools have become known by various
labels, including operations research (OR), management science, systems analysis, and systems
engineering, depending on who was using them and in what context. Many of these tools and
techniques are described in Chapters 10 and 11, under the title of Hard Systems Methodology
(HSM).

Although HSM is still popular and extensively used in problem solving, particularly in en-
gineering, management, and planning, over the past 30 years it has been widely recognized
that this methodology is inadequate for dealing with ill-structured problems of the real-world,
where the means (or techniques) and the ends (or goals) are not clearly defined. Another criti-
cism leveled against HSM is that it does not address the human component present in almost
all managerial and engineering problems. The recognition of complexity present in all but the
simplest systems is another factor that HSM is not able to cope with. These and other weak-
nesses became progressively obvious to practitioners (especially planners and managers dealing
with societal problems) who felt that changes to HSM were necessary. Considering that HSM is
deterministic and/or stochastic in nature, with the principal goal of reaching an optimal solu-
tion, these criticisms did not come as a big surprise. Naturally, over the years, systems thinking
has undergone a major transformation, resulting in the development of a range of methodolo-
gies for use in engineering, management, and planning. The decision-making process has been
greatly enriched by this transformation (Jackson, 2000; Midgley, 2000; Rosenhead and Mingers,
2001).
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The purpose of this chapter is to broaden the view of those readers interested in learning
about other paradigms besides the hard systems methodologies described in Chapters 10 and
11. Considering HSM as the first wave of systems thinking, this chapter describes three other
paradigms of inquiry that have evolved: (1) soft systems thinking; (2) critical systems thinking;
and (3) multimodal systems thinking. In Chapter 13 some selected case studies based on the
paradigms spelled out in this chapter are described.

Before proceeding, we would like to draw the attention of the reader to the introductory
remarks we made in Chapter 10 regarding methodology, methods, and techniques. To put these
terms in perspective, methodology concerns itself with the study of the principles of the use of
methods, in the sense that it sets out to describe and question the methods that may be em-
ployed in a particular activity under investigation. Methodology is, therefore, a higher-order
term than methods, procedures, models, tools, and techniques (Jackson, 2000).

12.2 SYSTEMS THINKING
12.2.1 The Nature of Systems

The term system has been in use for such a long time that most people have lost the signifi-
cance of the word. Systems have come to be associated with anything and everything, from
anthropology to zoology, and from communication to computation. With such a wide range of
associations, it is best to start by defining the word. In an intuitive sense a system is an entity
that maintains its existence and functions as a whole through the interactions of its parts. While
there are differing definitions of a system, the one common strand through all these definitions
is that it is a set of elements, relationships and procedures to achieve a specific purpose. A sys-
tem may be a part of another system and at the same time contain several smaller systems. In
Chapter 1 we described the hierarchy of systems to be found in the world, ranging from simple
static structures to living sociocultural systems. We also explained the connections between
systems thinking and how it could lead to the development of systems theory. Systems thinking
is a framework of thought that helps us to deal with complex things in a holistic way. Systems
thinking looks at the whole and the parts, as well as the connections between the parts, examin-
ing the whole in order to understand the parts is the essence of systems thinking. It is thus the
opposite of reductionism (the idea that the whole is simply the sum of its parts). A collection of
parts that do not connect is not a system; it is simply a heap or a pile of things.

It will be evident to the reader that there are a number of ways of classifying systems. We can
have living and nonliving systems, hard and soft systems, simple and complex systems and the
list can go on and on. Systems thinking is also associated with two ways of looking at systems—
systematic and systemic. Here, systematic refers to the systematic (or sequential) procedures
adopted to achieve a predetermined objective, while systemic refers to holistic thinking about
the system or the problem situation embedded in the system.
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The difference between simple and complex systems is interesting. It is the relationships and
the interactions among parts that makes it a simple or a complex system and not just the num-
ber of parts in a system. For example, an aircraft engine may look complex to a layman, but an
aeronautical engineer would classify it as a simple system, although it looks complicated. Simi-
larly, some Sudoku puzzles may look complex to beginners, but this complexity is a matter of
detail; through trial and error, a unique solution can be found. In the case of complex systems,
however, the parts of the system can relate and interact with each other in a myriad of ways,
many of which may be unknown. Complex systems, therefore, cannot be predicted like simple
systems because we cannot tell how the parts will connect and how these connections will affect
the whole. Two players playing a game of chess is a good example of a complex system. How the
move of one player will affect her opponent is not known. Further details regarding the nature
of systems are given throughout this chapter.

12.2.2 System of Systems Thinking

When scientific knowledge advances, to the extent that there is a discrepancy between theory
and practice, there is a paradigm shift, according to the eminent scientific historian Thomas
Kuhn (1962). Such paradigm shifts have also occurred with systems thinking. The four para-
digms of systems thinking described in this chapter are:

Hard systems thinking (HST)

Soft systems thinking (SST)

Critical systems thinking (CST)
Multimodal systems thinking (MST)

Lol

Chapters 10 and 11 have already dealt with HST, but for the sake of a more complete perspec-
tive, we will take another look at this paradigm.

HST or functionalist approaches: Though there is a wide diversity in the techniques em-
braced by HST, they all have certain common characteristics. First, they are essentially goal-
seeking strategies using quantitative tools for achieving an optimal or near-optimal solution.
Second, they need a clear definition of ends and the optimal means for achieving those ends.
This characteristic is a handicap when a messy and complex situation has to be dealt with,
which is inevitable in nearly all engineering and planning projects. And third, they are best
suited for tackling problems that don’t involve human activity systems.

SST or interpretive approaches: This is a form of systemic thinking that understands real-
ity as the creative thinking of human beings. It takes into consideration social reality as the
construction of people’s interpretation of their experiences and works with the aspirations of
people’s views, interpretations, and intentions. Although there are quite a number of soft sys-
tems methodologies that have been employed since the 1970s, we describe four that have been
extensively used: (1) Ackoft’s Interpretive Planning; (2) Checkland’s Soft Systems Methodology
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(SSM); (3) Senge’s Fifth Discipline; and (4) the Strategic Options Development and Analysis
(SODA).

CST or emancipatory approaches: While many practitioners have hung on to and made
good use of both HST and SST, it became obvious to practitioners that emancipatory interests
for dealing with inequalities, such as power and economic differences in society, were not being
adequately considered by SST. As a result, CST emerged in the 1990s to address these inequali-
ties. Werner Ulrich, a Swiss planner inspired by Churchman, made a breakthrough by opera-
tionally addressing this problem (Jackson, 2000).

MST: The most recent addition to the family of systems thinking is MST, and it has recently
been adopted in Europe. Developed by de Raadt (1995) and his colleagues in Sweden, MST uses
as many as 15 performance indicators for questioning the validity of decisions made by plan-
ners and policy-makers. Many of these performance indicators cover issues of sustainability,
environmental, and ethical issues (Eriksson, 2003).

12.3 HARD SYSTEMS THINKING
12.3.1 Preamble

HST concentrates on objectivity. From an engineering, management and planning perspective,
these approaches aim to gain control over a situation, using professional knowledge to achieve
that goal. It is assumed that the relationship between cause and effect can be determined, since
constraints are firm and goals are unambiguous (Rosenhead and Mingers, 2001). Hard systems
methodologies can be conveniently classified into three distinct classes: (1) systems analysis;
(2) systems engineering; and (3) OR. They all have certain commonalities that are not difficult
to detect.

12.3.2 Systems Analysis

Systems analysis is defined as an approach for systematically examining the costs, effectiveness
and risks of alternative policies or strategies—and designing additional ones if those exam-
ined are found wanting (Jackson, 2000). The development of systems analysis is associated with
the RAND Corporation, a nonprofit organization in the consulting business. Developed in
response to wartime needs, this methodology gained prominence in the mid-1960s when it was
adopted for cost-benefit analysis. Later, in the 1970s, the International Institute for Applied Sys-
tems Analysis was established to research possible areas of expanding the application of systems
analysis. It came up with a seven-step procedure for effective systems analysis:

1. Formulating the problem
2. Identifying, designing, and screening alternatives
3. Building and using models for predicting consequences for selecting an alternative
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Comparing and ranking alternatives
Evaluating the analysis

Decision and implementation
Evaluating the outcome

N

The successful application of systems analysis is contingent on a well-defined problem situation
along with the availability of feasible alternatives from which to choose.

12.3.3 Systems Engineering

This branch of HST is defined as: the set of activities that together lead to the creation of a com-
plex, man-made entity and/or procedure, and the information flows associated with its operations
(Checkland, 1999). The following sequence is commonly used:

Problem definition
Choice of objectives
Systems synthesis
Systems analysis
Systems selection

AR S

12.3.4 Operations Research

OR was originally developed to tackle logistical problems encountered during World War II. A
large variety of quantitative techniques have since been developed for use in the civilian sector
of manufacturing, production, planning, and services. The step-by step procedure is:

Formulate the problem

Construct a mathematical model to represent the problem under study
Derive a solution from the model

Test the model and the corresponding solution derived

Establish controls over the solution

6. Implement the solution, provided a budget can be worked out

MRS

The three strands of the hard systems paradigm have greatly aided engineers, planners, and
managers in problem solving. All three strands emphasize formulating an objective, to handle
the problem situation successfully. Once the objective is identified, the appropriate solution can
then be picked from a range of alternatives using a systematic approach. However, this means-
ends approach runs into trouble when there is an element of complexity attached to the objec-
tives and to the means themselves. The complexity in these cases can give rise to new issues and
further complexity that needs to be resolved. The conventional techniques of problem solving
traditionally have been unable to cope with such issues. These problems gave an impetus for the
development of a new paradigm that would be able to deal with the complexity and plurality



466 Systems Thinking Chapter 12

embedded in problems with multiple and unclear means and ends. This new focus resulted in
the soft systems paradigm, along with a wide range of methodologies developed to tackle com-
plex problem situations encountered in dealing with living systems.

12.4 SOFT SYSTEMS THINKING
12.4.1 Preamble

SST places its emphasis based on the views and inputs of people who are themselves involved
in the process. In contrast to HST, its primary area of concern is perception, values, beliefs, and
interests of stakeholders (attributes that are not taken into account by HSM unfortunately). It
also recognizes that if managers are to work successfully, they have to be cognizant that multiple
perceptions of reality need to be considered in dealing with problems situated in pluralistic
environments. Although SST comes in a wide variety of forms, we will describe four of the more
common ones used in practice. To set the stage for soft systems thinking, a few ideas on the path
from optimization to learning are given next.

12.4.2 The Path from Optimization to Learning

Paradigms of inquiry: It is a well-established fact that while physicists and chemists perform
laboratory experiments for investigating a phenomenon, the results of their experiments are
repeatable and can be publically tested which is a characteristic of the scientific method. Indeed,
this scientific method can be described as being based on at least three fundamental principles
that characterize it and lend power and authority: (1) reductionism; (2) repeatability; and (3)
refutation (Checkland, 1999). Scientists, in general, select a small portion of the world for inves-
tigation and carry out experiments over and over again until they are satisfied with their results.
These results are then added to the body of existing knowledge. Thus, scientific knowledge is
accumulated, unless a particular body of knowledge is refuted by another scientific experiment.
This quality of replicability of experimental results stems from the fact that the phenomenon
under investigation must be homogenous through time.

For a number of compelling reasons, the social sciences from the outset sought to copy the
methods and practices established by scientists in the natural sciences, but unfortunately, this
practice led to various problems. As is well-known, there is an ontological unity assumed in
the scientific method in the sense that all objects in the universe—whether they be inert, liv-
ing, conscious, or rational beings—are taken to be fundamentally and qualitatively the same.
However, fortunately there has been a growing awareness that the social world is qualitatively
different from the natural world, and, as a consequence, it was soon realized that the method-
ological assumptions of the scientific method were untenable when they were applied to social
problems. Thus, it is not surprising that new systems methodologies, predominantly in real-
world problem solving, were developed (Oliga, 1988).
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System typologies: Checkland (1999) describes three system typologies: (1) natural, (2)
physical, and (3) human activity. The first two fall in the category of hard systems, where the
well-known methodologies of the scientific method and systems engineering have been and
continue to be successfully applied. Essentially, the hard systems approach defines the objec-
tives to be achieved, and then engineers the system to achieve them. The third system type, the
human activity system, is usually messy, ill-defined, and cannot be described by its state, in
which case the analyst must concede to its purposeful activity, human values, and nonphysical
relationships. This is so because human activity systems can be expressed only as perceptions of
people who attribute meaning to what they perceive. There is, therefore, no testable account of
a human activity system, only possible accounts, all of which are valid according to a particular
world-view (or Weltanschauung). In contrast to hard systems engineering, SSM does not seek to
mechanically design a solution as much as it orchestrates a process of learning. We will elabo-
rate on these differences in hard and soft systems later in this chapter.

Action research (AR): We have already seen that the scientific method that has been prac-
ticed by the natural scientists, based on testing hypothesis is extremely powerful. However,
when scientists, engineers, planners, and managers began to apply the scientific method (and
the hard systems methodologies that followed) to social and human systems, the results were
generally unsatisfactory and, at times, a total disaster. As a consequence, the question that con-
stantly cropped up was: If the scientific method and hard systems methodologies are not truly
applicable to social and human activity systems because they are not homogenous through
time, thus making replicability impossible, what else can be done? This was the context in which
Action Research (AR) emerged. The roots of AR date back at least to the time of Kurt Levin
(1890-1947), a psychologist who, with his band of researchers, became interested in human
group dynamics, particularly from the point of view of bringing about change in society. They
immersed themselves in human activity problems and pursued them till the problem unfolded
through time. In essence, the principal objective of AR becomes the change process itself.

In an introductory chapter written in the Handbook of Action Research (2001), Peter Reason
and Hilary Bradbury describe AR as a participatory, democratic process concerned with devel-
oping practical knowledge, grounded in a participatory worldview. It seeks to bring together
action and reflection, theory and practice, in participation with others, and in finding practical
solutions. A wider purpose is to increase the wellbeing of people and communities through
economic, political, psychological, equitable, and environmental action within the ecology of
the planet.

The crucial elements of the AR process are: (1) it is a collaborative process between research-
ers and people involved in the problem situation; (2) it is a process of critical inquiry; (3) itis a
process that focuses on social practice; and (4) it is a deliberate process of reflective learning.

Checkland and Holwell (1998) have provided a set of rich pictures to draw the differences
in the processes of the scientific method (implying hypothesis testing) and that of AR. Fig-
ure 12.1 shows the hypothesis-testing process (as part of the scientific method) applicable in
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Researcher

Area of concern A
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Figure 12.1 The hypothesis-testing research process of natural science (scientific method)

investigations in the natural sciences and HSM. This shows how a researcher wants to test a hy-
pothesis about a perceived reality and produces a new hypothesis or new knowledge. In contrast,
Figure 12.2, shows a generalized research or investigation process that can be adopted, irrespec-
tive of whether it’s applied to natural, physical, or social systems. Here, F is a framework of ideas
used in a methodology M to investigate an area of interest A. Using the methodology may teach
us not only about A but also about the adequacy of F and M. However, we have to modify E M,
and even A when we are considering AR, because unlike systems engineering (that is systematic)
we are now dealing with systemic thinking, and the learning process of a new M (or soft systems
thinking), based on a systemic F that is then used for a new attack on the original A. This emphasis
on the change in E M, and A in which the investigator or researcher becomes immersed and in-
volved in the flux of the real-world problem situation is probably the hallmark of AR. Figure 12.3
shows how the cycle of AR in human activity systems works. Many of the concepts will become
clearer after reading Checkland’s soft systems methodology (SSM) given in the next section.

12.4.3 Checkland’s Soft Systems Methodology (SSM)

SSM emerged as a result of dissatisfaction with the limitation of traditional HSM, in that the
original intention of a holistic, interdisciplinary, experiential discipline of addressing problems
occurring in human activity systems was being betrayed. Partially as a result of this feeling,
Peter Checkland and his colleagues at Lancaster University in the United Kingdom began an
AR program designed to extend systems ideas to ill-structured management problems. Their
aim was to produce a systems methodology capable of dealing with problems that had a human
content (Jackson, 2000).
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Figure 12.3 The cycle of action research in human situations
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Checkland introduced the idea of emergence as a cornerstone in systems thinking. The prin-
ciple of emergence states that holistic entities exhibit properties that are meaningful only when
attributed to the whole. For example, the wetness of water is a property of that substance that
has no meaning in terms of its components, hydrogen and oxygen, that happen to be gases. This
concept of emergence has even passed into everyday language in the notion that the whole is
more than the sum of its parts. In addition, Checkland added three more ideas to assemble the
core concepts on which systems thinking is based: hierarchy, communication, and control. Hi-
erarchy means that entities are themselves wholes, where each entity is nested inside the other
(like Russian dolls); communication simply means the transfer of information. In the formal
systems models, the decision-making process ensures that controlled action is taken in light of
the system’s purpose or mission and the observed level of the measures of performance. Col-
lectively, then, the ideas of emergence, hierarchy, communication, and control provide the basic
systems image or metaphor of a whole entity that may contain smaller wholes or be part of a
larger whole in a hierarchical structure, possessing processes of communication and control, as
well as adapting itself to strive in an environment undergoing change.

In applying systems ideas to human activity systems, it is evident that the most difficult
part is the learning component. For example, in the case of natural or physical systems, ac-
counts of real-world manifestations are publicly testable (if it is said that a car has four wheels,
this fact can be easily checked). However, a group of people could be described as terrorists by
one observer and as freedom fighters by another. Every observation could be considered valid
according to a particular Weltanschauung or worldview. Indeed, the concept of human activity
systems is to consider a variety of worldviews while looking at a problem situation. The essence
of SSM, therefore, can be simply expressed as a way of getting from finding out about a problem
situation to taking action in that situation (Checkland, 1999).

Checkland’s SSM has been continuously improved since it was first formulated in the early
1970s. It can best be described with reference to Figure 12.4 in the following way. Almost all prob-
lems we encounter have two important characteristics. They involve human beings who have a
purpose, and each of these human beings perceive the problem with different worldviews. These
two characteristics can help us to find out more precisely about the nature of the problem and what
steps we should take to improve it. Based on this input, we can set up models of purposeful action
reflecting the perceived worldviews, and then use these models as a source to help us structure a
discussion or debate about the problem situation. This discussion will generate further questions
that would lead to finding out changes that are desirable and culturally feasible. The idea is to set
up a process for seeking accommodations among different worldviews, eventually leading to pos-
sibly a worldview for improving the situation that different people would be willing to accept. This
process that has just been described constitutes a learning cycle. It could also be looked on as a
process of group learning. The best results can be expected when this learning cycle is carried out
by people in the group and not left to outside experts, although such experts or professionals (en-
gineers, planners, etc.) can help in the process, without interfering or coercing. The changes and/
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or improvements recommended by the group can now be implemented, unless further discussion
and debate should be necessary, in which case the group can go back and revisit the steps again. In
this sense SSM’s learning cycle can be seen as never-ending. It offers a way of continuously manag-
ing any complex human problem situation by encouraging the understanding and cognizance of
multiple perspectives, thus bringing rigor to the processes of analysis, debate, and taking action to
improve (Checkland and Poulter, 2008).

It is obvious that SSM developed because the traditional methods of systems engineer-
ing, based on defining goals and objectives, simply did not work when applied to messy, ill-
structured, real-world problems, particularly related to human activity systems. Over the years
Checkland has crystallized SSM, and his general framework is illustrated in Figure 12.5. Re-
garded as a whole, Checkland’s SSM is a learning tool that uses the system’s ideas to organize
four basic mental processes: Perceiving (Stages 1 and 2), predicting (Stages 3 and 4), compar-
ing (Stage 5), and determining needed changes and actions (Stages 6 and 7). The output and
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utility of SSM is quite different from that of HSM. It is recognition, learning, and insight. Six
elements—customers, actors, transformation, Weltanshauung, owners, and the environmental
constraints—help to structure SSM. The definitions of these six elements, that form the mne-
monic CATWOE are:

Customers: Who are the victims or beneficiaries of this system?

Actors: Who would perform the activities of this system?

Transformation process: What input is transferred into what output by this system?
Weltanschauung: What images of this world (worldviews) makes this system meaningful?
Owner: Who could abolish or stop this activity?

Environmental constraints: What external constraints does this system take as given?

In SSM the real-world situation to be analyzed is expressed in nonsystems language using the
concepts of structure and process, plus the relation between the two. This constitutes a relevant
system and encapsulates various specific viewpoints expressed in root definitions (RDs). An
RD is a concise description of a human activity that states what the system is. From the RD a
conceptual model of the human activity system may then be compared to the real world. The
model is the formal vehicle for exploring dysfunctions and needed changes in the real world,
involving both systems analysts and clients. The products of SSM should provide the basis for
needed changes and such changes can fall into three categories: structural changes, procedural
changes, and attitudinal changes. The entire process is done interactively between clients and
key informants.
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A comparison of HSM with Checkland’s SSM is appropriate at this stage and this is shown
in Table 12.1. The main difference is as follows: HSM considers goal-seeking to be an adequate
model of human behavior and relies heavily on the language of problems and solutions to deal
with problems. SSM does not consider goal-seeking to be an adequate model for representing
and solving human activity problems. SSM is therefore relevant to arguing and debating about
real-world problems, and not merely models of the world. And this posture leads to learning
and not just to optimizing. This results in the language of issues and accommodations rather
than mere solutions. SSM is also a process of managing, where managing is interpreted very
broadly as a process of achieving organized action. It is evident that in most real-world prob-
lematic situations the applications of a combination of both HSM and SSM would be appropri-
ate to structure a debate in which a spectrum of needs, interests and values could be teased out
and discussed (Khisty, 1995). Such a combination embraces the best attributes of two method-
ologies. Similar combinations can be made with other methodologies given in this chapter.

12.4.4 Ackoff’s Interactive Planning

Spanning over a period of more than 40 years, Russell Ackoft’s work has made a significant
impact on many fields in management and organization. Only the very basic outline of his work
is provided here and a good reference of his classic writings on management is Ackoff’s Best

Table 12.1 Hard systems versus soft systems methodologies

Attribute HSM SSM
Orientation Systematic goal-seeking Systemic learning
Roots Simplicity paradigm Complexity paradigm
Beliefs Systems can be engineered System can be explored

Models are of the world
Closure is needed
Finding solutions to problems

Models are intellectual constructs
Inquiry is neverending
Finding accommodation to issues

Human content Nonexistent High

Questions How? What and how?

Suitability Well-structured problems lll-structured problems

Advantages Uses powerful methods but needs professionals to Available to owners and practitioners
run the programs

Disadvantages Not transparent to the public Transparent and understood by public

Principles Reductionism Participants part of the research

inquiry

Replicability Allows reflective learning

Refutation possible

Results homogenous through time

Process is recoverable

Results may not be homogenous
through time
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(1999). Readers working their way through Chapter 2 will have come across Ackoft’s strategies
for tackling problems encountered in their professional life: absolving, resolving, optimizing,
or dissolving.

Ackoft offers three operating principles for interactive planning:

Participative implies that the process of planning is more important than the plan itself
and that the process needs to be enriched by the participation of those who will be affected
by the plan. Effective planning cannot be done to or for an organization; it must be done by it.
Therefore, the role of the planner is not to plan for others, but to encourage participants and
stakeholders to plan for themselves.

Continuous implies that the planning must account for any unexpected changes. For ex-
ample, we carry a spare tire in our cars because we assume we could have a flat tire, although we
can't predict when we may have one. Organizations and their environments change continually
over time and such change needs to be monitored continuously.

Holistic has two parts—coordination and integration. The principle of coordination asserts
that all parts of an organization at the same level should be planned for simultaneously and in-
terdependently, while the principle of integration asserts that planning done independently at
any level of an organization cannot be effective, unless all levels are planned for simultaneously
and interdependently. When coordination and integration are combined the holistic principle
is achieved.

Ackoff also spells out five phases of Interactive Planning as:

o Formulation of a messy situation determines what problems and opportunities face the
organization planned for, how they react, and what obstructs or constrains the organi-
zation doing something to correct them. The output of this phase takes the form of a
reference scenario.

o Ends planning determines what is wanted by means of an idealized redesign of the
system planned for. Goals, objectives, and ideals are extracted from this design.
Comparison of the reference scenario and the idealized redesign identifies the gaps to
be closed or narrowed by the planning process.

o Means planning entails closing or narrowing the gaps by selecting or inventing appro-
priate courses of action, practices, projects, programs, and policies.

o Resource planning assesses what types of resources will be required and when, and how
they will be made available.

o Implementation and control determines who is to do what, when it is to be done, and
how the assignments and schedules will be executed to produce effective performance.
These five phases of Interactive Planning can usually be taken up simultaneously
according to the convenience of the project (Ackoft, 1999).
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12.4.5 Senge’s Fifth Discipline

Peter Senge studied system dynamics at MIT, developing his own style of systems thinking. He
brought systems thinking to the forefront of management and leadership studies through his
influential book The Fifth Discipline (Doubleday, 1990). Senge applies his ideas in the context of
organizational learning, where systems thinking is the fifth of five learning disciplines: personal
mastery, mental models, shared vision, team learning, and systems thinking. A brief account of
each of his five disciplines are:

1. Personal mastery means learning to develop one’s own proficiency as a life-long jour-
ney, without dominating others. It creates an organizational environment that encour-
ages all its members to develop goals and purposes they wish to choose and adopt.

2. Mental models are conceptual structures in the mind that drive cognitive processes of
understanding. They influence people’s actions because they mold people’s apprecia-
tion of what they see. They also help us to reflect on, clarify, and improve our internal
pictures of the world.

3. Shared vision builds a sense of commitment in a group by developing shared images
of the future we seek to create, and the practices by which we hope to get there. While
personal vision is one’s individual ideas, shared vision is a collective commitment.

4. Team learning transforms conversational and collective thinking skills, so that groups
can reliably develop the intelligence and the ability that is greater than the sum of
individual talents. Team learning creates a resonance that helps the team to succeed in
achieving the goals that it sets.

5. Systems thinking is a way of thinking about a problem, and a language for describing
the understanding, the forces, and the interrelationships that shape the behavior of
systems. It helps to change systems more effectively, and to act more in tune with larger
processes of the natural and economic world.

Senge has developed a pragmatic style of systems thinking that has become popular over the
last fifty years. He has identified eleven laws of the fifth discipline that are integral to developing
learning organizations. Most of them point to the counterintuitive behavior of complex sys-
tems. His eleven laws are:

1. Today’s problems come from yesterday’s solution. Most solutions merely shift the prob-
lem from one part of a system to another.

2. The harder you push, the harder the system pushes back, because in living systems we
generally don’t understand the feedback mechanism.

3. Behavior grows better before it grows worse. One must therefore look at both the costs
and benefits in the short as well as in the long term.

4. The easy way out leads back in. Using systemic thinking is essential for getting the total
picture.
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5. The cure may be worse than the disease.

6. Faster is slower, because systems tend to have optimal rates of growth and, when growth
becomes excessive, problems arise.

7. Cause and effect are not closely related in time and space, particularly in complex sys-
tems.

8. Small changes can produce big results, but the areas of highest leverage are often the
least obvious, because small changes can sometimes bring large long-term benefits.
They can also create long-term disbenefits.

9. You can have your cake and eat it too, but not at once.

10. Dividing an elephant in half does not produce two small elephants, because living
systems have integrity. Besides, their character depends on the whole. This applies to
organizations too.

11. There is no blame. Systems thinking shows us that there is no outside and no inside of
a problem, because you and your problem are part of a single solution. The cure lies in
your relationship with your enemies.

According to Senge, complexity can be of two types: (1) detail complexity consisting of many
variables and (2) dynamic complexity where cause and effect are not close in time and space, and
therefore obvious interventions do not produce expected outcomes. As a result, Senge developed a
language of systems thinking that describes complicated interrelationships and patterns of change
in a simple way, relying on three concepts that can be seen as the building blocks of systems
thinking. These concepts are: reinforcing or amplifying feedback (e.g., snowballing effect as it rolls
downbhill); balancing or stabilizing feedback (e.g., where a system is brought back to its original
goal through a self-correcting mechanism); and delays that usually go undetected. Reinforcing
and balancing feedback are to be found in nearly every organization, but usually go undetected.
Delays occur when the impact of feedback processes take longer to come through than expected.
Four examples, describing Senge’s method, are:

Balancing process: Tom gets into the shower at his hotel, which has a sluggish faucet (a fact he
doesn’t know about). He starts to adjust the water temperature to his liking, but because of the de-
layed feedback, he finds that he is adjusting and readjusting the faucet to correct his settings. This
balancing process takes time and creates some frustration, all because of the delay in the feedback
process. Examples of this kind occur all the time, such as the time-lag between ordering materials
for construction and receiving them. Figure 12. 6a shows the balancing process.

Limits to growth: Mike, a highly motivated long-distance runner, makes rapid progress to-
ward increased speed and endurance in the first few months of his effort. However, this initial
spiral of success creates unforeseen adverse effects, manifested in his physical health. He is
torced to slow down his effort to maintain whatever he has achieved thus far and achieve some
kind of balance, as shown in Figure 12. 6b. There are many such examples in the real world
where there is a limit to the growth process.
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Shifting the burden: It has been found that in many cases short term solutions not only fail
to solve the problem but make it worse and also make it difficult to eliminate the fundamental
problem. In our daily lives there are cases when we impatiently resort to a cheap temporary fix
in home improvement projects, instead of doing a thorough investigation and then spending
a little more money to rely on a permanent repair. Alcohol, drugs, and tranquilizers are well-
known fixes of drowning our problems, but the problem only becomes worse, resulting in seri-
ous health issues. For example, Bob, a night-shift factory worker, suffers from stress at work. He
has several options to improve his situation, by reducing his work-load or changing to a day-
shift. However, these changes are not easy for him to make because it may take some time to do
so, and there can be delays that may occur that are difficult to predict. He is not willing to wait
and turns to drugs and alcohol to forget his problems. Bob’s condition becomes progressively
worse because shifting the burden to drugs results in his becoming an addict, a condition that is
worse than his original problem. Figure 12.6¢ illustrates this case (Jackson, 2000).
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Tragedy of the commons: Cases of the tragedy of the commons occur all the time. It begins
in most instances with people benefitting individually by sharing a common resource, for ex-
ample, a park or a freeway or a shopping mall. But sooner or later the amount of activity grows
too large for the commons to support, and the facility deteriorates or breaks down. In essence,
the value of a public facility decreases for everybody when it is overused.

This tragedy has been studied carefully by planners for the last two or three decades in the
case of transportation systems. Our huge highway system, for instance, was put together with
the objective of providing higher mobility coupled with increased accessibility through a well
designed system of freeways, arterials, and local streets. But whenever there is congestion on
this system we tend to add lanes and expand this extensive highway system still further, and
in doing so we endanger the quality of life and the ecological sustainability of modern society.
Furthermore (and ironically), this very expansion results in more traffic congestion, drastically
reducing mobility and accessibility, thereby lowering business productivity, increasing fuel con-
sumption, increasing pollution, and adversely affecting safety, and the list goes on and on. It is
estimated that all these adverse effects cost a staggering amount of about $200 billion per year
(Khisty and Zeitler, 2001).

All across North America the story is the same, whether it's Boise, Idaho, Cincinnati, Ohio,
or Los Angeles, California. Let’s take a case of a busy street system in a medium-sized city where
there is severe traffic congestion. Figure 12.6d illustrates the situation where the city engineer
considers the short-term strategy, for dealing with relieving the congestion on one of its major
streets, by adding lanes. If we look at Loop 1, and consider adding more lanes, we will, in course
of time, end up with perhaps the same if not greater congestion, because it’s a well-known phe-
nomenon that adding lanes to a congested highway, will make it more congested pretty quickly.
This phenomenon is indicated in Loop 2. In considering this option, there is the additional
environmental degradation that is inevitable. If instead of the short-term solution we consider
the long-term solution as shown in Figure 12.6e, where a two-pronged strategy is adopted, first,
by improving the traffic capacity of the existing street system (through, say, proper coordinated
signals, etc.), (see Loop 1), and second, by introducing a better bus system coverage (or a light-
rail system) (see Loop 3), we will be able to improve the situation greatly. Although this strategy
would undoubtedly take a little bit more time to implement, it would result in fewer vehicles on
the street system, less congestion, less air pollution, and an overall enhancement of the environ-
ment (see Loop 4).

12.4.6 Strategic Options Development and Analysis (SODA)

SODA is a method designed for tackling complex, messy problems. Consultants have used
it with much success because it is able to deal with both the quantitative and the qualitative
aspects of a problem. SODA focuses on the interpretations of a situation by individuals involved
with the problem. Personal constructs are elicited and drawn by means of cognitive maps, in a
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participatory fashion during interviews. The objective of this model is to facilitate a consensus
and commitment among members toward common goals and issues.

A consultant is likely to resort to a SODA approach only if some or all of the following
conditions prevail: First, the consultant is personally interested in the practical aspects of social
psychology and cognitive psychology, that is, in being explicit and reflective about managing a
social process and in analyzing the potential tensions among members of the problem solving
team. Second, the consultant is able to relate personally to a small number of significant persons
in the group or organization. Third, the consultant is able to work on problems, proceeding
from broad concepts to specific commitments. And finally, a consultant is more interested in
designing and managing problem solving workshops rather than in researching the character-
istics of the problem.
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The framework of SODA consists of four interacting perspectives: (1) the individual, (2)
the nature of the organization, (3) the consulting practice, and (4) the role of technology. The
approach is subjective, acknowledging that individual members in a group will likely view the
same problem from different perspectives. A deliberate attempt is made to include different
roles and experiences within a group to encourage a rich problem construct. The methods of
communication among individuals will vary widely from written to verbal to body language.
Organizational direction and goals typically emerge from coalitions of individuals within the
organization, particularly those who wield power and try to influence the decision-making
process. SODA makes use of cognitive mapping that records the process of exploring options.
Visualizing and drawing the issues simply makes it easier to see the whole picture for group
decision-making (Jackson, 2000; Rosenhead and Mingers, 2001). A case study describing the
application of SODA is given in Chapter 13.

12.5 CRITICAL SYSTEMS THINKING (CST)

The idea behind critical systems thinking (CST) is to encourage professionals, such as admin-
istrators, managers, and planners, to get closely involved with citizens while making decisions.
Citizen involvement is therefore considered an essential part of the decision process, so that
citizens get first-hand knowledge of the implications of a proposed plan of action for, say, a
new bridge or improvements to a water supply project. The goal is to present the plan in such
a way that citizens can gain reflective competence about what the professionals are proposing
and to participate in the planning process as it proceeds toward planning and implementation.
Although this kind of participation is also possible in SSM, citizen participation is not empha-
sized, nor is it done as exhaustively as in CST.

CST embraces five major commitments according to Jackson (2000): The first commitment
is critical awareness that comes from closely examining the assumptions and values of the de-
sign proposed. The second is social awareness that involves the recognition of social pressures
and consequences of actions proposed. Third, and most importantly, is a dedication to human
emancipation, seeking to achieve for all individuals the maximum development of their poten-
tial. The fourth commitment is the informed use of systems methodologies in practice. And
the final commitment is the complementary and informed use of systems methodologies of all
varieties of the systems approach.

Of the many systems thinkers who have contributed to the development of CST, the one
who has done most to popularize it is Werner Ulrich, a student of C. West Churchman. His
style of CST is termed Critical Heuristics of Social Systems Design. Ulrich (1998), in a work-
ing paper presented at the University of Lincolnshire in the United Kingdom, proposed that
everybody should be encouraged to effectively participate collectively in decision-making on
public projects, irrespective of status or rank. In addition, citizens and management need to un-
derstand each other’s roles, responsibilities, and rights. CST aims to overcome the disadvantage
citizens have of not having the knowledge-skills that experts have. CST particularly helps those
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citizens from poorer sectors of society who may not have the influence that the wealthier and
more powerful sectors wield. The critical core of the systems thinking should remind us that of
all our claims to knowledge, understanding, and rationality, the systemic nature of the system
is all important.

In formulating CST, Ulrich draws on the philosophy of a well-known German philosopher,
Jiirgen Habermas (1984) concerning the nature of rationality. Habermas believes rationality is
achieved through dialogue and free questioning and debate. For example, when decision mak-
ers communicate with the public they should be intelligible, they should make sure that what
they are communicating is true, and they should be sincere without having any intention of
deceiving anybody.

Ulrich has proposed a checklist of twelve questions framed for users of CST, that is, by
those involved in a project, including administrators, managers, and citizens. They question the
justification of a project’s normative contents or dispute the underlying judgment that supports
the project. Table 12.2 spells out the twelve questions. Notice that each one of them has to be
answered both in the is and ought-to-be mode.

Table 12.2 Checklist of critically heuristic boundary questions

Sources of motivation

(1)  Who is (ought to be) the client? That is, whose interests are (ought to be) observed?

(2)  What is (ought to be) the purpose? That is, what are (ought to be) the consequences of the inquiry of design?

(3)  What is (ought to be) the measure of improvement? That is, how can (should) we determine whether and in what
way the consequences, taken together, constitute an improvement?

Sources of power

(4)  Who is (ought to be) the decision maker? That is, who is (ought to be) in a position to change the measure of
improvement?

(5) What resources and other conditions of success are (ought to be) controlled by the decision maker? That is, what
conditions of success are (should be) controlled by the decision-making body?

6) What conditions are (ought to be) part of the decision environment? That is, what conditions does (should) the
decision maker not control (e.g., from the viewpoint of those not involved)?

Sources of knowledge

(7)  Who is (ought to be) considered an expert? That is, who should be involved as researcher, planner, or consultant?

(8) What expertise is (ought to be) brought in? That is, what is (should) count as relevant knowledge or know-how,
and what is (should be} its role?

(99 Who or what is (ought to be) assumed to be the guarantor? That is, where do (should) those involved seek some
guarantee that their findings or proposals will be implemented and will secure improvement?

Sources of legitimation

(10) Who is (ought to be) witness to the interest of those affected but not involved in the inquiry or design process?
That is, who argues (should argue) the case of those who cannot speak for themselves but may be concerned,
including the handicapped, the unborn, and nonhuman nature?

(11) To what extent and in what way are those affected given (ought they be given) the chance of emancipation from
the premises and promises of those involved? That is, how do we treat those who may be affected or concerned
but cannot argue their interests?

(12) What worldview is (ought to be) determining? That is, what are (should be) the visions of improvement of both
those involved and those affected, and how do (should) we deal with differing visions?




482 Systems Thinking Chapter 12

12.6 MULTIMODAL SYSTEMS THINKING

MST is the most recent contribution to the family of systems thinking. It was developed by
J. D. R. de Raadt in the 1990s based on the philosophy of Herman Dooyeweerd, As many as 15
performance measures or modalities are utilized in this analysis: numerical, spatial, kinematic,
physical, biotic, sensitive, logical, historical, informatory, social, economic, aesthetic, juridical,
ethical, and creedal. These indicators along with corresponding sample questions are given in
Table 12.3. Figure 12.7 shows these performance indicators. Notice that as each performance
indicator forms the foundation for the one immediately above it, all of them are bonded together
as a whole in the human experience and can be both qualitatively and quantitatively measured.
An important point to note is that those indicators, such as spatial and numeric, (toward the
bottom of Figure 12.7) are less normative than those at the top, such as ethical and juridical
(Khisty, 2006).

The sample questions suggested in Table 12.3 illustrate how MST can be used as a frame-
work for critically examining performance indicators with input from citizens involved with
a project. Naturally, such involvement with citizens will evoke further questions from citizens
affected critically by the project under scrutiny.

Table 12.3 Multimodal systems thinking

Performance indicator Clarifying sample questions

Creedal Are the right things being done in the short and long term?

Ethical Are the planning and implementation morally correct and ethical?

Juridical Are the planning and implementation just and fair?

Aesthetic Is the plan aesthetically satisfying?

Economic Are the resources being used optimally?

Social Are the social needs of the people respected and accounted for?

Informatory Have all jurisdictions been dully represented and considered?

Historical Have lessons from the past (good and bad) been fully considered?

Logical Are all the results of the models used reliable, logical, and realistic?

Sensitive Is the system (and subsystems) sufficiently robust to handle changes?

Biotic Have the concepts of sustainability (for air, water, soil, etc.) been taken care of?
Physical Has the system taken the best advantage of the topography and soil?
Kinematic Has the movement of people, vehicles, and goods been designed for safety, comfort,

convenience, economy, and sustainability?

Spatial Have the land-use pattern and distribution of activities been designed for the health,
safety, and convenience of the people?

Numerical Has the quantitative analysis been done using the best methods available and based on
the most reliable data collected?
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Figure 12.7 Performance indicators used in multimodal methodology

12.7 SUMMARY

Readers who have worked through this chapter will have discovered that it covers a vast terrain.
It describes the latest developments in systems thinking over the last 30 years for dealing with
complex planning, management, and organizational problems of today. These developments
have resulted in forms of inquiry and analysis that are different from the HST that engineers
and managers adopted after World War II and that are still being used to this day.

In essence, HST is based on the assumption that an efficient means of achieving a known
and defined end is evident, and that once this end is specified the problem can be formulated,
modeled, and worked out quantitatively. HST assumes that an orderly world exists where its
methods and techniques can be employed, through rational procedures, to optimize an objec-
tive function (Flood and Jackson, 1991).

In contrast, SST seeks to explore working with the diverse perceptions of observers, having
multiple views of a problem situation that can be examined and debated. Where necessary, it
is assumed that the help of experts can be sought. The aim is to include the views of problem-
owners and other stakeholders for finding possible ways to move forward. This involvement
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encourages a learning process among the participants identified with the problem situation,
and leads to a collaborative decision-making process (Flood and Jackson, 1991). Although,
contrasts and congruencies are evident in applying the individual methods in soft systems
thinking, the diversity affords a richness that can be exploited by practitioners.

Compared to soft systems thinking, both CST as well as MST have a much wider agenda. In ad-
dition to all the attributes of soft systems thinking, the inclusion of the two important dimensions
of human emancipation and ethical issues makes them truly comprehensive and gives them their
greatest strengths. They are eminently suitable in today’s world where engineers and planners are
heavily involved in citizen involvement and sustainability issues. While their applications in Europe
have been far wider and more frequent than in North America, those who have used CST and MST
claim that they cannot think of a more meaningful way for planning and management.

The systems engineer, planner, or manager is likely going to raise the obvious question: Which
style of thinking should I use in my work? This is not an easy question to answer in the sense that
each style has its own strengths and weaknesses. For example, many of the problems encountered,
particularly in engineering and management, fall in the area of designing physical systems—
bridges, highways, chemical plants, and manufacturing, which can best be done, at least in the
initial stages, using HSM. However, when design, planning, policy-making, and implementation
have to deal with human activity and living systems (in such areas as education, safety, rehabilita-
tion, public involvement, sustainability, and justice, where clusters of world views and perceptions
are needed), the choice obviously falls for the use of soft systems thinking, critical systems think-
ing, and multimodal thinking, in addition to the quantitative methods of hard systems thinking.

There appears no alternative but to resort to as wide a range of systems thinking styles as
is possible for coping with problems arising in practice. The spirit of this dilemma is captured
most appropriately by Donald Schon (1990). He reminds us that most problems, once they are
identified, must be properly formulated to make sense of their complexity and messy situation
before thinking of how to tackle them. He illustrates this dilemma by comparing the problem
solving process to represent a practitioner sitting on high ground overlooking a swamp. The
high ground represents simple, technical problems where technical rationality and rigorous
quantitative methods can be applied, very much in line with what HST offers. On the other
hand, the swamp below is where the messy, complex, and difficult problems lie that are highly
important, relevant, and that involve living systems. The practitioner has two options: (1) re-
maining on the high ground and solving the problem technically, quantitatively, and rigorously,
using HSM or (2) descending to the swamp where the real problems lie, but where HSM does
not apply. The swamp is where the wicked problems reside.
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EXERCISES

1. How would you compare the three strands of systems analysis, systems engineering, and
OR? If you were proposing to build a small house for a client, how would you make use
of these three strands when building the house? Would you think of using any other tech-
niques to improve the situation?

2. How and why did the path from the use of optimization, so widespread in engineering and
management, slowly transform to one of learning?
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3. Mrs. Smith, the owner of a newly built house, wants to put up a fence around her house,
which is located in a beautiful part of the city. Although she is paying for the fence herself,
it appears that the neighborhood housing association has an influence on her decision to
select the type and color of the fence. She resents the interference but is willing to attend
the association’s meeting to argue her case. Formulate the RD and draw appropriate rich
pictures to illustrate this problematic situation using Checkland’s SSM.

4. What role does action research play in the planning and management contexts?

5. What are the basic differences between CST and multimodal thinking? Draw up a table
showing these differences.

6. Based on your own reading and the information given here, write a short history of the
evolution of systems thinking.

7. Peter Senge’s Fifth Discipline has been widely used in thousands of cases in practically
every discipline. What are the striking features of this style of SST in comparison to Check-
land’s SSM?
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Systems Thinking:
Case Studies

(With contributions from Dr. P. S. Sriraj, University of Illinois at Chicago.)

13.1 INTRODUCING THE CASE STUDIES

This chapter describes a number of case studies that can provide readers with examples of how
real-world problems, encountered today and tomorrow, can be tackled using a blend of appro-
priate forms of analyses. Making decisions in today’s world is not easy for the simple reason
that the dynamics of this world are not as clear as many imagine and because complexity and
uncertainty are inevitable in nearly every situation.

The various methodologies and approaches regarding systems thinking have been illus-
trated and discussed in previous chapters. However, the hard systems thinking described in
Chapters 10 and 11, and systems thinking covered in Chapter 12, are particularly pertinent for
appreciating what is contained in this chapter. Four case studies are presented. They are impor-
tant in the sense that they illustrate how an experienced professional chooses to tackle problems
that occur in the course of the day.

The first case study deals with the application of robustness analysis to a transportation
project that involves high costs coupled with high uncertainties. It is an alternative approach
to the commonly used hard systems methodology (HSM) of applying the Maximax, Maxmin,
or Hurwicz criteria. The second case study describes a real-life situation where Checkland’s soft
systems methodology (SSM) and multimethodology are applied to the Chicago region. While
the main thrust of this study uses SSM, the performance indicators of multimethodology are
also applied. The third case study describes a real-life situation drawn from the Chicago Transit
Authority (CTA), using strategic options development and analysis (SODA). The fourth and
last case study deals with an unusual situation connected with the Bhopal gas tragedy that oc-
curred in December 1984. Although this is an ex post facto study, and therefore prescriptive, it
demonstrates how Checkland’s SSM would have helped to understand this crisis situation more
effectively and more efficiently had it been applied at the time of the incident.

This is an appropriate place to examine crisis situations vis-a-vis project management. Cri-
sis situations can differ in magnitude and severity, in terms of the damage they can cause to hu-
man life and the environment. The severity of the situation usually dictates what action needs
to be taken depending on the resources and time available. Accordingly, the four case studies
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Increasing severity/complexity/uncertainty

v

Infrastructure project Regional Organizational Socio-technical
selection planning (man-made) disasters disasters

Figure 13.1 Scale of crisis and complexity indicator

described in this chapter are lined up in Figure 13.1 based on the increasing degrees of com-
plexity, severity, and uncertainty involved.

In reality a case study illustrates how a professional, such as an engineer, planner, or man-
ager, handled a particular project or problem under circumstances that were then prevailing.
However, there is no guarantee that the procedure, method, or methodology used by a profes-
sional is necessarily the best, because the timing, expertise, technology, and know-how are con-
stantly changing. Neither can it be assumed that a similar outcome would result if some equally
knowledgeable professional followed exactly the same methodology in another case resembling
the one under examination. These case studies should, therefore, be considered examples of
good practice rather than templates for replication.

13.2 CASE STUDY 1: TRANSPORTATION PROJECT SELECTION USING
ROBUSTNESS ANALYSIS

13.2.1 Introduction

This case study is associated with decision making for a highway project. In the case of projects
in the private sector, a planner takes risks into account by selecting an alternative, because there
is no guarantee that the alternative will lead to the desired outcome. However, decision makers
in the public sector have to justify using taxpayers” dollars and, hence, do not have the option of
taking undue risks. In such cases, uncertainty in public project selection is dealt with in several
other ways. One such method is robustness analysis. Robustness analysis provides an approach
to the structuring of transportation problems where uncertainty is high and where sequential
time-phased decision making is necessary. The technique emphasizes the need to make early
decisions in such a way as to preserve many future options that currently seem attractive. In
other words, the strength of robustness analysis is on exploiting flexibility in phased transporta-
tion project planning.

This case study explains the application of robustness analysis with the help of an example.
It illustrates how a decision maker can keep a variety of options open, that may become viable
in the future, by selecting a particular alternative at the present time.
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13.2.2 Background: Robustness and Debility

Decision makers generally use well-known operations research procedures under conditions
of uncertainty when the knowledge of probabilities associated with outcomes is not known.
Chapter 11 gives details of these procedures, such as the Hurwicz’s criterion. The significance
of uncertainty associated with a decision depends on the cost of reversing a commitment once
made. In transportation projects, the cost is in the millions of dollars and, hence, when a deci-
sion is made it is hard to reverse it because of the horrendous costs involved. This implies that
there should be some kind of flexibility built into any decision-making process, enabling deci-
sion makers to alter their definition of what is best at the present. This is especially true with
transportation investment projects that depend directly on the geography and the development
of the area. In such cases, the uncertainty is with respect to the population growth and the allo-
cation sequence of projects for the entire region. These problems can be tackled by adopting
robustness analysis that enables a planner to help preserve a wide range of options in the future
that seem attractive now.

Rosenhead (1980) says that robustness analysis is a way of working which focuses attention on
the possibilities (not probabilities) inherent in a situation. The concept of debility is defined as the
number of unsatisfactory end-states still attainable after an initial decision, expressed as a ratio
of all such end-states. A low debility score as opposed to a high robustness score is preferred
with respect to any alternative. A low debility score indicates there is lower risk for undesired
outcomes. In some cases, the debility matrix may be quite useful. A simple example is presented
to illustrate robustness analysis.

13.2.3 Road Construction Using Robustness

A medium-sized city that is rapidly growing is planning to construct a new airport and expand-
ing the existing road network to connect the city to the proposed airport. The city has devel-
oped a preliminary alignment of the proposed network and plans to get this project completed
in a sequential manner.

The city is looking at a planning horizon of 20 years for the investment projects for the nine
network links illustrated in Figure 13.2. The estimates of travel demand are uncertain. Three
scenarios are generated, one for each of the three possible states in the future. The first scenario
represents the original projection of operating costs when the development starts in and around
Node 1. The second corresponds to a state of economy that leads to the operating costs being
20 percent more than the original projection with the development pattern centered on Node 6.
The third corresponds to a state of economy that results in operating costs 20 percent less than
the original projection with the development pattern centered on Node 2.

The objective is to select links that need to be constructed early on in the sequence. The re-
sults of this exercise are analyzed to bring out the advantages of using robustness analysis. The
costs associated with each link for each of the scenarios are shown in Table 13.1.
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Figure 13.2 Proposed road expansion

Table 13.1 Link costs for each future (millions of dollars)

No. of times link
Link Scenario 1 Scenario 2 Scenario 3 is part of a plan Robustness*
1-2 250 300 200 14 14/27
1-6 400 480 320 11 11/27
2-3 200 240 160 8 8/27
2-5 500 600 400 9 9/27
3-4 400 480 320 8 8/27
4-5 250 300 200 12 12/27
4-9 400 480 320 11 11/27
5-6 250 300 200 10 10/27
5-8 500 600 400 12 12/27
6-7 400 480 320 10 10/27
7-8 200 240 160 10 10/27
8-9 200 240 160 16 16/27

*Figures obtained based on calculations from Table 13.2

Robustness analysis: Using the network shown in Figure 13.2 a set of nine alternative plans
are prepared for each scenario. It should be noted that the plans need to be exhaustive in nature
and unique to the project at hand. The robustness of a particular link is the frequency with
which that link appears as a component of these plans. In other words, the robustness of a link is
the proportion of the 27 plans that include that particular link. The details of each plan are listed
in Table 13.2. Note that each set of plans for Scenarios 1, 2, and 3 naturally begin with Nodes 1,
6, and 2, respectively. The costs for each plan are merely the sum of the costs of the individual
links that are a part of each plan.
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Table 13.2 Details of plans for each scenario

Scenario 1 Scenario 2 Scenario 3

Plan | Nodes Cost | Plan | Nodes Cost | Plan | Nodes Cost
A [1,2,5,8,9 1450 A |6,1,2,34,9 1980 A |2,3,45,8,9 1240
B |1,2,34,9 1250 B |6,1,2,54,9 2160 B |2,3,45,6,7,8,9 1520
C [1,6,7,8,9 1200 C [6,1,2,58,9 2220 C |2,1,6,7,89 1160
D |1,6,54,9 1300 D |6,1,2,34,5,8,9 2580 D |2,1,6,58,9 1280
E [1,6,58,9 1350 E |6,54,9 1080 E 12,1,6,5/4,9 1240
F [1,2,5,4,9 1400 F 16,5,8,9 1140 F (2,549 920
G [1,2,56,7,8,9 1800 G [6,7,8,9 960 G (2,589 960
H |1,2,3,4,56,7,8,9 2150 H |6,7,85,4,9 2100 H |2,1,6,7,85,4,9 1920
I 1,2,3,4,5,8,9 1800 I 6,7,8,523,4,9 3120 | 2,5,6,7,8,9 1240

The robustness score for each of the links is calculated as outlined earlier and the results are
tabulated in Table 13.1. A look at the robustness scores shows that the most robust link is 8-9,
with the highest robustness score of 16 out of a possible 27. This is to be expected because the
final destination is the airport. Since there are only two links that lead to the airport (4-9 and
8-9), these two appear as part of most plans. Apart from Link 8-9, the next most robust link is
Link 1-2 with a robustness of 14 out of a possible 27. This means that Link 1-2 is included in 14
of the 27 plans for the three scenarios. Therefore, Link 1-2 is the most robust and the candidate
for construction in the first phase of the project (Sriraj, 1999).

A look at the robustness score for Link 2-3 or 7-8 indicates that these links have a lower
number of options for the scenario when compared to the robust Link 1-2. The robustness
scores calculated are good for the first stage of construction. A similar procedure can be fol-
lowed for the other stages of construction. This method will give flexibility to a planner who
can pick the project that needs to be constructed, depending on the situation, without any extra
cost. This is the versatility of robustness in the sense that it allows for decisions to be changed
as, and when, the situations arise.

13.2.4 Algorithm for Robustness

In summary, an algorithm for conducting a robustness analysis for any long-range planning
process involving sequential decision making is:

Set a budget

List all proposed projects and their capital and operating costs

Generate scenarios of demand

Draw up a set of plans for each scenario

Find the number of times a particular project appears as part of the plan

Gk D=
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6. Determine the robustness for the project (as demonstrated in the example)
7. Select the project that is the most robust subject to budget constraints being met

13.2.5 Discussion and Summary

Uncertainty is embedded in most long-range planning processes. Planners have attacked such
problems by using conventional techniques that do not take into account the uncertainty asso-
ciated with the problem. By doing so, public policy makers sometimes may commit the funding
for projects that are not high priority. Robustness analysis tries to eliminate this uncertainty by
picking that project that keeps the most number of options open for the future. This by itself
does not guarantee the elimination of uncertainty involved in such long-range planning, but
it does help in limiting the uncertainty from affecting a majority of the decisions adversely.
Robustness analysis will be useful to decision makers especially in developing countries that do
not have the luxury of a healthy economy to invest in projects with limited future options.

The algorithm for robustness analysis talks about the need to draw up a set of plans for each
future scenario that is taken into consideration. It is evident then that the robustness scores are
only as good as the plans from which they are derived. Thus, if the plans for each scenario do not
encompass all the relevant information, it is likely that the process will not be successful. This
problem can be overcome by doing an in-depth analysis for each scenario. The time and money
spent for such an analysis will be infinitesimally small compared to the huge costs of the projects.

In summary, the advantages of robustness analysis are:

o It is technically very simple

« It is easy to adopt because of its simplicity

o It provides insight for tackling daunting problems without any complex procedural
analysis

At the same time, some of the concerns about robustness analysis are:

o The process is simple enough to be taken for granted and not taken seriously

o The robustness score is an indicator of flexibility and one needs to look at other fac-
tors involved with the plans before deciding on the one to implement (e.g., the debility
score)

o It entails making a number of plans that may take time

o The outcome is sensitive to the number and content of the plans

13.3 CASE STUDY 2: CHECKLAND’S SOFT SYSTEMS METHODOLOGY
AND MULTIMETHODOLOGY APPLICATION TO THE CHICAGO REGION

We examine the applicability of Checkland’s SSM in the context of a regional planning problem
in a real-world case study involving regional/infrastructure planning for low-income sectors of
society. The problem of the accessibility of low-income populations to jobs has, for the last few
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decades, caused concern for planners and decision makers, especially in urban areas. Studies
have shown that there is no single solution that can solve the problem situation and improve the
accessibility of low-income individuals. Experts have advocated various solutions to this spatial
mismatch phenomenon. While the onus for this lies within the transportation sector, the need,
however, is for a more integrated, cross-sectoral approach that would involve other sectors such
as housing and economic development as well. This research was the first step toward identify-
ing the data needs of this complex, cross-sectoral exercise designed to identify feasible solutions
to the spatial mismatch in Chicago.

13.3.1 Background: Mixing and Matching

There is a significant gap in major metropolitan areas between the residences of low-income
population and the location of suitable jobs for this population (Arnott, 1997). At the same
time, research has also shown that the solution does not lie within the transportation sector
alone. This is especially true in Chicago where a majority of the low-income population lives in
the near-south and near-west sides of the city, with the entry-level jobs suitable for this popu-
lation spread throughout the region. While the transportation network is adequate, there are
other potential solutions that need to be explored, especially from the housing and economic
development perspectives. It is in this context that the SSM approach is applied to bring about
a synergistic solution to a complex problem. By involving the stakeholders in the process of
developing the system, it not only makes the system receptive to the needs of the stakeholders,
it also makes the developer understand the intricacies and the underlying layers of issues and
complexities with the help of the stakeholders.

13.3.2 The Chicago Region Characteristics and Root Definitions

The participants in the interview were members of the Community Mobility Task Force
(CMTF) of the Chicago Area Transportation Study, the metropolitan planning organization for
the region. The interviews were conducted over a period of two months with each participant
interviewed separately. The interviews were semistructured and were guided with the help of
a set of 25 questions about the role of information, and the use of information systems in the
stakeholders’ organization.

The organizations interviewed for this exercise were all public agencies involved in some
form with one of the three sectors—transportation, housing, and economic development. The
problem situation being addressed is the plight of the low-income population and the lack of
their accessibility to a suitable job. The difficulty in getting to various activities by residents and
the random pattern observed in the locations of places of residence create a mismatch in a large
urban area. Researchers have attempted to bridge this gap between jobs and home locations to
make the low-income population’s transition to the labor force easier. There is a need for plan-
ners and decision makers to break out of the silo approach and look at more holistic solutions.
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It is against this backdrop that the various agencies representing the three pertinent sectors of
transportation, housing, and economic development in the Chicago region were approached.

The interviews and discussions are couched in SSM to facilitate synergies between the vari-
ous agencies and to foster better interaction between the various sectors. The agencies inter-
viewed and included in this process were:

» Center for Neighborhood Technology (CNT)
o Pace Suburban Bus Service

e Metra (commuter rail)

« DuPage County Human Services

«  Work, Welfare, and Families (WWF)

o The Chicago Department of Transportation

The rich pictures, root definitions (RDs), and the conceptual models are all developed as part
of the SSM process and the results highlighting the synergy are then tabulated. The views of the
stakeholders were captured based on their reflections about the transportation, housing, and
economic development systems.

The rich picture (Figure 13.3) for this problem situation shows that the low-income popula-
tion does not have the accessibility to get to entry-level jobs, given that they are living in one

Transportation
network

Housing spatially
separated from jobs

Figure 13.3 Rich picture depicting the problem situation
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part of the region (six-county northeastern Illinois region) and the entry-level jobs (employers
who are part of the economic development) in the region are located spatially elsewhere. Also,
the transportation network serving to bridge the gap between the origins and destinations in
the form of highways and transit does not help. The rich picture also highlights the lack of af-
tordable housing in proximity to job locations or vice versa. The same argument holds true for
the transportation network as well.

The stakeholders and their responses are categorized according to the sector they represent
resulting in conceptual models for the transportation, housing, and economic development/
community organization systems.

The Transportation System

This system represents transit planners, transportation officials, and others involved with the
transportation network in the region. The RD for this system is outlined:

Root definition: A comprehensive network of roads and transit services that caters equitably
and fulfills the need of the population in the region in a cost-effective, environmentally friendly,
and sustainable manner.

o Clients—The traveling public

o Actors—Transportation planners, engineers, and decision makers

o Transformation—To transform the transportation network/system from being an effi-
cient system to one that is equitable, sustainable, and efficient that caters to the various
strata of society, including the low-income population group that typically seek entry-
level jobs with start times outside of the peak-hours

o Weltanschauung—A transportation system that caters to all sections of society

o Owners—The state Department of Transportation, the transit providers in the region,
and the local and regional government

+ Environment—The population of the region, the bureaucracy surrounding the trans-
portation environment, and the physical layout of the region including the land use and
the housing system

The Housing System

The housing system consists of representatives from the state/county agencies dealing with
housing and related issues as well as the community organizations that have an affiliation toward
promoting the cause of the low-income population.

Root Definition: A fair and affordable housing system that is located strategically closer to
the transportation service as well as within reach of economic development and daycare ser-
vices in the region.

+ Clients—Low-income population
o Actors—Housing and Urban Development administrators for the region, urban planners
of the local government, the regional government, builders, developers, and employers
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o Transformation—To enhance the region’s housing availability to cater better to the
needs of the target population by ensuring better coordination between the transporta-
tion and economic development sectors

o Weltanschauung—A housing system that is receptive to the needs of the low- and
middle-income population in the region

o Owners—The regional housing authority, the departments of human services, com-
munity organizations, and the local government

» Environment—The transportation network along with the economic development in
the region represent the environment in which the housing industry works

The Economic Development System

The economic development system is comprised of representatives from agencies espousing the
cause of welfare families, as well as the agencies that deal with employers and developers in the
region.

Root definition: A flourishing economy that is reflected by a happy and contented commu-
nity that earns a living and has shelter and access to jobs.

o Clients—The population in the region as well as other parts of the world that depend
on the region’s products and services.

o Actors—The employers in the region, the workforce boards, and the human services
agency

o Transformation—To transform an industry that is vibrant and healthy and provides
adequate job opportunities for every individual in the region

o Weltanschauung—A profitable industry that works in tandem with the transportation
and housing sectors to address the needs of the low-income population

» Environment—The jobs in the region along with the businesses that have to co-exist in
a regional environment, including the housing and transportation systems.

13.3.3 Multimodal Performance Indicators

The conceptual models (Figures 13.4, 13.5, and 13.6) outline the necessary tasks needed to
bring about the transformation desired in the RD and the CATWOE mnemonic (introduced in
Chapter 12). As can be seen from the three composite conceptual models, all the sectors are in
agreement that there is a need to move out of the silo approach and on to a more holistic and
inclusive approach toward addressing the needs of the low-income population in a region.

The salient features of the three conceptual models are discussed next, followed by an evalu-
ation of the tasks outlined with the help of a set of performance indicators. The conceptual
model of the transportation system brings to the fore the various tasks necessary to enable
the transformation outlined in the RD and with the help of the CATWOE mnemonic. The
stakeholders from the three sectors focused on how they would address the situation to make
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Figure 13.6 Conceptual model for the economic development system

it better and in doing so, identified the needs from the other sectors that would enable them to
achieve their goal. Thus, in the case of the transportation sector, while the typical input was that
of origin-destination trip tables for the region, the stakeholders understood the need for obtain-
ing information from the economic development sector about the spatial location of employers
and openings in the region. Similarly, from the housing sector, the transportation stakeholders
identified the information about affordable housing units in a zone as a primary need. At the
same time, the stakeholders also pointed out the need for detailed information on factors such
as the location of day care centers, the number of entry-level jobs within a certain radius of a
neighborhood, and the availability of transit network to serve these locations.

While there was a perceptible sectoral-bias in the responses, the case study did however flesh out
a core area of need—that of data. The stakeholders acknowledged that there was a lack of awareness
of the available data, especially from other sectors. This process can be monitored and controlled
with the help of a set of performance measures presented earlier. Tables 13.3, 13.4, and 13.5 help
control the SSM process by posing pertinent questions associated with each measure.

13.3.4 Discussion and Summary

The above example of the application of SSM and multimethodology in transportation plan-
ning illustrates the role of SSM in conceptualizing the interactive nature of seemingly distinct
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Table 13.3 Performance indicators for the transportation system

Performance indicator Question Verdict on the current situation
Creedal Are the right things being done in the Yes, the formation of the CMTF is a step in
short and long term? the right direction
Ethical Are the planning and implementation Yes
morally correct and ethical?
Juridical Are the planning and implementation just | Yes, as far as the transportation system is
and fair? concerned, there is no evidence to prove
otherwise
Aesthetic Is the plan aesthetically satisfying? No, not at present
Economic Are the resources being used optimally? | Yes
Social Are the social needs of the people Yes
respected and accounted for?
Informatory Have all jurisdictions been duly repre- Yes
sented and consulted?
Historical Have lessons been learned from the The transportation system authority has been
past? aware of past history and has acted accord-
ingly
Logical Are all the results of the models used Yes, the integration of housing and economic
reliable and logical? development into the transportation sector is
acknowledged by stakeholders as logical
Sensitive Is the system sufficiently robust to han- The transportation system is a mature sys-
dle changes? tem in Chicago and can make the transition
in a smooth manner
Biotic Have the concepts of environmental sus- | Yes
tainability been taken care of?
Physical Has the system taken advantage of the No
conditions?
Kinematic Has the movement of people, goods, Yes
and vehicles been designed for accessi-
bility and environmental sustainability?
Spatial Have the spatial attributes been No
designed for the health and safety of the
people?
Numerical Have quantitative methods been devel- Yes
oped based on the data?

problems that can be presented holistically. In this particular case, the stakeholders were pre-
sented with the problem of accessibility for low-income individuals in the six-county Chicago
region. The stakeholders were also encouraged to think outside the box in terms of data needs
and barriers. The rich picture depicts the holistic nature of the problem situation from a bird’s-
eye view and brings out the interconnected nature of seemingly disconnected activities. The
conceptual models help to crystallize the thoughts of the stakeholders and highlight the neces-
sary steps to ameliorate the situation. The set of performance measures serve to keep a check
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Table 13.4 Performance indicators for the housing system

Chapter 13

Performance indicator Question Verdict on the current situation

Creedal Are the right things being done in the No, there is a need for more affordable
short and long term? housing

Ethical Are the planning and implementation Yes
morally correct and ethical?

Juridical Are the planning and implementation just | Yes, the housing authority and the
and fair? Department of Human Services ensure

that a fair and equitable housing solution
is presented

Aesthetic Is the plan aesthetically satisfying? No, not at present

Economic Are the resources being used optimally? | Yes

Social Are the social needs of the people Yes, but it is difficult to ensure social
respected and accounted for? needs are accounted for

Informatory Have all jurisdictions been duly repre- Yes
sented and consulted?

Historical Have lessons been learned from the There is a debate about affordable hous-
past? ing among planners and decision makers,

albeit without any consensus

Logical Are all the results of the models used Yes, the integration of housing and eco-
reliable and logical? nomic development into the transportation

sector is acknowledged by stakeholders
as logical

Sensitive Is the system sulfficiently robust to han- The affordable housing segment can sur-
dle changes? vive only with changes that incorporate

other sectors into the mix

Biotic Have the concepts of sustainability been | No
taken care of?

Physical Has the system taken advantage of the No
conditions?

Kinematic Has the movement of people, goods, No, it is more often than not dictated by
vehicles been designed for accessibility | availability and zoning than accessibility
and sustainability?

Spatial Have the spatial attributes been No
designed for the health and safety of the
people?

Numerical Have quantitative methods been devel- Yes
oped based on the data?

on the whole process and provide adequate feedback with respect to achieving the various goals
and objectives. Users must exercise caution when making use of these performance measures in
evaluating problem situations. Depending on the problem situation, one might need to address
the questions differently to ensure that the essence of the question is retained without losing
focus.
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Table 13.5 Performance indicators for the economic development system

Performance indicator Question Verdict on the current situation

Creedal Are the right things being done in the Yes, the formation of the CMTF is a step in the
short and long term? right direction with representation from WWF

and CNT

Ethical Are the planning and implementation Yes
morally correct and ethical?

Juridical Are the planning and implementation No, there is no evidence to prove that employ-
just and fair? ers either look to settle in an impoverished

neighborhood or provide access for low-
income population

Aesthetic Is the plan aesthetically satisfying? Yes

Economic Are the resources being used optimally? | Yes

Social Are the social needs of the people No, not necessarily from the economic devel-
respected and accounted for? opment perspective

Informatory Have all jurisdictions been duly repre- No, typically the public are not taken into con-
sented and consulted? fidence

Historical Have lessons been learned from the No
past?

Logical Are all the results of the models used Yes
reliable and logical?

Sensitive Is the system sufficiently robust to The economic development in a region as
handle changes? large as the Chicagoland area can handle

changes without problems

Biotic Have the concepts of sustainability been | Yes, but not from the perspective of the low-
taken care of? income population

Physical Has the system taken advantage of the | No
conditions?

Kinematic Has the movement of people, goods, Yes, however, the economic development sec-
and vehicles been designed for acces- | tor has not done all it could to improve the
sibility and sustainability? condition of the low-income population

Spatial Have the spatial attributes been Yes
designed for the health and safety of the
people?

Numerical Have quantitative methods been devel- | Yes
oped based on the data?

This case study has introduced the concept of SSM and has, with the help of an example,
illustrated the strength and use of this methodology in a wide setting that has been traditionally
viewed as being very quantitative. The use of SSM helps provide structure to seemingly disjoint
and complex problem situations, such as the case study discussed. The use of the control mech-
anism in the form of performance indicators in conjunction with SSM is new to the SSM arena
and serves to enrich the handling of the problem situation, as illustrated in this study.
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13.4 CASE STUDY 3: USING SODA FOR THE CHICAGO TRANSIT
AUTHORITY STUDY

13.4.1 Introduction

Public agencies are increasingly required to involve stakeholders in their planning and decision-
making processes. Many transit agencies invest significant resources in terms of staff, time, and
money to realize their stakeholder involvement efforts. This causes them to hold practical res-
ervations about stakeholder involvement programs, believing they increase costs, create delay,
open the door to emotional considerations and self-interest, and ignite controversy rather than
consensus (Burby, 2003). Despite these reservations, stakeholder involvement is often a legally
required activity that affects multiple departments within a transit organization. This is because
agencies are agents of stakeholders and must understand and incorporate the desires of stake-
holders into their planning and engineering activities for effective outcomes.

Overall, a substantial gap exists between public agencies and external groups that their per-
spectives have not been understood and considered. This case study is an attempt to better
understand this conceptual gap by systematically assessing internal and external stakeholder
perceptions of the success of a recent stakeholder involvement program for a rail line rehabilita-
tion project of the CTA.

The outcome of stakeholder participation processes should have a genuine impact on policy
and be seen to do so. One of the main complaints about public participation methods is that
they are often used simply as a means to legitimize predetermined decisions or give the appear-
ance of consultation without any genuine intent of acting on their recommendations (Rowe and
Frewer, 2000). The end result is a distrust of public agencies by the public. To combat this, the
public should be able to see what is going on and how decisions are being made. Such transpar-
ency is likely to reduce public suspicions about the agency. If any information needs to be with-
held from the public it would seem important to admit what is being withheld and why.

If disconnections exist in either the process or in acceptance, it tends to result in a gap be-
tween the expectation of the stakeholders and in the strength of the message from the agency. It
is our hypothesis that most public involvement exercises are left with a gap between the agency
and stakeholder expectations on one or both counts. To test this hypothesis we used the CTA’s
Brown Line Rehabilitation Project as a case study.

13.4.2 Background: Brown Line Rehabilitation Project

CTA is the transit provider in the city of Chicago and parts of suburban Cook County in North-
eastern Illinois. The rail network of CTA consists of eight lines and this study analyzes the
Brown Line. Since 1998, ridership has increased on the Brown Line by 21 percent, making it the
highest rate of growth in CTA's rail system. The CTA began introducing operational changes in
the mid-1990s to accommodate increasing demand on the Brown Line. Despite service changes,
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persistent crowding on Brown Line platforms and in rail cars continued to negatively affect the
rail transit experience for passengers.

In 1997, the CTA began to plan a significant rehabilitation project for this line. This was a
large-scale construction project with substantial impacts throughout some of the most densely
built neighborhoods of Chicago’s north side. The major objectives of this rehabilitation project
were to lengthen all station platforms between Chicago and Kimball stations to accommodate
eight-car trains and rehabilitate rail infrastructure and stations to meet American Disabilities
Act accessibility requirements in all stations. Prior to the rehabilitation project, all Brown Line
stations outside of the loop could only accommodate six-car trains, with the exception of Mer-
chandise Mart, Fullerton, and Belmont stations, making it one of only two CTA rail lines that
could not accommodate eight-car trains (Mattingly et al., 2010).

During this process, a Brown Line Task Force was set up to serve as a major conduit for
communication among key internal and external stakeholders throughout this project. The task
force met on a monthly basis to supplement rather than supplant the CTA communications
platform to the community. According to the literature, public involvement should not be a
one-size-fits-all approach, as no one approach constitutes good participation, rather this de-
pends on the project-specific circumstances (Bickerstaft et al., 2002; Grossardt et al., 2003). On
the Brown Line Rehabilitation Project, the CTA’s outreach and involvement approach catered
to the needs and characteristics of the demographic profile of the project impact area and
those of the elected officials and communities. This area tends to be very highly educated and
organized and is savvy with computers and technology. The CTA was asked to respond to a
higher level of engagement and to provide different types of information throughout the pro-
cess, which they attributed to higher levels of education and activism within this community.
The CTA was aggressive in sending the message out to the community about the anticipated
delays and the provision of alternative bus service, and the scheduled construction activities. In
their opinion, they responded with what they deemed very intense outreach involving a wide
range of outreach activities ranging from aldermanic briefings to distributing flyers to aware-
ness raising media to community meetings. They understood their process to be extremely ef-
fective. However, not all external groups agreed with this sentiment.

13.4.3 SODA Application

The purpose of this study was to measure and assess internal and external stakeholder per-
ceptions and expectations of a meaningful and effective involvement effort in public transit
planning. This study methodology was centered upon three sets of structured interviews with
distinct internal and external stakeholder groupings for CTA outreach and involvement. The
interviews served to identify the gaps between the process and the acceptance, if any, of stake-
holder involvement. This process, with theoretical underpinnings in cognitive mapping, made
use of SODA, a qualitative approach steeped in public participation theory through the software,
Decision Explorer. The method was systemic in nature and looks at the system as a whole rather
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than taking the reductionist approach of breaking it into parts. The interviews with each stake-
holder grouping carried a parallel set of questions based upon the key findings of the literature
review including assessing the extent to which the process enhanced the effectiveness and qual-
ity of the plan, increased public acceptance of the plan through use of local knowledge, built
public trust in the CTA, and assured cost-effective decision making. The hypothesis enveloping
each of these concepts was that there exists a gap between the process and the acceptance.

Two sets of structured interviews were conducted with internal and external CTA stake-
holders on the Brown Line Rehabilitation Project. Internally within the CTA, the outreach and
involvement process for this project has been heralded as a success. The major objective of this
case study was to assess the extent to which there exists a gap between the CTA’s conception of
success for public outreach and involvement in this case and the public’s conception of success
for the CTA's outreach and involvement efforts in the Brown Line Rehabilitation Project.

Ten internal CTA employees were interviewed who were involved in the Brown Line Re-
habilitation Project from a range of departments, including Planning, the President’s Office,
Rail and Bus Operations, Construction, and Customer Communications. Nine external stake-
holders were interviewed including elected officials, University representatives, community and
neighborhood group representatives, Chambers of Commerce, and business owners.

Upon the completion of the interviews, each interview was digitally transcribed. Based on
direct quotes pulled from each interview transcription in response to the same question sets, a
gap analysis of internal and external understandings of the outcome of the stakeholder involve-
ment process was performed. Decision Explorer cognitive mapping software was used to com-
plete this gap analysis. Decision Explorer allows for structured analysis of qualitative data by
creating a model of interlinked ideas using a cognitive map. The map consists of short phrases,
or concepts, gathered directly from the interviews, whose relationships are indicated by the
causal links drawn between them. Together, concepts and links form a model. The term cogni-
tive map refers to the data set as a whole. The benefit of this cognitive mapping software is that
it maintains the richness of the data by managing its complexity, rather than having to rely on
weaker, generalized statements to summarize the interview data.

Comparative models were created to assess the internal versus external perspectives on
the success of the Brown Line Rehabilitation outreach and involvement process with respect
to the internal and external goals. This was an iterative process to verify the inter-coder reli-
ability of the links between concepts. Beyond mapping, Decision Explorer contains advanced
techniques used to analyze relationships in the interview findings. The software produces two
types of statistics: central scores and potency scores. The central score represents the level of
influence that a concept has in relation to other concepts in the model, while the potency score
reflects the extent to which a peripheral concept contributes to the higher order central con-
cepts. Central and potency scores were calculated from cognitive maps developed for external
and internal stakeholders. In this way we are able to assess the conceptual gaps that exist be-
tween internal and external stakeholders about the success of the Brown Line Rehabilitation
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stakeholder involvement process. For analysis purposes, the top five central and potency scores
were selected and analyzed to assess the gaps between internal and external perceptions of the
success of this rail rehabilitation project. This method provided a robust, systematic technique
to measure and analyze stakeholder perceptions using qualitative data. The software was used
to construct the cognitive map for the external stakeholders to the agency (See Figure 13.7) as
well as the internal stakeholders (See Figure 13.8). These cognitive maps reflected the opinions

of the two groups pertaining to the agency’s goals for public involvement.

13.4.4 Findings

The findings demonstrate systematic gaps between the internal and external CTA stakeholders’
perceptions of the overall goals of the stakeholder involvement process. These gaps occur when
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the outreach and involvement process failed to adhere to process criteria or acceptance criteria
or both. This is examined, in detail, in Figure 13.7.

13.4.5 Goals and Expectations

Gap: Table 13.6 highlights the gaps in priorities between internal and external stakeholders on
how this process could be improved. The agency strongly identified with goals and expectations
that advance dissemination of information to external stakeholders, while the external stake-
holders clung to a set of expectations centered upon the idea of involving external stakehold-
ers earlier, in such a way that their input would affect the final plans and decisions. As noted,
the provision of notic,e or rather disseminating information, did not match the community’s
expectation of being involved and consulted.

Analysis: The significant gaps in these analysis scores were very revealing about the dis-
tinct set of expectations internal and external stakeholders carry into such a process. While
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Table 13.6 Comparison of central and potency scores: internal vs external

Central scores: Goals and expectations

Gather feedback from outreach and involvement participants

More cost-effective outreach and involvement activities

Internal CTA

perception Make better use of available technology

More inclusive, accessible outreach and involvement

Better organization and more accountability

CTA is more proactive rather than reactive

CTA takes leadership role in forming task force rather than let outside group form it, run it,

External stakeholder host it, control it

perception Community has better understanding of CTA goals and constraints

Early involvement rather than involving public once decisions have been made

Use community input to shape final plans

Potency scores: Goals and expectations

Give advance notice on construction activities rather than last minute notice or failure to notify

Community can plan appropriately during period of impact

Internal CTA

perception Better community trust in CTA

Vary location of public hearings and open houses

Provide geographical spread and coverage for public hearings and open houses

Early involvement rather than involving the public once decisions have been made

More involvement

External stakeholder

perception CTA has better understanding of community needs and concerns

More appropriate use of resources and technology

Reduce impacts and inconveniences on neighboring residents and businesses

the external stakeholders were clamoring for more involvement, earlier involvement, proactive
agency leadership, ultimately building toward the expectation that their input was used to shape
the final plan, the agency asserted their concern for more cost-effective outreach and involve-
ment activities.

13.4.6 Discussion and Summary

The purpose of this case study was to qualitatively measure and assess gaps in internal and
external perceptions of success of an outreach and involvement program. We found gaps
between stakeholder and agency perceptions of the success in this process. Conducting stake-
holder involvement is very costly and time consuming, and, as these study findings indicate, it
is fraught with the difficulty of balancing external stakeholder expectations of the process with
meeting agency goals and objectives. These findings have several clear implications for how
transit agencies can improve the effectiveness of their efforts and close this gap between stake-
holder expectations and agency perceptions in future projects by appropriate use of resources.
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13.5 CASE STUDY 4: CRISIS MANAGEMENT USING SOFT SYSTEMS
METHODOLOGY FOR BHOPAL GAS TRAGEDY

13.5.1 Introduction

Crisis management and planning has developed into an important, fundamental and invalu-
able tool for the very existence and survival of an organization in view of the disasters that have
occurred by nature or by corporate mismanagement. Disasters in this century have been caused
either by natural forces, terrorist acts, or by corporate mismanagement. Well-known examples
include the Bhopal chemical spill, Exxon-Valdez oil spill, crashes of Value-Jet and TWA flights,
and the Oklahoma City bombing. These examples, except for the Oklahoma City bombing, fall
under the category of corporate disasters, resulting in severe damage not only to the organiza-
tion but also to the community and the environment. These and other cases of a similar nature
have now come to be termed as sociotechnical disasters (Richardson, 1994).

One of the earliest definitions of crisis management came from the public relations indus-
try, and was defined as the successful management of public and stockholder opinion in the
midst of a corporate disaster (Braverman, 1997). The word crisis is defined as an unstable situa-
tion of extreme danger or difficulty (Webster’s, 1997). In the context of organizations, a crisis is
defined as an event that can destroy or affect an entire organization (Mitroff et al., 1996). Such
events are usually characterized by tremendous loss of resources—both human and material.
When such an event occurs, usually without any warning, most organizations find themselves
in a situation where they are typically not ready to comprehend and cope with the magnitude
of the event. Typically this is the main reason for the large-scale destruction of life and property
that comes to be associated with many disasters and crisis situations. Researchers have been
able to instill in managers and organizations that crises—major or minor—are no longer to be
treated as isolated, episodic events. Instead, the need is for crisis management to be included in
the daily routine of managers and the top brass of organizations.

In the past, crises were handled in a haphazard and random manner by trying to isolate the
crisis from the rest of the organization. But when the systemic nature of crises was established,
organizations soon found themselves facing a problem of much bigger magnitude. This called for
changes in the practice of crisis management by harnessing the effectiveness of systems method-
ologies in such situations. Systems methodologies, emanating from systems thinking have been
developed by various researchers to tackle problems of varied magnitude and complexity (Flood
and Jackson, 1991). It is the objective of this case study to make use of some of these methodolo-
gies to conduct a post-crisis audit and to develop a crisis management program for the city of
Bhopal in the wake of the chemical spill at Union Carbide India Limited (UCIL).

13.5.2 Crisis Management

The term crisis management, in the corporate sector, refers to the successful management of
public and stockholder opinion in the midst of a disaster. This definition can easily be extended
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to cover not just socio-technical disasters, but also natural disasters, with the emphasis being
on the successful management and coordination of various entities affecting an event. Inci-
dents that have occurred over the past decade or so, have only served to remind corporations
in particular, and society at large, of the need to be prepared. The rate and frequency at which
these incidents have occurred since the early 1970s also bolster the need for a sound crisis
management team (Richardson, 1994). Many of these types of incidents have been recognized
as being organizationally induced sociotechnical disasters. They occur as a result of a combina-
tion of human, technological and organizational systems failure. Such disasters usually result in
massive economic and social costs to say nothing of the large-scale damage to human life and
potential disrepute for the organization concerned.

There are two prevailing views and opinions about these crisis situations; the first is a simple
systems viewpoint, where individuals are held responsible for the disasters. The second consid-
ers disasters as stemming from the complex interaction between the various parts of an organi-
zation and the environment surrounding it in terms of people, infrastructure, competitors, and
so on. It is systemic in nature and takes into account the interaction of the different parts of the
system. This approach needs to be encouraged and adopted by organizations across the world,
to better equip them to face any untoward emergencies and/or disasters. The current practice of
crisis management, up until a few years back, has been to adopt the simple systems approach,
find a few culprits and provide piecemeal relief to those affected. Neither is this a permanent
fix nor do organizations learn from their mistakes, with the result that they are condemned to
possibly repeat them again.

Multinationals like Exxon and Union Carbide, which took to this approach, have learned
their lesson the hard way—after thousands of lives were lost and severe damage done to the
environment. Organizations have also learned that it would behoove them to be prepared for
crisis rather than merely reacting to it. The complexity of these crisis situations escalates when
considering the problems embedded in the indigenous cultural settings of a developing country.
This case study shows how an organization and its stakeholders could adopt crisis-preparedness
through systems methodologies.

In a real sense, the complexity of the problem determines which methodology to apply.
The UCIL situation in Bhopal was one such case where there were different stakeholders and
many different complex issues tied to a central theme—that of the gas leak at the premises of
the factory.

13.5.3 The Bhopal Gas Tragedy

On December 3, 1984, a poisonous gas leaked from the UCIL plant in Bhopal, India due to gross
negligence and faulty design. This leak of Methyl Iso-Cyanate (MIC) left about 10,000 people
dead and more than 300,000 people disabled, blinded and injured. At the time of the accident,
Union Carbide was the 37th largest company in the United States with more than 100,000
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employees in over 40 countries. Its branch in India (UCIL) was the 21st largest company in that
country with more than 10,000 employees.

The facility started manufacturing MIC from 1979. MIC is one of the intermediate chemi-
cals used in the manufacture of pesticides. It is a dangerous chemical, lighter than water but
twice as heavy as air. It has the ability to react with most substances. This was one of the reasons
for the disaster on the night of December 3, 1984. A large amount of water got into the MIC
storage tank and was not detected until the MIC started reacting with the water. Before any
preventive action could be taken, about 40 tons of MIC had escaped into the air in two hours,
spreading eight kilometers away from the factory.

Aftermath: Thousands of people were killed in their sleep or as they fled in terror, and hun-
dreds of thousands were injured or affected. People who survived death were left with lingering
disabilities and diseases. Exposure to MIC resulted in damage to the eyes and lungs and also
resulted in respiratory ailments such as chronic bronchitis and emphysema, and a number of
other diseases. Despite all these effects, Union Carbide claimed that MIC was a mild throat and
ear irritant.

Shortcomings: Listed here are a few of the pertinent reasons for the disaster: (1) Unmo-
tivated top management of UCIL coupled with the hiring of personnel who lacked expertise
in the chemical industry, (2) reduction in personnel, leading to a compromise in security and
safety, (3) boom in the city population resulting in inadequate infrastructure facilities, leading
to residential neighborhoods located near the facility. These factors were instrumental in the
scale of the tragedy growing to huge proportions. The lack of any trained personnel in the top
and middle management led to the inadequate storage facilities for the MIC. Also, this resulted
in lack of proper training for employees to handle a crisis. There were not enough people to
monitor the plant, which subsequently led to the leak of MIC for two hours before detection.
Lack of adequate personnel resulted in technical malfunctions and human errors. Several of the
safety valves were either removed or did not work. The emergency refrigeration unit was under
repair. The audio emergency signal to warn people in the vicinity of the plant was turned off.
Cast-iron pipes were used instead of special stainless steel pipes. Protective slip blinds were not
used before washing pipelines (Bowonder and Miyake, 1988). These were some of the failures
stemming from management.

The general population of Bhopal in the near vicinity of the facility was not aware of the
potential dangers that could result from such a disaster. The public’s impression about the fac-
tory was that it produced harmless pesticides for agriculture and that was about all the common
man knew about Union Carbide and its production. The local authorities were equally ignorant
about the effects the chemicals could cause. Naturally, this led to widespread panic once the
incident surfaced. The authorities asked the people to flee the city, while the most prudent thing
to do would have been to lie low on the ground. The health community treated only the obvi-
ous symptoms, such as itching or watery eyes, and did not try to get to the root of the problem.
The poor infrastructure facilities did nothing to help either. This resulted in a breakdown of
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communications in the fog of the battle. The local authorities did not have a contingency plan
either to tackle such an emergency. Also, the cultural differences between the developed world
and a developing country like India were a major factor overlooked by the parent company in
West Virginia when the plant was set up in India. All these reasons added up to the tragedy
growing to such huge and unmanageable proportions.

13.5.4 Application of SSM

To analyze and explore this problem situation from a post-audit standpoint, Checkland’s SSM
is applied. The process of SSM includes a series of steps that helps to weave through the maze of
complexity encountered in this situation. The problem situation is analyzed and a rich picture
depicting the various stakeholders and the interconnectedness between them is shown in Fig-
ure 13.9. The rich picture identifies the presence of three systems that are considered for further
debate. They are (1) the management system of UCIL, (2) the political decision-making system of
Bhopal, and (3) the community satisfaction system. These three systems are further explored. The
use of SSM helps in critically analyzing these systems and identifying the most relevant activities
that need to be attended to in the near future. The exploration of each of these systems is centered
on six elements (CATWOE) that ensure that the nature of the process is systemic.

13.5.4.1 Formulation of Root Definitions

The RD of the system under observation helps in modeling the system, with the assistance of
the CATWOE mnemonic (Checkland and Tsouvallis, 1996). An RD defines a set of activities,
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Figure 13.9 Rich picture for exploring and making decisions



512

Systems Thinking: Case Studies  Chapter 13

including a transformation process, and always represents a particular worldview. It is an ideal-
ized representation of what the system should be. The three systems of the Bhopal gas tragedy are
explored below, beginning with the formulation of RDs. A rich picture about the existing situation
is used to understand the inter-relationships and the underlying complexities (See Figure 13.9)

1.

The management system of UCIL: The policy-making body of the organization ensures
smooth day-to-day operation of the factory in order to keep the organization ahead of
competition and at the same time cares for the safety of the workers and the commu-
nity.

The CATWOE mnemonic used for developing the conceptual model of this system is:

C (Customer)—Employees, customers, and community
A (Actors)—Management
T (Transformation)—To transform the management into a crisis-prepared system
W (Weltanschauung)—An organization that cares for its employees and the com-
munity
O (Owners)—Union Carbide, United States
E (Environmental constraints)—Population of Bhopal, other competitors in the
pesticide industry, and the bureaucratic machinery of the government
The political decision-making system: The government maintains a good coordination
with the industries within its region and enforces strict zoning ordinances and ensures
good infrastructure for the overall safety of its citizens.

The CATWOE mnemonic in this situation is:

C (Customers)—Elected representatives and council of ministers

A (Actors)—The industry inspectors and other public officials

T (Transformation)—To transform the city of Bhopal into a well zoned and envi-
ronmentally safe city with adequate infrastructure

W (Weltanschauung)—An industrialized city with appropriate zoning ordinances

O (Owners)—The people of Bhopal and the elected representatives

E (Environmental constraints)—The bureaucracy, the lobbies for the industry, and
the local political parties

The community system: The community does not wait for things to happen and instead
forces the issue by taking an interest in societal concerns and ensures it does not
become a victim in the power games played by the big industries and the politicians.
The CATWOE mnemonic for this system is:
C (Customer)—The residents of Bhopal
A (Actors)—The members of the Citizen Advisory Committee
T (Transformation)—To transform the city into one where the elected representa-
tives, the factory owners, and the people work to maintain a healthy environ-
ment
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W (Weltanschauung)—A safe and pollution free city

O (Owners)—The people of Bhopal

E (Environmental constraints)—Population, lack of proper infrastructure, and
poor health facilities

13.5.4.2 Conceptual Models

The conceptual models for each of these systems were developed based on these RDs. The pur-
pose of a conceptual model is to accomplish what has been defined in the RD. While the RD
is a representation of the system as is, the conceptual model is an account of what the system
must do in order to be the system named in the definition (Checkland and Tsouvallis, 1996). The
conceptual model is constructed by using the minimum number of verbs necessary to carry
out the tasks needed to transform the existing situation to match the idealistic RD (Flood and
Jackson, 1991).

The conceptual models constructed for systems 1, 2, and 3 are as shown in Figures 13.10,
13.11, and 13.12, respectively.
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Conduct frequent \
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Educate workers about possible
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Recognize dangers associated
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Develop a contingency
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Take steps to prevent
- any future crisis

Conduct educational seminars
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Replace cast-iron
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Check funding
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A crisis-prepared
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Figure 13.10 Conceptual model of the management system of UCIL
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13.5.4.3 Comparison of Conceptual Models and Root Definitions

The conceptual models were then compared with the RDs to identify the changes that needed
to be made to the real situations to bring about improvements to the problems. This process
of comparison is tabulated in Tables 13.7 through 13.9, for the three systems. The activities
suggested in the conceptual models are critically analyzed to check for their existence in real
life situations. Then, the means to achieve these suggested ends were explored along with their
potential effectiveness (Sriraj and Khisty, 1999).

13.5.5 Lessons Learned and Actions to Be Taken

The comparison of the conceptual models and the RDs of Systems 1, 2, and 3, as tabulated in
Tables 13.7, 13.8, and 13.9 respectively, give a clear picture of the necessary steps that need to
be taken to effect the transformations identified in the CATWOE mnemonics. It is abundantly
evident that a significant percent of the blame lies with the management of the UCIL. Thus, it
becomes the responsibility of the management of UCIL to take the first step toward correcting
the situation. This, they could have achieved by hiring competent, well-qualified managers. As
outlined earlier, the managers at UCIL did not have either the foresight or the technical excel-
lence to prevent or handle a situation of such a magnitude. Even the handful of technically
qualified people did not stay for long with the organization, partly because they were being paid
less than what the market was offering. Thus, it becomes the responsibility of the upper man-
agement to attract and retain qualified and talented people within its organizational structure.
Well-qualified managers in turn will strive to make sure that the company is prepared to face
any crisis situation. They will do so by paying attention to detail in the day-to-day management
of the factory and its workers and by helping to form policies with a clear vision for the future.
They will also help in drawing up an effective contingency plan.

The other deficient area was in the skills of plant operators, many of whom did not have the
proper training and skills required for handling sophisticated equipment. Management should

Table 13.7 The management system of UCIL

Activity (1) Existence (2) How is it done? (3) How? Judgment? (4)
1. Competent managers No Appoint a committee and draw Competent managers will keep
guidelines for selection the work force prepared and well

informed, which will minimize any
potential danger.

2. Contingency plan No Form a brain trust with representa- | The efficient handling of a crisis
tives from the various sectors that | with minimal loss to life and
are likely to be affected in a crisis | property

3. Overcome technological | Yes Replace cast-iron pipes with steel | Successful treatment of MIC

deficiency pipes, check in water supply without any major incidents

4. Ignorance of work force | Yes By conducting training sessions By the awareness of the work-
with experts force to potential dangers and

their preparedness




516 Systems Thinking: Case Studies  Chapter 13

Table 13.8 The political decision-making system

Activity (1) Existence (2) How is it done? (3) How is it judged? (4)

1. Competent inspectors No Stop arbitrary transfers of inspec- | By keeping tabs on the length of
tors and introduce a better screen- | stay at a particular location for a
ing process for selection. given inspector

2. Better infrastructure No Build better roads, improve com- A well prepared medical commu-
munication links, and improve nity and a good public communi-
medical facilities cation system

3. Stricter zoning No Remove residential neighborhoods | By ensuring a safe distance
located near factories and vice between residential neighbor-
versa hoods and industrial areas

4. Contingency Plan No Form a think-tank of experts from | By the ability of the government
the field of planning, sociology, and its infrastructure to react to
and other high-tech areas to come | adverse situations
out with a well-thought-out plan

Table 13.9 The community system

Activity (1) Existence (2) How is it done? (3) How is it judged?(4)

1. Neighborhood watch No By selecting people from the By the active involvement of the

committee neighborhood with civic sense and | committee with respect to issues
social commitment that might affect the community,

and by the existence of neigh-
borhood watch patrols

2. Initiate and maintain Partial By holding monthly citizen partici- | Same as above
contacts with local repre- pation meetings in the presence of
sentatives the people’s representative

provide training courses in safety and equipment handling on a periodical basis. The operators,
maintenance foremen and other workers were not trained for handling emergencies and this in
turn caused a delay in making decisions once the events started unfolding. This was partly be-
cause of the absence of a formal contingency plan and because the organization was not crisis-
prepared. A contingency plan should be formulated with proper input from the management
and feedback from the workforce.

Any contingency plan will only be as successful as the people handling it and the resources
at their disposal. It is the responsibility of the government to provide the basic amenities needed
for the community and to make sure that the necessary infrastructure is available to help the
community. The gas leak seriously exposed the inadequacies in terms of the infrastructure in
the city of Bhopal. Also, the medical community was not given all the details about the nature of
the leak and the possible remedies. In the absence of information, the doctors could do nothing
but treat the symptoms instead of attending to the patients in a systemic manner.

The deficiencies in the organization and the government were just a part of the larger prob-
lem—that of illiteracy, poverty and underdevelopment. Bhopal is a medium-sized city and soon
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after independence the policies of the government set the city on the path toward rapid indus-
trialization. This attracted more people toward the city, thus making the existing infrastructure
facilities inadequate. The government did not do an adequate job of promoting the virtues of
education and providing facilities for people to learn.

A crisis management program for the city of Bhopal is outlined in the following section
and includes not only the organizations at risk, but also the different stakeholders who stand to
benefit from such a program. This program is especially applicable in developing countries like
India where the population density is high and the resources are scarce.

13.5.6 The Crisis Management Program

An attempt has been made at developing a crisis management program for the city of Bhopal to
enable it to be prepared in case of disasters of a similar nature. The program includes both the
government and the potential sources of such disasters. The organization should be required to
have complete knowledge of all its products and their effects, if they are exposed to the environ-
ment. This detail would help in deciding the course of action to be taken to prevent any repeti-
tion of such an incident. It also becomes the responsibility of the employees who operate the
plant and handle these chemicals to ensure their proper maintenance. The organizations can
ensure this by providing incentives for the maintenance supervisors and their teams. Crisis-
prepared organizations learn from each crisis, and emerge stronger and healthier than before.

The government, for its part, should improve the infrastructure facilities with respect to
the medical community and also pass stricter zoning ordinances. This is easier said than done,
especially in a country like India where the population density is very high. This problem of
zoning can be tackled by laying the onus on the organization by making transport facilities
available to the employees, to and from work, a practice not uncommon in India. This will en-
sure that people do not live in the immediate vicinity of potentially dangerous zones. It should
be made mandatory for any organization dealing with chemicals to have a crisis management
plan. The government should also make sure that proper medical facilities are provided for and
necessary communication links available to everyone. This again is part of a bigger problem—
that of population, which is the root-cause for most problems in such developing countries.
The communication aspect has been improving slowly over the past decade or so and will soon
become a nonfactor.

The people should make sure that they are well informed about their surroundings and the
factories they are working for. This is a two-way street where there should be proper coordina-
tion between the organizations and the citizens. The people should form citizens groups that
can take up these societal issues either with the organizations or with the local elected repre-
sentatives. Thus, it is evident from this analysis that it is not just the responsibility of a single
organization in terms of dealing with sociotechnical disasters. Instead, it is the responsibility of
everyone associated with the source to make sure that the community as a whole is prepared.
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13.5.7 Discussion and Summary

This case study has critically analyzed the issues surrounding the chemical spill and the subse-
quent gas leak from the premises of the UCIL, Bhopal. Conventional methods of dealing with
crises have not been successful in preparing the organizations for future crisis events and the
learning process associated with such events has been grossly underestimated in the past. With
the help of systems methodologies like SSM, this case study has highlighted the systemic nature
of such events and has also shown its usefulness in preparing a crisis management plan for a city
or an organization or a community. The process should be further explored using a variety of
scenarios and making use of a menu of methodologies to arrive at a template of tasks that need
to be performed by the organizations and its stakeholders in order to be crisis-prepared. Current
literature on this topic deals only with the crisis-preparedness of the organization and does not
focus on the different stakeholders who are privy to the functionality of the organization. These
stakeholders are most likely to be the affected parties in the event of a crisis. Further research is
needed to explore the use of systems methodologies to help communities deal with such disasters
in a better manner, with minimal damage to living beings and their environment.

It should be emphasized, at this point, that the synthesis and use of these soft methodolo-
gies in the planning and day-to-day management of organizations is not meant as a slight to the
conventional hard methodologies that have been in practice for so long. Instead, the two strands
should be used in a judicious manner to integrate the best of both these views. It is the respon-
sibility of the management to incorporate the use of these new and emerging paradigms into
its daily functioning. By doing so, the management can ensure that a systemic outlook toward
problem situations is imbibed into its components and workforce. This will make it easier for the
organization to be systemic in its thinking when a crisis situation does occur. It would behoove
an organization to expose its workforce to these tools by holding invited seminars from experts
in the field of systems thinking and crisis management, and providing short courses with train-
ing exercises for its employees. City managers, engineers, and planners also need to be exposed
to these exercises in order for the community to benefit from systemic thinking (Khisty, 1996).

On the other side of the coin, the government in such developing countries should do ev-
erything under its power to educate its citizens about the need to preserve and sustain the en-
vironment. This can be done only if the people are educated enough to understand such issues.
With the media becoming a potent force in disbursing information, more and more critical
issues affecting the lives of the citizenry should be brought to the forefront. This will spur the
citizens to seize the proverbial bull by the horn, instead of waiting for the government to assist
them in each and every endeavor.

13.6 CONCLUDING REMARKS

A wide variety of case studies have been described in this chapter that indicate the diversity
of applications possible in dealing with infrastructure improvement by utilizing the tools and
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procedures detailed in previous chapters. Readers who have gone through these case studies
may have noticed some commonalities in these applications. A few pertinent ones are:

Whereas HSM aims at achieving objectives that are spelled out before the analysis has begun,
the SSM and the other soft systems methods are concerned with learning and inquiring about
a complex and uncertain situation. Managing is interpreted as a process leading to organized
action. SSM and the other soft systems methods assume that individuals and groups will per-
ceive a problem in different ways and expect that decision makers take correspondingly differ-
ent actions into consideration. That is why participative democracy is necessary.

The role of public input in decision making is therefore vital in the sense that planning, design-
ing, evaluating, and policy making cannot be adopted and implemented without popular sup-
port.

Without rigorous evaluation, current practices may continue to waste resources and may
fail to promote larger societal goals. A systemic and systematic evaluation not only assesses the
effectiveness and efficiency of any planning effort, but also provides feedback to help in improv-
ing programs.

In this day and age, issues connected with sustainability and ethics are vital, and these issues
have been addressed in some of the case studies included in this chapter. Readers may think
hard about how to tackle these types of problem situations and others that they may encounter
with the help of the methods illustrated in this chapter. However, attention should be paid to
the fact that the case studies presented in this chapter do not include all of the details pertain-
ing to the thinking of the stakeholders or all of the realities in which they are situated. Thus,
readers are advised to exercise a judicious approach toward applying these methods to tackle
complexity.
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and Planning

14.1 INTRODUCTION

The American Society of Civil Engineers (ASCE) defines sustainability as a set of environmen-
tal, economic and social conditions in which all of society has the capacity and opportunity to
maintain and improve its quality of life indefinitely without degrading the quantity, quality or
the availability of natural, economic and social resources (ASCE, 2009). The concept of sustain-
able development is not new. The history of life on earth has also been a history of interac-
tion between living things and their natural environment (Carson, 1962) that has, at times,
been in better balance than at others. Several ancient civilizations grappled with sustainable
development and sustainability issues. Where some were successful at identifying and address-
ing what was critical to sustain their development, others failed and entire civilizations were
lost (Chambers et al., 2000). In recent history, however, sustainable development has become a
global priority and, subsequently, a policy objective for several nations, beginning in the 1980s
with the release of a global blueprint for sustainable development—Our Common Future. The
blueprint, developed by the United Nations’ World Commission on Environment and Develop-
ment (WCED), offered what has become the most widely cited definition of sustainable devel-
opment: development that meets the needs of present generations without compromising the abil-
ity of future generations to meet their own needs (WCED, 1987). Several operational definitions
of sustainable development have been developed based on this conceptual definition, often as
the starting point for communities (i.e., municipalities, nations, etc.), agencies, and other enti-
ties interested in addressing sustainability both systemically and systematically. Table 14.1 gives
examples of operational definitions of sustainable development and sustainability relative to
transportation systems.

14.1.1 Important Sustainability Issues for the Engineering Community

The world’s population passed the seven billion mark in 2011. While the world’s population
took over two centuries to double between the 18th and 20th centuries, it tripled between
1950 and 2000 with unprecedented global population growth. Other demographic changes are
unprecedented. The year 2005 is the midpoint of a decade that spans three unique and impor-
tant transitions in the history of humankind. Before 2000, young people (i.e., under 60 years)
outnumbered old people; in 2000, old people outnumbered young people for the first time
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Table 14.1 Operational definitions of transportation for sustainable development

Source

Definition

New Zealand Ministry of Transport

Sustainable transport is about finding ways to move people, goods,
and information in ways that reduce its impact on the environment,
economy, and society. Some options include: (1) using transport modes
that use energy more efficiently, such as walking or cycling and public
transport; (2) improving transport choice by increasing the quality of
public transport, cycling and walking facilities, services, and environ-
ments; (3) improving the efficiency of our car use, such as using more
fuel-efficient vehicles, driving more efficiently, avoiding cold starts, and
car pooling; (4) using cleaner fuels and technologies; (5) using telecom-
munications to reduce or replace physical travel, such as teleworking or
teleshopping; (6) planning the layout of cities to bring people and their
needs closer together and to make cities more vibrant and walkable;
and (7) developing policies that allow and promote these options, such
as the New Zealand Transport Strategy (2008).

Centre for Sustainable Transportation
(Project funding: Centre for Sustainable
Transportation and the Government

of Canada: Environment Canada and
Transport Canada)

A sustainable transportation system is one that: (1) allows the basic
access needs of individuals and societies to be met safely and in a
manner consistent with human and ecosystem health and with equity
within and between generations; (2) is affordable, operates efficiently,
offers choice of transport mode, and supports a vibrant economy; (3)
limits emissions and waste within the planet’s ability to absorb them,
minimizes consumption of nonrenewable resources, reuses and recy-
cles its components, and minimizes the use of land and the production
of noise (2003).

Organization of Economic Cooperation and
Development (Environment Directorate)

Environmentally sustainable transportation is transportation that does
not endanger public health or ecosystems and that meets needs for
access consistent with the (1) use of renewable resources at below their
rates of regeneration and (2) use of nonrenewable resources below their
rates of regeneration (1999).

PROSPECTS: Developing Sustainable
Urban Land Use and Transport Strategies:
Methodological Guidebook: Procedures
for Recommending Optimal Sustainable
Planning of European City Transport
Systems (Project Funding: European
Commission’s Energy, Environment and
Sustainable Development Programme)

A sustainable urban transport and land use system: (1) provides access
to goods and services in an efficient way for all inhabitants in the urban
area; (2) protects the environment, cultural heritage, and ecosystems
for the present generation, and (3) does not endanger opportunities of
future generations to reach at least the same welfare level as those liv-
ing now, including the welfare they derive from their natural environment
and cultural heritage (2003).

The Sustainable Transportation Action
Network, The Urban Environmental
Management Research Initiative, Global
Development Research Center

Sustainable transportation concerns systems, policies, and technolo-
gies. It aims for the efficient transit of goods and services and sus-
tainable freight and delivery systems. The design of vehicle-free city
planning, along with pedestrian and bicycle-friendly design of neighbor-
hoods is a critical aspect for grassroots activities, as are telework and
teleconferencing. It is more about accessibility and mobility than about
transportation (Accessed Nov 2010).

in the history of the world. Until approximately 2007, rural dwellers always outnumbered
urban dwellers; from 2007 onward, urban dwellers have outnumbered rural dwellers (Cohen
2005). Demands for natural resources have followed suit with a growing number of major cit-
ies (i.e., cities with over one million people), megacities (i.e., cities with over 10 million) and
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megaregions (i.e., contiguous regions of major cities and megacities). Global sustainability and
sustainable development priorities have been articulated, including climate change mitigation
and adaptation, water scarcity, and the end of carbon-based energy. In developing regions, lack
of access to basic sanitation, clean water, basic health care, food security and other basic human
development issues are important priorities for sustainable development. The eight United
Nations’ Millennium Development Goals (see Table 14.2) were adopted by 170 heads of states
and governments in 2005 to reverse poverty, hunger, disease, and other deplorable conditions
affecting billions of people, by the year 2015. As urbanization continues with growing demands
for improved quality of life, engineers have the opportunity and challenge of reengineering cit-
ies to be more sustainable.

The Vision of Civil Engineering in 2025, a roadmap for the Civil Engineering profession, in
the US recognizes these pressures and expands the role of civil engineers in the future to include
(ASCE 2007):

o Planners, designers, constructors, and operators of society’s economic and social
engine—the built environment

o Stewards of the natural environment and its resources

» Innovators and integrators of ideas and technology across the public, private, and aca-
demic sectors

o Managers of risk and uncertainty caused by natural events, accidents, and other
threats

o Leaders in discussions and decisions shaping public environmental and infrastructure

policy

Table 14.2 The United Nations’ millennium development goals

Goal 1: Eradicate extreme poverty

Goal 2: Achieve universal primary education

Goal 3: Promote gender equality and empower women

Goal 4: Reduce child mortality

Goal 5: Improve maternal health
Goal 6: Combat HIV/AIDS, malaria, and other diseases

Goal 7: Ensure environmental sustainability

Goal 8: Develop a global partnership for development

14.1.2 ASCE Code of Ethics and Sustainable Development

The first of the seven fundamental canons of the ASCE Code of Ethics requires engineers to hold
paramount the safety, health, and welfare of the public and to strive to comply with the prin-
ciples of sustainable development in the performance of their professional duties. Engineering
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for sustainable development is, therefore, an ethical responsibility for civil engineers. Engineer-
ing for sustainable development can sometimes present ethical dilemmas requiring engineers
to balance their responsibility for improving human welfare with their fidelity to clients who are
their main sources of remuneration. Increasingly, engineers will be required to assume leader-
ship roles to educate their clients and contractors about the benefits of sustainable engineer-
ing that may call for trading off short-term costs against long-term benefits. More and more
engineering companies are demonstrating that they can take a leadership role in adapting to be
more sustainable while simultaneously developing a competitive edge in their business, attract-
ing clients who are willing to pay for higher quality products and services with fewer risks in
the long run (Anderson, 1999).

14.1.3 Sustainability and Systems Thinking

The principles of sustainability and systems thinking are closely linked. Taken together they
contribute core values that form the basis for reshaping our planet. In contrast to the mecha-
nistic Cartesian view of the world, the systems view emerging from general systems theory can
be characterized as systemic, organic, holistic, complex, and ecological. In this sense the world
is not seen as a machine made up of a multitude of parts, but is pictured as one indivisible,
dynamic whole whose parts are essentially interrelated, interdependent, and can be understood
only as patterns of a complex process. The principles of systems thinking are covered in Chapter
12, and readers are urged to go through it to more fully appreciate the topics dealt with in this
chapter.

Planners, engineers, and other professionals engage in sustainable development by using
their skills and creativity for improving man-made and human-activity systems. Collectively,
these systems, while functioning within the limits of the natural environment, aim to enhance
the social quality of life and the economy of communities. In this context, systems thinking
plays a vital role in sustainable development, focusing on the relationship among parts forming
a connected whole. For the most part professionals have to deal with complex systems consist-
ing of a large number of different parts having an enormous number of possible connections
between parts, and with multiple feedback loops, where small changes in the parts may make
substantial differences in the outcome.

Civil engineering infrastructures (i.e., man-made support systems) involve planning, de-
signing, and implementation of physical systems as well as human-activity systems. This in-
volvement demands both systemic (i.e., holistic) and systematic (i.e., procedural or step-by-
step) methodologies. Typically, hard systems methodology are most appropriate for the design
of physical systems, while for human-activity systems there are a wide variety of methodologies
available, ranging from soft systems to critical systems to multimodal systems. Sustainable de-
velopment requires very careful consideration of the methodological choices available, recog-
nizing that not only does such development impact humans beings but also nonhuman beings.
These issues may require ethical and emancipatory considerations to be addressed, in addition
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to what soft systems thinking can handle by itself. Details of hard, soft, critical, and multimodal
methodologies are given in Chapter 12.

14.1.4 System Interconnections and Interdependencies

The triple bottom line (TBL) model for sustainable development, widely embraced as a useful
construct to guide sustainable development, communicates some of the systems’ interconnec-
tions and interdependencies that are at play as we pursue engineering for sustainable develop-
ment. Figures 14.1a and 14.1b show two different frameworks for the TBL concept: the Venn
diagram and Russian dolls models.

TBL thinking relates to preserving natural environment systems while advancing the devel-
opment of the social and economic systems of communities. While the Venn diagram model
tends to place all three systems at the same priority level, the Russian dolls model distinguishes
among the three systems, recognizing the natural environment system primarily in which all
other social and economic activities are conducted. The social system is recognized next, out
of which an economic system is developed and maintained. These systems all interact with one
another and are interdependent. A community with a failing natural environment system can
expect to see associated impacts that may limit their ability to improve the community quality
of life or further develop the community’s economic competitiveness. Improper thinking about
economic development may result in negative impacts on the natural environment, which can
ultimately affect the economic competitiveness of societies. For example, the indiscriminate
logging of rainforests for timber products has sometimes resulted in the destruction of natural
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habitats of various species, increased soil erosion, and ultimately the loss of the rainforest that
supports the livelihood of communities in various ways.

Modern societies sometimes strive for better balance, understanding how their civil infra-
structure systems can be interdependent, and recognizing the need to incorporate these inter-
dependencies in designing for more resilient infrastructure. The Northeast blackout of 2003 for
example, the largest blackout in North American history, demonstrates the risks and costs of
cascading failures in interdependent systems. The event was caused by a combination of human
error and equipment failures. It contributed to at least 11 deaths, left over five million people
without power for up to two days and cost an estimated $6 billion (Minkel, 2008). The blackout
affected parts of the Northeast and Midwestern United States and Ontario, Canada. Lack of
power meant the lack of air conditioning, access to banking systems, inability to use computer
systems, and a loss of water pressure in some areas where pumps lost power. It also meant the
shutdown of railroad services in Amtraks northeast corridor, shut down of passenger screen-
ings at airports, shut down of some regional airports, many gas stations unable to pump fuel
due to lack of electricity, shut down of many oil refineries on the east coast, and the disruption
of cellular communication devices, radio stations and cable-TV stations, and large numbers of
factories. Viewed and managed as complex systems, the sustainability of these interdependent
systems includes their resilience, reliability and risks—all of which are important performance
parameters that must be monitored and managed effectively.

14.1.5 Strong Versus Weak Sustainability

Several types of capital are essential for human development: human, natural, technological, man-
ufactured, and financial capital are all examples of much needed inputs for human development
and progress (Hawken et al., 1999). Our Common Future, a blueprint for attaining sustainability,
developed by the U.S. National Research Council Board on Sustainable Development in 1999,
identifies the different types of capital that ought to be developed, versus sustained, in the quest for
sustainable development (see Table 14.3). The report frames sustainable development in terms of
reconciling society’s development goals with its environmental limits over the long term.

Table 14.3 Sustainable development: Sustaining versus developing different types of capital

Sustainable Development

What should be developed? What should be sustained?

People Nature

Child survival, life expectancy, education, equity, and equal Earth, biodiversity, and ecosystems

opportunity

Economy Life support

Wealth, productive sectors, and consumption Ecosystem services, resources, and environment
Society Community

Institutions, social capital, states, and regions Cultures, groups, and places

(Source: Our Common Journey, U.S. National Research Council, 1999)
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The concepts of strong and weak sustainability arise out of transformations between natu-
ral and man-made forms of capital. Strong sustainability requires that natural capital stocks be
held constant. Weak sustainability, on the other hand, allows for the substitution of equivalent
human-made capital for depleted natural capital (Wackernagel and Rees, 1996). Many econo-
mists believe that weak sustainability is good enough. According to this view, society is sustain-
able provided that the aggregate stock of manufactured and natural assets is not decreasing. In
contrast, strong sustainability recognizes ecological services that are unaccounted for and life-
support functions performed by many forms of natural capital, and the considerable risk as-
sociated with their irreversible loss. Strong sustainability therefore requires that natural capital
stocks be held constant independently of human-made capital. As population and material ex-
pectations (or demand) are rising, capital stocks should actually be enhanced to maintain com-
munity quality of life, all else being equal. In other words, per capita stocks must be increased
to maintain present levels of community quality of life unless there are unforeseen changes in
population growth, lifestyles or technology to mitigate for the increasing numbers of people.

14.1.6 Shallow and Deep Ecology

The distinction between shallow and deep ecologies was originally made in the early 1970s by
the Norwegian philosopher and mountaineer Arne Naess (Sessions, 1995). It has now been
accepted as a useful terminology to refer to the major division within contemporary environ-
mental thought. Shallow ecology is anthropocentric. It views humans as above or outside of
nature, as the source of all value, and ascribes only instrumental or use value to nature. Of
course, this perspective goes with the domination of nature. Naturally, the ethical framework
associated with shallow ecology is no longer adequate to deal with some of the major problems
of today, most of which involve threats to nonhuman forms of life.

On the other hand, deep ecology does not separate humans from the natural environment,
nor does it separate anything else from it. It does not see the world as a collection of isolated ob-
jects but rather as a network of phenomena that are fundamentally interconnected and interde-
pendent. Deep ecology recognizes the intrinsic values of all living beings and views humans as
just one particular strand in the web of life. This implies a corresponding ecologically oriented
ethics that confers inherent value on all forms of life. A deep ecological system, in essence, is
holistic and seeks to view all processes in that light (Sessions, 1995).

The short-term shallow approach stops short before the ultimate level of fundamental
change, often promoting technological fixes, (e.g., recycling, increased automotive efficiency,
and export-driven mono-cultural organic agriculture) based on the same consumption-
oriented values and methods of the military-industrial economy. The long-range deep approach
involves redesigning our whole system, based on values and methods that truly preserve the
ecological and cultural diversity of natural systems.
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14.2 MODELS OF SUSTAINABLE DEVELOPMENT AND SUSTAINABILITY

Theoretical concepts and models of sustainable development and sustainability provide oper-
ational frameworks that can be used in engineering planning, design and evaluation. Seven
useful models of sustainable development and sustainability are discussed in the sections that
tollow:

The TBL Framework

The IPAT Model

The Ecological Footprint (EF) Model

The Triaxial Representation of Technological Sustainability (TRTS)
The Quality of Life/Natural Capital Model (QOL/NC)

The Sustainability Footprint (SF) Model

The True Sustainability Index (TSI)

NSRRI

14.2.1 The Triple Bottom Line Framework

The Triple Bottom Line (TBL) framework identifies environmental, social and economic capital
as the three pillars of sustainability, also known as the three-legged stool of sustainability. There
are various frameworks (see Figures 14.1a and 14.1b, for example) being used today; how-
ever, the essential premise of the TBL is that humans have access to different types of capital—
environmental, social and economic—and that they must manage these various forms of capital
in a way that ensures that communities can continue to improve the quality of their lives indef-
initely. The basic TBL framework (see Figure 14.1a) is concerned with keeping capital transfor-
mations in a state where there is a balance between the quality of the environment, and available
economic resources and social well-being. The Russian dolls TBL framework (see Figure 14.1b)
has the same concerns but prioritizes the importance of the environment higher than social
well-being or economic activity, recognizing that the environment is the most critical constraint
to social and economic development. Similarly, the society is prioritized higher than the econ-
omy indicating that the economic system is developed within the social system.

When addressing planning, design, and performance monitoring of civil infrastructure
systems over their life cycles, a fourth fundamental dimension is considered for system sus-
tainability: the facility’s functional performance (see, for example, Deakin, 2001; Zietsman and
Rilett, 2002; Jeon and Amekudzi, 2005). There is emerging consensus that for sustainability, a
civil infrastructure system such as a transportation system must achieve the minimum levels of
functional performance (e.g., providing certain minimum levels of mobility/accessibility, travel
time reliability and safety) for its users while interacting favorably with the natural environ-
ment, contributing to improved quality of life (including social equity) within the community,
and enhancing the community’s economic competiveness.
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14.2.2 The IPAT Model

Developed in the 1970s, the IPAT model, focuses on ecological sustainability, emphasizing the
relationship between the environmental impact, number of consumers, their affluence (or level
of consumption) and the technological efficiency of delivering a particular product or service
(Erlich and Holdren, 1971, 1972). The environmental impact of a service or product is charac-
terized as a product of the population, its affluence and level of technological development as
shown:

I=PxAxT

where:

[ is the Impact

P is the Population
A is Affluence

T is Technology

As an example, the amount of fuel used to travel a certain distance depends on the overall
demand for travel, the mode of transportation and the efficiency of that form of travel. To
achieve ecological sustainability, the impact needs to be within the natural limits imposed by
the Earth’s carrying capacity. Table 14.4 shows an application of the IPAT model to evaluating
the sustainability impacts of travel in two communities, reinforcing the fact that technological
and behavioral improvements are both important to achieve progress toward sustainability.
Policies and regulations, together with enforcement, can be used to promote such changes in
behavior.

14.2.3 The Ecological Footprint Model

The Ecological Footprint (EF) model was developed by Wackernagel and Rees in the 1990s
as an ecological accounting tool to enable estimation of the resource consumption and waste
assimilation requirements of a defined human population or economy in terms of a corre-
sponding productive land area. The EF is the amount of land and water required to support
the living standards of a given population. The EF of a person is calculated by considering all
of the biological materials consumed and all of the biological wastes generated by that person
in a given year. All these materials and wastes are then individually translated into an equiv-
alent number of global hectares. Measured EFs are compared to the biocapacity that is the
total amount of area available to generate resources and absorb wastes. When human demand
exceeds available biocapacity, this is referred to as overshoot. For ecological sustainability, the
EFs of communities and individuals must not exceed available biocapacity. Table 14.5 shows
the Ecological Footprints and productivity of various energy sources (Wackernnagel and Rees,
1996). The footprint varies inversely as the productivity of an energy source.
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Table 14.4 The IPAT model: Comparison of two cities

IPAT Example —A Comparison of Two Cities

Blacktop and Parktown are two small towns of 1000 people each. Blacktop, suffering from urban sprawl, is a place
where all residents own fuel-efficient cars (15 km per liter on the average) and travel an average of 20,000 km per
year. In Parktown, good public transport and well-planned amenities mean that only half of the inhabitants need a
car. Those that do own a car do not need it so often and therefore replace it less frequently. Each car owner drives
10,000 km per year on the average. However, their older model vehicles are less fuel efficient (10 km per liter) than
those in Blacktop.

We measure the environmental impact of both small cities in terms of fuel consumption, using the IPAT formula.
Blacktop

P = 1,000 (Number of cars owned)

A = 20,000 (Number of km traveled per yr)

T = 1/15 (liter of fuel required per km)

| =1,000 * 20,000 * (1/15) = 1,334,000 liter per yr (that corresponds to 3,150 tn of CO, per yr)
Parktown

P =500 cars

A =10,000 km per yr

T =1/10 liters per km

| =500 * 10,000 * (1/10) = 500,000 liter per yr (1,181 tn of CO, per yr)

Thus, despite the fact that Blacktop has more fuel-efficient vehicles (technology), the residents have a greater CO,
emissions impact than those of Parktown due to both the number owning cars (population) and their lifestyles that
involve significant travel (affluence or lifestyle)

(Adapted from Chambers et al., 2000)

Table 14.5 Ecological footprints and productivity of various energy sources

Footprint for 100 Gigajoules Productivity (in Gigajoules

Energy source per yr {(in hectares) per hectare per yr)
Fossil fuel

Ethanol approach 1.25 80

CO, absorption approach 1.0 100

Biomass replacement approach 1.25 80
Hydro-electricity (average) 0.1 1,000

Lower course 0.2-0.67 150-500

High altitude 0.0067 15,000
Solar hot water 0.0025 Up to 40,000
Photovoltaics 0.1 1,000
Wind energy 0.008 12,500

(Adapted from Wackernagel and Rees, 1996)
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14.2.4 Triaxial Representation of Technological Sustainability

The Triaxial Representation of Technological Sustainability (TRTS) framework was developed
by Pearce and Vanegas in the 1990s, using Thermodynamic Laws as the foundation. Humans,
by their activities that expend energy, tend to increase the earth system’s entropy (or degree of
disorder). In all systems, entropy increases with the expenditure of energy. In the earth system,
the potential exists for energy received from the sun to exceed the amount of energy lost as
thermal radiation: the difference is called the solar energy budget. The solar energy budget can
be used to offset entropy increases, resulting from transformations of matter and energy within
the earth system, by fixing more carbon in the earth system in the gradual and long-term devel-
opment process of carbon-based fuels. The requirements for sustainability are the conservation
of matter and energy, and stable entropy. As long as we consume less energy than that supplied
by the solar energy budget, sustainability is theoretically possible. For any system to be sus-
tainable there must be no net loss of the sum total of matter and energy circulating within the
system. In addition, the state of entropy within the system must be stable for the system to exist
indefinitely (Pearce, 1999).

Based on these foundations, the TRTS model is a three-dimensional framework that may be
used for planning, project design, and evaluation. The framework measures the sustainability
impact of a system, service or product by evaluating the stakeholder satisfaction (a measure
of social quality of life) it produces in comparison with its impact on the resource base (i.e.,
demand for natural resources) and ecosystem (i.e., waste assimilation requirements). Figure
14.2 depicts that plans, projects, or services that are considered more sustainable will be found
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Figure 14.2 Triaxial representation of technological sustainability
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in the octant of sustainability where stakeholder satisfaction is met or exceeded, with a neutral
or positive impact on the resource base and ecosystem, inferring that technological develop-
ments are occurring within the carrying capacity of the environment. This framework explicitly
includes human and environmental capital measures.

14.2.5 The Quality of Life/Natural Capital Model

The QOL/NC model was presented by Chambers, Simmons, and Wackernagel in 2000. This
model assumes that the primary objective of sustainability is to achieve satisfying lives for all
while staying within the bounds of nature. It is one of the few models that distinguish between
sustainable development and sustainability. Shown in Figure 14.3, the QOL/NC model describes
sustainable development as the process or pathway to the state of sustainability, and differenti-
ates between higher and lower levels of sustainability, once the state of sustainability has been
reached.

The QOL/NC model describes four zones that can be used to classify communities or other
entities according to their positions with respect to sustainability (see Figure 14.3). Zone A rep-
resents a situation where nature is protected but even the most basic quality of life objectives are
not met. An example of this is a community that has been denied access to its natural resources
and is therefore unable to feed, shelter, or clothe itself, that is, wildlife conservation projects
where the development needs of the locals are ignored. Zone B represents a situation where the
environment is being degraded and yet the QOL is low (e.g., poor public health, lack of access
to sanitation and clean drinking water, etc.). Societies where poverty is endemic and results in
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turther degradation of the quality of life and the natural environment are Zone B communities.
Several economically developing communities fall into this zone. Zone C represents a situa-
tion where people enjoy a satisfying QOL but natural capital is not being adequately protected.
Many economically developed societies fall into this category. In Zone D, both key goals of sus-
tainability are satisfied: a high QOL is achieved without degrading the environment either at the
local or global level. Some ecovillages fall into this category. Identified by the United Nations as
a model village development and winner of the 1997 world prize in zero emissions from the UN
Zero Emissions Research Initiative, Gaviotas, located in Colombia’s hostile eastern savannahs
(the llanos) has demonstrated that social and ecological well-being are compatible partners.
Founded in 1971 by Paolo Lugari, Gaviotas is a small village of a few hundred that has used
wind generators to solve the problem of energy and hydrophonics to address the problem of
rain-leached soils. In addition, the village is embarking successfully on restoring the indigenous
rainforest. From the onset, Gaviotas was conceived as a place that would offer a high quality
of life, where schooling, housing, healthcare and food are free, and there is no poverty and no
crime.

Once the state of sustainability is reached, a community may continue to develop to higher
levels of sustainability where higher QOL levels are achieved at less and less impact to the natu-
ral environment (Chambers et al., 2000). This model indicates that there are different ideal
sustainable development pathways as shown in Figure 14.3, and that Zone B countries and
other communities can leapfrog the historic environmental burdens of development through
development that is more sustainable.

14.2.6 The Sustainability Footprint

The sustainability footprint (SF) model was developed by Amekudzi, Khayesi and Khisty in the
late 2000s as an evaluation framework based on the three key types of capital fundamental to
sustainability and development (2009) and expanded in 2011. Developed primarily for evaluating
the impact of civil infrastructure on developing sustainably, the SF model builds on the TEST, the
EFE and the QOL/NC to create a four-dimensional evaluation framework (see Figure 14.4) that
evaluates sustainable development progress as the impact of infrastructure system performance
on community quality of life, ecological capital and economic capital, over time. The SF is defined
as the rate of change of some measure of civil infrastructure system performance related to the
quality of life of system users as a function of the life cycle environmental and economic costs and
benefits associated with attaining that system performance (Amekudzi et al., 2011).

The model can be formulated as shown. The SF of some entity C (e.g., a municipality, met-
ropolitan area, nation, etc.) between two finite points in time, t =i and t = i + n can be formu-
lated as a vector of quantities as shown:

SF = ( & dt( xzf ) dz_/dt, dY /dt, dX /dt, Z, Y, X,

&/ c
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Figure 14.4 Sustainability footprint model

where:

SF"" is the SF of City C between time t =i and t = i + n (where # is some finite
amount of time);

Z. is the system performance of the infrastructure related to the quality of life or some
other measure of community quality of life of the city’s inhabitants (a subset of which
is the system’s users);

X. is the wastes generated and output to the environment, and resources used or inputs
taken from the environment by the city, associated with the infrastructure system, and

Y, is the economic net benefits, (i.e., economic benefits less costs), of the city associated
with the infrastructure system.

The model indicates that infrastructure systems, services, and products that have the great-
est positive impact on the quality of life of their users while minimizing life cycle costs to the
environment, and maximizing associated life cycle net benefits, are the most superior from the
viewpoints of sustainable development and sustainability.

14.2.7 The True Sustainability Index

The TSI evaluates how an organization contributes to the improvement or deterioration of eco-
nomic, environmental and social conditions at the local, regional or global level. Simply report-
ing on trends in individual performance will fail to respond to this underlying question that is
at the heart of sustainable development and sustainability (Center for Sustainable Organiza-
tions, 2009). The TSI frames the sustainability performance of an organization as a function of
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Table 14.6 True sustainability index taxonomy

TBL* Environmental Social Economic
AOIs**
Natural capital X

Human capital X X
Anthro Social capital X X
capital

Constructed capital X X

(Adapted from Center of Sustainable Organizations, 2009)

*TBL: Triple bottom line

**AQls: Areas of impact

**Hatch marks indicate areas where metrics are needed to fully reflect organizational impacts on vital capi-
tals for each of the three bottom lines.

impacts on vital capitals in the world that people rely on for well-being: natural capital, human
capital and constructed capitals (called anthro capitals). A quotient construct, the denomina-
tors represent normative impacts by organizations on the carrying capacity of vital capitals and
the numerators represent the actual impacts by organizations on the same things. These vital
capitals are evaluated in the context of the TBL capitals. The index consists of 15 sustainability
metrics that link the vital capitals to the TBL capitals. Metrics include climate, air, water, solid
waste assimilation (environmental); human health, social institutions, constructed capital, cli-
mate change mitigation (social); and livable wages, business ethics, economic institutions and
economic infrastructure/material goods (economic). The environmental bottom line metrics
are intended to cover all major areas of environmental impact and assume that human well-
being is tied to ecological well-being. Social bottom line metrics address organizational impacts
on people and society and measure impacts on all three types of anthro capital. Economic bot-
tom line metrics focus on impacts on the broader economy and are tied to impacts on human
economic well-being (McElroy, 2009). Table 14.6 shows the TSI taxonomy.

14.3 PLANNING AND DESIGNING FOR SUSTAINABLE DEVELOPMENT
AND SUSTAINABILITY

The planning-design process begins with visioning a future we are trying to achieve, distilling
goals and objectives that can guide decision making, and determining performance measures
and targets that will lead to the achievement of said vision. The next phase involves scoping out
alternative plans to achieve articulated visions and evaluating them based on the preselected
performance measures. Such planning processes involve understanding the tradeoffs associ-
ated with the alternative scenarios and identifying the most superior plans in the context of
the multiple criteria being assessed (e.g., functional performance, environmental impact, social
impact and economic impact). Figure 14.5 illustrates the transportation planning and project
development process (adapted from Meyer and Miller, 2000).
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14.3.1 Planning and Project Development Methodologies for
Sustainable Development and Sustainability

Planning and design for sustainable development and sustainability is a multiple criteria deci-
sion making (MCDM) process. MCDM refers to methods and procedures by which concerns
about multiple conflicting criteria can be formally incorporated into the decision-making pro-
cess. Several good applications of MCDM in infrastructure planning and project development
point to the fact that there are seldom optimal alternatives but rather dominant or superior
alternatives where the alternatives dominate on several of the decision criteria being used, and
oftentimes decision makers must consider trade-oftfs where some alternatives are stronger on
various criteria but weaker on others (Jeon et al., 2010; Zietsman et al., 2006).

It is also the case that sometimes sustainability planning and project development decisions
are framed with one of the TBL capital as the dominant criterion or objective, and the other
criteria as secondary objectives or constraints in the decision-making problem. For example, a
Zone 2 community is likely to frame a sustainable development plan with the main objective of
improving quality of life or economic capital and with the natural environment as a constraint,
given that the key issues in these communities relate to the failure to achieve basic quality of life
standards (e.g., lack of access to sanitation, clean water, good transportation, etc.). On the other
hand, a community in Zone 3 would likely frame a sustainability plan in terms of achieving en-
vironmental objectives, such as greenhouse gas reduction targets, given that the critical issues
in these communities tend to be more environment related. Independent of which criterion or
criteria are selected as predominant, sustainability plans, policies, programs, and projects must
always be considered in the context of the other key sustainability parameters. This indicates
that, if they are framed as single-objective problems, then the other nonpredominant criteria
must be considered as constraints. If they are framed as multiple criteria problems, then the
predominant issue or issues will be given the highest weight while the other criteria will receive
lower weights reflecting that they are secondary criteria in the decision-making process.

In addition to the models and methodologies previously discussed, there are several
other approaches and methodologies being applied in infrastructure decision-making con-
texts that can be used in planning and project development for sustainable development and
sustainability. Examples include scenario planning, backcasting, performance-based plan-
ning, context-sensitive solutions (CSS) asset management, strategic environmental assessment
(SEA), environmental impact assessment (EIA), equity analysis, and health impact assessment
(HIA). Table 14.7 gives a summary of descriptions and applications of such methodologies.
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Table 14.7 Examples of methodologies applicable to sustainability decision making

Tool

Description

Example applications

MCDM methods

Multiple criteria decision-making methodologies are
used to incorporate multiple criteria, sometimes con-
flicting, in decision-making processes. They can help
identify dominant alternatives, where there are alterna-
tives that are best with respect to all the decision criteria
being used (e.g., functional performance, environmental
quality, equity, and economic development measures).
They can also help with evaluating tradeoffs among
various alternatives where there are no dominant alter-
natives but alternatives that are better on certain criteria
and worse off with respect to the other criteria under
consideration (Jeon et al., 2010; Zietsman et al, 2006).

Evaluation of plan or project alterna-
tives for sustainability or sustainable
development

Scenario planning

Scenario planning develops alternative plausible sce-
narios for the future, scopes out alternative plans, evalu-
ates them against these alternative futures and selects
the plan that will achieve predetermined goals most
significantly independent of the scenario that actually
transpires. This tool is helpful for addressing uncertain-
ties that are prevalent when we attempt to forecast the
future in planning. Scenarios first emerged following
World War Il as a method of military planning. One of
the original applications was by the Royal/Dutch Shell
Company in the 1970s to evaluate ways to remain com-
petitive in various oil supply scenarios (Schwartz, 1996;
Federal Highway Administration, 2008).

Development of infrastructure and
sustainability plans, programs, and
policies

Backcasting

Backcasting is an analytical tool that recasts the
decision-making environment to have more control over
the future by deciding on the desired status of selected
critical factors (e.g., related to livability, the environment,
and economy, for example). Policies are then developed
and implemented to promote technological innovation
as well as behaviors to achieve the desired future state
(Federal Highway Administration, 2011; Barrella and
Amekudzi, 2011).

Development of sustainability plans,
programs, and policies

Performance-
based planning

Performance-based planning develops clear perfor-
mance goals, measures and time-sensitive targets that
guide the planning, project development and evaluation
processes. Planning goals, objectives and performance
targets are made transparent and the planning agency
reports to the general public and political decision
makers on progress toward these targets (National
Cooperative Highway Research Program, 2000).

Development of sustainability plans,
programs, and policies

Context sensitive
solutions (CSS)

CSS (Context Sensitive Solutions) is a collaborative,
interdisciplinary approach that involves all stakeholders
to develop a transportation facility that fits its physical
setting and preserves scenic, aesthetic, historic and
environmental resources, while maintaining safety and
mobility. CSS is an approach that considers the total
context within which a transportation improvement proj-
ect will exist (Federal Highway Administration, 2010).

Project development
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Tool Description Example applications
Asset Asset management is a systematic process of maintain- | Budget setting, project prioritization
management ing, upgrading and operating physical assets cost effec- | for program development

tively. It combines engineering principles with sound
business practices and economic theory, and it provides
tools to facilitate a more logical, organized approach

to decision making (Federal Highway Administration,
1998). Asset management relates to making decisions
to optimize the performance of facilities and systems
over their life cycles. It involves collecting condition
data on facilities, developing models to estimate per-
formance and allocating resources to optimize system
performance.

Environtmental
impact
assessment (EIA)

EIA is a tool used to evaluate the impacts of projects on
the environment (natural and human). It involves evaluat-
ing how projects impact the natural environment, public
health, and other sociocultural resources.

Project development

Strategic
environmental
assessment (SEA)

SEA is a methodology for incorporating environmental
considerations into policies, plans, and programs. ltis a
systems-level EIA.

Development of policies, plans, and
projects

Equity analysis

Equity analysis is a tool used to evaluate the distribution
of benefits and burdens of projects, plans and policies
to determine if they are equitably distributed over the
various populations within a community. Equity analyses
are sometimes conducted as part of ElAs.

Development of plans and projects;
input into ElAs

Health impact
assessment (HIA)

HIA is commonly defined as a combination of proce-
dures, methods, and tools by which a policy, program,
or project may be judged as to its potential effects on
the health of a population, and the distribution of those
effects within the population (World Health Organization,
1999).

Inputs for sustainability plans; evalu-
ation of health impacts of large-scale
projects; may be used to address
health issues in ElAs

Life cycle
assessment (LCA)

LCA is a technique used to assess the environmental
aspects and potential impacts associated with a prod-
uct, process, or service by (a) compiling an inventory
of relevant energy and material inputs and environ-
mental releases; (b) evaluating the potential environ-
mental impacts associated with identified inputs and
releases; and (¢} interpreting the results to help make a
more informed decision (United States Environmental
Protection Agency, 2010).

Inputs for sustainability plans and
EIA; evaluation of environmental
impacts of large-scale projects
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EXERCISES

1. There are several definitions of sustainable development and sustainability, some concep-
tual and others operational. Explain the differences between conceptual and operational
definitions of sustainable development and sustainability. Explain why someone is likely to
find several operational definitions of sustainable development and sustainability in differ-
ent communities or in the same community at different times.

2. The city council of a large metropolitan area will be meeting to consider alternative sus-
tainability plans for the city. Assume you have recently been employed as an intern with
the city’s Public Works Department. The director of the Public Works Department has as-
signed you to research existing models for evaluating sustainability plans to ensure that the
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city can track progress toward their sustainability goals. Which of the seven sustainability
models described in this chapter would you recommend and why? Assess the advantages
and disadvantages of using each model to determine your answer.

3. Outline and discuss the sustainable development and sustainability priorities in developed
and developing regions of the world.

4. Three water supply systems are being evaluated for a megacity. As a systems engineer, what
data will you collect to evaluate and compare the sustainability of the three systems? De-
velop a table showing the different types of data you would collect and explain how you
would use the data to determine the most sustainable of the three alternatives.

5. The Ecological Footprint (EF) database contains data on the natural environment accounts
of various nations around the world (www.footprintnetwork.org). The United Nations Hu-
man Development Index (HDI) database contains data on the quality of life of communi-
ties in different nations around the world. Using the EF and HDI data, evaluate and com-
pare sustainable development and sustainability in each of the following countries: United
States; Norway; China; South Korea; Ghana; and Haiti. Explain the limitations of your
analysis and outline the data you would collect to improve your analysis.
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Case Studies in
Engineering and Planning
for Sustainability

15.1 INTRODUCTION

This chapter presents examples of applications of sustainability principles to the engineering
and planning of real-life facilities, systems, products, or services. The first case study presents
Georgia-based Interface, Inc. and its rise to leadership in the application of sustainability prin-
ciples to manufacturing. The world’s largest manufacturer of modular carpet, Interface has
embarked on a journey to environmental sustainability where the company will have zero nega-
tive impact on the natural environment, while maintaining and growing in economic competi-
tiveness and their ability to satisfy customers. The second case reviews New Zealand’s Trans-
port Strategy, developed to implement sustainability principles in the nation’s transportation
system and designed to progressively engineer a sustainable transportation system. The third
case demonstrates the application of multiple criteria decision making to identify superior plan
alternatives and analyze trade-offs by considering the functional system performance, environ-
mental, economic, and social impacts of infrastructure investments. Together, these three cases
illustrate how the principles of sustainability can be applied to guide the planning, design, and
development of facilities, systems, and services.

15.1.1 Interface’s Approach to Sustainability

“For the first 21 years of Interface’s existence, the company gave no serious thought
to what we were taking from or doing to the Earth. We did what was necessary—we
abided by all the necessary laws and regulations—and focused, like most companies on
running a growing business.”

“In 1994, while preparing remarks on Interface’s environmental plans for a company
meeting, Interface founder and Chairman, Ray Anderson, read Paul Hawken’s The Ecol-
ogy of Commerce—an experience Ray has described as an epiphany, a spear to the chest
awakening to the urgent need to set a new course toward sustainability for Interface”

—www.interfaceglobal.com/Sustainability/Our-Journey.aspx. Accessed February 11, 2011

545
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15.1.2 Interface’s Seven-front Approach to Sustainability

Interface is the worldwide leader in design, production, and sales of environmentally respon-
sible modular carpet for the commercial, institutional, and residential markets, and it is a lead-
ing designer and manufacturer of commercial broadloom. The company is headquartered in
Atlanta with annual sales worldwide on the order of several hundred millions of dollars. In
1994, Interface founder Ray Anderson realized there was a critical need to set a new direction
for his company to be more environmentally sustainable. Having operated in the petroleum-
intensive industry of carpet manufacturing since 1973, he had grown his company to be highly
successful by all traditional measures. However, in the midst of preparing for a speech to an
Interface task force on the company’s environmental vision, he read Paul Hawken’s The Ecology
of Commerce and had an epiphany about the real impact of his company on the natural envi-
ronment. This epiphany marked a turning point in his company. He challenged his company
to rethink its focus and pursue a bold vision for the future: “to be the first company that, by
its deeds, shows the entire industrial world what sustainability is in all its dimensions: people,
process, product, place and profits—and in doing so, becomes restorative through the power of
influence” Table 15.1 shows the vision and mission statement of Interface.

Over 15 years into their journey and a decade away from the set year for achieving Mis-
sion Zero (i.e., zero negative impact on the environment), Interface is simultaneously pursu-
ing three paths to sustainability: (1) innovative solutions for reducing their environmental

Table 15.1 Vision and mission statement of Interface

Vision

To be the first company that, by its deeds, shows the entire industrial world what sustainability is in all its dimen-
sions: people, process, product, place, and profits—by 2020—and in doing so we will become restorative through the
power of influence.

Mission

Interface will become the first name in commercial and institutional interiors worldwide through its commitment to
people, process, product, place, and profits. We will strive to create an organization wherein all people are accorded
unconditional respect and dignity; one that allows each person to continuously learn and develop. We will focus on
product (that includes service) through constant emphasis on process quality and engineering that we will combine
with careful attention to our customers’ needs so as always to deliver superior value to our customers, thereby maxi-
mizing all stakeholders’ satisfaction. We will honor the places where we do business by endeavoring to become the
first name in industrial ecology, a corporation that cherishes nature and restores the environment. Interface will lead
by example and validate by results, including profits, leaving the world a better place than when we began, and we
will be restorative through the power of our influence in the world.

(Source: www.interfaceglobal.com/Sustainability/Our-Journey/Vision.aspx. Accessed January 2011)
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footprint; (2) new ways to design and make products; and (3) an inspired and engaged cul-
ture—all addressing the three basic elements of sustainability: the environment, the economy,
and society. Ray Anderson and his company understood from the beginning that sustainabil-
ity had to be approached from a systems perspective or a whole company approach. The sys-
tems-based approach (see Figure 15.1) touches operations and manufacturing, guides senior
management and associates’ decision making, and influences the company’s relationships
with customers, suppliers, and the entire web of commerce in which the company conducts
business (www.interface.com).

Over the years, this commitment to sustainability has reached all parts of Interface’s busi-
ness and evolved into a shared mission—Mission Zero. Mission Zero is the company’s mis-
sion to attain zero negative impact on the environment by the year 2020. Recognizing that
attaining sustainability is a journey, and not an easy one, Interface has dedicated a team to
focus solely on driving, sustaining, and measuring their progress toward sustainability. The
journey that began in educating themselves and teaching other organizations the lessons they
have learned has propelled Interface to become a recognized leader in sustainable business
worldwide.

Ray Anderson and his company’s resolve to change the way they did business (see Figure 15.2)
evolved into a plan over time that would guide this journey to sustainability. This plan, referred
to as Climbing Mount Sustainability, involves seven fronts or faces of Mount Sustainability. Ray
Anderson describes how he and his company have begun to climb each of the seven fronts of
sustainability, aiming for the symbolic point at the top representing zero environmental foot-
print or zero negative impact on the environment.

Suppliers

Raw materials Products

Figure 15.1 The interface model: a systems approach to achieving sustainability (adapted from Anderson,
1999)
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Figure 15.2 Typical company of the 20th century (adapted from Anderson, 1999)

Interface’s seven fronts of sustainability are:

1. Eliminate waste: Eliminate the concept of waste (see Figure 15.3). This front involves
eliminating all forms of waste in every area of business. For Interface this involves rede-
signing products and processes to reduce and simplify the amount of resources used
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so that material waste will no longer be waste but, instead, will be remanufactured into
new resources, providing technical nutrients for the next cycle of production.

Earth’s
Natural biosphere Waste to landfill
materials or incinerator

Suppliers

Raw materials Products

Employees
Investments $

Community

Organic

Figure 15.3 Front 1: Achieving zero waste (adapted from Anderson, 1999)

Benign emissions: Analyze emissions with the goal of emitting only harmless waste (see
Figure 15.4). This front involves eliminating toxic substances from products, vehicles,
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and facilities. Interface is moving determinedly toward eliminating all its emissions
into the ecosphere and striving to create factories with no smokestacks, effluent pipes,
or hazardous waste being generated.

Earth’s
Natural biosphere
materials

Waste to landfill
or incinerator

Raw materials Products

Investments $
Dividends $

Community

Inorganic

——

Organic

Figure 15.4 Front 2: Eliminating harmful emissions (adapted from Anderson, 1999)

3. Use renewable energy: Reduce energy use and use renewable sources (see Figure 15.5).
On this front the goal is to operate facilities with renewable energy resources such as
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solar, wind, landfill gas, biomass, geothermal, tidal and low-impact/small-scale hydro-
electric or nonpetroleum-based hydrogen. Interface seeks to ensure that, by 2020, all
fuels and electricity used to operate their manufacturing, sales, and office facilities will
be from renewable resources.

Earth’s
biosphere

Natural
materials

Waste to landfill
or incinerator
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Investments $

Inorganic

Community

Organic

Figure 156.5 Front 3: Using renewable energy (adapted from Anderson, 1999)
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4. Close the loop: Redesign processes and products to create cyclical material flows (see
Figure 15.6). This front involves the redesign of processes and products to close the
technical loop using recovered and bio-based materials. Interface is redesigning its
processes and products to recycle synthetic materials, convert waste into valuable raw
materials, and keep organic materials uncontaminated so they may be returned to their
natural systems.

Natural cycle Natural cycle

Earth’s
biosphere Compostable
products

Natural
materials

Waste to landfill
or incinerator

Emissions

Raw materials Products

3940 [BOILYD3 |

Investments $

Technical cycle

Inorganic

Community

Organic

Sustainability link

Figure 15.6 Front 4: Closing the loop (adapted from Anderson, 1999)
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5. Use resource-efficient transportation: Reduce transportation of products and people
(see Figure 15.7). This front focuses on transporting people and products efficiently to
eliminate waste and emissions. Interface is working to make their transportation more
ecologically efficient and participating in voluntary partnerships focused on reducing
pollution and greenhouse gas (GHG) emissions and offsetting carbon dioxide emis-
sions associated with their travel, including employee commutes.
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Figure 15.7 Front 5: Resource-efficient transportation (adapted from Anderson, 1999)
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Sensitize stakeholders: Create a community that understands the functioning of natu-
ral systems and our impact on them (see Figure 15.8). This front involves cultivating
a culture that uses sustainability principles to improve the lives and livelihoods of all
of Interface’s stakeholders—employees, partners, suppliers, customers, investors, and
communities. Interface believes that when stakeholders fully understand sustainability
and the challenges that lie ahead, they will come together into a community of shared
environmental and social goals.
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Figure 15.8 Front 6: Sensitizing stakeholders (adapted from Anderson, 1999)
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Figure 15.9 Front 7: Redesigning commerce (adapted from Anderson, 1999)

Redesign commerce/create the true service economy: Deliver service and value instead
of materials (see Figure 15.9). This front involves creating a new business model that
demonstrates and supports the value of sustainability-based commerce. Interface is
creating new methods of delivering value to customers, changing its purchasing prac-
tices, and supporting initiatives to bring about market-based incentives for sustainable
commerce. The company has taken leadership in developing a model to chart their
own evolution to a prototypical model of a 21st century sustainable business (see
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Figure 15.10). The prototypical company of the 21st century is considered the enter-
prise of the next industrial revolution, one that has aligned its principles with nature’s
fundamental operating principles, including: (1) operating on sunlight and other
renewable sources of energy; (2) fitting form to function; (3) recycling everything; and
(4) rewarding cooperation. (www.interfaceglobal.com/Sustainability/Our-Journey/7-
Fronts-of-Sustainability.aspx. Accessed January 2011; Anderson, 1999)
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Figure 15.10 Prototypical company of the 21st century (adapted from Anderson,
1999)
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15.1.3 Measuring Progress Toward Sustainability

Interface uses measurable environmental, economic, and social achievements to track their
progress toward Mission Zero. The company established a metric system in 1996 to enable
them to understand the impacts of their processes and products on the environment and return
on investment and to drive improvement. This transparent system tracking their progress is
also a means of educating others and engaging their stakeholders to join them on their mission.
Because Interface values credibility, they support the development of verification and certifica-
tion standards. Interface’s 2009 energy ecometrics are summarized in Table 15.2.

The company has cited the growing scarcity of natural resources and the high likelihood that
the government will come forward with a cap-and-trade plan in the United States as important
incentives for reducing energy use and carbon intensity; such activities make good business
sense. CEO Dan Hendrix has described sustainability as paving the way to innovation with
process innovations such as the reduction (and in some cases the elimination of) wet painting
through pattern tufting with product breakthroughs and other best selling products inspired
by biomimicry and made possible through new tufting technology. “On the manufacturing
floor, small changes like optimizing line speed and insulating equipment to minimize heat loss
have made a big cumulative impact” (Interface, 2010). Several other changes have allowed the
company to reduce its reliance on nonrenewable energy sources such as propane and natural
gas, while green electricity purchases, use of landfill gas, and on-site photovoltaic arrays have
boosted the use of renewable energy resources.

15.1.3.1 Verification and Certification

For credibility, Interface uses third-party verification, meaning that an independent reviewer
assesses or audits their progress statements for accuracy. Interface participates in voluntary
reporting programs with built-in verification. For example, to ensure the members accurately
report their annual GHG emissions, the Chicago Climate Exchange hires independent audi-
tors to review and verify data submitted by member companies. Certifications tend to be more
involved than verifications. In a certification process an independent organization is hired to
evaluate the product or company against a prescribed set of criteria. Certifications can be used
to distinguish certain products and companies from each other, and can help advance sustain-
ability by providing manufacturers with a detailed set of criteria toward which they can specify

Table 15.2 Interface 2009 metrics —environmental, economic, and social

Sustainability measure Recorded change

Energy for carpet manufacture (ecometric) Reduction by 43% since 1996

GHG emissions (ecometrics) Reduction of 44% in absolute terms since 1996
Net sales (economic and social metrics) Increase of 27%

(Source: www.interfaceglobal.com/Sustainability/Progress-to-Zero.aspx. Accessed January 2011)
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or design. The credibility of different verifications and certifications can vary widely. Interface
supports consensus-based, multi-stakeholder developed, nonproprietary standards and partici-
pates in these processes. (www.interfaceglobal.com/Sustainability/Progress-to-Zero/Circle-of-
Influence.aspx. Accessed January 2011)

15.1.4 Concluding Remarks: Interface’s Journey to Sustainability

The case study of Interface demonstrates the potential for manufacturing companies to create
economic wealth and improve the social quality of life of their customers with less and less
negative impact on the natural environment. Interface experience highlights the importance
of leadership, self-education and the education of others in embarking on a successful journey
to sustainability. Undertaking such a journey is not without short-term costs associated with
reengineering processes and products and educating self and others, but can produce long-
term benefits, however, that can ultimately outweigh the initial costs. A certain amount of risk
is involved in taking leadership in moving toward sustainability because of the uncertainties
involved in changing processes that have already proven to be economically beneficial in the
traditional paradigm of manufacturing. However, as Interface has demonstrated, reengineering
a company to have reduced negative impacts on the environment can also increase the com-
petitive advantage of the company in the long run, especially when customers start to demand
products that are not harmful to the environment, which they are doing more and more.

15.2 THE NEW ZEALAND TRANSPORTATION STRATEGY

The New Zealand Transport Strategy (NZTS) 2008 is a good example of a national transpor-
tation plan that is based on sustainability principles with a framework for tracking progress
toward sustainability goals. Transportation planning is required by law in a number of coun-
tries. It is usually conducted by an agency authorized to provide for a community’s (i.e., nation,
city, metropolitan area) transportation needs, such as the Ministry of Transportation. A trans-
portation plan outlines a community’s long-range vision for transportation and articulates how
this vision will be progressively achieved.

The New Zealand Ministry of Transport released their first plan for sustainable transpor-
tation in 2008: the NZTS. It provides direction for all parts of the transport sector: road, rail,
maritime, and aviation. An update of the 2002 transport strategy, the NZTS outlines a vision
for an environmentally sustainable transportation system, defines clear objectives, outlines a
set of targets for the transport sector, and articulates actions to achieve these targets over the
next 30 years. The plan also includes a mechanism for periodic review and the revision of the
original framework as progress is made or new data becomes available for various indicators.
Although the NZTS is nonstatutory, it is supported by a statutory document known as the Gov-
ernment Policy Statement on Land Transport Funding. The NZTS performance measurement
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and reporting framework includes a procedure to monitor progress toward the targets in the
Transport Strategy and Government Policy Statement. In this way a tool has been provided for
evaluating the effectiveness of the current policy and for guiding future decisions. The plan also
provides for accountability by making the monitoring framework publicly available on the Web
and through the publication of an annual progress report, including current trends. These plans
are part of a series of changes to the transport sector outlined in the Land Transport Manage-
ment Amendment Act of 2008 (NZTS, 2008).

15.2.1 Defining Sustainable Transportation

All serious attempts to address sustainability issues through infrastructure planning and devel-
opment begin with the development of a contextually relevant definition of sustainability or
sustainable development. New Zealand’s initiative is no different. The New Zealand Ministry
for the Environment defines sustainable transport as follows: Sustainable transport is about find-
ing ways to move people, goods and information in ways that reduce its impact on the environ-
ment, the economy, and society. Some options include:

o Using transport modes that use energy more efficiently such as walking or cycling and
public transport

» Improving transport choice by increasing the quality of public transport, cycling and
walking facilities, services and environments

» Improving the efficiency of our car uses such as using more fuel-efficient vehicles, driv-
ing more efficiently, avoiding cold starts, and car pooling

» Using cleaner fuels and technologies

o Using telecommunications to reduce or replace physical travel such as teleworking or
teleshopping

 Planning the layout of our cities to bring people and their needs closer together and to
make cities more vibrant and walkable

o Developing policies that allow and promote these options (e.g., the New Zealand
Transport Strategy).

15.2.2 Defining a Vision, Objectives, and Targets

The NZTS establishes a 30-year vision for transportation in 2040: People and freight in New
Zealand have access to an affordable, integrated, safe, responsive and sustainable transport system.
The long-range vision reflects the fact that many transport investments have long-term implica-
tions and take time to achieve change. The vision was developed to be consistent with national
transport priorities. It is supported by five objectives:

1. Ensuring environmental sustainability
2. Assisting economic development
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3. Assisting safety and personal security
4. Improving access and mobility
5. Protecting and promoting public health

A comprehensive range of performance targets has been developed to measure progress toward
each objective and, hence, track the nation’s progress toward their overall vision for transporta-
tion. Fifteen targets were included in the 2008 strategy with plans to add more targets as data
sources are identified and relevant measures created for them. The strategy includes at least
one indicator for each target. As shown in Table 15.3, the NZTS targets address environmen-
tal, economic, and social quality of life goals in addition to the functional performance of the
transportation system.

15.2.3 A Multi-sector Approach

Transportation, being a means to an end, has an impact on various sectors of a nation. Trans-
portation facilitates the movement of people and freight and as such can make a broad contri-
bution to the government’s priorities that affect the nation’s sustainable development. The sys-
tem effects of transportation make it possible to address sustainability in multiple sectors using

Table 15.3 NZTS targets

Ensuring environmental sustainability

* Half per capital GHG emissions from domestic transport by 2040 (relative to 2007 per capita emissions)

* Increase coastal shipping’s share of interregional freight to 30% of tonne-kilometers by 2040

¢ Increase rail’s share of freight to 25% of tonne-kilometers by 2040

¢ Become one of the first countries in the world to widely use electric vehicles

¢ Reduce the kilometers traveled by single occupancy vehicles, in major urban areas on weekdays, by 10% per
capita by 2015 compared to 2007
Reduce the rated carbon dioxide (CO,) emissions per kilometer of combined average new and used vehicles
entering the light vehicle fleet to 170 grams CO, per kilometer by 2015 with corresponding reduction in average
fuel used per kilometer
* Increase the area of Crown transport land covered with indigenous vegetation

Assisting economic development

For identified critical routes:
¢ Improve reliability of journey times
* Reduce average journey times

Assisting safety and personal security
* Reduce road deaths to no more than 200 per annum by 2040
¢ Reduce serious injuries to no more than 1500 per annum by 2040

Improving access and mobility
¢ Increase use of public transport to 7% of all trips by 2040 (i.e., from 111 million boardings in 2006-2007 to more
than 525 boardings in 2040)

Protecting and promoting public health
¢ Reduce the number of people exposed to health-endangering noise levels from transport
¢ Reduce the number of people exposed to health-endangering concentrations of air pollution in locations where
the impact of transport emissions is significant
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transport strategies, and vice versa. In New Zealand, for example, the NZTS is coordinated with
the New Zealand Energy Strategy (NZES) and the New Zealand Energy Efficiency and Conser-
vation Strategy (NZEECS), both released in 2007. The NZES sets the strategic direction for the
energy sector to contribute to New Zealand’s future prosperity and sustainability. It responds to
the challenges of providing enough energy to meet the needs of a growing economy, maintain
the security of the supply, and reduce GHG emissions (from electricity produced by burning
fossil fuels). The NZEECS is the government’s action plan to maximize energy efficiency and
renewable energy. It includes transport actions, some of which have been incorporated into the
NZTS. The NZES incorporates the government’s decision to halve per capita GHG emissions
from domestic transport by 2040, relative to 2007 per capita GHG emissions. It sets out five
action areas for transport, in addition to emissions trading:

Managing demand for travel

Shifting to more efficient and/or lower-impact means of transport

Improving fuel efficiency of the vehicle fleet

Developing and adopting future fuels

Ensuring the security of short-term oil supplies and a diverse supply of transport
tuels

Gk P D=

The NZTS builds on the work already undertaken in the transport-related components of the
NZES and NZEECS. Several other national and local government strategies are impacted on
or affected by transport policy including the New Zealand Housing Strategy, the New Zealand
Health Strategy, the New Zealand Disability Strategy, the New Zealand Positive Aging Strategy,
the New Zealand Injury Prevention Strategy, the New Zealand Urban Design Protocol, the New
Zealand Waste Strategy, Regional Growth Strategies, Regional Land Transport Strategies, Long
Term Council Community Plans and other strategies and programs developed by local govern-
ment (NZTS 2008).

15.2.4 Implementation: Turning Strategy into Action

To be implemented, transportation plans or strategies must guide investments in the trans-
portation system. They must guide the development, prioritization and implementation of
projects to facilitate achievement of the set targets. The NZTS provides the high-level frame-
work for transport decision making over a period of thirty years. However, the transport
needs of different parts of New Zealand vary and require the development and application of
context-sensitive solutions to address local conditions effectively. Implementation will also
reflect that priorities change over time. The government will develop a comprehensive action
plan based on the NZTS that will identify the necessary actions to be taken, assign the actions
to various entities that will be responsible and accountable for executing them, and for the
timing of the various actions in order to implement this strategy successfully. The govern-
ment is responsible for working with various transport sector stakeholders in a collaborative,
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accountable and evidence-based manner with respect to achieving the NZTS objectives. The
government is also responsible for monitoring and evaluating progress, and reviewing the
strategy at regular intervals to ensure it responds to changing circumstances. Over time, as
different actions or projects are prioritized and implemented to achieve the strategy objec-
tives, the nation’s vision of transportation will be achieved. Examples of projects include pub-
lic transit developments and enhancements to offer alternative modes and reduce congestion
on various portions of the highway network, operation projects to improve safety, roadway
widening and traffic operation improvements to improve traffic flow, and preventative and
routine maintenance to preserve the physical system.

15.2.5 Monitoring, Reporting, and Review

Any serious efforts in planning and project development include monitoring, reporting, and
the management of performance. Monitoring and reporting are tools for the responsible
agency to demonstrate its stewardship of the infrastructure system and accountability to the
general public, and provide a formal means for tracking progress toward the predetermined
objectives. The NZTS has been prepared to shape the future of transport in New Zealand to
2040. It will, therefore, guide the actions of the government and of Crown entities responsible
for different aspects of regulating transport and providing infrastructure. The Ministry of
Transport in particular will be accountable for the delivery of the strategy by 2040, working
with many other organizations such as local authorities and private transport providers, as
well as the system users—collectively known as stakeholders. Monitoring and publishing of
performance for the NZTS will be accomplished by means of a Transport Monitoring Indi-
cator Framework (TMIF). The outputs from the TMIF are accessible on the Web (via the
New Zealand Ministry of Transport website) and are updated and published on an annual or
more frequent basis. Table 15.4 shows an example of how objectives, targets and indicators
are aligned to ensure that the overall vision for transportation gets implemented, and Table
15.5 shows the full set of indictor sets for the TMIE. Performance is monitored, reported and
reviewed periodically to help the agency to progressively tailor and fine-tune decisions to
ensure that performance targets are achieved.

15.2.6 Concluding Remarks: New Zealand'’s Transportation Strategy

New Zealand’s transportation strategy is a good example of one that was developed to help a
community continue to achieve economic competitiveness and a higher social quality of life
while reducing its negative impacts on the natural environment and society. The strategy dem-
onstrates good planning principles with clear linkages between the vision, goals, and objectives,
and also between the objectives, performance measures, and targets. As projects are selected
to achieve the predetermined targets, the country should measure progress toward sustain-
ability. The strategy demonstrates the importance of viewing the achievement of sustainability
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Table 15.4 Example of related objective, target, and indicator

Objective
Target

Indicator

Ensure environmental sustainability

Reduce the kilometers traveled by single-occupancy vehicles, in major urban areas on weekdays,
by 10% per capita by 2012 compared to 2007

Distance per capita traveled in single-occupancy vehicles, in major urban areas, on weekdays

Table 15.5 Indicator sets for New Zealand transport monitoring indicator framework

Indicator set

Description

Transport volume

Tracks the use of the transport system, including motorized and nonmotorized
modes. Also shows the age and composition of the fleet.

Network reliability

Describes the reliability of the transport network, congestion, and travel time.

Freight and the transport
industry

Includes information on freight movements (domestic and international). Also
includes share of the transport and storage industry of the Gross Domestic Product
of New Zealand and transportation workforce information.

Access to the transport system

Shows how accessible the transport system is to a range of transport users. It
includes indicators relating to the affordability of transport, social connectivity, and
access to motor vehicles, travel perceptions, and accessibility of public transport.

Travel patterns

Shows the use of various transport modes, including active modes such as walking
and cycling, for everyday journeys, for example, to work and school.

Transport safety and
security

Shows how the transport system is performing with respect to safety in terms of
transport-related deaths, injuries, accidents, and the social cost of accidents. It
also includes personal security, resilience, and the security of the transport system.

Public health effects of
transport

Shows how transport contributes to the noise levels and air quality that impact
public health.

Infrastructure and investment

Shows infrastructure investment and the size and quality of transport infrastructure.

Environmental impact of
transport

Includes climate change emissions and information on energy and land use, water
quality, and waste management.

Transport-related price indices

Includes data on transport-related prices, including fuel and construction prices.

(Adapted from www.transport.govt.nz/ourwork/TMIF/Pages/default.aspx. Accessed February 2011)

as a systems issue in the sense that the transportation sector influences, and is influenced by,
other sectors, (e.g., land use, energy, and public health). An effective strategy cannot ignore
these linkages but has to be designed to be sensitive to related sectors and also needs to be fairly
comprehensive. Ultimately, interlinked systems cannot be sustainable in isolation because of
their linkages to, and impacts on, one another. Like Interface’s approach to sustainability in the
private sector, which seeks to involve all stakeholders in the supply and demand chain, public
agency efforts must involve stakeholder agencies and customers to be ultimately successful in
making substantive progress toward sustainability.
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15.3 SUSTAINABILITY EVALUATION OF TRANSPORTATION PLAN
ALTERNATIVES USING MULTIPLE ATTRIBUTE DECISION MAKING
METHODOLOGY

Planning and designing for sustainability involves making decisions that involve multiple cri-
teria: system performance, environmental, economic, and social quality of life considerations.
Multiple attribute decision making (MADM) refers to making preference decisions (i.e., evalu-
ation, prioritization, selection) over the available alternatives that are characterized by multiple,
usually conflicting, attributes (Hwang and Yoon, 1981). MADM is a useful tool for evaluat-
ing planning and design alternatives with respect to achieving sustainability because it offers
a framework for assessing alternatives based on multiple sustainability criteria, identifying the
dominant alternative or superior alternatives, and assessing tradeoffs between or among the
alternatives when there is no dominant alternative.

A visualization tool, the Sustainability Diamond, was developed by Jeon et al., (2010) based
on MADM. Together with the Sustainability Diamond, MADM can be applied to evaluate in-
frastructure plans, policy packages, or project alternatives based on multiple sustainability cri-
teria or parameters. The Sustainability Diamond can be used as a composite index to combine
multiple performance measures into one value that reflects how well each alternative performs
in contributing to municipal, regional, or national sustainability goals. These tools have been
applied to compare three different transportation and land use scenarios for the Atlanta Met-
ropolitan Region: Baseline 2005, Mobility 2030 (the adopted regional transportation plan) and
Aspirations 2030 (financially unconstrained version of the regional transportation plan). This
application develops an index of measures for transportation system effectiveness, environmen-
tal integrity, economic development, and social equity. The study:

o Identifies key decision criteria for the project, plan, or policy under consideration.

o Selects appropriate performance measures for each decision criterion.

» Populates the measures with data.

o Normalizes and weights the measures according to their relative importance in deci-
sion making.

o Develops weighted aggregate indices for system performance, environmental integrity,
economic development, and social equity.

o Develops a comprehensive sustainability index based on the four component indexes
(functional performance, economic, environmental, and social quality of life impacts).
The four sustainability indexes for each alternative can be plotted for comparison and
the resulting Sustainability Diamond assessed to help decision makers determine the
dominant alternative or superior alternatives, or assess tradeoffs among alternatives
where there is no dominant alternative for achieving sustainability.
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15.3.1 MADM Approach for Sustainability Evaluation
of Plan Alternatives

Five steps were used to develop the sustainability index and visualization for three metro Atlanta
transportation and land use plan alternatives:

Step 1: Identify sustainability issues or goals

The long-range regional transportation plan for metropolitan Atlanta, Mobility 2030, has the
following goals:

» Improving accessibility and mobility

» Maintaining and improving system performance and preservation
+ Protecting and improving the environment and quality of life
 Increasing safety and security

The goals cover transportation system effectiveness (i.e., functional performance) and the three
basic elements of sustainability:

o Economic: economic efficiency and development as well as financial affordability
» Environmental: environmental integrity, natural resources, and system resilience
» Sociocultural: social equity, safety and human health, and quality of life.

Step 2: Define relevant performance measures for each goal

To measure how well the three planning scenarios met the sustainability goals, 27 performance
measures were identified with at least one performance measure for each goal. The list of mea-
sures was pared down to 11 because data was not readily available for all the measures. Table
15.6 shows the final list of goals and performance measures used to evaluate each component
of sustainability.

Table 15.6 Sustainability goals and performance measures

Dimension of sustainability Goals Performance measures
Transportation system effectiveness A1. Improve mobility A11. Average freeway speed
A2. Improve system performance A21. Veh/mi traveled per capita
Environmental sustainability B2. Minimize air pollution B21. VOC* emissions
B23. NO, emissions
Economic sustainability C1. Maximize economic efficiency C12. Total time spent in traffic
Social sustainability D1. Maximize equity D12-1. Equity of VOC exposure
D12-2. Equity of NOy exposure
D2. Improve public health D21-1 Exposure to VOC emissions
D21-2 Exposure to NO, emissions

*VOC = Volatile organic compounds
NO, = Nitrogen oxides
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Step 3: Analyze and quantify the impact of different plans

Constructing the composite sustainability index starts with developing an index for each of the
four components of sustainability. Each performance measure is assigned a raw value (see Table
15.7) that is then divided by the minimum or maximum value of said performance measure to
create a normalized value. Raw values are developed from data collected for the various mea-
sures through estimates developed by models, projections from historical data, and so on. The
raw values are normalized so that they are unitless and can be added together. For example, for
the measure of freeway speed (A11), higher values are more desirable; therefore each raw value
is divided by the highest speed to create normalized values. On the other hand, for the pollu-
tion measure (B2), lower levels of pollution are desirable. The minimum pollution is therefore
divided by each raw value to create normalized values. Table 15.8 summarizes the normalized
values for each component measure of sustainability.

Step 4: Construct composite sustainability index by using criteria and criteria weights

The next step is to assign weights to the measures that reflect the relative importance of each
regional sustainability goal. Assigning weights is a subjective process that can be performed
using various methods and requires consensus of policymakers. Table 15.8 shows the weights
assigned to the four component sustainability criteria and their associated performance mea-
sures, reflecting the relative levels of importance of these criteria and measures to the decision
maker. An index is calculated as the weighted average of the performance measures:

INDEX = z (NORMALIZED VALUE X WEIGHT) (15.1)

Table 15.7 Raw values for selected performance measures

Baseline Mobility | Aspirations

Performance measures Unit 2005 2030 2030

A11. Average freeway speed miles per hour 4217 42.21 42.21
A21. Vehicle miles traveled per capita miles per person 35.04 31.75 31.75
B21. VOC emissions ton per day 118.33 53.38 53.38
B23. NO, emissions ton per day 209.64 38.33 38.33
C12. Vehicle hours traveled per capita minute per person 9.26 8.95 8.95
D12-1. Equity of VOC exposure (spatial) Social equity index 19.10 23.45 23.45
D12-2. Equity of NO, exposure (spatial) Social equity index 20.02 23.56 23.60
D12-3. Equity of VOC exposure (income) Income equity index 10.74 55.95 42717
D12-4. Equity of NO, exposure {(income) Income equity index 9.57 54.97 364.93
D21-1. Exposure to VOC emissions Human impact index 1354.56 467.48 4134.47
D21-2. Exposure to NO, emissions Human impact index 2269.79 318.92 2766.65

(Adapted from Jeon et al., 2010)
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The comprehensive sustainability index is calculated in the same way as the component sustain-
ability indexes. Each sustainability component is assigned a weight based on the community’s
priorities. The comprehensive index is therefore the weighted average of the component sus-
tainability indexes. Table 15.9 shows the component and comprehensive sustainability indexes
for the three metro Atlanta land use and transportation plans.

Step 5: Using Sustainability Diamond to Evaluate Trade-offs

The Sustainability Diamond (see Figure 15.11) is a visualization tool to help identify dominant
alternatives and evaluate trade-offs between and among alternatives, where there are no clearly
dominant alternatives, based on the multiple sustainability decision criteria. The four compo-
nent sustainability criteria are found along the four dimensions of the diamond and plots are
made of the relative values of each alternative plan along each dimension (i.e., system effective-
ness, environmental impact, economic impact and social impact).

Table 15.8 Normalized values and criteria weights for selected performance measures

Normalized values
Baseline | Mobility | Aspirations
Criteria weights Performance measures Weights 2005 2030 2030
A. Transport (35%) A11. Average freeway speed 0.67 1.000 0.896 0.896
A22. Veh/mi traveled per capita 0.33 0.906 1.000 1.000
B. Environmental B21. VOC emissions 0.50 0.451 1.000 1.000
(20%) B23. NO, emissions 0.50 0.183 1.000 1.000
C. Economic (10%) | C12. Veh/hr traveled per capita 1.00 0.967 1.000 1.000
D. Social (35%) D12-1. Equity of VOC exposure (spatial) 0.12 0.815 1.000 1.000
D12-2. Equity of NO, exposure (spatial) 0.12 0.848 0.998 1.000
D12-3. Equity of VOC exposure (income}) 0.12 1.000 0.192 0.025
D12-4. Equity of NO, exposure (income) 0.12 1.000 0.174 0.026
D21-1. Exposure to VOC emissions 0.26 0.345 1.000 0.113
D21-2. Exposure to NO, emissions 0.26 0.141 1.000 0.115

(Adapted from Jeon et al., 2010)

Table 15.9 Component and comprehensive sustainability indexes for metro Atlanta plan alternatives

Sustainability indexes Baseline 2005 Mobility 2030 Aspirations 2030
Environmental 0.317 1.000 1.000
Social 0.566 0.804 0.306
Transportation effectiveness 0.972 0.972 0.972
Economic 0.967 1.000 1.000
Comprehensive 0.698 0.906 0.731

(Adapted from Jeon et al., 2010}
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Figure 15.11 The sustainability diamond visualization tool: relative effectiveness of plan alternatives
(adapted from Jeon et al., 2010)

15.3.2 Applying MADM and the Sustainability Diamond: Identifying
Superior Plans

The sustainability visualization tool helps a decision maker evaluate the relative effectiveness
of alternative plans (or projects) based on the index values calculated for each plan (see Table
15.9). The plan with the highest value in any of the four dimensions defines the maximum
obtainable value for the set of plans being evaluated. This way plan alternatives can be evalu-
ated based on their relative effectiveness. The comprehensive index is useful for identifying
dominant alternatives and the component indexes are useful for evaluating trade-offs between
and among alternatives. Figure 15.11 shows that Mobility 2030 is the dominant alternative; and
while Aspirations 2030 is a better plan in terms of the natural environment, Baseline 2005 is a
better plan for improving the social quality of life. A tool like the Sustainability Diamond can be
used iteratively to develop desirable plans from the perspective of these multiple sustainability
criteria (Jeon et al., 2010; FHWA, 2011).

15.3.3. Concluding Remarks: Applying MADM and Visualization for
Selecting Plan Alternatives
The case study on applying MADM and visualization tools in selecting superior plan alterna-

tives highlights the importance of examining the basic sustainability criteria separately as well
as collectively, when evaluating plan (or project) alternatives, in order to understand which
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plans are weaker and stronger in various aspects of sustainability and evaluate these existing
trade-offs to identify the optimal plan or superior plans (where no optimal plan exists). This
methodology evaluates the relative effectiveness of alternatives with respect to functional per-
formance and the three basic sustainability criteria (i.e., the natural environment, the economy,
and social quality of life); however, it does not include any objective criteria for determining
minimum thresholds for sustainability. Such data would have to be included to determine if
the most attractive alternative among the various competing alternatives actually meets mini-
mum thresholds for sustainability. Minimum thresholds of sustainability can be determined by
assessing the extent to which the use of environmental capital is within the limits of a system’s
carrying capacity and the extent to which economic capital is being developed and used to
improve the quality of life of communities.

15.4 CONCLUSION

This chapter presents three case studies that demonstrate how the concept of sustainability can
be made operational in both public and private sector contexts. The first case study examines
how the largest carpet manufacturing company in the world, Interface, has taken a leadership
role in moving toward environmental sustainability and defining the prototypical company of
the 21st century as one that creates economic wealth and improves the quality of life of its
customers without negatively impacting the natural environment. The second case study pres-
ents the New Zealand Transportation Strategy, a detailed long-range plan for improving the
sustainability of the transportation system while enhancing its positive impacts and reducing
its negative impacts on the economy and social quality of life. The third case study presents an
application of multiple attribute decision making (MADM) methods and visualization tech-
niques to evaluate competing transportation and land use plan alternatives in a major metro-
politan area. Collectively, these examples demonstrate how the principles of sustainability can
be made operational in a wide variety of contexts and illustrate the benefits to be gained from
such initiatives.
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EXERCISES

1. Identify a carbon footprint calculator online and calculate your annual carbon footprint.
Identify three actions that you can take to reduce your footprint significantly that would be
acceptable to your lifestyle and pocketbook.

2. Obtain historic data for Interface or another manufacturing engineering or other engineer-
ing company, select an appropriate model from the models presented in Chapter 14, and
evaluate the progress of the company toward sustainability. Comment on your results.

3. Classify the eight indicator sets in the New Zealand Transport Monitoring Indicator Frame-
work into system performance, environmental, economic, and social impact indicators. Do
some of the indicators fall into more than one category? Explain why.

4. Using data from the Texas Transportation Institute’s Urban Mobility Report, compare and
contrast the sustainability levels and trends of two major metropolitan areas in the United
States, using an appropriate model. Discuss the limitations of your comparison and explain
what other types of data you would collect to improve your answer.

5. Using ecological footprint data from the Global Footprint Network and the Human Devel-
opment Index data from the United Nations’ Human Development Index database, both
available online, evaluate and compare the sustainability of a low- and high-income coun-
try. Which country is more sustainable? Why?
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6. Select a large-scale infrastructure system, such as the Boston Central Artery Tunnel, the
Three Gorges Dam, or the Golden Gate Bridge, and sketch a plan of how you would go
about evaluating the sustainability of this system. Be sure to identify all the important data
you need to collect and potential sources for the data.

7. The mayor of a city would like to give a sustainability award to the agency that has contrib-
uted most significantly to advancing the city toward sustainability in the past year. Agencies
such as the Department of Public Works, the Department of Transportation, the Environ-
mental Protection Agency, and the Department of Economic Development are being con-
sidered for the award. What criteria would you suggest to the mayor to use in determining
the best agency? Explain why.

This book has free material available for download from the
Web Added Value™ resource center at www.jrosspub.com
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Table A.1 Standard Normal Probability Values ®(s)

s .00 .01 .02 .03 .04 .05 .06 .07 .08 .09
0.0 0.5000 0.5040 0.5080 0.5120 0.5160 0.5199 0.5239 0.5279 0.5319 0.5359
0.1 0.5398 0.5438 0.5478 0.5517 0.5557 0.5596 0.5636 0.5675 0.5714 0.5753
0.2 0.5793 0.5832 0.5871 0.5910 0.5948 0.5987 0.6026 0.6064 0.6103 0.6141
0.3 0.6179 0.6217 0.6255 0.6293 0.6331 0.6368 0.6406 0.6443 0.6480 0.6517
0.4 0.6554 0.6591 0.6628 0.6664 0.6700 0.6736 0.6772 0.6808 0.6844 0.6879
0.5 0.6915 0.6950 0.6985 0.7019 0.7054 0.7088 0.7123 0.7157 0.7190 0.7224
0.6 0.7257 0.7291 0.7324 0.7357 0.7389 0.7422 0.7454 0.7486 0.7517 0.7549
0.7 0.7580 0.7611 0.7642 0.7673 0.7704 0.7734 0.7764 0.7794 0.7823 0.7852
0.8 0.7881 0.7910 0.7939 0.7967 0.7995 0.8023 0.8051 0.8078 0.8106 0.8133
0.9 0.8159 0.8186 0.8212 0.8238 0.8264 0.8289 0.8315 0.8340 0.8365 0.8389
1.0 0.8413 0.8438 0.8461 0.8485 0.8508 0.8531 0.8554 0.8577 0.8599 0.8621
1.1 0.8643 0.8665 0.8686 0.8708 0.8729 0.8749 0.8770 0.8790 0.8810 0.8830
1.2 0.8849 0.8869 0.8888 0.8907 0.8925 0.8944 0.8962 0.8980 0.8997 0.9015
1.3 0.9032 0.9049 0.9066 0.9082 0.9099 0.9115 0.9131 0.9147 0.9162 0.9177
1.4 0.9192 0.9207 0.9222 0.9236 0.9251 0.9265 0.9279 0.9292 0.9306 0.9319
1.5 0.9332 0.9345 0.9357 0.9370 0.9382 0.9394 0.9406 0.9418 0.9429 0.9441
1.6 0.9452 0.9463 0.9474 0.9484 0.9495 0.9505 0.9515 0.9525 0.9535 0.9545
1.7 0.9554 0.9564 0.9573 0.9582 0.9591 0.9599 0.9608 0.9616 0.9625 0.9633
1.8 0.9641 0.9649 0.9656 0.9664 0.9671 0.9678 0.9686 0.9693 0.9699 0.9706
1.9 0.9713 0.9719 0.9726 0.9732 0.9738 0.9744 0.9750 0.9756 0.9761 0.9767
2.0 0.9772 0.9778 0.9783 0.9788 0.9793 0.9798 0.9803 0.9808 0.9812 0.9817
21 0.9821 0.9826 0.9830 0.9834 0.9838 0.9842 0.9846 0.9850 0.9854 0.9857
22 0.9861 0.9864 0.9868 0.9871 0.9875 0.9878 0.9881 0.9884 0.9887 0.9890
23 0.9893 0.9896 0.9898 0.9901 0.9904 0.9906 0.9909 0.9911 0.9913 0.9916
24 0.9918 0.9920 0.9922 0.9925 0.9927 0.9929 0.9931 0.9932 0.9934 0.9936
25 0.9938 0.9940 0.9941 0.9943 0.9945 0.9946 0.9948 0.9949 0.9951 0.9952
2.6 0.9953 0.9955 0.9956 0.9957 0.9959 0.9960 0.9961 0.9962 0.9963 0.9964
2.7 0.9965 0.9966 0.9967 0.9968 0.9969 0.9970 0.9971 0.9972 0.9973 0.9974
2.8 0.9974 0.9975 0.9976 0.9977 0.9977 0.9978 0.9979 0.9979 0.9980 0.9981
29 0.9981 0.9982 0.9982 0.9983 0.9984 0.9984 0.9985 0.9985 0.9986 0.9986
3.0 0.9987 0.9987 0.9987 0.9988 0.9988 0.9989 0.9989 0.9989 0.9990 0.9990
3.1 0.9990 0.9991 0.9991 0.9991 0.9992 0.9992 0.9992 0.9992 0.9993 0.9993
3.2 0.9993 0.9993 0.9994 0.9994 0.9994 0.9994 0.9994 0.9995 0.9995 0.9995
3.3 0.9995 0.9995 0.9995 0.9996 0.9996 0.9996 0.9996 0.9996 0.9996 0.9997
3.4 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9997 0.9998

Note: @(s) = P(S<s) =

—
7=l

~*2gs and ®(—s) = 1 — B(s)



APPENDIX 575

Table A.2 Critical values of t-distribution

Significance level, a (see example for one-sided and two-sided cases)

v 0.20 0.15 0.10 0.05 0.025 0.01 0.005 0.0025 0.001 0.0005
1 1.376 1.963 3.078 6.314 12.71 31.82 63.66 127.3 318.3 636.6
2 1.061 1.386 1.886 2.920 4.303 6.965 9.925 14.09 22.33 31.60
3 0.978 1.250 1.638 2.353 3.182 4.541 5.841 7.453 10.21 12.92
4 0.941 1.190 1.533 2.132 2,776 3.747 4.604 5.598 7173 8.610
5 0.920 1.156 1.476 2.015 2.571 3.365 4.032 4.773 5.893 6.869
6 0.906 1.134 1.440 1.943 2.447 3.143 3.707 4.317 5.208 5.959
7 0.896 1.119 1.415 1.895 2.365 2.998 3.499 4.029 4.785 5.408
8 0.889 1.108 1.397 1.860 2.306 2.896 3.355 3.833 4.501 5.041
9 0.883 1.100 1.383 1.833 2.262 2.821 3.250 3.690 4.297 4.781
10 0.879 1.093 1.372 1.812 2.228 2.764 3.169 3.581 4.144 4.587
11 0.876 1.088 1.363 1.796 2.201 2.718 3.106 3.497 4.025 4.437
12 0.873 1.083 1.356 1.782 2.179 2.681 3.055 3.428 3.930 4.318
13 0.870 1.079 1.350 1.771 2.160 2.650 3.012 3.372 3.852 4.221
14 0.868 1.076 1.345 1.761 2.145 2.624 2.977 3.326 3.787 4.140
15 0.866 1.074 1.341 1.753 2131 2.602 2.947 3.286 3.733 4.073
16 0.865 1.071 1.337 1.746 2.120 2.583 2.921 3.252 3.686 4.015
17 0.863 1.069 1.333 1.740 2.110 2.567 2.898 3.222 3.646 3.965
18 0.862 1.067 1.330 1.734 2.101 2.552 2.878 3.197 3.610 3.922
19 0.861 1.066 1.328 1.729 2.093 2.539 2.861 3.174 3.579 3.883
20 0.860 1.064 1.325 1.725 2.086 2.528 2.845 3.153 3.552 3.850
21 0.859 1.063 1.323 1.721 2.080 2,518 2.831 3.135 3.527 3.819
22 0.858 1.061 1.321 1.717 2.074 2.508 2.819 3.119 3.505 3.792
23 0.858 1.060 1.319 1.714 2.069 2.500 2.807 3.104 3.485 3.767
24 0.857 1.059 1.318 1.711 2.064 2.492 2.797 3.091 3.467 3.745
25 0.856 1.058 1.316 1.708 2.060 2.485 2.787 3.078 3.450 3.725
26 0.856 1.058 1.315 1.706 2.056 2.479 2,779 3.067 3.435 3.707
27 0.855 1.057 1.314 1.703 2.052 2.473 2.771 3.057 3.421 3.690
28 0.855 1.056 1.313 1.701 2.048 2.467 2.763 3.047 3.408 3.674
29 0.854 1.055 1.311 1.699 2.045 2.462 2.756 3.038 3.396 3.659
30 0.854 1.055 1.310 1.697 2.042 2.457 2.750 3.030 3.385 3.646
40 0.851 1.050 1.303 1.684 2.021 2.423 2.704 2.971 3.307 3.551
50 0.849 1.047 1.299 1.676 2.009 2.403 2.678 2.937 3.261 3.496
60 0.848 1.045 1.296 1.671 2.000 2.390 2.660 2915 3.232 3.460
120 0.845 1.041 1.289 1.658 1.980 2.358 2617 2.860 3.160 3.373
had 0.842 1.036 1.282 1.645 1.960 2.326 2.576 2.807 3.090 3.291

Example: With v = 8, at a = 0.05 in a one-sided case, (1 — o) = 0.95 and t, = 1.860. For a two-sided case, at a = 0.05, we
use o/2 = 0.025. Thus, forv =8, t,, =2.306.
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Table A.3 Critical values of the chi-square distribution

APPENDIX

Significance level, a (see note below)

v 0.99 0.975 0.95 0.90 0.10 0.05 0.025 0.01 0.005 0.001
1 — 0.001 0.004 0.016 2.706 3.841 5.024 6.635 7.879 10.827
2 0.020 0.051 0.103 0.211 4.605 5.991 7.378 9.210 10.597 13.815
3 0.115 0.216 0.352 0.584 6.251 7.815 9.348 11.345 12.838 16.268
4 0.297 0.484 0.711 1.064 7.779 9.488 11.143 13.277 14.860 18.465
5 0.554 0.831 1.145 1.610 9.236 11.070 12.833 15.086 16.750 20.517
6 0.872 1.237 1.635 2.204 10.645 12.592 14.449 16.812 18.548 22.457
7 1.239 1.690 2.167 2.833 12.017 14.067 16.013 18.475 20.278 24.322
8 1.646 2.180 2.733 3.490 13.362 15.507 17.535 20.090 21.955 26.125
9 2.088 2.700 3.325 4.168 14.684 16.919 19.023 21.666 23.589 27.877
10 2.558 3.247 3.940 4.865 15.987 18.307 20.483 23.209 25.188 29.588
11 3.053 3.816 4575 5.578 17.275 19.675 21.920 24.725 26.757 31.264
12 3.571 4.404 5.226 6.304 18.549 21.026 23.337 26.217 28.300 32.909
13 4,107 5.009 5.892 7.042 19.812 22.362 24.736 27.688 29.819 34.528
14 4.660 5.629 6.571 7.790 21.064 23.685 26.119 29.141 31.319 36.123
15 5.229 6.262 7.261 8.547 22.307 24.996 27.488 30.578 32.801 37.697
16 5.812 6.908 7.962 9.312 23.542 26.296 28.845 32.000 34.267 39.252
17 6.408 7.564 8.672 10.085 24.769 27.587 30.191 33.409 35.718 40.790
18 7.015 8.231 9.390 10.865 25.989 28.869 31.526 34.805 37.156 42.312
19 7.633 8.907 10.117 11.651 27.204 30.144 32.852 36.191 38.582 43.820
20 8.260 9.591 10.851 12.443 28.412 31.410 34.170 37.566 39.997 45.315
21 8.897 10.283 11.591 13.240 29.615 32.671 35.479 38.932 41.401 46.797
22 9.542 10.982 12.338 14.041 30.813 33.924 36.781 40.289 42.796 48.268
23 10.196 11.689 13.091 14.848 32.007 35.172 38.076 41.638 44,181 49.728
24 10.856 12.401 13.848 15.659 33.196 36.415 39.364 42.980 45.559 51.179
25 11.524 13.120 14.611 16.473 34.382 37.652 40.646 44.314 46.928 52.620
26 12.198 13.844 15.379 17.292 35.563 38.885 41.923 45.642 48.290 54.052
27 12.879 14.573 16.151 18.114 36.741 40.113 43.195 46.963 49.645 55.476
28 13.565 15.308  16.928 18.939 37916  41.337  44.461 48.278 50.993  56.893
29 14.256 16.047 17.708 19.768 39.087 42.557 45.722 49.588 52.336 58.302
30 14.953 16.791 18.493 20.599 40.256 43.773 46.979 50.892 53.672 59.703
40 22.164 24.433 26.509 29.051 51.805 55.758 59.342 63.691 66.766 73.402
50 29.707 32.357 34.764 37.689 63.167 67.505 71.420 76.154 79.490 86.661
60 37.485 40.482 43.188 46.459 74.397 79.082 83.298 88.379 91.952 99.607
70 45.442 48.758 51.739 55.329 85.527 90.531 95.023 100.425 104.215 112.317
80 53.540 57.153 60.391 64.278 96.578 101.879 106.629 112.329 116.321 124.839

For example, for v = 4 and a = 0.05, the critical value = 9.488, which means there is a 0.05 probability that this value will
be exceeded.
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Table A.4 Critical values for Kolmogorov-Smirnov test

Significance level, a (see example below)
n 0.20 0.15 0.10 0.05 0.01
1 0.900 0.925 0.950 0.975 0.995
2 0.684 0.726 0.776 0.842 0.929
3 0.565 0.597 0.642 0.708 0.828
4 0.494 0.525 0.564 0.624 0.733
5 0.446 0.474 0.510 0.565 0.669
6 0.410 0.436 0.470 0.521 0.618
7 0.381 0.405 0.438 0.486 0.577
8 0.358 0.381 0.411 0.457 0.543
9 0.339 0.360 0.388 0.432 0.514
10 0.322 0.342 0.368 0.410 0.490
11 0.307 0.326 0.352 0.391 0.468
12 0.295 0.313 0.338 0.375 0.450
13 0.284 0.302 0.325 0.361 0.433
14 0.274 0.292 0.314 0.349 0.418
15 0.266 0.283 0.304 0.338 0.404
16 0.258 0.274 0.295 0.328 0.392
17 0.250 0.266 0.286 0.318 0.381
18 0.244 0.259 0.278 0.309 0.371
19 0.237 0.252 0.272 0.301 0.363
20 0.231 0.246 0.264 0.294 0.356
25 0.210 0.220 0.240 0.270 0.320
30 0.190 0.200 0.220 0.240 0.290
35 0.180 0.190 0.210 0.230 0.270
40 0.169 0.180 0.193 0.210 0.257
45 0.160 0.170 0.182 0.203 0.243
50 0.151 0.161 0.172 0.192 0.231
>50 1.07/4/n 1.14//n 1.22/4/n 1.36/4/n 1.63/4/n

Adapted from: Hoel, P.G. (1962) Introduction to Mathematical Statistics, 3rd edition.
J. Wiley and Sons, New York, NY.

Example: With n = 17, at a = 0.05, the critical value D, = 0.32.Thus, there is a 0.95
probability that D,,., computed from the K-S test will be less than this critical value.
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Table A.5 Critical values of F-distribution 7,5 (v, vo)
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V4
Vs 1 2 3 4 5 6 7 8 9
1 647.8 799.5 864.2 899.6 921.9 937.1 948.2 956.7 963.3
2 38.51 39.00 39.17 39.25 39.30 39.33 39.36 39.37 39.39
3 17.44 16.04 15.44 15.10 14.88 14.73 14.62 14.54 14.47
4 12.22 10.65 9.98 9.60 9.36 9.20 9.07 8.98 8.91
5 10.01 8.43 7.76 7.39 7.15 6.98 6.85 6.76 6.68
6 8.81 7.26 6.60 6.23 5.99 5.82 570 5.60 5.52
7 8.07 6.54 5.89 552 5.29 512 4.99 4.90 4.82
8 7.57 6.06 542 5.05 4.82 4.65 453 443 4.36
9 7.21 5.71 5.08 4.72 4.48 4.32 4.20 4.10 4.03
10 6.94 5.46 4.83 4.47 4.24 4.07 3.95 3.85 3.78
11 6.72 5.26 4.63 4.28 4.04 3.88 3.76 3.66 3.59
12 6.55 5.10 447 412 3.89 3.73 3.61 3.51 3.44
13 6.41 4.97 4.35 4.00 3.77 3.60 3.48 3.39 3.31
14 6.30 4.86 4.24 3.89 3.66 3.50 3.38 3.29 3.21
15 6.20 4.77 4.15 3.80 3.58 3.41 3.29 3.20 3.12
16 6.12 4.69 4.08 3.73 3.50 3.34 3.22 3.12 3.05
17 6.04 4.62 4.01 3.66 3.44 3.28 3.16 3.06 2.98
18 5.98 4.56 3.95 3.61 3.38 3.22 3.10 3.01 2.93
19 592 4.51 3.90 3.56 3.33 3.17 3.05 2.96 2.88
20 5.87 4.46 3.86 3.51 3.29 3.13 3.01 2.91 2.84
21 5.83 4.42 3.82 3.48 3.25 3.09 2.97 2.87 2.80
22 5.79 4.38 3.78 3.44 3.22 3.05 2.93 2.84 2.76
23 575 4.35 3.75 3.41 3.18 3.02 2.90 2.81 273
24 572 4.32 3.72 3.38 3.15 2.99 2.87 2.78 2.70
25 5.69 4.29 3.69 3.35 3.13 2.97 2.85 2.75 2.68
26 5.66 4.27 3.67 3.33 3.10 2.94 2.82 2.73 2.65
27 563 4.24 3.65 3.31 3.08 2.92 2.80 2.71 263
28 5.61 4.22 3.63 3.29 3.06 2.90 2.78 2.69 2.61
29 5.59 4.20 3.61 3.27 3.04 2.88 2.76 2.67 2.59
30 557 418 3.59 3.25 3.03 2.87 2.75 2.65 257
40 542 4.05 3.46 3.13 2.90 2.74 2.62 2.53 245
60 5.29 3.93 3.34 3.01 2.79 2.63 2.51 2.41 233
120 515 3.80 3.23 2.89 2.67 252 2.39 2.30 222
o 5.02 3.69 3.12 2.79 257 2.41 2.29 2.19 2.11

Adapted from Pearson, E. S. and Hartley, H. O. (1966) Biometrika Tables for Statisticians, 3rd edition. University Press,
Cambridge, UK.
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Table A.5 Critical values of F-distribution £, 5,5 (v4, v,), continued

V4

Vs 10 12 15 20 24 30 40 60 120 o
1 969 976.7 984.9 993.1 9972 10014 10056 1009.8 1014.0 1018.3
2 39.4 39.41 39.43 39.45 39.46 39.47 39.47 39.48 39.49 39.50
3 14.4 14.34 14.25 14.7 14.12 14.08 14.04 13.99 13.95 13.90
4 8.84 8.75 8.66 8.56 8.51 8.46 8.41 8.36 8.31 8.26
5 6.62 6.52 6.43 6.33 6.28 6.23 6.18 6.12 6.07 6.02
6 5.46 5.37 5.27 517 5.12 5.07 5.01 4.96 4.90 4.85
7 4.76 4.67 457 4.47 4.42 4.36 4.31 4.25 4.20 414
8 4.30 4.20 4.10 4.00 3.95 3.89 3.84 3.78 3.73 3.67
9 3.96 3.87 3.77 3.67 3.61 3.56 3.51 3.45 3.39 3.33
10 3.72 3.62 3.52 342 3.37 3.31 3.26 3.20 3.14 3.08
11 3.53 3.43 3.33 3.23 3.17 3.12 3.06 3.00 2.94 2.88
12 3.37 3.28 3.18 3.07 3.02 2.96 2.91 2.85 2.79 2.73
13 3.25 3.15 3.05 295 2.89 2.84 2,78 2.72 2.66 2.60
14 3.15 3.05 2.95 2.84 2.79 273 267 2.61 2.55 2.49
15 3.06 2.96 2.86 2.76 2.70 2.64 2.59 2.52 2.46 2.40
16 2.99 2.89 2.79 2.68 2.63 257 2.51 2.45 2.38 2.32
17 292 2.83 272 262 2.56 2.50 2.44 2.38 2.32 2.25

18 2.87 2.77 2.67 2.56 2.50 2.45 2.38 2.32 2.26 2.19

19 2.82 2.72 2.62 251 2.45 2.39 2.33 227 2.20 2.13

20 277 2.68 257 247 2.41 235 2.29 222 2.16 2.09

21 2.74 2.64 253 243 2.37 2.31 2.25 2.18 2.11 2.04

22 2.70 2.60 2.50 2.39 2.33 227 2.21 2.15 2.08 2.00

23 267 2.57 247 2.36 2.30 2.24 2.18 2.11 2.04 1.97

24 264 2.54 2.44 233 227 2.21 215 2.08 2.01 1.94

25 2.61 252 2.41 2.30 2.24 2.18 2.12 2.05 1.98 1.91

26 259 2.49 2.39 2.28 2.22 2.16 2.09 2.03 1.95 1.88

27 257 2.47 2.36 225 2.20 213 2.07 2.00 1.93 1.85

28 255 2.45 2.34 223 217 2.11 2.05 1.98 1.91 1.83

29 253 2.43 2.33 2.21 2.15 2.09 2.03 1.96 1.89 1.81

30 2.51 2.41 2.31 2.20 2.14 2.07 2.01 1.94 1.87 1.79

40 2.39 2.29 2.18 2.07 2.01 1.94 1.88 1.80 1.72 1.64

60 227 217 2.06 1.95 1.88 1.82 1.74 1.67 1.58 1.48

120 2.16 2.06 1.95 1.83 1.76 1.69 1.61 1.53 1.43 1.31
o 2.05 1.95 1.83 1.71 1.64 1.57 1.48 1.39 1.27 1.00

Example: At a = 0.05, a/2 = 0.025 and with v, = 9 and v, = 12, f,; (9,12) = 3.44 and ,,(12,9) = 3.87. Thus, f,_»(9,12) =
1/3.87 = 0.26.
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Table A.5 Critical values of F-distribution £, ;s (v4, v2), continued
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V1

vy 1 2 3 4 5 6 7 8 9
1 161.5 199.5 215.7 2246 230.2 234.1 236.8 238.9 2405
2 18.51 19.00 19.16 19.25 19.30 19.33 19.35 19.37 19.39
3 10.13 9.55 9.28 9.12 9.01 8.94 8.89 8.85 8.81
4 7.71 6.94 6.59 6.39 6.26 6.16 6.09 6.04 6.00
5 6.61 5.79 5.41 519 5.05 4.95 4.88 4.82 4.77
6 5.99 5.14 4.76 4.53 4.39 4.28 4.21 4.15 410
7 5.59 4.74 4.35 412 3.97 3.87 3.79 3.73 3.68
8 5.32 4.46 4.07 3.84 3.69 3.58 3.50 344 3.39
9 512 4.26 3.86 3.63 3.48 3.37 3.29 3.23 3.18
10 4.96 410 3.71 3.48 3.33 3.22 3.14 3.07 3.02
11 4.84 3.98 3.59 3.36 3.20 3.09 3.01 2.95 2.90
12 4.75 3.89 3.49 3.26 3.11 3.00 2.91 2.85 2.80
13 467 3.81 3.41 3.18 3.03 2.92 2.83 2.77 2.71
14 4.60 3.74 3.34 3.11 2.96 2.85 2.76 2.70 2.65
15 4.54 3.68 3.29 3.06 2.90 2.79 2.71 2.64 2.59
16 4.49 3.63 3.24 3.01 2.85 2.74 2.66 2.59 2.54
17 445 3.59 3.20 2.96 2.81 2.70 2.61 2.55 2.49
18 4.41 3.55 3.16 293 2.77 2.66 2.58 2.51 2.46
19 4.38 3.52 3.13 2.90 2.74 2.63 2.54 2.48 242
20 4.35 3.49 3.10 287 2.71 2.60 2.51 245 2.39
21 4.32 3.47 3.07 2.84 2.68 2.57 2.49 242 2.37
22 4.30 3.44 3.05 2.82 2.66 2.55 2.46 2.40 2.34
23 428 3.42 3.03 2.80 2.64 253 2.44 2.37 232
24 4.26 3.40 3.01 2.78 2.62 2.51 2.42 2.36 2.30
25 4.24 3.39 2.99 2.76 2.60 2.49 2.40 2.34 2.28
26 4.23 3.37 2.98 2.74 2.59 247 2.39 2.32 227
27 4.21 3.35 2.96 273 257 2.46 2.37 2.31 225
28 4.20 3.34 2.95 2.71 2.56 2.45 2.36 2.29 2.24
29 418 3.33 2.93 2.70 2.55 243 2.35 2.28 222
30 417 3.32 2.92 269 2.53 242 2.33 227 2.21
40 4.08 3.23 2.84 2.61 2.45 2.34 2.25 2.18 212
60 4.00 3.15 2.76 2.53 2.37 225 217 2.10 2.04
120 392 3.07 2.68 2.45 2.29 2.18 2.09 2.02 1.96
0 3.84 3.00 2.60 2.37 2.21 2.10 2.01 1.94 1.88
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Table A.5 Critical values of F-distribution £, ;s (v4, v2), continued

V4
v, 10 12 15 20 24 30 40 60 120 o
1 242 244 246 248 249 250 251 252 253 254
2 194 194 194 19.5 19.5 19.5 19.5 19.5 19.5 19.5
3 8.79 8.74 8.70 8.66 8.64 8.62 8.59 8.57 8.55 8.53
4 5.96 5.91 5.86 5.80 5.77 5.75 5.72 5.69 5.66 5.63
5 4.74 4.68 4.62 4.56 4.53 4.50 4.46 4.43 4.40 4.37
6 4.06 4.00 3.94 3.87 3.84 3.81 3.77 3.74 3.70 3.67
7 3.64 3.57 3.51 3.44 3.41 3.38 3.34 3.30 3.27 3.23
8 3.35 3.28 3.22 3.15 3.12 3.08 3.04 3.01 297 2.93
9 3.14 3.07 3.01 2.94 2.90 2.86 2.83 2.79 2.75 2.71
10 2.98 2.91 2.85 2.77 2.74 2.70 2.66 2.62 2.58 2.54
11 2.85 2.79 2.72 2.65 2.61 2.57 2.53 2.49 2.45 2.40
12 2.75 2.69 2.62 2.54 2.51 2.47 2.43 2.38 2.34 2.30
13 2.67 2.60 2.53 2.46 2.42 2.38 2.34 2.30 2.25 2.21
14 2.60 2.53 2.46 2.39 2.35 2.31 2.27 2.22 2.18 2.13
15 2.54 2.48 240 2.33 2.29 2.25 2.20 2.16 2.1 2.07
16 2.49 2.42 2.35 2.28 2.24 219 2.15 2.11 2.06 2.01
17 2.45 2.38 2.31 2.23 2.19 215 2.10 2.06 2.01 1.96
18 2.41 2.34 2.27 219 2.15 2.1 2.06 2.02 1.97 1.92
19 2.38 2.31 2.23 2.16 2.1 2.07 2.03 1.98 1.93 1.88
20 2.35 2.28 2.20 212 2.08 2.04 1.99 1.95 1.90 1.84
21 2.32 2.25 2.18 210 2.05 2.01 1.96 1.92 1.87 1.81
22 2.30 2.23 215 2.07 2.03 1.98 1.94 1.89 1.84 1.78
23 2.27 2.20 213 2.05 2.01 1.96 1.9 1.86 1.81 1.76
24 2.25 2.18 2.1 2.03 1.98 1.94 1.89 1.84 1.79 1.73
25 2.24 2.16 2.09 2.01 1.96 1.92 1.87 1.82 1.77 1.71
26 2.22 2.15 2.07 1.99 1.95 1.90 1.85 1.80 1.75 1.69
27 2.20 2.13 2.06 1.97 1.93 1.88 1.84 1.79 1.73 1.67
28 219 212 2.04 1.96 1.91 1.87 1.82 1.77 1.71 1.65
29 218 2.10 2.03 1.94 1.90 1.85 1.81 1.75 1.70 1.64
30 2.16 2.09 2.01 1.93 1.89 1.84 1.79 1.74 1.68 1.62
40 2.08 2.00 1.92 1.84 1.79 1.74 1.69 1.64 1.58 1.51
60 1.99 1.92 1.84 1.75 1.70 1.65 1.59 1.53 1.47 1.39
120 1.91 1.83 1.75 1.66 1.61 1.55 1.50 143 1.35 1.25
*® 1.83 1.75 1.67 1.57 1.52 1.46 1.39 1.32 1.22 1.00
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Table A.5 Critical values of F-distribution £, (v4, v2), continued
V4

Vs 1 2 3 4 5 6 7 8 9

1 4052.0 49995 54034 56246 5763.7 5859.0 59284  5981.1 60225
2 98.50 99.00 99.17 99.25 99.30 99.33 99.36 99.37 99.39
3 34.12 30.82 29.46 28.71 28.24 27.91 27.67 27.49 27.35
4 21.20 18.00 16.69 15.98 15.52 15.21 14.98 14.80 14.66
5 16.26 13.27 12.06 11.39 10.97 10.67 10.46 10.29 10.16
6 13.75 10.93 9.78 9.15 8.75 8.47 8.26 8.10 7.98
7 12.25 9.55 8.45 7.85 7.46 7.19 6.99 6.84 6.72
8 11.26 8.65 7.59 7.01 6.63 6.37 6.18 6.03 5.91
9 10.56 8.02 6.99 6.42 6.06 5.80 5.61 5.47 5.35
10 10.04 7.56 6.55 5.99 5.64 5.39 5.20 5.06 4.94
11 9.65 7.21 6.22 5.67 5.32 5.07 4.89 4.74 463
12 9.33 6.93 5.95 5.41 5.06 4.82 4.64 4.50 4.39
13 9.07 6.70 5.74 5.21 4.86 4.62 4.44 4.30 4.19
14 8.86 6.52 5.56 5.04 4.70 4.46 428 4.14 4.03
15 8.68 6.36 5.42 4.89 4.56 4.32 4.14 4.00 3.90
16 8.53 6.23 5.29 4.77 4.44 4.20 4.03 3.89 3.78
17 8.40 6.11 5.19 4.67 4.34 4.10 3.93 3.79 3.68
18 8.29 6.01 5.09 4.58 4.25 4.02 3.84 3.71 3.60
19 8.19 5.93 5.01 4.50 417 3.94 3.77 3.63 3.52
20 8.10 5.85 4.94 4.43 410 3.87 3.70 3.56 3.46
21 8.02 5.78 4.87 437 4.04 3.81 3.64 3.51 3.40
22 7.95 5.72 4.82 4.31 3.99 3.76 3.59 3.45 3.35
23 7.88 5.66 4.77 4.26 3.94 3.71 3.54 3.41 3.30
24 7.82 5.61 472 422 3.90 3.67 3.50 3.36 3.26
25 7.77 557 4.68 4.18 3.86 3.63 3.46 3.32 3.22
26 7.72 5.53 4.64 4.14 3.82 3.59 3.42 3.29 3.18
27 7.68 5.49 4.60 411 3.79 3.56 3.39 3.26 3.15
28 7.64 5.45 4.57 4.07 3.75 3.53 3.36 3.23 3.12
29 7.60 5.42 4.54 4.05 3.73 3.50 3.33 3.20 3.09
30 7.56 5.39 4.51 4.02 3.70 3.47 3.30 3.17 3.07
40 7.31 518 4.31 3.83 3.51 3.29 3.12 2.99 2.89
60 7.08 4.98 413 3.65 3.34 3.12 2.95 2.82 272
120 6.85 4.79 3.95 3.48 3.17 2.96 2.79 2.66 2.56
o0 6.64 4.61 3.78 3.32 3.02 2.80 2.64 2.51 2.41
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Table A.5 Critical values of F-distribution £, (v4, v2), continued

V4

Vs 10 12 15 20 24 30 40 60 120 o
1 6055 6106 6157 6208 6234 6260 6286 6313 6339 6366
2 99.4 99.42 99.43 99.45 99.46 99.47 99.47 99.48 99.49 9950
3 27.2 27.05 26.87 26.69 26.60 26.51 26.41 26.32 26.22 26.13
4 14.6 14.37 14.20 14.02 13.93 13.84 13.75 13.65 13.56 13.46
5 10.1 9.89 9.72 9.55 9.47 9.38 9.29 9.20 9.11 9.02
6 7.87 7.72 7.56 7.40 7.31 7.23 7.14 7.06 6.97 6.88
7 6.62 6.47 6.31 6.16 6.07 5.99 591 5.82 5.74 5.65
8 5.81 5.67 552 5.36 5.28 5.20 512 5.03 495 4.86
9 5.26 5.11 4.96 4.81 4.73 4.65 457 4.48 4.40 4.31
10 4.85 4.71 4.56 4.41 4.33 4.25 417 4.08 4.00 3.91
11 4.54 4.40 4.25 410 4.02 3.94 3.86 3.78 3.69 3.60
12 4.30 4.16 4.01 3.86 3.78 3.70 3.62 3.54 3.45 3.36
13 410 3.96 3.82 367 3.59 3.51 343 3.34 3.26 3.17
14 3.94 3.80 3.66 3.51 3.43 3.35 3.27 3.18 3.09 3.00
15 3.81 3.67 3.52 3.37 3.29 3.21 3.13 3.05 2.96 2.87
16 3.69 3.55 3.41 3.26 3.18 3.10 3.02 2.93 2.85 2.75
17 3.59 3.46 3.31 3.16 3.08 3.00 2.92 2.84 2.75 2.65
18 3.51 3.37 3.23 3.08 3.00 2.92 2.84 2.75 2.66 257
19 3.43 3.30 3.15 3.00 2.93 2.84 2.76 2.67 2.58 2.49
20 3.37 3.23 3.09 2.94 2.86 2.78 2.70 2.61 252 2.42
21 3.31 3.17 3.03 2.88 2.80 272 2.64 2.55 2.46 2.36
22 3.26 3.12 2.98 2.83 2.75 2.67 2.58 2.50 2.40 2.31
23 3.21 3.07 2.93 2,78 2.70 2.62 2.54 2.45 235 2.26
24 317 3.03 2.89 2.74 2.66 2.58 2.49 2.40 2.31 2.21
25 3.13 2.99 2.85 2.70 2.62 2.54 2.45 2.36 227 217
26 3.09 2.96 2.82 2.66 2.59 2.50 2.42 2.33 223 2.13
27 3.06 2.93 2.78 263 2.55 247 2.38 2.29 2.20 210
28 3.03 2.90 2.75 2.60 2.52 2.44 2.35 2.26 217 2.06
29 3.01 2.87 2.73 257 2.50 2.41 2.33 2.23 214 2.03
30 298 2.84 2.70 255 2.47 2.39 2.30 2.21 211 2.01
40 2.80 2.67 252 2.37 2.29 2.20 2.11 2.02 1.92 1.81
60 263 2.50 2.35 2.20 2.12 2.03 1.94 1.84 1.73 1.60
120 247 2.34 2.19 2.04 1.95 1.86 1.76 1.66 1.53 1.38
0 232 219 2.04 1.88 1.79 1.70 1.59 1.47 1.33 1.00
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Table A.6 Critical values of multiple range test ()
a=0.05 a=0.01
v r rs r, rs rg r, rs ry rs re
1 17.97 17.97 17.97 17.97 17.97 90.03 90.03 90.03 90.03 90.03
2 6.085 6.085 6.085 6.085 6.085 14.04 14.04 14.04 14.04 14.04
3 4.501 4.516 4.516 4.516 4.516 8.261 8.321 8.321 8.321 8.321
4 3.927 4.013 4.033 4.033 4.033 6.512 6.677 6.740 6.756 6.756
5 3.635 3.749 3.797 3.814 3.814 5,702 5.893 5.898 6.040 6.065
6 3.461 3.587 3.649 3.680 3.604 5.243 5.439 5.549 5614 5.655
7 3.344 3477 3.548 3.588 3.611 4.949 5.145 5.260 5.334 5.383
8 3.261 3.399 3.475 3.521 3.549 4.746 4.939 5.057 5135 5.189
9 3.199 3.339 3.420 3.470 3.502 4.596 4.787 4.906 4.986 5.043
10 3.151 3.293 3.376 3.430 3.465 4.482 4.671 4.790 4.871 4.931
11 3.113 3.256 3.342 3.397 3.435 4.392 4.579 4.697 4.780 4.841
12 3.082 3.225 3.313 3.370 3.410 4.320 4.504 4.622 4.706 4.767
13 3.055 3.200 3.289 3.348 3.389 4.260 4.442 4.560 4.644 4.706
14 3.033 3.178 3.268 3.329 3.372 4.210 4.391 4.508 4.591 4.654
15 3.014 3.160 3.250 3.312 3.356 4.168 4.347 4.463 4.547 4610
16 2.998 3.144 3.235 3.298 3.343 4131 4.309 4.425 4.509 4.572
17 2.984 3.130 3.222 3.285 3.331 4.099 4.275 4.391 4.475 4,539
18 2.971 3.118 3.210 3.274 3.321 4.071 4.246 4.362 4.445 4.509
19 2.960 3.107 3.199 3.264 3.311 4.046 4.220 4.335 4.419 4.483
20 2.050 3.097 3.190 3.255 3.303 4.024 4197 4.312 4.395 4.459
21 2.941 3.088 3.181 3.247 3.295 4.004 4177 4.291 4.374 4.438
22 2.933 3.080 3.173 3.239 3.288 3.986 4.158 4.272 4.355 4.419
23 2.926 3.072 3166 23233  3.282 3.970 41441 4.254 4.337 4.402
24 2.919 3.066 3.160 3.226 3.276 3.955 4126 4.239 4.322 4.386
25 2.913 3.059 3.154 3.221 3.271 3.942 4112 4.224 4.307 4.371
30 2.888 3.035 3.131 3.199 3.250 3.889 4.056 4.168 4.250 4.314
40 2.858 3.005 3.102 3171 3.224 3.825 3.988 4.098 4.180 4.243
60 2.829 2.976 3.073 3.143 3.198 3.762 3.922 4.030 4111 4174
120 2.800 2.947 3.045 3.116 3.172 3.702 3.858 3.964 4.044 4.107
oo 2.772 2.918 3.017 3.089 3.146 3.643 3.796 3.900 3.978 4.040

Adapted from: Harter, H.L. (1960) “Critical Values for Duncan’s New Multiple Range Test,” Biometrics, vol. 16, no. 4.
Note: The degree of freedom v = (n, — 1) where the summation covers the group numbers and n; is the sample size of
group i. If, for example, there are 3 groups and each group has 8 data points, v=3 x (8 — 1) = 21.Thus, at a = 0.05, r, =

2.941, ry = 3.088, etc.



Table A.7 Critical values for Wilcoxon single-rank test

APPENDIX 585

One-sided a=0.05 a =0.025 a =0.010 a = 0.005

n Two-sided a=0.10 a = 0.050 a = 0.020 a=0.010
5 1

6 2 1

7 4 2 0

8 6 4 2 0
9 8 6 3 2
10 1 8 5 3
11 14 1 7 5
12 17 14 10 7
13 21 17 13 10
14 26 21 16 13
15 30 25 20 16
16 36 30 24 19
17 M 35 28 23
18 a7 40 33 28
19 54 45 38 32
20 60 52 43 37
21 68 59 49 43
22 75 66 58 49
23 83 73 62 55
24 92 81 69 61
25 101 90 77 68
26 110 96 85 76
27 120 107 93 84
28 130 117 102 92
29 141 127 11 100
30 152 137 120 100
31 163 148 130 118
32 175 230 141 128
33 188 171 151 138
34 201 183 162 149
35 214 195 174 160
36 228 208 186 171
37 242 222 198 183
38 256 235 211 195
39 271 250 224 208
40 287 264 238 221
45 371 344 313 292
50 466 434 398 373

Adapted from: Beyer, W.H., ed. (1968) CRC Handbook of Tables for Probability and

Statistics, 2nd ed. CRC Press, Boca Raton, FL.
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Table A.8 Wilcoxon rank-sum test
a = 0.05 for one-sided and a = 0.10 for two-sided test
n m=3 m=4 m=5 m=6 m=7 m=8 m=9 m=10 | m=11 m=12
m 6,15 12,24 19,36 28,50 39,66 52,84 66,105 83,127 | 101,152 | 121,179
m+1 7,17 13,27 20,40 30,54 41,71 54,90 69,111 86,134 | 105,159 | 125,187
m+2 7,20 14,30 22,43 32,58 43,76 57,95 72,117 89,141 | 109,166 | 129,195
m+3 8,22 15,33 24,46 33,63 46,80 60,100 75,123 93,147 | 112,174 | 134,202
m+4 9,24 16,36 25,50 35,67 48,85 62,106 78,129 96,154 | 116,181 | 138,210
m+5 9,27 17,39 26,54 37,71 50,90 65,111 81,135 | 100,160 | 120,188 | 142,218
m+6 10,29 18,42 27,58 39,75 52,95 67,117 84,141 | 103,167 | 124,195 | 147,225
m+7 11,31 19,45 29,61 41,79 54,100 70,122 87,147 | 107,173 | 128,202 | 151,233
m+8 11,34 20,48 30,65 42,84 57,104 73,127 90,153 | 110,180 | 132,209 | 155,241
m+9 12,36 21,51 32,68 44,88 59,109 75,133 93,159 | 114,186 | 136,216 | 159,249
m+10 13,38 22,54 33,72 46,92 61,114 78,138 96,165 | 117,193 | 139,224 | 164,256
m+ 11 13,41 23,57 34,76 48,96 63,119 80,144 | 100,170 | 120,200 | 143,231 | 168,264
m+12 14,43 24,60 36,79 50,100 65,124 83,149 | 103,176 | 124,206 | 147,238 | 172,272
m+13 15,45 25,63 37,83 52,104 68,128 86,154 | 106,182 | 127,213 | 151,245 | 177,279
m+14 15,48 26,66 39,86 53,109 70,133 88,160 | 109,188 | 132,219 | 155,252 | 181,287
m+15 16,50 27,69 40,90 55,113 72,138 | 91,165 | 112,194 | 134,226 | 159,259 | 185,295
m+16 17,52 28,72 42 93 57,117 74,143 | 94,170 | 115,200 | 138,232 | 138,266 | 190,302
m+17 17,55 29,75 43,97 59,121 77,147 | 96,176 | 118,206 | 141,239 | 167,273 | 194,310
m+18 18,57 30,78 44,101 61,125 79,152 99,181 | 121,212 | 145,245 | 171,280 | 198,318
m+19 19,59 31,81 46,104 62,130 81,157 | 102,186 | 124,218 | 148,252 | 175,287 | 203,325
m+ 20 19,62 32,84 47,108 64,134 83,162 | 104,192 | 127,224 | 152,258 | 178,295 | 207,333

Adapted from: Beyer, W. H., ed. (1968) CRC Handbook of Tables for Probability and Statistics, 2nd ed. CRC Press, Boca

Raton, FL.
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Table A.8 Wilcoxon rank-sum test (continued)

a = 0.05 for one-sided and a = 0.10 for two-sided test

n m=13 [ m=14 | m=15 | m=16 | m=17 | m=18 | m=19 [ M=20 | m=21 m=22

m 143,208 | 167,239 | 192,273 | 220,308 | 249,346 | 280,386 | 314,427 | 349,471 | 386,517 | 424,566
m+1 148,216 | 172,248 | 198,282 | 226,318 | 256,356 | 287,397 | 321,439 | 356,484 | 394,530 | 433,579
m+2 152,225 | 177,257 | 203,292 | 232,328 | 262,367 | 294,408 | 328,451 | 364,496 | 402,543 | 442,592
m+3 157,233 | 182,266 | 209,301 | 238,338 | 268,378 | 301,419 | 336,462 | 372,508 | 410,556 | 450,606
m+4 162,241 | 187,275 | 215,310 | 244,348 | 275,388 | 308,430 | 343,474 | 380,520 | 418,569 | 459,619

m+5 166,250 | 192,284 | 220,320 | 250,358 | 281,399 | 315,341 | 550,486 | 387,533 | 427,581 | 486,632
m+6 171,258 | 197,293 | 226,329 | 256,368 | 288,409 | 322,452 | 358,497 | 395,545 | 435,594 | 476,646
m+7 176,256 | 203,301 | 231,339 | 262,378 | 294,420 | 329,463 | 365,509 | 403,557 | 443,607 | 485,659
m+8 181,274 | 208,310 | 237,348 | 268,388 | 301,430 | 336,474 | 372,521 | 411,509 | 451,620 | 494,672
m+9 185,283 | 213,319 | 242,358 | 274,398 | 307,441 | 342,486 | 380,532 | 419,581 | 459,633 | 502,686

m+10 190,291 | 218,328 | 248,367 | 280,408 | 314,451 | 349,497 | 387,544 | 426,594 | 468,645 | 511,699
m+ 11 195,299 | 223,337 | 254,376 | 286,418 | 320,462 | 356,508 | 394,556 | 434,606 | 476,658 | 520,712
m+12 199,308 | 228,346 | 259,386 | 292,428 | 327,472 | 363,519 | 402,567 | 442,618 | 484,671 | 528,726
m+13 | 204,316 | 234,354 | 265,395 | 298,438 | 333,483 | 370,530 | 409,579 | 450,630 | 492,684 | 537,739
m+14 | 209,324 | 239,363 | 270,405 | 304,448 | 340,493 | 377,541 | 416,591 | 458,642 | 501,696 | 546,752

m+15 | 214,332 | 244,372 | 276,414 | 310,458 | 346,504 | 384,552 | 424,602 | 465,655 | 509,709 | 554,766
m+16 | 218,341 | 249,381 | 282,423 | 316,468 | 353,514 | 391,563 | 431,614 | 473,667 | 517,722 | 563,779
m+17 | 223,349 | 254,390 | 287,433 | 322,478 | 359,525 | 398,574 | 438,626 | 481,679 | 526,734 | 572,792
m+18 | 228,357 | 260,398 | 293,442 | 328,488 | 366,535 | 405,585 | 446,637 | 489,691 | 534,747 | 581,805
m+19 | 233,365 | 265,407 | 299,451 | 334,498 | 372,546 | 412,506 | 453,649 | 497,703 | 542,760 | 589,819

m+20 | 237,374 | 270,416 | 304,461 | 340,508 | 379,556 | 419,607 | 461,660 | 505,715 | 550,773 | 598,832
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Table A.8 Wilcoxon rank-sum test (continued)

APPENDIX

a = 0.025 for one-sided and a = 0.05 for two-sided test
n m=3 m=4 m=5 m=6 m=7 m=8 m=9 m=10 | m=11 m=12
m 5,16 11,25 18,37 26,52 37,68 49,87 63,103 79,131 96,157 | 116,184
m+1 6,18 12,28 19,41 28,56 39,73 51,93 66,114 82,138 | 100,164 | 120,192
m+2 6,21 12,32 20,45 29,61 41,78 54,98 68,121 85,145 | 103,172 | 124,200
m+3 7,23 13,35 21,49 31,65 43,83 56,104 71,127 88,152 | 107,179 | 128,208
m+4 7,26 14,38 22,53 32,70 45,88 58,110 74,133 91,159 | 110,187 | 131,217
m+5 8,28 15,41 24,56 34,74 46,94 61,115 77,139 94,166 | 114,194 | 135,225
m+6 8,31 16,44 25,60 38,78 48,99 63,121 79,146 97,173 | 118,201 | 139,233
m+7 9,33 17,47 26,64 37,83 50,104 | 65,127 82,152 | 101,179 | 121,209 | 143,241
m+8 10,35 17,51 27,68 39,87 52,109 | 68,132 85,158 | 104,186 | 125,216 | 147,249
m+9 10,38 18,54 29,71 41,91 54,114 70,138 88,164 | 107,193 | 128,224 | 151,257
m+10 11.40 19,57 30,75 42,96 56,119 72,144 90,171 | 110,200 | 132,231 | 155,265
m+ 11 11,43 20,60 31,79 44,100 58,124 75,149 93,177 | 113,207 | 135,239 | 159,273
m+12 12,45 21,63 32,83 45,105 60,129 77,155 96,183 | 117,213 | 139,246 | 163,281
m+13 12,48 22,66 33,87 47,109 62,134 80,160 99,189 | 120,220 | 143,253 | 167,289
m+14 13,50 23,69 35,90 49,113 64,139 82,166 | 101,196 | 123,227 | 146,261 | 171,297
m+15 13,53 24,72 36,94 50,118 66,144 84,172 | 104,202 | 126,234 | 150,268 | 175,305
m+ 16 14,55 24,76 37,98 52,122 68,149 87,177 | 107,208 | 129,241 | 153,276 | 179,313
m+17 14,58 25,79 38,102 53,127 70,154 89,183 | 110,214 | 132,248 | 157,283 | 183,321
m+18 15,60 26,82 40,105 55,131 72,159 | 92,188 | 113,220 | 136,254 | 161,290 | 187,329
m+19 15,63 27,85 41,109 57,135 74,164 | 94,194 | 115,227 | 139,261 | 164,298 | 191,337
m + 20 16,65 28,88 42,113 58,140 76,169 | 96,200 | 118,233 | 142,268 | 168,305 | 195,345
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Table A.8 Wilcoxon rank-sum test (continued)

a = 0.025 for one-sided and a = 0.05 for two-sided test
n m=13 | m=14 [ m=15 | m=16 | m=17 | m=18 | m=19 | m=20 | m=21 m=22

m 137,214 | 160,246 | 185,280 | 212,316 | 240,355 | 271,395 | 303,438 | 337,483 | 373,530 | 411,579
m+1 141,223 | 165,255 | 190,290 | 217,327 | 246,366 | 277,407 | 310,450 | 345,495 | 381,543 | 419,593
m+2 146,231 | 170,264 | 195,300 | 223,337 | 252,377 | 284,418 | 317,462 | 352,508 | 389,556 | 428,606
m+3 150,240 | 174,274 | 201,309 | 229,347 | 258,388 | 290,430 | 324,474 | 359,521 | 397,589 | 436,620
m+4 154,249 | 179,283 | 206,319 | 234,358 | 264,399 | 297,441 | 331,486 | 367,533 | 404,583 | 444,634

m+5 159,257 | 184,292 | 211,329 | 240,368 | 271,409 | 303,453 | 338,498 | 374,546 | 412,596 | 452,648
m+6 163,266 | 189,301 | 216,339 | 245,379 | 277,420 | 310,464 | 345,510 | 381,559 | 420,609 | 450,662
m+7 168,274 | 194,310 | 221,349 | 251,389 | 283,431 | 316,476 | 351,523 | 389,571 | 428,622 | 469,675
m+8 172,283 | 198,320 | 227,358 | 257,399 | 289,442 | 323,487 | 358,535 | 396,584 | 436,635 | 477,689
m+9 176,292 | 203,329 | 232,363 | 262,410 | 295,453 | 329,499 | 365,547 | 403,597 | 443,649 | 485,703

m+10 181,300 | 208,338 | 237,378 | 268,420 | 301,464 | 336,510 | 372,559 | 411,609 | 451,662 | 493,717
m+ 11 185,309 | 213,347 | 242,388 | 274,430 | 307,475 | 342,522 | 379,571 | 418,622 | 459,675 | 502,730
m+12 190,317 | 218,356 | 248,397 | 279,441 | 313,486 | 349,533 | 386,583 | 426,634 | 467,688 | 510,744
m+13 194,326 | 222,365 | 253,407 | 285,451 | 319,497 | 355,545 | 393,595 | 433,647 | 475,701 | 518,758
m+14 198,335 | 227,375 | 258,417 | 291,461 | 325,508 | 362,556 | 400,607 | 440,660 | 482,715 | 526,772

m+15 | 203,343 | 232,384 | 263,427 | 296,472 | 331,519 | 368,568 | 407,619 | 448,672 | 490,728 | 535,785
m+16 | 207,352 | 237,393 | 269,436 | 302,482 | 338,529 | 375,579 | 414,631 | 455,685 | 498,741 | 543,799
m+17 | 212,360 | 242,402 | 274,446 | 308,492 | 344,540 | 381,591 | 421,643 | 463,697 | 506,754 | 551,813
m+18 | 216,389 | 247,411 | 279,456 | 314,502 | 350,551 | 388,602 | 428,655 | 470,710 | 514,767 | 560,826
m+19 [ 221,377 | 252,420 | 284,466 | 319,513 | 356,562 | 395,613 | 435,667 | 477,723 | 522,780 | 568,840

m+20 | 225,386 | 256,430 | 290,475 | 325,623 | 362,573 | 401,625 | 442,679 | 485,735 | 530,793 | 576,854
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Table A.9 Random Numbers

APPENDIX

39657645 45
7371237090
7218 47 33 84
75122569 17
3717798874

02 48 08 16 94
87 89 1570 07
9818717015
10 83 58 07 04
47 08 56 37 31

9390 310307
2105114799
95 89 94 06 97
9718315573
6908 8886 13

4126102503
91 47 41 63 62
80 94 54 18 47
67 06 77 63 99
5972241375

63 62 06 34 41
78472356390
87 6862 15 43
4760921077
56 88 87 59 41

2217 68 65 84
19 36 27 59 46
1677230277
7843 76 71 61
03 28 28 26 08

04 31172156
61 06 98 03 91
23 68 35 26 00
1539257099
58 7196 30 24

93 22 53 64 39
78 76 58 54 74
6181 3196 82
42 88 07 10 05
77 94 3005 39

1990 69 64 61
6597 60 12 11
5167479719
17 952178 58
63 52 06 34 30

85 53 83 29 95
3779491238
89 00 39 59 24
76 62 16 48 68
7182 13 50 41

34 18 04 52 35
1120994518
27 378328 71
10 65 8192 59
59717417 32

87 63939517
08 6174 5169
08 52 85 08 40
89 85 84 46 06
4229722319

7953 36 02 95
79 93 96 38 63
97 48 72 66 48
26 97 05 73 51
06 87 37 78 48

87 02 22 57 51
3977327709
28 06 24 25 93
97 67 63 99 61
69 30 16 09 05

3373991987
8714 77 43 96
99 53 93 61 28
93 86 52 77 65
18 46 23 34 27

07 1063 76 35
92 38 70 96 92
00 57 25 60 59
24 98 65 63 21
281099 00 27

20 26 36 31 62
3156341919
98 40 07 17 66
24334577 48
0131601027

56 27 09 24 43
48 13 93 55 96
00 06 41 41 20
5876 17 14 86
27551024 92

7413 3935 22
76 51 94 84 86
7957 9513 91
77 316195 46
48 38 7593 29

8183 83 04 49
9279438979
48 40 3594 22
64 71 06 21 66
0694 76 10 08

94 61 09 43 62
34 85 52 05 09
5316 71 13 81
88 46 38 03 58
65 88 69 58 39

68 69 80 95 44
79 57 92 36 59
224544 84 11
3045 67 93 82
53 58 47 70 93

26 72 39 27 67
43 00 65 98 50
52 70 05 48 34
1533 59 05 28
85139924 44

87 03 04 79 88
52 06 7979 45
46 7260 18 77
46 21 61 88 32
1273739912

5824 97 14 97
47 83 7551 33
23 05 09 51 80
69 81 84 09 29
3507797153

21785509 82
4192 45 71 51
14 36 59 25 47
59 53 11 52 21
28 04 67 53 44

68 95 23 92 35
1379933755
09 61 87 25 21
2044 90 32 64
73373204 05

77 45 85 50 51
2918 94 51 23
72657108 86
89 37 20 70 01
81301539 14

202114 68 86
8543017273
59 97 50 99 52
72 68 49 29 31
88 02 84 27 83

1129 0195 80
8974398215
87 80 61 65 31
5973198523
66 56 4565 79

53 77 57 68 93
4560 33 01 07
56 65 05 61 86
2287 2607 47
4918 0979 49

08 13 13 85 51
8263 18 27 44
5566 12 62 11
27 80302160
49 99 57 94 82

9506 70 99 00
30 62 38 20 46
5978 11 52 49
93227045 80
2899 52 01 #1

716188 73 61
09 18 25 58 94
54 4517 24 89
66 04 18 72 87
95 23 00 84 47

36 63 70 35 33
98 16 04 41 67
56 20 11 32 44
2699 76 75 63
60 82 29 20 25

7988 0197 30
1485114723
50 03 42 99 36
6165702212
81331716 33

84 95 48 46 45
14 93 87 81 40
24 62 20 42 31
75701608 24
85 81 56 39 38

49 34 35 36 47
08 58 94 34 74
0971917425
53 33 65 97 21
45 56 20 19 47

60 61 97 22 61
98 99 46 50 47
9092 10 70 80
86 96 98 29 06
7416 32 23 02

5534 57 72 69
69 66 92 19 09
08 99 55 64 57
1092 3536 12
96 88 57
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Analysis (Cont.)
multicriteria Evaluation Method
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Analysis of variance (ANOVA)
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Asset management
Assignment problem
Attitude data
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Bayes’ theorem
Benefit-cost (B/C) analysis
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Index Terms Links
Brainstorming
Branch-and-leaves method

Brown Line Rehabilitation Project

Budget line 106 107
Buffers, line-of-balance 345

C

Calculus-based methodology in hard systems engineering

demand, price elasticity of
Lagrange multipliers method
production function characteristics
Capital
opportunity cost of
Capital costs
Capital goods
Capitalized cost (CC)
Capital recovery factor (CRF)
Central limit theorem
Chi-square goodness-of-fit test
Chi-square probability density function
Climbing Mount Sustainability
Coefficient of determination
Coefficient of variation (COV) 305
linear correlation, strength of
Cognitive mapping
Collectively exhaustive event
Combined probability mass function 177
Communication, and systems thinking
Comparative data
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Components, system

Compound amount factor (CAF)

8] [8] =

Compound interest
Confidence intervals
of mean
one-sided confidence limits
sample size, determination of
Consumer choice
Consumer goods

Consumer surplus

change in
Context sensitive solutions (CSS)
Continuous compounding
Continuous interactive planning
Continuous random variables
functions of

Control, and systems thinking

Correlation coefficient
Spearsman’s rank

Cost(S)
average 103
definition of
laws related to
marginal 327
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Cost-benefit analysis

See also Benefit-cost (B/C) analysis

Cost-effectiveness analysis
Cost elasticity 105
Covariance 184
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Crisis management 517
application of SSM
Bhopal gas tragedy
lessons and actions 515
Criteria/criterion
equal likelihood 418
Hurwicz 418
Laplace
maximax
maximin
minimax regret
Critical path method (CPM) 330
bar charts
concepts
resource scheduling
scheduling
time-cost optimization
time-grid diagram
Critical systems thinking (CST) 480 484
Cross elasticity
Cumulative distribution function

Cycle-counting process 230
Cyclical chains 447
D
D/D/1 queuing model
Dantzig, George
Data
compression
processing data into occurrence frequencies 221
processing time-dependent data 221
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testing, for a desired distribution model
Decision making 416
with additional information 423
under certainty 417
under conflict 417

engineering, problem under uncertainties
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Design/designing (Cont.)
problem under uncertainties
staged processes of
models of
Deterministic models
Diagrammatic models

Direct elasticity

Discount rate
Discrete compound interest factors

Discrete random variables
functions of
Distribution-free methods
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test of location, for a given sample data
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Double-declining balance method
Dual linear programming model
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interpretation of 379
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Early start (ES), critical path method 336
Ecological Footprint model 531
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Economic efficiency

Economic evaluation methods
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Economics
basic issues of
engineering
scope of
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Endurance limit

Engineering
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design
economics
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models used in
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Environment
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Environmental impact assessment (E1A)
Equality of two variances, testing of 277

This page has been reformatted by Knovel to provide easier navigation.



C
=]
x
»

Index Terms

Equal likelihood criterion

Equilibrium, between demand and supply
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Equity
analysis 541
Equivalent uniform annual cost (EUAC)
Error mean square 289 311
Error sum of squares 310
Evaluation
of alternatives
conceptual framework for
engineering
issues
process
scope of
Events
collectively exhaustive
combination of
complementary
conditional
definition of
intersection of
probability of 126
mutually exclusive 120
statistically independent 128
union of 119 120
probability of
Exceedance rate
Expected opportunity loss (EOL)
Expected value (EV) 421
of perfect information
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of random variable
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of sample information 25
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Exponential probability density function
Exponential smoothing 399

F
Factor level
Fatigue limit

F-distribution
Feasibility issues
Feedback system

Financial concepts
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regularity
time series, use of
types of
Fourier transformation
Free float (FF), critical path method
Free goods
Frequency-dependent function

Frequency-of-occurrence diagram determination

of shape of distribution from
Frequency-of-occurrence diagrams
Fuzzy logic 266
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G

Game theory

Gamma distribution function

Gantt chart of activities, critical path method

Generate-and-test approach of problem-solving
open-loop/closed-loop control

Geometric distribution
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Goals
Graphical method, of linear programming
maximation
minimization 361
Graphic models
Graph theory 351
Group/committee action, problem solving through
H
Hard systems
defined
engineering 395
analysis of 325
assignment problem 414
calculus-based methodology 326
critical path method 330
decision analysis
exercises
forecasting
linear programming 358
line-of-balance 344
Markov analysis 442
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Hard systems (Cont.)

network flow analysis
program evaluation and

review technique 340
queuing models 426
simulation 435
transportation problem 401

Hard Systems Methodology (HSM) 473
Hard systems thinking (HST) 483
operations research
preamble
systems analysis
systems engineering
Health impact assessment (HIA)
Heuristic reasoning
Hierarchy
and systems thinking
Holistic interactive planning
Housing system
Human activity systems
Hurwicz criterion
Hypergeometric distribution 166
Hypotheses
setting
testing 265
formulation of
outcomes in
of population mean
of proportion 275
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Iconic models
Impacts
assessment
Impossible event
Income elasticities
Income tax
Independent log-normal random variables, product of
Independent normal random variables linear functions of
Indifference curves 107
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Inequality expression
Inflation rate

Inquiry System (IS)
Internal rate of return (IRR)
Interval data

Interval estimation method
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Investment appraisal methods

IPAT model 531 532
J

Jockeying 426

Joint cumulative probability function 176

Joint probability density function 180

Joint probability functions

Joint probability mass function 176

K

Kolmogorov-Smirnov (KS) test 254
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Kramer, C. Y. 295
L
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Lagrange multipliers method
Laplace criterion

Last-in-first-out (LIFO)

Late finish (LF), critical path method
Latent demand

Late start (LS), critical path method
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Law of increasing returns to scale

Laws, related to costs 101
Least-square method 401
Left-tailed significance problems 271 275

Legal feasibility
Level-of-service

Lickert scales

Life cycle assessment (LCA)
Likelihood function

Linear demand curve

Linear functions, of independent normal random variables
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formulation of 371
interpretation of 379

This page has been reformatted by Knovel to provide easier navigation.



C
=]
x
»

Index Terms

Linear programming (LP) (Cont.)

simplex algorithm
minimization problems, solving
Linear transformation 158
Line-of-balance (LOB) 344
progress charts and buffers 345
schedule, resource and 348
Logarithmic normal (lognormal) probability density function 162

M
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Macroeconomics, definition of
Maintenance costs
Management

engineering

science

w
N
~

Marginal costs (MCs)
Marginal probability mass function
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Marginal value
Markov analysis
absorbing chains
characteristics of
cyclical chains
regular chains
Mathematical expectation of random variable

Mathematical models
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Maximation problem

in linear programming

graphical method
primal modal

in transportation problem
Maximax criterion 419
Maximin criterion 418
Mean

comparing two population

confidence intervals of

estimation of

first-order and second-order approximation for

population mean, hypothesis testing of
Mean absolute deviation (MAD)
Mean forecast error (MFE)
Means-ends analysis
Mean square, of random variable
Mean square error (MSE)
Mean value, of random variable
Measurement

scales of
Measures of costs (MOC)
Measures of effectiveness (MOE)
Median, of random variable
Method of maximum likelihood

estimation of statistical parameters using
Method of moments
Microeconomics

definition of

scope of
Millennium development goals United Nations 525
Minimax regret criterion
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Minimization problem in linear programming
graphical method
with simplex, solving
Minimum-cost cell method 404
Minimum-path technique. See Shortest-path technique
Minimum spanning tree 352
Mode, of random variable 154

Models

building

of design process

types

used in planning and engineering
Modified distribution (MODI) method
Moments, of random variable
Monetary impacts
Money, time value of
Moore’s algorithm
Moving average forecast
Multiattribute problem

Multicriteria evaluation method
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Multimodal performance indicators

Multimodal systems thinking (MST) 464 482 484
Multiple attribute decision making (MADM) 564
for sustainability evaluation of plan alternatives 565
Multiple criteria decision making (MCDM) process 539 540
Multiple linear regression analysis 313
See also Regression analysis
Multiple random variables, functions of
Multiple range test
for equal sample sizes
for unequal sample sizes 295
Mutually exclusive event 120
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Negative feedback
Net present worth (NPW)

Network flow analysis
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Network theory
New Zealand Energy Efficiency and
Conservation Strategy (NZEECS) 561
New Zealand Energy Strategy (NZES) 561
New Zealand Transportation Strategy (NZTS) 558
defining sustainable transportation
defining vision, objectives, and targets 559

implementation
monitoring, reporting, and review
multi-sector approach

transportation strategy

N
By

Nominal data
Nonlinear regression

using a polynomial function
Normal distribution
Normal probability density function
Northwest (NW) corner method
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Null value.
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Obijective chart, line-of-balance
Objectives
Obtrusive data-collection
Occurrence rate
One-sided confidence limits
One-way classification, completely random
design with fixed effect

Operating costs
Operations research (OR) 465
Opportunity cost
Optimum solution, determination of

transportation problem
Ordinal data
P

Participative interactive planning
Payment, uniform series of
Penalty method
Performance-based planning
Performance levels
Physical analogues
Physical models
Planning
continuous interactive
engineering
holistic interactive
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models used in
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Planning (Cont.)

performance-based
scenario
Point estimation
Poisson distribution function
Population mean, hypothesis testing of 269

See also Mean; Two population means, comparing
Prediction. See Forecasting
Present worth factor (PWF)

Present worth of uniform series (PWUS)
Price elasticities
of demand

of supply
Primal linear programming model
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formulation of

interpretation of
Probabilistic models
Probability

computation of

conditional

of intersection of events

simulation using known

of union of events
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vector
fixed
transition
Probability functions
cumulative distribution function
joint cumulative probability function

joint probability density function
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joint probability functions

joint probability mass function 176
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Probability functions (Cont.)
parameters of
probability density function
probability distribution function 150
probability mass function 148
Probability paper 250
Probability-scaled plotting 250

Probability theory
Problem solving
staged processes of
styles
through group/committee action
Problem-space
Production, and cost
Production function characteristics

Program chart, line-of-balance
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Program Evaluation and Review Technique (PERT)
Progress chart, line-of-balance
Prohibited routes

Project crashing
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Proportion
hypothesis testing of 275
Q
Quality of Life/Natural Capital Model
Queuing models
D/D/1
M/D/1
M/M/1 431
M/M/N 431

This page has been reformatted by Knovel to provide easier navigation.



C
=]
x
»

Index Terms

Queuing systems

characteristics of
schematic diagram of
service level vs. total cost 432 433

Rainflow method
cycle-counting using
Random effect

Random error
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Random variables

continuous 146
describing parameters of 152
discrete 145
probability functions 148

Rank correlation analysis
Ratio data
Rayleigh probability density function
Reductionism
Refutability
Regression analysis
analysis of variance for
defined
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Transition matrix
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Trial-and-error approach of problem-solving

Triaxial Representation of Technological Sustainability
Triple bottom line (TBL) model

True Sustainability Index

N o] (O] |7 w
N WO IN] (] IN] |©
Ol O] |N] (W] o] |N

]

w

o
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