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With contributions from top international experts from both industry
and academia, Nano-Semiconductors: Devices and Technology is a
must-read for anyone with a serious interest in future nanofabrication
technologies.

Taking into account the semiconductor industry’s transition from
standard CMOS silicon to novel device structures—including carbon
nanotubes (CNT), graphene, quantum dots, and III-V materials—this
book addresses the state of the art in nano devices for electronics. It
provides an all-encompassing, one-stop resource on the materials and
device structures involved in the evolution from micro- to nanoelectronics.

The book is divided into three parts that address:
• Semiconductor materials (i.e., carbon nanotubes, memristors, and

spin organic devices)
• Silicon devices and technology (i.e., BiCMOS, SOI, various 3D

integration and RAM technologies, and solar cells)
• Compound semiconductor devices and technology

This reference explores the groundbreaking opportunities in emerging
materials that will take system performance beyond the capabilities of
traditional CMOS-based microelectronics. Contributors cover topics
ranging from electrical propagation on CNT to GaN HEMTs technology
and applications. Approaching the trillion-dollar nanotech industry from
the perspective of real market needs and the repercussions of technological
barriers, this resource provides vital information about elemental device
architecture alternatives that will lead to massive strides in future
development.
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Preface
Nanoelectronics is an emerging trillion-dollar industry. When it matures several 
years from now, it will include all the current microelectronics prevalent in our 
everyday lives (cell phones, computers, networks, etc.). These will be transformed 
by reducing the feature size down to tens of nanometers, adding nanodevices, nano-
sensors, and nanoactuators, and developing new device structures. Nanoelectronics 
will be prevalent in all aspects of our lives (communications, computing, storage, 
display, and energy generation). Nanosemiconductors are an essential part of that 
nanoelectronics vision. 

The book is divided into three parts. The first part deals with semiconductor mate-
rials. It covers carbon nanotubes, memristors, and spin organic devices. The second 
part of the book deals with silicon devices and technology. It covers BiCMOS, SOI, 
various 3D integration and RAM technologies, and solar cells. The third part of the 
book deals with compound semiconductor devices and technology. 

With such a wide variety of topics covered, I am hoping that the reader will find 
something stimulating to read, and discover the field of nanoelectronics to be both 
exciting and useful in science and everyday life. Books like this one would not be 
possible without many creative individuals meeting together in one place to exchange 
thoughts and ideas in a relaxed atmosphere. I would like to invite you to attend the 
CMOS Emerging Technologies events that are held annually in beautiful British 
Columbia, Canada, where many topics covered in this book are discussed. See http://
www.cmoset.com for presentation slides from the previous meeting and announce-
ments about future ones. 

I would love to hear from you about this book. Please email me at kris.iniewski@
gmail.com. 

Let the nanoelectronics world come to us!

Kris Iniewski
Vancouver
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Editor
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1 Electrical Propagation 
on Carbon Nanotubes
From Electrodynamics 
to Circuit Models

Antonio Maffucci, Andrea G. Chiariello, 
Carlo Forestiere, and Giovanni Miano

1.1 IntroductIon

Carbon nanotubes (CNTs) are recently discovered materials [1] made by rolled 
sheets of graphene of diameters on the order of nanometers and lengths up to mil-
limeters (Figures 1.1 and 1.2). Because of their outstanding electrical, thermal, 
and mechanical properties [2, 3], CNTs have been proposed as emerging materials 
offering solutions to many of the problems presented by the strict requirements of 
technology nodes below 22 nm [4, 5]. At present, CNTs are considered for a large 
variety of micro- and nanoelectronics applications, such as nanointerconnects [6–8], 
nanopackages [9], nanotransistors [10], nanopassives [11], and nanoantennas [12], 
[13]. Recently, theoretical predictions have been confirmed by the first real-world 
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CNT-based electronic devices, such as the CNT bumps for nanopackaging applica-
tions reported by Soga et al. [14] or the CNT wiring of a prototype of digital inte-
grated circuit, one of the first examples of successful CNT-CMOS (complementary 
metal–oxide–semiconductor) integration [15].

Given these perspectives, many attempts have been made to derive models 
describing the electrical propagation along CNTs. The electromagnetic response of 
CNTs has been widely examined in frequency ranges from microwave to the visible, 
properly taking into account the graphene crystalline [16, 17]. For each carbon atom 
in the grapheme, only one out of four valence electrons (the π electron) contributes 
to the conduction phenomenon; thus, in order to model the electromagnetic response 
of CNTs, there is the need to describe the interaction of the π electrons with the 
electromagnetic fields produced by the π electrons themselves and by the external 
sources, under the action of the electric field generated by the fixed positive ions 
of the lattice. This requires, in principle, a quantum mechanical approach, since 
the electrical behavior of π electrons strongly depends on the interaction with the 

FIgure 1.1 Some real-world nanotubes: AFM image of chiral tube of 1.3 nm diameter 
(Technical University, Delft). (From Anantram, M.P., and Léonard, F., Rep. Prog. Phys., 69, 
507, 2006. With permission.)

FIgure 1.2 Some real-world nanotubes: TEM image of a crystalline nanotube bundle 
(Rice University). (From Anantram, M.P., and Léonard, F., Rep. Prog. Phys., 69, 507, 2006. 
With permission.)
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positive ion lattice. A quantum mechanical approach has been used, for instance, 
in the study of Miyamoto et al. [18], where the model is derived by using numerical 
simulations based on first principles. Alternatively, phenomenological approaches 
are possible, such as those proposed by Burke [19, 20], based on the Luttinger liquid 
theory. Another possible option is given by semiclassical approaches, based on sim-
plified models that yield approximated, but analytically tractable, results. Examples 
are given in Wesström’s report [21], where the CNT is modeled as an electron wave-
guide, or in Salahuddin et al.’s study [22], where a general model for a quantum wire 
is derived from the transport theory based on the Boltzmann equation.

Among these models, the fluid ones play a central role in CNT modeling; in fact, 
despite their simplicity and immediate physical intuition, they are able to describe 
the main physical processes arising on characteristic lengths involving many unit 
cells, such as the collective effects. These models assume that the electric fields due 
to the collective motion of the π electrons themselves and to the external sources are 
smaller than the atomic crystal field, and also slowly varying on atomic length and 
time scales. In these conditions, the π electrons behave as “quasi-classical particles” 
and the equations governing their dynamics are the classical equations of motion, 
provided that the electron mass is replaced by an “effective mass,” which endows the 
interaction with the positive ion lattice (e.g., [23]).

Section 1.2 presents an electrodynamical model of the propagation along CNTs, 
derived by using the above-mentioned semiclassical fluid description. This model 
was presented by Miano and Villone [23] and Maffucci et al. [24] with reference to 
small-diameter metallic CNTs, and was heuristically extended by Maffucci et al. 
[25] to metallic CNTs with large diameters. Following the stream of what was done 
in several studies [26, 27], in this work the model is extended to any type of CNTs, 
both metallic and semiconducting, with any chirality. The model introduces the con-
cept of “equivalent number of conducting channels,” which represents a measure of 
the number of subbands in the neighbors of the nanotube Fermi level that effectively 
contributes to the electrical conduction. This number depends on the chirality, the 
radius, and the temperature of the CNT.

Section 1.3 provides an example of applications of CNTs as an electromagnetic 
material. The problem in the evaluation of the scattering characteristics of a CNT 
antenna is presented. An electromagnetic model is derived and discussed, based on 
the description provided in Section 1.2.

Finally, in Section 1.4 a circuit model is derived that describes the behavior of 
CNT interconnects in the framework of the classical transmission line (TL) theory. 
The model describes either single or bundled CNTs. An application of CNTs as 
materials for innovative nanopackaging interconnect is discussed, and comparisons 
with conventional copper technology are provided. 

1.2 electrodynamIcs oF cnts

1.2.1 Generality

A CNT is made by rolled-up sheets of a monoatomic layer of graphite (graphene), 
whose lattice is depicted in Figure 1.3a. In the direct space, the nanotube unit cell 
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is the cylindrical surface generated by: (1) the chiral vector C = na1 + ma2, where n 
and m are integers, a1 and a2 are the basis vectors of the graphene lattice, of length 

a a1 2 0 03= = =a b , where b0 = 0.142 nm (the interatomic distance); (2) the trans-
lational vector T = t1a1 + t2a2, of length T, where t1 = (2m + n)/dR, t2 = –(2n + m)/dR 
and dR = gcd[(2m + n),(2n + m)] (where gcd denotes the greatest common divisor). 
In the Cartesian system (x,y) with the origin at the center of a graphene hexagon and 
the x-axis oriented along the hexagon side, the coordinates of a1 and a2 are given by 

a1 0 03 2 2= ( )a a/ /,  and a2 0 03 2 2= −( )a a/ /, .

A CNT shell is obtained by rolling up the graphene sheet in such a way that the 
circumference of the tube is given by the chiral vector C, perpendicular to the axis 
of the tube. The CNT radius rc is therefore given by:

 r
a

n nm mc .= + +0 2 2

2π
 (1.1)

Nanotubes with n = 0 (or m = 0) are called zigzag CNTs, those with n = m are termed 
armchair CNTs, and those with 0 < n ≠ m are chiral CNTs.

A single-wall carbon nanotube (SWCNT) consists of a single shell (Figure 1.3b), 
usually with a radius on the order of fractions or of a few nanometers. In contrast, a 
multiwall carbon nanotube (MWCNT) is made up of several nested shells (Figure 
1.3c), with radius ranging from tens to hundreds of nanometers, separated by the van 
der Waals distance δ = 0.34 nm.

The graphene layer is a zero-gap semiconductor; thus, the number density of con-
duction electrons is equal to zero when the absolute temperature is zero. Nevertheless, 
when a graphene layer is rolled up, it may become either metallic or semiconducting, 
depending on its geometry (e.g., [2,3]). The general condition to obtain a metallic 
CNT is ∣n – m∣ = 3q, where q = 0, 1, 2, …; therefore, armchair CNTs are always 
metallic, whereas zigzag CNTs are metallic only if m = 3q with q = 1, 2, …. In all 
other cases, the CNT behaves as a semiconductor. Statistically, assuming no particu-
lar care is taken when growing CNTs, that is, assuming that all chiralities have the 

a1

a2

Zigzag

Armchair

cUnit cell Chiral vector

(a) (b) (c)

FIgure 1.3 (a) Unrolled lattice of a carbon nanotube: lattice basis vectors of graphene, 
unit cell of grapheme, and chiral vector of tube graphene lattice; (b) a single-wall carbon 
nanotube (CNT); (c) a multiwall CNT.
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same probability, in a population of CNT shells 1/3 of the total number are metallic 
and 2/3 are semiconducting. Finally, it should be noted that for m,n → ∞ (i.e., rc → 
∞), any CNT shell tends to the graphene sheet.

1.2.2 Band Structure of a cnt Shell

Let us consider a CNT shell, which may either be an SWCNT or a shell of an MWCNT. 
In order to analyze the band structure of this shell, it is useful to analyze the gra-
phene reciprocal lattice (see Figure 1.4). In this space, we consider the Cartesian 
coordinate system (kx,ky) having the origin at the center of a hexagon, the ky axis 
oriented along the hexagon side, and the kx axis orthogonal to ky. The basis vector for 

the reciprocal lattice is given by b1 0 02 3 2= ( )π π/ /a a,  and b2 0 02 3 2= −( )π π/ /a a, .

The first Brillouin zone of a CNT shell is the set S = {s1,s2,…,sN} of N parallel seg-
ments generated by the orthogonal basis vectors K1 = (–t2b1 + t1b2)/N and K2 = (mb1 + 
nb2)/N (Figure 1.4). The Kμ points of the segment sμ are given by

 K
K
K

Kµ µ
π π

µ( ) , , ,k k
T

k
T

N= + − < ≤ = −2

2
1 0 1 1for and  . (1.2)

Vectors K1 and K2 are related to the direct lattice basis vectors C and T through: 
C ∙ K1 = 2π, T ∙ K1 = 0, C ∙ K2 = 0, and T ∙ K2 = 2π; therefore ∣K1∣ = 1/rc and ∣K2∣ = 
2π/T. The first Brillouin zone is equivalent to that of N one-dimensional systems with 
the same length T. The position of the middle point of sμ is given by μK1, and the 
distance between two adjacent segments is Δk⊥ = 1/rc. The longitudinal wave vector 
k is almost continuous assuming the CNT shell length to be large compared with the 
length of the unit cell; on the contrary, the transverse wave vector k⊥ is quantized: 
μΔk⊥ with μ = 0,1,…, N – 1.

In the zone-folding approximation, the dispersion relation for the SWCNT con-
sists of 2N one-dimensional energy subbands given by

 E Eµ µ
π π

µ( ) ( )( ) ,± ±= +








 − < ≤ =k k

T
k

Tg for and
K
K

K2

2
1 0 N1 1, , − . (1.3)

µ = 0

µ = N–1

b1

b2

K1 K2
K

K´

FIgure 1.4 Reciprocal graphene lattice and first Brillouin zone referred to a CNT shell.
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where the function Eg
( )( )± ⋅  is the dispersion relation of the graphene layer, which 

is given, in the nearest-neighbors tight-binding approximation, by the following 
expression:

 Eg
( )( ) cos cos co± = ± +

















+k γ 1 4

3
2 2

40 0k a k ax y ss2 0

1 2

2

k ay

















/

. (1.4)

The conduction and the valence energy band of the π electrons are obtained by putting 
+ or – in 1.4, respectively. Here, γ = 2.7 eV is the carbon–carbon interaction energy. 
The valence and conduction bands of the graphene touch at the graphene Fermi 
points. Let kF denote the wavenumber at such points. In a neighborhood ∣k – kF∣ ≪ 

1/a0 of each Fermi point, expression 1.4 may be approximated as E vg F F
( )± ≅ − k k , 

where vF is the Fermi velocity of the graphene given by vF = 3γb/2h (vF ≅ 0.87 × 106 m/s) 
and h is the Planck constant.

Only the energy subbands that pass through or are close to the Fermi level con-
tribute significantly to the nanotube axial electric current. In the Brillouin zones of 
the graphene spanned by S, there are only two inequivalent graphene Fermi points 
contained by or are nearest to S, indicated here as K and K′, as shown in Figure 1.4: 
they give the two energy subbands that pass through or are closest to the nanotube 
Fermi level, called “Fermi-level subbands” [28].

1.2.3 conStitutive relation for a cnt Shell

To derive the electrodynamical behavior of the π electrons, let us start from 1.3. The 
dynamics of these electrons in the μth subband are described by the distribution 
function f f z k tµ µ

( ) ( ) ( , , )± ±= , which satisfies the quasi-classical Boltzmann equation 
[26]:

 
∂

∂
+

∂
∂

+
∂

∂
= − −

±
±

± ±
±f

t

f

z
e

E
f

k
f fz

µ ν νµ
µ µ

µ

( )
( )

( ) ( )
( )

,


0 µµ
( )±( ), (1.5)

where e is the electron charge, Ez = Ez(z,t) is the longitudinal component of the elec-
tric field at the nanotube surface, ν µ µ

(±) d /d( ) ( )( )k E k= ±


 is the longitudinal velocity, ν 

is the relaxation frequency, f k F E k r0
22,

( ) ( )( ) ( )µ µ π± ±=   / c is the equilibrium distribu-

tion function, being F[E] the Dirac–Fermi distribution function with electrochemi-
cal potential equal to zero:

 F E
E k T

[ ] =
+

1

1e / B

, (1.6)

where kB is the Boltzmann constant and T is the nanotube absolute temperature.
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Assuming a time-harmonic regime for the electric field and the surface current 
density

 E z t E J z t Jz z
i t z

z z
i t z( , ) Re ˆ , ( , ) Re ˆ( (= { } =− −e eω β ω β{{ }, (1.7)

the constitutive equation for the CNT shell may be written as:

 ˆ ( , ) ˆ ˆσ β ωzz z zJ E= , (1.8)

having introduced the CNT longitudinal conductivity ˆ ( , )σ β ωzz  in the wavenum-
ber and frequency domain. To evaluate this parameter, let us assume small per-
turbations of the distribution functions around the equilibrium values, that is, 

f f f i t zµ µ µδ ω β( ) ( ) ( )Re exp[ ( )± ± ±= + −{ }0 1 . From 1.5, we obtain:

 δ ω
ω β νµ

µ

µ
f k

i f

k

eE

i
z

v
( )

( )

( )
( , )

ˆ
±

±

±=
∂

∂ − −

0 , (1.9)

hence, ˆ ( , )σ β ωzz  is given by:

 

ˆ ( , )
( ) ( )

( )
σ β ω

ω β ν
µ µ

µπ

π

zz

T

ie f

k

v

v i
k=

∂
∂ − −

± ±

±

−

2
0



d
/

/TTN

∫∑∑
=

−

± µ 0

1

.

 

(1.10)

For all the subbands that give a meaningful contribution to the conductivity, we may 
put ν µ

( )± ≅ vF in the kernel of 1.10. This assumption is well founded for the Fermi-
level subbands of metallic shells, whereas for the other subbands it slightly overesti-
mates the effects of the spatial dispersion.

Starting from 1.8 and 1.10, we obtain the constitutive equation in the spatial and 
frequency domain,

 
i

J

i

v
z

Ez z

ω
ν

ω

ρ
σ

ν ν
+







=
+







∂
∂

+1
1

1

2
F

s
c ,  (1.11)

where ρs(z,ω) is the surface charge density, and

 σ
π νc

F

c

= v
r R

M
0

 (1.12)
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is the long wavelength static limit for the axial conductivity. In 1.12, we have intro-
duced the quantum resistance R0 = π h/e2 ≅ 12.9 kΩ and the equivalent number of 
conducting channels, defined as [26]:

 M
v

v
F

E
k

TN

=








+

=

−

∫∑2 2

00

1


F
F

/
d

d
d

µ

π

µ

.  (1.13)

This parameter may be interpreted as the average number of subbands around the 
Fermi level of the CNT shell. It depends on the number of segments sμ passing 
through the two circles of radius keff and centered at the two inequivalent Fermi 
points of graphene. The radius keff is a function of the absolute temperature T: for 
keff ≪ 1/a0, it is keff = 5kBT/h νF; therefore, M increases as temperature increases. 
Figure 1.5 shows the typical behavior for (a) metallic and (b) semiconducting CNTs: 
the chirality of a CNT plays a relevant role in determining M. Finally, as the radius 
of CNT increases, the quantity Δk⊥ = 1/rc decreases and so the number of subbands 
(hence M) increases, too.

By applying the charge conservation law, the constitutive relation 1.11—which 
can be regarded as a nonlocal Ohm’s law—may be rewritten as follows:

 i L J
i C

J

z

E

r
RJK z

z z
zω

ω π
= ∂

∂
+ −1

2

2

2
Q c

, (1.14)

having introduced the per-unit-length (p.u.l.) kinetic inductance LK, the p.u.l. quan-
tum capacitance CQ and the p.u.l. resistance R:

 L
R
v M

C
M

v R i
R L

R
v Mk K= = +







= =0

0

0

2
2

1
2F

Q
F F

, , ,
ν
ω

ν
ν

 (1.15)

Equation 1.14 may be regarded as a balance of the momentum of the π electrons and 
represents their transport equation: the term on the left-hand side represents the elec-
tron inertia. The first term on the right-hand side represents the quantum pressure 

(a) (b)

CK (keff)

CK

keff
keff

SµF –1 SµF –1

SµF +1 SµF +1
SµF SµF 

K
K

∆k ∆k

(keff)

FIgure 1.5 Segments sμ crossing circumference ck(keff) for (a) a metallic CNT and (b) a 
semiconducting CNT.
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arising from the zero-point energy of the π electrons, the second term describes the 
action of the collective electric field, whereas the third one is a relaxation term due to 
the collisions. Note that the relaxation frequency may be expressed as

 ν = v
l

F

mfp

,  (1.16)

where lmfp is the mean free path of the electrons. In conventional conductors, lmfp 
is on the order of several nanometers; therefore, ν → ∞. Hence, 1.11 becomes a 
local relation. The mean free path of CNTs, instead, may extend up to the order of 
micrometers; therefore, the range of nonlocality is relatively large.

The expressions of parameters 1.15 generalize those currently used in the litera-
ture. We have introduced a correction factor (1 + ν/iω) in CQ, taking into account 
the dispersive effect introduced by the losses, and the possibility of accounting for 
the proper number of channels. Assuming metallic CNT shells with a small radius, 
it is M = 2, and so neglecting the above correction factor, from 1.15 we derive the 
expressions commonly adopted in the literature for metallic SWCNTs (e.g., [19, 22]):

 L
R
v

C
v Rk = =0

04
4

F
Q

F

, .  (1.17)

1.2.4 numBer of effective channelS for SWcntS and mWcntS

The electrodynamical model of a CNT shell presented above is described by the 
constitutive relation 1.14, whose parameters are given in 1.15. In order to extend the 
model to MWCNT and to bundles of CNTs, it is convenient to investigate the number 
of conducting channels M, defined in 1.13.

Figure 1.6 shows M for increasing shell diameter (D = 2rc ), evaluated at two 
different temperatures: T = 273 K and T = 373 K. For small diameters (typical of 
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FIgure 1.6 Equivalent number of conducting channels vs. CNT shell diameter, computed 
at T = 273 K and T = 373 K.
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SWCNTs), M = 2 for metallic CNTs and M = 0 for semiconducting ones. For larger 
diameters, the number of channels increases: for diameters of tens of nm, the contri-
bution of the channels of semiconducting shells is no longer negligible. The number 
of channels also increases with temperature.

Note that for D → ∞ any CNT tends to the graphene sheet; therefore, for D → ∞ 
the CNT axial conductivity must be equal to that of graphene, given by [16]:

 
σ

π ν ω∞ =
+

2 2
2

2ln



e k T
i
B .

 
(1.18)

This means that for large values of diameter D, the equivalent number of channels M 
increases linearly with D according to the asymptotic expression M ≅ D/Dc, where 
Dc denotes the characteristic diameter:

 D
v

k Tc
F

B

= 

π ln 2
1

. (1.19)

This suggests the possibility to approximate M through a piecewise linear function, 
consistent with the asymptotic behaviors for D → ∞ and D → 0:

 M
M D d T

a DT a D d T
≈

<
+ ≥







0 0

1 2 0

for /

for /
, (1.20)

where a1 = T/Dc = 3.26 × 10−4 nm−1 K−1 and the other parameters are given in the first 
two columns of Table 1.1. Figure 1.7 shows the approximated (from 1.20) and exact 
(from 1.13) values of M versus the CNT shell diameter, computed at (a) T = 273 K 
and (b) T = 373 K.

A similar approximation is given in the literature (e.g., [29, 30]). In this case, fol-
lowing the heuristic approach proposed by Li et al. [31], the number of conducting 
channels per CNT shell is evaluated as

table 1.1
Fitting Parameter Values for approximation

metallic semiconducting mWcnt shell

M0 2 0 2/3

a1 (nm−1 K−1) 3.26 × 10−4 3.26 × 10−4 3.26 × 10−4

a2 0.15 −0.20 −0.08

d0 (nm K) 5600 600 1900
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 M
E k T

= ( ) +∑ 1

1exp v Ball subbands /
, (1.21) 

where Ev is the distance to the Fermi level. By using 1.21, M is evaluated through 
the occupation probability of the states corresponding to the peak and valley of the 
energy of the valence and conducting subbands, respectively. The result obtained by 

using this approach may be derived from 1.13 if we replace vµ
(+)2  with v vF

(+)
µ . Since 

the velocity vµ
(+) is roughly equal to zero in the neighbor of the energy peaks and val-

leys of the subbands that do not cross the CNT Fermi level, approach1.21 gives an 
overestimation of the number of conducting channels.

So far, we have considered the case of a single CNT shell, that is, the case of an 
SWCNT. Let us now extend this approach to the case of an MWCNT, where Din and 
Dout denote the inner and outer shells diameters, respectively. In the low frequency 
regime the tunneling currents between adjacent shells are negligible [26], and the 
shells interact between them mainly through the macroscopic electromagnetic field. 
This means that we can compute the total number of channels of an MWCNT simply 
by adding the contribution of each single shell. Assuming the same temperature for 
all shells in an MWCNT, the number of channels of a single shell will depend on the 
diameter and vary from metallic to semiconducting shell.

As already pointed out, in a real MWCNT the metallic shells are 1/3 of the total 
shells: averaging by using this distribution, the equivalent number of channels for a 
single shell of diameter Ds in an MWCNTs is approximated by 1.20, where the fitting 
parameters are given in Table 1.1 (third column).

The intershell spacing is the van der Waals distance δ = 0.34 nm; hence, the num-
ber of the shells in an MWCNT is Ns = 1 + (Dout − Din)/2δ, which reduces to Ns ≈ 1 + 
Dout/4δ in the typical condition Dout ≈ 2Din. The number of channels in an MWCNT 
is then given by:
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imated ones (from 1.20) for (a) T = 273 K and (b) T = 373 K.
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 M M n

n

N

MWCNT shell,

s

=
=

∑
1

, (1.22)

where Mshell,n is given by 1.20 for the nth shell.
According to the results obtained above, the kinetic inductance Lk, quantum 

capacitance CQ and the p.u.l. resistance R for an MWCNT are again expressed as in 
1.15, by replacing M with the MMWCNT obtained as in 1.22.

1.3  an electromagnetIc aPPlIcatIon: cnts 
as InnoVatIVe scatterIng materIals

1.3.1 Generality

CNTs have been recently proposed as innovative scattering materials [32]. A practi-
cal case of interest is given by the use of CNT as absorbing materials in the aircraft 
industry to replace conventional solutions, such as polymeric sheets filled with mag-
netic or dielectric loss materials (e.g., ferrite, permalloy). The performance of the 
absorbing material is, of course, strongly related to its electromagnetic scattering 
response. The analysis of the scattering properties of CNTs is also useful in inves-
tigating the electromagnetic behavior of other composite materials, in which CNTs 
are used as filling material, for instance, to improve the thermal properties of the 
electronic interfaces (e.g., [33]).

For all the reasons cited above, the scattering from CNT structures has assumed 
a relevant role in the CNT literature. The problem is addressed by Nasis et al. [34] 
and Hao and Hanson [35] by analyzing the Hallen–Pocklington equation, in the 
so-called thin wire approximation, that is, by using an approximated kernel. This 
approach, however, leads to numerical problems (oscillations in the numerical solu-
tion at the end points of the antenna) as pointed out by Fikioris [36]. A possible 
solution to this problem is given by Slepyan et al. [37], who used a formulation 
in terms of the Hertzian potential and the Wiener–Hopf technique to analyze the 
case of semi-infinite CNTs. Here, we analyze the scattering problem by using the 
Pocklington formulation with the complete kernel.

1.3.2 electromaGnetic modelS for cnt ScatterinG

Let us consider an isolated SWCNT of length 2L and radius rc, with 2L ≫ rc, 
aligned to the z-axis of a Cartesian coordinate system (Figure 1.8). The CNT is 
exposed to an externally impressed electric field, which is assumed in the form 

E r E r( ) ( )( , ) Re ( )i i i tt = { }0 e ω . This electric field induces a current and charge distribu-

tion along the nanotube surface, which reradiates the scattered electromagnetic field. 
The total electric field on the surface of the CNT may be seen as the sum of the 
incident field and the scattered one.

Let us consider the CNT constitutive equation 1.11: assuming the current and 
charge distribution to be uniform along the CNT contour at fixed z (e.g., [23]), the 
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current intensity I(z) and the p.u.l. electrical charge Q(z) are simply given by I(z) = 
2πrcJz(z) and Q(z) = 2πrcρs(z); hence, 1.11 may be rewritten as:

 ( ) ( )
( )

( )
( )i I z

i
Q z

z R
E zzω ν

ν
ν ν ω

/
/

d
d

F
2

+ +
+

=1
1

1
, (1.23)

where R is defined in 1.15 and Ez(z) is the z component of the total electric field (inci-
dent + scattered) evaluated on the surface of the CNT. The above equation has to be 
augmented with the charge conservation law:

 i Q z
I z

z
ω ( )

( )+ =d
d

0. (1.24)

Let us introduce the magnetic vector potential A and the scalar electric potential V 
generated by the induced current and charges. Assuming a high aspect ratio for the 
CNT, we may assume the current density to be mainly directed along z-axis; hence, 
it is A = A z zz ( ) ˆ. The potentials may be expressed as

 A z L T I z V z
C

T Q zz ( ) { }( ), ( ) { }( ),= =m
e0

0
1

 (1.25)

where Lm0 = μ0/4π, Ce0 = 4πε0, and T is the linear integral operator

 T u z g z z u z z
L

L

{ }( ) ( ) ( )= − ′ ′ ′
−
∫ d , (1.26)

in which the kernel is given by

 g
K m
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( )ζ
π ρ

ζω= +2 2

, (1.27)

E(i)

Eθ

θ
z

L

-L

r

x

I(z´) z´
y

Hφ

φ

FIgure 1.8 Geometry for the problem of the scattering from a carbon nanotube.
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where K is the complete elliptic integral of the first kind, ρ ζ= +4 c
2r2  and m = 

2rc/ρ. Since the CNT radius is electrically small for the typical frequencies of inter-
est, the term gω(ζ) in 1.27 is satisfactorily approximated by:

 g ik
k

k
ikω ζ

ρ
ρ

ρ( )
sin( )

exp( ).≅ − −/
/

/
2

2
2  (1.28)

Given the potentials (1.25), the total longitudinal electric field Ez(z), namely, the forc-
ing term in 1.23, is given by:

 E z i A z
V z

z
E zz z z( ) ( )

( )
( )= − − +ω

d
d 0 , (1.29)

where E0z(z) denoted the longitudinal component of the incident field.
Applying the above results, the current distribution I(z) along the CNT is the solu-

tion of the following system of integro-differential equations:

 i L I L T I RI
z

Q
C C

T Q Eω k m
Q e0

d
d

+( ) +  + +






=0 0

1
{ } { } zz i Q

I
z

, ω + =d
d

0, (1.30)

where we find the kinetic inductance Lk and the quantistic capacitance CQ defined 
in 1.15. The solution of 1.30 may be performed numerically. If no approximation is 
given to the kernel (e.g., the thin-wire approximation as in the reports of Nasis et 
al. [34] and Hao and Hanson [35]), the numerical model should properly take into 
account for the logarithmic singularity appearing in the static part of the kernel g(ζ) 
when ζ = (z − z′) → 0:

 g
r r

r0
1

8
2 1( ) ln .ζ

π
ζ

ζ≅ −




c c

cfor /   (1.31)

Once the CNT current distribution I(z) is known, the far-field scattered fields pro-
duced by the current I(z) may be evaluated, referring to the geometry in Figure 1.8, 
as in [35]:

 E r i
r

I z z
ikr

ikz

L

L

θ
θθ ωµ

π
s e

e d( , ) ( ) cos( )= ′ ′
−

′

−
∫0 4

, (1.32)

 H r E rϕ θθ
ς

θs s( , ) ( , )= 1
, (1.33)

where ς is the free-space intrinsic impedance. The Poynting vector is given by:
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hence the radiated power can be derived as follows:

 P I z zikz

L
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Let us apply the above model to a case study, assuming the same conditions analyzed 
in the study of Hao and Hanson [35]. The CNT radius is rc = 2.72 nm, the param-
eter 1/ν = 3 ps, and the operating temperature is T = 300 K. Two different CNT 
lengths have been considered: 20 and 2 μm. The incident field is assumed to be a 
transverse electromagnetic (TEM) wave with wave vector perpendicular to the CNT 
axis, and the far field is evaluated at a distance of 100 μm. The current I(z) is derived 
from 1.30 without any kernel approximation, via a Galerkin finite element method 
scheme, where the kernel singularity has been analytically integrated. Figure 1.9 
shows the scattered electric field for the two CNT lengths, computed for variable 
frequencies up to the low infrared (IR) band, in the direction of the maximum emis-
sion. The plots highlight the strong dependence of the scattering characteristics from 
the CNT length, as already pointed out in the literature [35]. The results obtained 
here are qualitatively comparable to those obtained by Hao and Hanson [35]. For 
instance, the peak value predicted here is 15–16% larger than that obtained by Hao 
and Hanson [35]. Figure 1.10, instead, reports the current distributions computed at 
the frequencies indicated in Figure 1.9 with circles, corresponding to the first two 
maxima and the first minimum.
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1.4  cIrcuItal aPPlIcatIon: cnts as 
InnoVatIVe Interconnects

1.4.1 cntS in nanointerconnectS

Because of their unique properties in terms of mechanical strength, thermal con-
ductivity, and electrical performances [2–5], CNTs have been readily considered as 
emerging research materials for nanointerconnects applications: CNT interconnects 
are expected to meet many of the strict requirements for technologies below the 
22 nm node [4].

The state of the art of the analysis performed via the many circuital models avail-
able in the literature and the results obtained from the first measurements lead to con -
vergent conclusions: (1) bundles of SWCNTs or MWCNTs may be effectively used 
as  nanointerconnect materials, rather than isolated CNTs; (2) good-quality CNT 
bundles interconnects made from this material outperform copper in terms of resis-
tance, at least at the intermediate and global levels, whereas at the local level the 
behavior is comparable [11, 30]; (3) for vertical vias or interconnects for packaging 
applications, very high density CNT bundles must be obtained.

The use of CNT interconnects is therefore strongly related to the possibility of 
achieving a high-quality fabrication process, which must provide low contact resis-
tance, good direction control, and compatibility with CMOS technology. Satisfactory 
results have been achieved for vertical vias in terms of densities, direction control, 
CMOS compatibility, and contact resistance, both for SWCNT and MWCNT bun-
dles [4, 11]. Recently, the possibility of an efficient post-growth densification of CNT 
bundles was also demonstrated [38]. Satisfactory results, however, have yet to be 
obtained in the fabrication of CNT interconnects parallel to the substrate, which 
remains a challenging task.

Parallel to this effort in improving the fabrication techniques, attention has been 
focused in deriving more and more refined models of such interconnects—models 
that can account for their peculiar behavior in a circuital environment. The CNT 
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interconnect is usually described in the framework of the TL theory, where the 
parameters are derived starting from one of the electrodynamical models cited 
in Section 1.1. In the following, we briefly review the TL model derived from the 
fluid description presented in Section 1.2. More details may be found in the work of 
Maffucci et al. [24–26].

1.4.2 tl model for a cnt interconnect

The derivation of a TL model for a CNT interconnect may be studied by coupling 
Maxwell equations to the CNT constitutive relation 1.11 and assuming the propaga-
tion to be of quasi-TEM type.

Let us first refer to the simple case of a CNT shell of diameter D, located at a 
distance t above an ideal conducting ground (Figure 1.11a).

As noted in Section 1.3, the distribution of surface currents and charges along 
the contour of a CNT section may be assumed as uniform along the CNT contour at 
fixed z. Therefore, I(z) = 2πrcJz(z) and Q(z) = 2πrcρs(z) and 1.11 becomes 1.23, assum-
ing no incident field; hence Ez(z) is given by 1.29, where E0z(z) = 0. The potentials 
may now be given by the classical expressions:

 V z
Q z

C
A z L I zz( , )

( , )
, ( , ) ( , )ω

ω
ω ω= =

e
m , (1.36)

where Ce is the p.u.l. electrostatic capacitance and Lm is the magnetic inductance. 
Combining 1.36 with 1.23 and 1.24, we obtain the Telegraphers’ equations, that is, 
the TL model:

 − = + − =d
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dTL TL TL

V z
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R i L I z
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i C V
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( ) ( , ),

( , )
(

ω
ω ω

ω
ω ωω , ),z  (1.37)

with the p.u.l. parameters defined as:

 LTL = (Lm + Lk)/ac, RTL = R/aC, CTL = Ce, (1.38)
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FIgure 1.11 (a) A CNT shell above an ideal conducting ground; (b) equivalent circuit: 
elementary cell (inset) and lumped contact resistances.
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the parameter αC given by:

 α C
e

Q

= +1
C

C
, (1.39) 

and the parameters Lk, CQ, and R are defined as in 1.15.
Equation 1.37 describes a lossy TL where the quantum effects are combined to the 

classical electrical and magnetic ones in the definition of the p.u.l. parameters (1.38).
In the frequency range where ν/ω ≪ 1, 1.39 becomes αC ≈ 1 + 0.5R0vFCe/M, and so 

the parameters RTL and LTL do not depend on frequency. Typical orders of magnitude 
for the collision frequency ν are 1011 ÷ 1012 Hz; hence, the above condition is satis-
fied for frequencies up to hundreds of GHz. Assuming this limit, the propagation 
along a CNT is then described by a simple lossy TL with constant parameters, whose 
elementary cell is depicted in the inset of Figure 1.11b. The circuit model obtained 
here is a generalization of the results proposed in several studies [20–26], where TL 
models for metallic SWCNTs are obtained. The elementary cell, however, is slightly 
different from that used in the study of Burke [20] and Salahuddin et al. [22], where 
the voltage variable is derived from the electrochemical potential rather than from 
the electrostatic one.

A single MWCNT or a bundle of either SWCNTs or MWCNTs may be modeled 
within the framework of the multiconductor TL theory, starting from the reference 
geometry given in Figure 1.12.

In evaluating the low-energy band structure, if we consider frequencies up to 
hundreds of GHz, we can neglect the interactions between the CNT shells, that is, 
the effects of both the direct coupling of electronic states of adjacent shells and 
the tunneling current between adjacent shells may be disregarded (e.g., [25, 39]). 
Therefore, the propagation model for the bundles is nothing more than a generaliza-
tion of model 1.37–39, namely,
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FIgure 1.12 A bundle of CNTs modeled as a multiconductor interconnect: (a) longitudinal 
view; transverse section of (b) SWCNT and (c) MWCNT bundle.
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with the p.u.l. parameter matrices given by

 L L L C C R L I C Ce= +( ) = = = +− − −α ν α αC
1

m k k C C e Q, , ,1 1 , (1.41)

where I is the identity matrix, and the other matrices are given by

 v = diag(νk),    Lk = diag(Lkk),    CQ = diag(CQk). (1.42)

Although the CNT bundle is modeled as an MTL, in practical applications any 
CNT bundle is used to carry a single signal, that is, all CNTs are fed in paral-
lel. Therefore, a CNT bundle above a ground may be described by an equivalent 
single transmission line. The parameters of this equivalent single TL may be rigor-
ously derived from the MTL model (1.40–1.42), imposing the parallel condition. 
Alternatively, assuming the typical arrangements proposed for practical applica-
tions, we may derive approximated expression for these parameters (e.g., [25]). 
First, we assume in 1.41 that αC ≈ I. Next, since the CNT bundles intended for prac-
tical use are very dense, assuming all the CNTs in parallel the p.u.l. capacitance of 
a CNT bundle Cb of external diameter D with respect to a ground plane located at a 
distance h from the bundle center may be approximated by the p.u.l. capacitance to 
ground of a solid wire of diameter D:

 C
h

Db =






2
2

πε ln . (1.43) 

As for the p.u.l. inductance of the equivalent single TL, the magnetic component 
may be computed from the vacuum space electrostatic capacitance, since it is 

L Cm e= −µ ε0 0 0
1, where Ce0 may be computed exactly or may be approximated by 1.43. 

The kinetic inductance Lkb of a bundle of N CNTs may be simply given by the paral-
lel of the N kinetic inductance Lkn associated to any single CNT. Recalling 1.15, it is
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where Mn is the number of equivalent channel of the nth CNT, given by 1.20 for 
SWCNTs and by 1.22 for MWCNTs. Assuming, for instance, the bundle to be made 
by N SWCNTs of small radius (M = M0 in 1.20) and assuming 1/3 of CNTs to be 
metallic, we have

 L
N

R
vkb

F

= 1 3
4

0 , (1.45) 

expressed in terms of the quantum resistance R0 = π h /e2 ≅ 12.9 kΩ and the Fermi 
velocity vF = 3γb/2h (vF ≅ 0.87 × 106 m/s).
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Finally, the p.u.l. resistance of a single CNT may be found using 1.15 and 1.16:

 R L
R
M

R
l Mn n

n n

= = =ν
ν

k
F mfpv

0 0

2 2
.  (1.46)

A complete model for lmfp must include all the scattering mechanisms (defect, acous-
tic, optical, and zone-boundary phonons). However, for temperatures T < 600 K and 
longitudinal electric field Ez < 0.54 V/μm), it is [30]:

 1 1 1

0l l
eE

l
z

mfp
h

≈ +
+Ω

, (1.47)

where l0 ≈ 1 μm and lh ≈ 30 nm are the low and high bias lmfp, respectively, and h Ω = 
0.16 eV.

The resistance of a bundle of N CNTs is simply given by the parallel of N resis-
tances (1.46):
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Note that beside the p.u.l. resistance, any CNT shell introduces a lumped contact 
resistance whose theoretical lower bound is R0 for single conducting channel. This 
contact resistance (see Figure 1.11b) may be significantly larger than R0 if poor ter-
minal contacts are realized.

1.4.3 a Bundle of cntS aS innovative chip-to-packaGe interconnectS

Let us now consider the practical case of CNTs bundles used as pillar bumps for flip-
chip interconnects, as proposed, for instance, by Soga et al. [14] (see Figure 1.13). 

Dl

Chip

Substrate

Bumps

(a) (b)

FIgure 1.13 Vertical CNT bundles as flip-chip bumps: (a) picture from Soga, I. et al. (in 
Proceedings of Electronic Components and Technology Conf., pp. 1390–1394, 2008. With 
permission); (b) schematic layout of the considered pillar bump.
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The use of CNTs in nanopackaging may significantly help to meet the requirements 
for bonding, molding compound, underfill, and die attach [40]. CNT-based package 
interconnects may implement new heat removal technologies: they have been pro-
posed as microchannel coolers in thermofluidic cooling approaches and as thermal 
interface material [33]. However, one of the main reasons pushing toward their use is 
the possibility of achieving high current carrying capability while retaining excellent 
thermomechanical reliability. A complete analysis of CNT nanopackage intercon-
nects should include in their modeling the effects of chip temperature, which may 
reach 350–370 K.

In the following, we compare the performances of a CNT pillar bump and a cop-
per one, with respect to the introduced parasitic resistance.

In order to obtain a temperature-dependent model of the CNT resistance, we 
assume the following model for the mean free path, which holds in the range 270 K < 
T < 420 K:

 1 20

l
T T

bDmfp

/= − , (1.49)

where T0 = 100 K and b = 500. Using 1.49, the resistance of a bundle of N SWCNTs 
of length l fed in parallel is given by:
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2
0 0 ,  (1.50)

where we have included the effect of the lumped contact resistance and assumed that 
the typical values of D for SWCNTs (few nm) are such that D < d0/T in 1.20.

Let us now consider an MWCNT. Usually, the MWCNT shell diameters are such 
that in 1.20, we can assume that D > d0/T ; hence the resistance introduced by the ith 
shell is well approximated by:
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01
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2
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(parameters a1, a2, and d0 are defined in Table 1.1).
The total resistance of the MWCNT is then given by the parallel of 1.51, and the 

resistance of the whole bundle is then obtained by 1.48.
As for the copper, a popular temperature-dependent model is given by [41]:

 ρ(T) = ρ0[1 + α0(T – T0)], (1.52)

where parameters ρ0 and α0, referred to temperature T0, may vary slightly, depend-
ing on the material properties. For instance, average values for annealed copper at 
T0 = 293.15 K (20°C) are given by ρ0 = 1.72 × 10–8 Ωm and α0 = 0.00393 K–1. The 
simplest model for the resistance of a wire of length l and cross section A is the clas-
sical model:
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 R = ρl/A, (1.53)

where A may be replaced by an “effective” section if the skin effect should be considered.
For submicron diameters, that is, for dimensions comparable with the mean free 

path of the electrons, resistivity is affected by phenomena related to the wire size and 
the grain size, such as surface scattering and grain boundary scattering. A compact 
model for the resistivity at T = T0 is given by [41]:
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α α
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where ρ0b is the bulk resistivity at T = T0, AR is the aspect ratio, K is a constant 
related to the cross-section shape and to the specularity parameter, and

 α = −l

d
r

r
mfp 1

,  (1.55)

where lmfp is the mean free path, d is the average distance between the grains, and r 
is the reflectivity coefficient of the grain surface. As the wire size decreases, if we 
still assume model 1.52, we have to correct its parameters ρ0 and α0: for instance, for 
D = 100 nm it is ρ0 ≈ 2.4 × 10–8 Ωm and α0 = 0.0026 K–1 [30].

In order to compare the performances between the two bump realizations, it is 
useful to study the temperature coefficient of resistance (TCR), defined as:

 TCR
/

( *)
*

T
R R
T

T T

= ∂
∂ =

. (1.56)

Assuming the behavior 1.52, the TCR for a copper wire is constant with the wire 
dimensions and only depends on T:
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( )
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T T
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+ −

α
α

0

0 01
. (1.57)

Hence, TCR(T0) = α0.
The TCR for copper is constant with l and only depends on the material and tem-

perature T. The TCR for CNTs also depends on length l. Figure 1.14 shows the TCR 
computed at T = 300 K. The behavior of the MWCNT shell TCR is of particular 
interest: for large values of D, the TCR may become negative. This happens because 
the increase in the number of conducting channels as temperature increases (see 
1.20) counteracts the reduction of lmfp predicted by 1.49.

As a case study, let us analyze the pillar bump proposed by Kumbhat et al. [40] to 
connect chip to substrate in the flip-chip technology. The wire bond pitch is 30 μm 
and the pillar diameter is DP = 15 μm (see Figure 1.13b). We compare a bulk cop-
per, an SWCNT bundle, and an MWCNT bundle realization. For the copper wire 
realization, we assume the parameters reported above. For the SWCNT realization, 
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we assume a radius of 1 nm, a density of CNTs in the bundle of 80%, a ratio of 
1/3 metallic CNTs. Any single CNT is terminated on a lumped resistance given by 
the quantum resistance term, and no additional parasitic resistance due to imperfect 
contacts has been considered (ideal case). As for MWCNT realization, we have con-
sidered again a density of 80% of MWCNTs in the total area of the pillar and the 
same contact conditions as for the SWCNT case. Finally, it should be noted that the 
simulations have been made at 10 GHz, so the skin effect has been properly taken 
into account in Cu bulk wire (these interconnects are assumed to work in the range 
10–28 GHz). In the study of Kumbhat [40], the measured value for R in the aspect-
ratio range [0.7 ÷ 1] is 7.55 mΩ, which is, however, much lower than that obtained via 
classical solder materials.

Figure 1.15 shows the parasitic resistance of the bump, computed at two different 
temperatures, as function of the bump aspect ratio. We have considered two different 
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FIgure 1.14 Temperature coefficient of the resistance (TCR) at T = 300 K vs. wire length: 
Cu, SWCNTs, and a single shell of an MWCNT.
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FIgure 1.15 Bump parasitic resistance computed at (a) T = 300 K and (b) T = 400 K, vs. 
aspect ratio: Cu, SWCNTs, and MWCNT bundles.
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cases for copper bumps: the ideal one is obtained by neglecting the skin effect, and 
the other considers the skin effect and the size effect for low aspect ratio, where 
1.53 is inaccurate. The lowest values of parasitic resistance are obtained by using 
MWCNT bundles, whereas SWCNT bundle shows performances comparable to 
copper. As expected, all the realizations suffer from the temperature increase, apart 
from the MWCNT one. Figure 1.16 shows clearly that using MWCNTs with large 
diameters (>50 nm) will result in a resistance decrease as temperature increases, for 
pillar aspect ratios up to 2.7.

1.5 conclusIons

In this chapter, the electrodynamics of the conduction electrons on the surface of a 
generic CNT have been described via a simple and physically meaningful model. 
The model is based on a semiclassical transport equation and describes the motion 
of the conduction electrons, seen as a fluid moving under the influence of the col-
lective field and of the interaction with the fixed ion lattice. A frequency-domain 
constitutive equation is given, describing the electrical behavior of the CNT in terms 
of a nonlocal Ohm’s law. The conductivity is strongly influenced by two parameters, 
which account for the electron inertia and the quantum pressure. The conductivity, 
as well as all the most relevant parameters of the model, may be expressed in terms 
of the effective number of conducting channels, a parameter that counts the number 
of subbands significantly involved in the conduction. A simple piecewise formula 
is provided to quickly evaluate such a parameter, as a function of CNT chirality, 
diameter, and temperature.

By coupling the above CNT constitutive equations to Maxwell equations, two 
different models are derived. The first is an electromagnetic model, to be used when 
analyzing the scattering properties of CNT, that is, when CNTs are intended as 
absorbing materials or as antennas. The second is a circuit model, derived in the 
frame of the TL theory, which allows easy analysis of the behavior of nanointercon-
nects made by bundles of CNTs.
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FIgure 1.16 Parasitic resistance of two MWCNT bundle realizations of the pillar bump, 
computed at T = 300 K and T = 400 K.
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2 Monolithic Integration 
of Carbon Nanotubes 
and CMOS

Ying Zhou and Huikai Xie

2.1 IntroductIon

As discussed in the previous chapter, carbon nanotubes (CNTs) have been explored 
for various applications with great success. With their extraordinary and unique 
electrical, mechanical, and chemical properties, it is also highly desirable to develop 
a CMOS (complementary metal–oxide–semiconductor)–CNT hybrid integration 
technology that can exploit the advantages of the powerful signal conditioning and 
processing capability of the state-of-the-art CMOS technology. CNTs may be used 
either as an integral part of CMOS circuits or as sensing elements to form functional 
nanoelectromechical systems (NEMS).

In CNT CMOS circuits, or nanoelectronics applications, nanoscale CNT field 
effect transistors (FETs) can be integrated with conventional CMOS circuits to form 
various functional blocks, for example, CNT memory devices. Because the further 
scaling of silicon-based memories is expected to approach the limits in the near 
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future (as the capacitor charge and writing/erasing voltages cannot be scaled down 
[1]), a highly scalable hybrid CMOS–molecular nonvolatile memory has been widely 
explored, where CNT-based memories are connected to the readout CMOS logic cir-
cuitry [2, 3]. A nanotube random-access memory (NRAM) used by Zhang et al. [3] 
is shown in Figure 2.1. It is a nonvolatile, high-density, high-speed, and low-power 
nanomemory developed by Nantero (Woburn, Massachusetts), and is claimed to be 
a universal memory chip that can replace DRAM, SRAM, flash memory, and ulti-
mately, hard disk storage [3, 4].

For sensing applications, CNTs can be used as mechanical, chemical, and radia-
tion sensors. The integration of CMOS circuits with CNT sensors can provide high-
performance interfacing, advanced system control, and powerful signal processing 
to achieve the so-called “smart sensors.” These CMOS circuits for CNT sensors can 
regulate the sensing temperature [5], increase the dynamic range [6], improve the 
measurement accuracy [7], and provide multiple readout channels to realize elec-
tronically addressable nanotube chemical sensor arrays [8]. Various sensors based 
on such CMOS–CNT hybrid systems have been demonstrated, including integrated 
thermal and chemical sensors [9–11].

Other efforts have been made to use multiwall carbon nanotubes (MWNTs) as 
the CMOS interconnect for high frequency applications [12] or to apply CNT-based 
nanoelectromechanical switches for leakage reduction in CMOS logic and memory 
circuits [13].

At present, monolithic integration of CMOS and CNT remains a very challenging 
task. Most CMOS–CNT systems have been realized either by a two-chip solution or 
complicated CNT manipulations. In this section, we review various CNT synthesis 
technologies and CMOS–CNT integration approaches. In particular, we focus on the 
localized heating CNT synthesis method, based on which the integration of CNT on 
foundry CMOS has been demonstrated.

2.1.1 CNT SyNTheSiS

Despite considerable efforts to investigate the CNT growth mechanism, it is still 
not completely understood. Based on transmission electron microscope (TEM) 

(a) (b)

Electrode

Interconnects

CNT ribbons

FIGure 2.1 Structure of NRAM at (a) on and (b) off states. (From Nantero, I., NRAM®, 
http://www.nantero.com/mission.html, 2000–2009. With permission.)
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observation, Yasuda et al. [14] proposed that CNT growth starts with the rapid for-
mation of rodlike carbons, followed by slow graphitization of walls, and formation 
of hollow structures inside the rods.

There are three main methods for CNT synthesis: arc discharge [15–17], laser 
ablation [18–20], and chemical vapor deposition (CVD) [21–24]. The first two meth-
ods involve evaporation of solid-state carbon precursors and condensation of car-
bon atoms to form nanotubes. The high temperature (thousands of degrees Celsius) 
ensures perfect annealing of defects, which leads to the production of high-quality 
nanotubes. However, because these methods also tend to produce a mixture of nano-
tubes and other by-products, such as catalytic metals, it is necessary to separate the 
nanotubes from the by-products. This requires very challenging post-growth purifi-
cation and manipulation.

In contrast, the CVD method uses hydrocarbon gas as the carbon source and metal 
catalysts heated in a tube furnace to synthesize nanotubes. It is commonly accepted 
that the synthesis process starts with hydrocarbon molecules being adsorbed on the 
catalyst surface. Then carbon is decomposed from the hydrocarbon and diffuses into 
the catalytic particles. Once supersaturation is reached, carbons start to precipitate 
onto the particles to form CNTs. After that, nanotubes can grow by adding carbons 
at the top of the tubes if the particles are weakly adhered to the substrate surface. 
Nanotubes can also grow from the bottom if the particles are strongly adhered [25]. 
The former is called the tip-growth model, while the latter is called the base-growth 
model. Compared to the arc discharge and laser ablation methods, CVD uses a much 
lower synthesis temperature, but it is still too high to directly grow CNTs on CMOS 
substrates. In addition, CVD growth provides an opportunity to directly manufac-
ture substantial quantities of individual CNTs. The diameter and location of the 
grown CNTs can be controlled via catalyst size [26] and catalyst patterning [27], and 
the orientation can be guided via an external electric field [28]. Suitable catalysts that 
have been reported include Fe, Co, Mo, and Ni [29].

Besides the CNT synthesis, electrical contacts need to be created for functional 
CNT-based devices. It is reported that molybdenum (Mo) electrodes form good 
ohmic contacts with nanotubes and show excellent conductivity after growth, with 
resistance ranging from 20 kΩ to 1 MΩ per tube [30]. The electrical properties can 
be measured without any post-growth metallization processing. The resistance, how-
ever, tends to increase over time, which might be due to the slight oxidation of Mo 
in the air. Other than that, electron-beam lithography is generally used to place post-
growth electrodes. Several metals, such as gold, titanium, tantalum, and tungsten, 
have been investigated as possible electrode materials, and palladium top contacts 
are believed to be the most promising [31].

2.1.2 CMOS–CNT iNTegraTiON ChalleNgeS aNd diSCuSSiON

As previously noted, a complete system with CNTs and microelectronic circuitry 
integrated on a single chip is needed to fully utilize the potentials of nanotubes 
for emerging nanotechnology applications. This monolithic integration requires 
not only high-quality nanotubes but also a robust fabrication process that is simple, 
reliable, and compatible with standard foundry CMOS processes. To date, such a 
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CMOS-compatible integration process remains a challenge, primarily because of the 
material and temperature limitations imposed by CMOS technology [32, 33].

As discussed in Section 2.1.1, CVD has been widely used to synthesize nanotubes. 
Researchers have been working on growing CNTs directly on CMOS substrate using 
thermal CVD methods. For example, Tseng et al. [34] demonstrated, for the first time, 
a process that monolithically integrates single-wall carbon nanotubes (SWNTs) with 
n-channel MOS FETs (NMOS) in a CVD furnace at 875°C. However, the high syn-
thesis temperature (typically 800–1000°C for SWNT growth [35]) would damage 
aluminum metallization layers and change the characteristics of the on-chip transis-
tors. Ghavanini et al. [32] have assessed the deterioration level of CMOS transistors 
applied with a CVD synthesis condition, and reported that one p-channel MOS FET 
(PMOS) lost its function after the thermal CVD treatment (610°C, 22 min). As a 
result, the integrated circuits in Tseng et al.’s thermal CVD CNT synthesis, as shown 
in Figure 2.2, can only consist of NMOS and use n+ polysilicon and molybdenum as 
interconnects, making it incompatible with foundry CMOS processes.

To address this problem, one possible solution is to grow nanotubes at high tem-
perature first and then transfer them to the desired locations on another substrate at 
a low temperature. However, handling, maneuvering, and integration of these nano-
structures with CMOS chips/wafers to form a complete system are very difficult. In 
the early stage, atomic force microscope (AFM) tips were used to manipulate and 
position nanotubes into predetermined locations under the guidance of scanning elec-
tron microscope (SEM) imaging [36, 37]. Although this nanorobotic manipulation 
provides precise control over both the type and location of CNTs, its low throughput 
becomes the bottleneck for large-scale assembly. Other post-growth CNT assembly 
methods that have been demonstrated so far include surface functionalization [38], 
liquid-crystalline processing [39], dielectrophoresis (DEP) [40–43], and large-scale 
transfer of aligned nanotubes grown on quartz [44, 45].
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FIGure 2.2 (a) Circuit schematic of decoder consisting of NMOS and single-walled carbon 
nanotubes. (b) Schematic of cross section of decoder chip, interconnected by phosphorus-
doped n+ polysilicon and molybdenum. (From Tseng, Y.-C. et al., Nano Lett., 4, 123–127, 
2004. With permission.)
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Among these methods, CMOS–CNT integration based on DEP-assisted assem-
bly technique has been reported, and a 1-GHz integrated circuit with CNT inter-
connects and silicon CMOS transistors has been demonstrated by Close et al. [12]. 
The fabrication process flow and the assembled MWNT interconnect are shown in 
Figure 2.3. The DEP process provides the capability of positioning the nanotubes 
precisely in a noncontact manner, which minimizes the parasitic capacitances and 
allows the circuits to operate above 1 GHz. However, to immobilize the DEP-trapped 
CNTs in place and improve the contact resistances between CNTs and the electrodes, 
metal clamps have to be selectively deposited at both ends of the CNTs (Figure 2.3a, 
step 3). The process complexity and low yield (~8%, due to the MWNT DEP assem-
bly limitation) are still the major concerns.

Alternatively, other attempts have been made to develop low temperature growth 
using various CVD methods [46–48]. Hofmann et al. [47] reported vertically aligned 
CNTs grown at temperatures as low as 120°C by plasma-enhanced chemical vapor 
deposition (PECVD). However, the decrease in growth temperature jeopardizes both 
the quality and yield of the CNTs, as evident from their published results (shown 
in Figure 2.4). The synthesized products are actually defect-rich, less crystalline, 
bamboo-like structured carbon nanofibers rather than MWNTs or SWNTs.
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FIGure 2.3 (a) Process flow to integrate MWNT interconnects on CMOS substrate. 
(b) SEM image of one MWNT interconnect (wire and via). (From Close, G.F. et al., Nano 
Lett., 8, 706–709, 2008. With permission.)
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To accommodate both the high temperature requirement (800–1000°C) for 
high-quality SWNT synthesis and the temperature limitation of CMOS process-
ing (<450°C), CNT synthesis based on localized heating has drawn great interest. 
Englander et al. [49] demonstrated, for the first time, the localized synthesis of sili-
con nanowires and CNTs based on resistive heating using microheaters. The fab-
rication processes and concepts are shown in Figure 2.5. Operated inside a room 
temperature chamber, the suspended microelectromechanical systems (MEMS) 
structures serve as microheaters to provide high temperature at predefined regions 
for optimal nanotube growth, leaving the rest of the chip area at low temperature. 

(a) (b) (c)

FIGure 2.4 SEM images of vertically aligned CNFs grown by PECVD deposition at 
(a)  500°C, (b) 270°C, and (c) 120°C [scale bars: (a and b) 1 μm and (c) 500 nm]. (From 
Hofmann, S. et al., Appl. Phys. Lett., 83, 135–137, 2003. With permission.)
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Using the localized heating concept, direct integration of nanotubes at specific areas 
can be potentially achieved in a CMOS-compatible manner, and there is no need for 
additional assembly steps. Attracted by this promising technique, several research 
groups have followed up on this premise, and localized CNT growth on various 
MEMS structures has been demonstrated [50–52]. However, the devices typically 
have large sizes, and their fabrication processes are not fully compatible with the 
standard foundry CMOS processes. Although this concept has solved the tempera-
ture incompatibility problem between CNT synthesis and circuit protection, the fab-
rication processes of microheater structures still have to be well designed to fit into 
standard CMOS foundry processes, and the materials of microheaters have to be 
carefully selected to meet the CMOS compatibility criteria.

Progress toward complete CMOS–CNT systems has been made. On-chip CNT 
growth using CMOS micro-hotplates was later demonstrated by Haque et al. [53]. As 
shown in Figure 2.6, tungsten was used to fabricate both the micro-hotplates (as the 
thermal source) and interdigitated electrodes for nanotubes contacts. MWNTs have 
been successfully synthesized on the membrane, and simultaneously connected to 
circuits through tungsten metallization. Although tungsten can survive the high tem-
perature growth process, and has high connectivity and conductivity, Franklin et al. 
[30] reported that no SWMTs were found to grow from catalyst particles on the tung-
sten electrodes, presumably because of the high catalytic activity of tungsten toward 
hydrocarbons. Furthermore, although monolithic integration has been achieved, the 
utilization of tungsten, a refractory metal as interconnect metal, is limited in CMOS 
foundry, especially for mixed-signal CMOS processes. From a CMOS viewpoint, 
tungsten is not a good candidate as an interconnect metal compared with aluminum 
and copper. Other than the material, this approach is limited to silicon on insulator 
(SOI) CMOS substrates, requires a backside bulk micromachining process, and has 
a low integration density.

From the reviews cited above, we can see that monolithic CMOS–CNT integration 
is desirable to utilize the full potential of nanotubes for emerging nanotechnology 
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applications. However, the existing approaches, although each has its own merits, still 
cannot meet all the requirements and achieve complete compatibility with CMOS 
processes. To solve this problem, a simple and scalable monolithic CMOS–CNT 
integration technique using a novel maskless post-CMOS surface micromachining 
processing has been developed and will be presented in the following sections. This 
approach is fully compatible with commercial foundry CMOS processes and has no 
specific requirements on the type of metallization layers and substrates.

Since CMOS fabrication is costly and time-consuming even through the multi-
project wafer service provided by MOSIS (http://www.mosis.com/), mock-CMOS 
substrates will first be used for the process development and basic conceptual verifi-
cation. A mock-CMOS substrate is a silicon substrate with multiple layers of metals 
and dielectrics but without any diffusion layers.

2.2  cnt synthesIs by LocaLIzed resIstIve 
heatInG on Mock-cMos

The localized heating concept is illustrated in Figure 2.7. A microstructure is ther-
mally isolated by suspending it over a micromachined cavity. The microstructure 
has a heater embedded. When a current is injected into the heater, the temperature of 
the microstructure will rise. Because of the thermal isolation provided by the cavity, 
the temperature of the substrate outside the cavity will not change much. The key 
is the heater design.

2.2.1 MiCrOheaTer deSigN

The local temperature distribution and the maximum temperature are the key param-
eters of the microheater structures. Since SWNT growth requires a temperature of 
800°C or higher, the resistivity of the heater, thermal isolation, thermal stresses, 
and structural stiffness must be taken into consideration when designing the micro-
heaters. A three-dimensional (3-D) model of a mock-CMOS microheater is shown 
in Figure 2.7. Suspended microstructures are created over a microcavity for good 
thermal isolation. Resistors are integrated as the heating source, and the local elec-
trical field (E-field) and growth temperature can be controlled via the microheater 
geometry and power supply.

Three types of microheaters have been designed. The first microheater design 
(Figure 2.8a) is a micro-hotplate with a meander-shaped microheater embedded. 
The hotplate is supported by two anchored short beams. This design has a large 
growth area with relatively uniform temperature distribution, and the potential as 

FIGure 2.7 Structural demonstration of mock-CMOS platinum microheater.
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gas sensors. CNTs are expected to grow on the hotplate surface. The second design 
(Figure 2.8b) has a serpentine shape. This design introduces trenches between the 
microheater and the silicon dioxide secondary wall for suspended CNT growth. 
With the secondary wall grounded, this configuration is also designed to study the 
local E-field distribution and the impact of the E-field on the CNT alignment. The 
third design (Figure 2.8c) is further simplified into one straight line for studying tem-
perature and CNT density distribution along the microheater. The distribution infor-
mation will facilitate the further microheater scaling. The minimization of heating 
elements offers more accurate local control of E-field, temperature, and growth rate. 
Thus, the position, quantity, length, direction, and properties of CNTs can be bet-
ter controlled. Moreover, smaller heating elements require less power and lead to a 
higher CMOS–CNT integration density.

Several different materials have been investigated as the electrode material for 
CVD growth of CNTs. Metals with relatively low melting temperature (e.g., gold) 
become discontinuous (i.e., balling up during the high-temperature growth pro-
cess), whereas other candidates, such as Ti and Ta, tend to react with hydrogen and 
form volatile metal hydrides at high temperatures [30]. In our experiment, platinum 
(Pt) was chosen as the microheater material because of its compatibility with CNT 
growth. Pt is a refractory metal with a very high melting temperature, and widely 
used as contact electrodes in traditional CVD CNT synthesis procedures and dem-
onstrated good contacts with CNTs with resistance ranging from 10 to 50 kΩ [12].

2.2.2 deviCe FabriCaTiON aNd MiCrOheaTer CharaCTerizaTiON

2.2.2.1 device Fabrication
Based on the microheater designs described above, a process flow is proposed to 
fabricate the devices. Figure 2.9 shows the cross-sectional view of the process flow. 
The fabrication process starts from the deposition of a 0.5-μm-thick SiO2 (Figure 
2.9a). A Cr/Pt/Cr heater film is then sputtered and patterned using a liftoff process, 
in which the 200-nm-thick Pt is the heater and the 30-nm-thick Cr is the adhesive 
layer for Pt (Figure 2.9b, Cr layers are not shown). Next, another 0.5-μm-thick top 
SiO2 layer is deposited and patterned. Depending on the mask design, the top SiO2 
layer can remain to form an oxide/Pt/oxide sandwich structure (Figure 2.9c), or the 

(a) (b) (c)

FIGure 2.8 (a) Large hotplate with a meander Pt microheater embedded. (b) Serpentine 
microheater design. (c) Straight line microheater design.
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SiO2 over the microheater can be etched away to form a Pt/oxide bimorph structure 
(Figure 2.9c′). In the latter case, direct contact between Pt electrodes and CNTs will 
be formed during the synthesis process. Next, using the patterned SiO2 layer (Figure 
2.9d) or the Pt heater itself (Figure 2.9d′) as the etching mask, an anisotropic deep 
reactive-ion etching (DRIE) of silicon is performed to create trenches around the 
heater. Finally, isotropic silicon dry etching is performed to undercut the silicon 
underneath to release the microheater hotplates (or bridges) suspended over the cav-
ity (Figure 2.9e and e′). The localized heating is realized by using a DRIE silicon 
dry etching process to form a cavity to obtain a good thermal isolation. In the next 
section, we will see that the process proposed for mock-CMOS microheater fabrica-
tion is fully transferable for releasing microheaters integrated in CMOS substrates.

The three types of microheaters introduced in Section 2.2.1 have been fabricated 
and characterized. Figure 2.10 shows several SEM pictures of fabricated microheat-
ers. The first design (Figure 2.10a) is an 87 × 87 μm2 micro-hotplate with a symmet-
ric meander Pt heater embedded.

The second (Figure 2.10b) is a serpentine microheater design. The dark region is 
the etch-through openings that are patterned during the step shown in Figure 2.9c. It 
corresponds to the trench shown in Figure 2.10d. The white region surrounding the 
center Pt heater in the SEM picture in Figure 2.10b is pure silicon oxide with no sili-
con underneath, as illustrated in Figure 2.10d. Therefore, the white region outlines 
the size of microcavity below the microheater. Its bright color is an artifact because 

(a) (b)

(c) (c′)

(d) (d′)

(e) (e′)

Silicon SiO2 Pt

FIGure 2.9 Cross-sectional view of proposed process flow. (a) PECVD SiO2 deposition. 
(b) Pt sputtering and liftoff to form heater and pads. (c and c′) Top PECVD SiO2 deposition 
and patterning. (d and d′) Anisotropic Si dry etch. (e and e′) Isotropic Si dry etch and heater 
release.
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of the charging effect of the sample during SEM imaging. Because of its serpentine 
shape, some pure silicon oxide was left between etch openings as extra mechanical 
supports. This was found to be necessary. A test structure with a similar serpentine 
shape but no extra mechanical supports sagged down noticeably after the release. 
Although this suspended microstructure still can function as a microheater, one can 
imagine that the mismatch of the thermal coefficient of expansion between CNT and 
Pt heaters may induce thermal stress that will increase the probability of detachment 
of the synthesized CNTs from the microheaters.

The third design (Figure 2.10c) is a straight-line Pt microheater. It is 5 μm wide 
and 120 μm long. The top SiO2 layer is etched during the step shown in Figure 2.9c′, 
and thus the Pt is exposed to facilitate the electrical contact with CNTs. The exposed 
Pt is 80 μm long, defined as the effective length of the microheater L1. Similarly, the 
white region is pure SiO2, representing the cavity boundary, and the effective length 
is labeled L2. In this design, two extra parallel Pt lines are placed on the left and right 
sides of the heater, labeled “A” and “C,” respectively. They are used as the second 
walls for CNT landing during the growth, and also as the second electrodes for 
extracting electrical signals after CNT growth. The trenches are 3 μm (left) and 6 μm 
(right) wide, respectively. For each microheater, there are two big pads for applying 
electrical voltage to generate heating. Another pair of electrodes is designed to apply 
a proper E-field if necessary (as shown in Figure 2.10, labeled “E-field electrode”).

2.2.2.2 Microheater characterization
After device fabrication, the microheaters are characterized before performing 
growth experiments. The characterization is designed to measure the following 
properties. First, for the purpose of successful SWNT synthesis, the maximum 
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FIGure 2.10 SEM pictures of fabricated microheaters. (a) Design-1: Pt heater embedded 
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temperature that can be reached by resistive heating and the reliability of the micro-
heaters under such high temperature conditions are two key factors. Then, for the 
purpose of integrating SWNTs on CMOS chips, the local temperature distribution is 
a major concern, that is, a sharp temperature gradient is desired so that the tempera-
ture can decrease rapidly from the heater center toward the substrate.

2.2.2.2.1 Maximum Temperature Estimation
The mechanical robustness at high temperature was first tested by baking microheat-
ers in an oven at 900°C for 20 min. Both the oxide/Pt/oxide and Pt/oxide bimorph 
structures were expected to undergo strain incompatibility primarily because of 
the thermal expansion mismatch of different materials. Although slight sags were 
observed, all microheaters survived the high temperature treatments with no rup-
tures observed.

Next, the working temperature of microheaters was evaluated using the micro-
hotplate design. It has been reported that platinum possesses optimum thermoresis-
tive characteristics, and Pt resistance thermometers have served as the international 
standard for temperature measurements between –259.34°C and 630.75°C [54]. In 
a linear approximation, the relation between resistance and temperature is given as 
follows: 

 RT = R0(1 + α ∙ ΔT) (2.1)

in which R0 is the initial resistance, RT is the resistance dependent on temperature, α 
is the temperature coefficient of resistance (TCR), and ΔT is the temperature change. 
The de facto industrial standard value of TCR is 0.00385/°C, but thin film plati-
num exhibits a coefficient that tends to decrease with thickness. The value of TCR 
used for our 200-nm-thick Pt microheater is about 0.00373/°C, which is obtained 
from Clayton’s report [54]. The microheater was electrically connected using silver 
epoxy and then characterized. The experimental current–voltage relation is plotted 
in Figure 2.11a. The resistance under each power supply can be calculated, and the 
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corresponding temperature can be estimated based on the change in Pt heater resis-
tance and the TCR of Pt. The resistance of the micro-hotplate was about 46 Ω at 
room temperature. It increased to 212.5 Ω when the applied current was increased to 
14 mA. Therefore, the maximum temperature was estimated to be higher than 900°C 
based on Equation 2.1 (Figure 2.11b).

For the temperature obtained by this method, it should be noted that the calcu-
lated temperature is only an approximation and subject to the following assumptions. 
First, the resistance measurement is simplified. The resistance measured is actually 
the sum of the contact resistance and the heater’s resistance: RTotal = Rcontact + Rresistor. 
Furthermore, the overall heater’s resistance Rresistor should consider both the 200-nm 
Pt layer and the 30-nm Cr adhesive layers. At 20°C, the electrical resistivity of Cr 
is 125 nΩ m, whereas the electrical resistivity of Pt is 105 nΩ m [55, 56]. Second, 
under Joule heating, the microheater actually exhibits varying temperatures along 
the heater rather than one uniform temperature. Thus, the calculated temperature is 
an approximation of the average temperature of the entire heater.

2.2.2.2.2 Heating Experiment
During the I–V characterization experiment, red glowing of the microheaters under 
different voltages was clearly observed under an optical microscope, as shown in 
Figure 2.12. This red glowing can be switched between “on” and “off” instanta-
neously by controlling the power supply, indicating much shorter response time com-
pared to traditional CVD processes. The localized microheating combined with this 
fast response substantially reduces the total power consumption and improve the 
temperature budget of post-CMOS processing. In addition, we need an indicator to 
determine when the microheater has reached the required high temperature so that 
we can stop increasing the power and start the CNT synthesis process. Because of 
the different structure designs and/or fabrication variations between devices, indi-
vidual microheaters require different electrical powers to reach the same tempera-
ture. Thus, neither current nor voltage is a good indicative parameter unless each 
microheater is characterized under the growth condition and the temperature–power 
relation is established for each device before the real growth. Instead, the incandes-
cence, the emission of visible light from a hot body due to its temperature, of plati-
num microheaters observed as red glowing indicates that the heater has reached the 

(a) (b) (c)

FIGure 2.12 Microscopic images under applied voltages of (a) 2.28 V, (b) 2.62 V, and 
(c) 3.00 V, respectively.
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required high temperature. In practice, we start flowing in synthesis gases once the 
red glowing is observed.

2.2.2.2.3 High Temperature Reliability
After assessing the maximum temperature, the reliability of the microheaters at high 
temperature was then evaluated. Although bulk platinum has a high melting point 
(1768°C [56]) and is extraordinarily stable at high temperatures, the degradation of 
platinum thin films at high temperature has been reported by several groups [57–60]. 
As shown in Figure 2.13a, we observed a kink point in the curve at higher voltage, 
and a negative slope between 1.2 and 1.4 V before the microheater was broken. To 
study the negative slope region, another newly released platinum thin film micro-
heater with the same design was tested. The voltage was gradually increased from 0 
to 1.5 V and then swept back to 0 V. The sweepings were repeated from 0 to 1.5 V and 
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from 0 to 1.8 V. As shown in Figure 2.13b, the negative slope only occurred during 
the first 0–1.5 V voltage sweeping. After that, the electrical characteristics changed 
and became repeatable as a result of a permanent change in platinum resistance.

Briand et al. [61] reported that the resistivity of the Pt/Ta thin film increased after 
a heat treatment of 95 min at 830°C, regardless of the film thickness (Figure 2.13d). 
Replotting the electrical characteristics we obtained (Figure 2.13b) as resistance ver-
sus power in Figure 2.13c, we found that the resistance increased from 134 to 185 Ω 
after the voltage sweeping. This resistance increase is explained as the result of self-
heating treatment through resistive Joule heating, with points A′ and B′ correspond-
ing to points A and B in Briand et al.’s report, respectively. There might be a critical 
point associated with this high temperature degradation. This critical temperature 
might be different for Pt thin films with different configurations such as thickness, 
structure, type of adhesion layer. Firebaugh et al. [57] reported that the resistance of 
their 100 nm Pt/10 nm Ti film was well behaved up to ~900°C, beyond which holes 
started to form in the film and resistance increased rapidly (Figure 2.13, inset).

For our device, the critical temperature was believed to be reached at the center 
of the microheater when the power was increased to around 6 mW, and the rest of 
the microheater later underwent similar temperature treatment when the input power 
was continuously increased to about 8 mW.

Several factors contribute to the degradation of platinum thin films, including 
interdiffusion and reaction between the Pt layer and the adhesive layer, stress, and 
platinum silicide formation [60], but the agglomeration of continuous thin films into 
islands of material is believed to be the dominant mechanism [57]. Agglomeration 
involves the nucleation and growth of holes in the film, and is driven by the high 
surface/volume ratio of the thin films. Surface diffusivity is dependent on tempera-
ture, and the diffusion of metal atoms on surface tends to reduce the surface/volume 
ratio through capillarity [62]. The sizes for the initial holes must be larger than the 
thickness-dependent thermodynamic critical radius, and the holes will then grow 
under the surface diffusion–driven capillarity [63]. As reported by Firebaugh et al. 
[57], holes started to form in the platinum thin film at around 900°C, and gradually 
increased in size with time, resulting in the discontinuity (Figure 2.14). Note that 
the hole growth rate is slow and the film’s lifetime is sufficiently long, compared 
with the time required for CNT growth. To avoid agglomeration, thin film thickness 
greater than 1 μm was recommended [57]. For our 200-nm platinum microheat-
ers, we noticed that although the film is not sufficiently thick, all the microheaters 
are capable of withstanding a sufficient amount of time required for CNT growth 
process.

2.2.2.2.4 Local Temperature Distribution
In addition to the maximum temperature and heater reliability, local temperature dis-
tribution is also of vital importance. This was investigated using a QFI InfraScope. 
The thermal image of the straight line microheater is shown in Figure 2.15c. Since 
the maximum working temperature of this infrared imager is 400°C, only 0.6 V 
was applied to the microheater. Figure 2.15d and e show the temperature distribu-
tions along and transverse to the platinum heater line, respectively. Note that the 
InfraScope stage was heated to 60°C to facilitate accurate temperature measurement 
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for this image. It is clearly shown that the temperature is near uniform at the region 
±30 μm from the microheater center. This is the optimal region for CNT growth. 
Meanwhile, even though the temperature is as high as 400°C around the heater 
center, the temperature outside the microcavity drops quickly to about 100°C. 
Therefore, the temperature distribution is compatible with the post-CMOS process-
ing even when the supply power must be increased to provide the desired growth 
temperature of ~900°C. By accurately choosing the spacing between CMOS circuits 
and microheaters, this localized microheating method can integrate CNTs at close 
proximity to CMOS devices on the same chip. For design-1 and design-2, the corners 
of the microheaters have slightly higher temperature because of the current crowding 
effect, as evident from their thermal images (as shown in Figure 2.15a and b).

2.2.3 rOOM TeMperaTure CNT SyNTheSiS

After device fabrication and characterization, the samples were coated with alumina- 
supported iron catalyst by drop drying. Two contact pads were connected to a voltage- 
controlled power supply by clamps. Then the sample was placed into a quartz tube. 
After 5 min of argon purging, the microheater was heated up to the state in which red 
glowing could be observed. For example, design-2 needs a supply voltage of 3–3.5 V. 
Next, a mix of 1000 sccm CH4, 20 sccm C2H4, and 500 sccm H2 was supplied into 
the quartz tube for CNT growth. After 15 min growth, SWNTs and MWNTs with 
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FIGure 2.14 Formation and growth of holes in the 100 nm Pt/10 nm Ti thin film. (a) After 
0 h at 900°C. (b) After 2 h at 900°C. (c) After 6 h at 900°C. (d) After 9 h at 900°C. Reported 
in literature (from Firebaugh, S.L. et al., J. Microelectromech. Syst., 7, 128–135, 1998. With 
permission).
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diameters ranging from 1 to 10 nm were successfully synthesized on all three types 
of suspended microstructures.

Figure 2.16 shows a dense film of CNTs grown on the micro-hotplate surface. 
Some interesting coiled nanostructures, as shown in the insets in Figure 2.16, are 
observed on many samples. The orientations of these CNTs are random since there 
was no guiding electrical field during growth.

On the other hand, for the other two designs with trenches and secondary landing 
walls, the supplied voltage simultaneously introduces an E-field (about 0.1–1.0 V/μm) 
between the microheater and a nearby ground electrode/oxide wall. As a result, 
most of the suspended CNTs grown on these two types of microheaters exhibit a 
significant alignment along the E-field perpendicular to the cold wall, as shown in 
Figure 2.17. As demonstrated in our experiments, with properly designed microheat-
ers and trench widths, the desired temperature profile and E-field distribution can be 
obtained by the same power supply. The extra pair of backup electrodes designed to 
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FIGure 2.15 Thermal imaging. (a) Thermal image of Design-1 by applying 0.93 V DC 
voltage. (b) Thermal image of Design-2 by applying 1.2 V DC voltage. (c) Thermal image 
of Design-3 by applying 0.6 V DC voltage. (d and e) Corresponding temperature distribu-
tion along and transverse to the microheater, indicating good thermal isolation. (Substrate 
temperature is 60°C.)
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enhance the E-field was not used, and thus can be removed to simplify the design in 
the future. Although the microheater corners have a higher temperature and stronger 
E-field, comparison of the SEM images (shown in Figure 2.17a and b) reveals that 
there is no significant difference between the growth around the corners and the rest 
of the microheater. When the microheater is further simplified into one straight line 
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Coiled nanostructures

FIGure 2.16 Dense film of CNTs over micro-hotplate surface (Design-1). Insets: coiled 
nanostructures observed in growth.
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FIGure 2.17 Localized synthesis of CNTs suspended across the trench, showing good 
CNT alignment. (a and b) Zoom-in SEM of CNTs grown on Design-2. (c) Zoom-in SEM of 
CNTs grown on Design-3 (from second batch, with no Cr on top). Insets: SEMs of overall 
microheaters.
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(Design-3), we find that the alignment is further improved as shown in Figure 2.17c, 
and CNT growth is uniform along the length of the entire microheater except on 
the small regions next to the anchors. These results are in good agreement with the 
measured temperature distribution. Hence, the microheater geometry with either a 
relatively larger hotplate or a small hot spot can be customized to control the tem-
perature distribution for regulating the CNT growth for various applications.

2.3  MaskLess Post-cMos cnt synthesIs on Foundry cMos

In the previous section, localized CNT synthesis on mock-CMOS substrates has been 
demonstrated. We have proved that, based on the voltage-controlled localized heating, 
suspended on-chip microheaters can provide both uniform high temperature for high-
quality CNT growth and good thermal isolation for CMOS compatibility requirement. 
Repeatable and well-aligned CNT growth can be realized, and the simple straight-line 
microheater is promising for further scaling down to a hot spot. However, a number of 
vital questions have yet to be settled. First, platinum may not be available in foundry 
CMOS processes, and thus other materials need to be used to form microheaters. 
Second, the process flow described in Section 2.2.2 requires two lithography steps 
for patterning microheaters and release openings, which is still too complicated for 
post-CMOS processes. Third, the integration presented in the previous section did not 
involve the interconnection of CNTs with CMOS circuits in the monolithic integration. 
To address these issues, we present a simple and scalable CMOS–CNT integration 
approach in this section. CNTs are selectively synthesized on polysilicon microheaters 
embedded inside the CMOS circuits using localized heating and maskless post-CMOS 
surface micromachining techniques. There is no need for any photomasks, shadow 
masks, or metal deposition to achieve the localized synthesis and the CNT–polysilicon 
electrical contact. Successful monolithic CMOS–CNT integration has been demon-
strated [64]. Moreover, it is verified that the electrical characteristics of the neighboring 
NMOS and PMOS transistors are unchanged after CNT growth [64].

2.3.1 iNTegraTiON priNCipleS aNd deviCe deSigN

As illustrated in Figure 2.18, the basic idea of the monolithic integration approach 
is to use maskless post-CMOS MEMS processing to form microcavities for ther-
mal isolation and use the gate polysilicon to form the heaters for localized heating 
as well as the nanotube-to-CMOS interconnect. The microheaters, made of the gate 
polysilicon, are deposited and patterned along with the gates of the transistors in 
standard CMOS foundry processes. Except for the shape and dimensions, the poly-
silicon microheaters are equivalent to the transistor gate, and thus they share exactly 
the same subsequent processes, that is, the vias, interconnects, passivation, and input/
output pads. One of the top metal layers (i.e., the metal-3 layer as shown in Figure 
2.18b) is also patterned during CMOS fabrication. It is used as an etching mask in 
the following post-CMOS microfabrication process for creating the microcavities. 
Finally, the polysilicon microheaters are exposed and suspended in a microcavity 
on a CMOS substrate, whereas the circuits are covered under the metallization and 
passivation layers (as illustrated in Figure 2.18b). Unlike the traditional thermal CVD 
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synthesis that heats up the whole chamber to above 800°C, the device with embedded 
microheaters works like a miniaturized CVD array: the CVD chamber is kept at room 
temperature all the time, with only the microheaters activated to provide the local 
high temperature for CNT growth.

The top view of a microheater design is shown in Figure 2.18c. The configuration 
is similar to that of platinum microheaters. There are two polysilicon bridges: one 
as the microheater for generating high temperature to initiate CNT growth and the 
other for CNT landing. With the cold wall grounded, an E-field perpendicular to the 
surface of the two bridges will be induced during CNT growth. Activated by local-
ized heating, the nanotubes will start to grow from the hot spot (i.e., the center of 
the microheater) and will eventually reach the secondary cold bridge under the influ-
ence of local E-field. Since both the microheater bridge and the landing bridge are 
made of gate polysilicon layer and have been interconnected with the metal layers in 
CMOS foundry process, the as-grown CNTs can be electrically connected to CMOS 
circuitry on the same chip without any post-growth clamping or connection steps.

As discussed in Section 2.2.1, the microheater design is of vital importance. The 
gate polysilicon layer is thin, and its thickness is determined by the foundry CMOS 
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FIGure 2.18 (a) Three-dimensional schematic showing the concept of CMOS integrated 
CNTs. CVD chamber is kept at room temperature at all times. (b) Cross-sectional view of 
device. (c) Schematic of 3-D microheater showing local synthesis from the hot spot and self-
assembly on cold landing wall under local electric field.
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processes. For the AMI 0.5 μm CMOS process [65] used in this work, the polysilicon 
thickness is 0.35 μm. Since the serpentine design showed no meaningful advantages 
of the corner effect but required extra mechanical supports in the previous mock-
CMOS synthesis experiments, a straight-line shaped microheater is adopted for its 
superior mechanical robustness and simple design. A typical heater design is shown 
in Figure 2.19a, which is basically a polysilicon resistor. Since the temperature has to 
reach at least as high as 800°C for SWNT growth and to drop quickly to avoid deteri-
orating the surrounding CMOS circuits, the thermal isolation, thermal stresses, and 
structural stiffness must be carefully considered when designing the microheater. 
Since thermal resistance is proportional to the length of a resistor, short resistors 
tend to dissipate heat faster so that reaching high temperature requires more power, 
where long resistors tend to have mechanical stiffness issues. In addition, the current 
density limitation of polysilicon resistors and the limitation of the release process do 
not allow us to design microheaters with an excessively narrow width. As a result of 
considering all these factors, the heating unit first investigated is a 3-μm-long and 
3-μm-wide polysilicon resistor.

Electrothermal modeling in a multiphysics finite element method tool, COMSOL 
[66], has been used to simulate and optimize the microheater design. The simulation 
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FIGure 2.19 (a) A typical heater design with stripe-shaped resistor. (b) Simulated tempera-
ture distribution along the surface of microheater at an applied voltage of 2.5 V through pads. 
Area of polysilicon microheater is 3 × 3 μm, and a thickness of 0.35 μm is chosen according 
to CMOS foundry process. Inset: an SEM image of a microheater after CNT growth. (c) Line 
plot of temperature along the heater (line AA′ in part b).
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results are shown in Figure 2.19b and c, where a typical polysilicon sheet resistance 
of 30 Ω/sq and other material properties are chosen according to the foundry process 
used [65] (see Table 2.1). For the simulation, the convection and radiation heating 
losses are neglected since the heating area is small. The substrate bottom surface is 
assumed to stay at room temperature. Figure 2.19b shows the temperature distribu-
tion when a 2.5-V activation voltage is applied to the heater. It shows a good agree-
ment with the post-growth surface pattern (Figure 2.19, inset SEM image), which is 
believed to reflect the temperature distribution during the growth. Figure 2.19c plots 
the temperature distribution along the microheater. It shows an ideal condition for 
CMOS–CNT integration: a very small, localized high temperature region for CNT 
growth and a sharp temperature decrease toward the substrate.

Based on this 3 × 3 μm2 heating unit, a series of heater design variations have 
been investigated. First, to exploit the geometry limitations (mainly the mechanical 
robustness and electrothermal properties), six line-shaped microheaters are designed 
with dimension variations. The width ranges from 1.2 to 6 μm, and the length ranges 
from 1.2 to 40 μm. Second, two types of secondary walls are designed: one is a 
bridge parallel to the microheater for uniform E-field formation (Figure 2.20a), and 
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FIGure 2.20 Schematic layouts showing (a) a 3 × 10 μm microheater with a paralleled 
bridge as secondary wall and four configurable input pads, (b) a 6 × 20 μm microheater with 
multiple tips as landing walls, and (c) a microheater with opposing sharp tips.

tabLe 2.1
MosIs aMI c5 technology

structure Min typ Max units

n+ Poly Sheet Res 23 30 37 Ω/sq

CMP M3 Thickness 7,000 7,700 8,400 Å

CMP M3 to M2 Dielectric 10,000 11,000 12,000 Å

CMP M2 Thickness 5,000 5,700 6,400 Å

CMP M2 to M1 Dielectric 10,000 11,000 12,000 Å

CMP M1 Thickness 5,700 6,400 7,100 Å

Poly Thickness 3,000 3,500 4,000 Å

Field Ox Under Poly 3,500 4,000 4,500 Å

Via allowed current density 1.6 (85°C); 0.6 (125°C) mA/cnt

Metal allowed current density per width 2.2 (85°C); 0.85 (125°C) mA/μm
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the other is a sharp tip (or multiple tips) to form a converged E-field (Figure 2.20b). 
The gap between the two polysilicon microstructures is typically 3–6 μm in order to 
obtain the proper electric field and facilitate the CNT landing. Third, opposing sharp 
tips (Figure 2.20c) are also designed to facilitate the CNT bridge formation since 
CNTs tend to attach to the nearest support boundary [67]. Finally, instead of ground-
ing the secondary wall, some designs have five configurable inputs. As illustrated in 
Figure 2.20a, four pads can input different voltages to tune the electric field, and the 
fifth input (not shown) connects to the substrate as a global back gate for studying 
the electrical gating effect.

The final CMOS chip includes test circuits and 13 embedded microheaters. The 
schematic layout is shown in Figure 2.21. Microheaters are placed around the cen-
ter, and they are independent from each other. Four test circuits are placed close to 
the microheaters with spacings ranging from 36 to 60 μm. The spacings are chosen 
based on the temperature distribution investigation shown in Figure 2.15. The sizes 
of the NMOS and PMOS transistors, which are the subject of our investigation, are 
Wn/Ln = 3.6/0.6 μm and Wp/Lp = 7.2/0.6 μm, respectively. The big square at the center 
of Figure 2.21c denotes the metal-3 layer. It is patterned as the etching mask that 
covers all the circuit area beneath but has 13 etching openings, with one opening for 
each microheater. The etching opening as shown in Figure 2.21c determines the size 
of the microcavity. Microcavities will be formed when the top silicon dioxide and 
bottom silicon are all etched away during the post-CMOS MEMS processes, leaving 
only the suspended microheaters, as shown in Figure 2.18a and b.

However, there is a selective etching issue. In cases where microheaters are made 
of platinum, specific etch chemistry can be used to etch away silicon dioxide or sili-
con completely with little etching to platinum. Thus, etching protection for the heat-
ers is not necessary, and the platinum microheaters themselves can be used as masks 
once the heaters’ shapes have been patterned. When switching the heater material to 
polysilicon, this is no longer the case. Both the dioxide etchant (dry etch) and silicon 
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FIGure 2.21 (a and b) Schematic layouts of chip, including test circuits and 13 embedded 
microheaters. Spacings between microheaters and circuits vary from 36 to 60 μm. (c and d) 
Close-up views of a microheater with metal-3 as etching opening mask and metal-1 as etch-
ing protection.
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etchant will etch polysilicon. Recall that the polysilicon thickness is only 0.35 μm. 
Thus, etching sequence needs to be carefully designed and etching protection is 
essential. In our design, the metal-1 layer above the microheater is patterned with the 
same shape as the microheater but with a slightly greater width, as shown in Figure 
2.21d. This patterned metal-1 layer will protect the microheaters during the first few 
steps when the etchants can react with polysilicon, and then will be removed using 
polysilicon-safe etching recipes. Details will be presented in Section 2.3.2.

2.3.2 deviCe FabriCaTiON aNd CharaCTerizaTiON

After the layout design, CMOS chips are fabricated through MOSIS using the com-
mercial AMI 0.5-μm 3-metal CMOS process [65]. The gate oxide thickness is 13.5 
nm. The estimated layer thicknesses and other parameters are listed in Table 2.1. 
Several parameters in the table have been used in the modeling stage (previous sec-
tion). In addition, the thickness of each layer is used to estimate the etching time in 
post-CMOS fabrication processes. The current density limits have also been taken 
into consideration when designing the metallization.

Figure 2.22a shows the schematic cross-sectional view of the CMOS chip after 
the foundry processes but before any post-CMOS MEMS fabrication. Metal-1 and 
metal-3 layers have been patterned as described in the previous section. The corre-
sponding optical microscope image is shown in Figure 2.23a. The total chip area is 
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FIGure 2.22 Maskless post-CMOS MEMS fabrication process flow: (a) CMOS chip from 
foundry. (b) SiO2 dry etch. (c) Al etch. (d) Anisotropic Si dry etch. (e) Isotropic Si dry etch 
and heater release. (f) SiO2 wet etch.
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1.5 × 1.5 mm2. Because of this small size, individual chips are mounted on top of a 
4-in. carrier wafer for easy handling and processing. The center big golden square is 
the metal-3 layer. In addition to the 13 etching openings to expose the microheaters, 
there are six extra opening windows in the center. These are dummy structures for 
etching rate control. There are 32 outer pads for the microheaters and 16 inner pads 
for the circuits. These pads, as well as the area uncovered by the metal-3, need to be 
covered with photoresist for protection before any release processes.

The maskless post-CMOS MEMS fabrication process flow used to release the 
polysilicon microheaters is shown in Figure 2.22. It starts with the reactive ion etch-
ing (RIE) of silicon dioxide (Figure 2.22b). The metal-3 layer of the CMOS substrate 
is used as an etching mask to protect the CMOS circuit area, and it also defines the 
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FIGure 2.23 (a) CMOS chip photograph (1.5 × 1.5 mm2) after foundry process. (b) CMOS 
chip photograph after post-CMOS process (before final DRIE step). (c) Close-up optical 
image of one microheater and nearby circuit. CMOS circuit area, although visible, is pro-
tected under silicon dioxide layer. Only the microheater and cold wall within microcavity are 
exposed to synthesis gases. Polysilicon heater and metal wire are connected by vias. (d and e) 
Close-up SEM images of two microheaters.
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cavity opening size. Within the cavity, the anisotropic etching, which uses a mixture 
of CHF3 and O2 as the etch chemistry, is mainly in the vertical direction. As a result, 
three-steep trenches are formed but the oxide under metal-1 is almost unattacked. 
Thus, the polysilicon microheaters are entirely wrapped inside silicon dioxide. Next, 
the exposed aluminum is etched by RIE (Figure 2.22c), using BCl3, Cl2, and Ar. At 
this point, the photoresist should be removed since the pad protection is no longer 
needed in the following steps, and removing it after the release step may damage 
the suspended microstructures. Then, an anisotropic DRIE of silicon is performed 
(Figure 2.22d) using SF6 and C4F8 as the etching and passivation chemistry, respec-
tively, to create a roughly 6-μm-deep trench around the heater. Next, an isotropic 
silicon etching using only SF6 is performed to undercut the silicon under the micro-
heaters (Figure 2.22e), resulting in suspended microheaters in microcavities. In these 
two steps of silicon etching, polysilicon will be quickly etched away if exposed. The 
silicon dioxide will also be etched but at a much slower rate. As noted previously, 
metal-1 is designed to be slightly wider than the polysilicon microheaters. The width 
difference determines the thickness of the sidewall protective silicon dioxide. The 
oxide sidewall must withstand the etching during the two silicon etching steps so that 
the polysilicon microheaters will remain unattacked. The final step is to etch away 
the thin oxide protective layer surrounding the microheaters using a 6:1 buffered 
oxide etchant (BOE) at room temperature for approximately 5 min to expose the 
polysilicon for electrical contact with CNTs (Figure 2.22f). This BOE wet etch has 
a very high etching selectivity between silicon and silicon dioxide. Overall, since all 
the required etching masks have been patterned in the foundry processes, the post-
CMOS MEMS fabrication is simple and easy to control, requiring only RIE, DRIE, 
and BOE etching.

Optical microscope images of the CMOS chip before and after the post-CMOS 
processing are shown in Figure 2.23a and b, respectively. A closed-up optical image 
of one microheater is shown in Figure 2.23c. The nearby circuit, although visible, is 
protected under a silicon dioxide layer. Only the microheater and cold wall within 
the microcavity are exposed. To satisfy the spacing, the microstructures are rear-
ranged such that the microheater is closest to the circuits, and the secondary wall is 
on the opposite side. The polysilicon heater is connected to the metal interconnect 
by a number of vias. The quantity of the vias is determined by two factors: the cur-
rent that is required for Joule heating and the maximum current that one single via 
can withstand (see Table 2.1). SEM images of two microheaters are shown in Figure 
2.23d and e, with resistances of 97 and 117 Ω, respectively. The design is simple, 
and the released microstructures are mechanically robust. All the 13 microheaters, 
including the sharp-tip design and the 40-μm-long design, survived the post-CMOS 
processes. Five chips have been fabricated with a yield of 100%, indicating the 
robustness of the maskless post-CMOS MEMS processes.

Similar to the mock-CMOS samples, polysilicon microheaters were also char-
acterized before the CNT growth experiments. The measured current–voltage rela-
tion is plotted in Figure 2.24a. However, extracting the temperature-dependent 
resistivity from the I–V characterization and then using the resistivity to estimate 
the temperature becomes difficult because of the following reasons. First, grain 
boundaries in polysilicon exhibit charge carrier trapping that contributes to the 
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temperature-dependent behavior [68]. Second, dopant concentrations have a sig-
nificant impact on the temperature-dependent resistivity of polysilicon. For low to 
moderate dopant levels (≤1018 cm–3), increased temperature offers higher thermal 
energy that excites more dopant electrons to the conduction band [69], resulting in a 
negative TCR. Such temperature-dependent behavior is undesirable, because it will 
cause electrothermal instability at high temperatures. For heavily doped polysilicon 
(≥1019 cm–3), if the grain boundary effects are neglected, the temperature-dependent 
resistivity can be defined as:

 

1
ρ

µ µ= +p e ( )e h  (2.2)

in which ρ is the resistivity, p is the free electron concentration, e is the magnitude 
of an electron charge, and μe and μh are the electron and hole mobility, respectively 
[70]. Since the majority of the dopants’ outermost electrons in heavily doped n+ 
silicon are already in the conduction band, the free electrons that are thermally 
activated from the donor no longer dominate the resistivity. Instead, the temper-
ature-dependent behavior is dominated by the carrier mobilities at high doping 
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ing 2.47 V. Inset: filament I–V characteristics showing kink point. (From Mastrangelo, C.H. 
et al., IEEE Trans. Electron Devices, 39, 1363–1375, 1992. With permission.)
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levels, resulting in a positive TCR and a linearly increased resistance within the 
temperature range from 300 to 800 K. Lattice and impurity scattering mobility, 
μL and μI, respectively, are found to have significant contributions to the charge 
carrier mobility at high temperature [70]. The mobility terms can be expressed in 
the following forms: 
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and the temperature-dependent resistivity can be expressed by a general equation [70]:

 ρ α α α= +1 2
3T ,

 (2.4)

where parameters α1, α2, and α3 have to be extracted empirically. For our microheat-
ers, based on the polysilicon sheet resistance and the thickness, resistivity ρ is esti-
mated to be 1.05 × 10–5 Ω m, and the impurity doping level is estimated to be above 
1019 cm–3 using the Equation 2.2.

Although the high doping level requirement has been satisfied and a positive 
TCR has been confirmed from the resistance calculation (as plotted in Figure 
2.24b), the electrical characteristics of the microheaters were found to be unstable 
at temperatures beyond the polysilicon recrystallization temperature Tcr (at roughly 
870 K [71]), and the linear increase in resistance no longer exists. Mastrangelo 
et al. [72] reported that the resistance of a heavily doped polysilicon filament 
decreases when the bias is beyond a kink point (Figure 2.24 inset, point P). For the 
microheater we investigated, the kink point P occurs around a bias voltage of 2 V 
(see Figure 2.23a and b). Possible mechanisms reported include current-induced 
resistance decrease [73, 74], filamentation [75], and the polysilicon thermal break-
down [76, 77].

Continuing to increase the bias voltage, a red glowing was first observed in 
the dark at 2.20 V (Figure 2.24d), and quickly became much brighter at 2.38 V. The 
heater was burnt at the center under a bias voltage of 2.47 V, as evident from the 
comparison between Figure 2.24c and f. As previously discussed, the extraction of 
temperature above the polysilicon recrystallization temperature is quite difficult 
because of its unstable electrical characteristics. Again, the incandescence of the 
microheater becomes a good indication of high temperature. Ehmann et al. [78] 
carefully calibrated a microheater, which is also made of n-doped CMOS gate 
polysilicon, and estimated that the average heater temperature was about 1200 K 
when incandescence was observed in the dark. In addition, Englander et al. [49], 
who first locally synthesized CNTs on suspended polysilicon MEMS structures, 
reported that based on their growth results, the barely glowing condition, which 
is the condition when glowing has just started and is still weak, offered the appro-
priate temperature (850–1000°C) for maximum CNT growth (prior glowing was 
too cold, whereas bright glowing was too hot). Therefore, the microheaters we 
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designed and fabricated are capable of providing the high temperature required 
for CNT growth, and it can withstand a sufficient amount of time under the barely 
glowing state. The local temperature distribution is not characterized. Instead, the 
performances of test circuits and individual transistors are recorded, and will be 
compared with their performances after CNT growth to assess the effectiveness of 
the thermal isolation.

2.3.3 ON-Chip SyNTheSiS OF CNTS

After the microheater release, the CMOS chips were carefully taken off from the 
carrier wafer and then wire-bonded to dual in-line packages. Next, the chips were 
coated with alumina-supported iron catalyst by drop drying on the surface [28]. The 
whole package was then placed into a quartz chamber. The on-chip microheaters 
were turned on by applying appropriate voltages so that bare growing was observed. 
The supplied voltage also introduced a local E-field of about 0.1–1.0 V/μm. CNT 
growth was carried out using 1000 sccm CH4, 15 sccm C2H4, and 500 sccm H2 for 15 
min, whereas the chamber remained at room temperature.

After a 15-min growth, CNTs were successfully synthesized. Two SEM images 
with locally synthesized CNTs are shown in Figure 2.25. The individual suspended 
CNTs in Figure 2.25a were grown from the 3 × 3 μm microheater as shown in Figure 
2.23e and landed on the near polysilicon tip. In the configuration with a parallel 
bridge as the secondary landing wall, the growth exhibits less convergence because 
of the less converging E-field. Similar growth occurred in 11 out of 13 microheaters. 
The 1.2 × 1.2 μm microheater and the one with opposing sharp tips were broken dur-
ing the growth. The reason might be the presence of super-local heating that caused 
the failure at grain boundaries.

(a) (b)

10 µm

1 µm

10 µm

1 µm

Catalyst
layer

FIGure 2.25 Localized synthesis of carbon nanotubes grown from (a) 3 × 3 μm micro-
heater and (b) 6 × 6 μm microheater, suspended across the trench and connecting to polysili-
con tip/wall. Insets: SEM images of overall microheater.
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2.3.4 CharaCTerizaTiON OF CNTS aNd CirCuiT evaluaTiONS

After the growth, the as-grown CNTs were characterized by measuring the resis-
tance between two polysilicon microstructures (the microheater and the landing 
wall) at room temperature and at atmosphere. The I–V characteristic is shown in 
Figure 2.26. The typical resistances of in situ grown CNTs are in the range of several 
MΩ. This large resistance is primarily attributed to the contact resistance between 
the polysilicon and the CNTs. Recall that the final step of the post-CMOS fabrica-
tion is meant to completely remove the silicon dioxide and thus fully expose the 
ploysilicon surface. However, this step has been done long before the growth process 
because of the subsequent steps such as wire bonding, package, and catalyst deposi-
tion. A thin layer of native oxide is expected to naturally grow on the polysilicon 
electrode surface with a typical thickness of about 2 nm [79]. Other factors such as 
defects along the CNTs might also contribute to the large resistance.

After the successful on-chip synthesis of CNTs, the impact of localized heating 
on nearby circuits was assessed. As noted in Section 2.3.1, the spacings range from 
36 to 60 μm. Simple circuits, such as inverters, were first tested and their proper 
functions were verified after synthesis. Then, more accurate electrical characteristics 
were measured at the transistor level. Figure 2.27 shows the DC electrical character-
istics of individual NMOS and PMOS transistors before and after the CNT growth. 
The tests were performed at room temperature using a Keithley 4200 semiconductor 
characterization system. The drain current versus drain–source voltage (Ids–Vds) plots 
show no significant change after the synthesis, demonstrating the CMOS compat-
ibility of this integration approach.

It should be noted that after a short period (approximately 1 month), this MΩ 
resistance became infinite. However, the synthesis on platinum microheaters exhib-
ited kΩ resistances that stayed almost the same after 1 year. These two synthesis 
experiments used the same catalyst recipe and the same growth procedure. The dif-
ferences come from the electrode material, which results in two types of contacts: 
one is polysilicon/CNTs versus Pt/CNTs, and the other is polysilicon/catalyst versus 
Pt/catalyst. Two reasons might account for the failure in the polysilicon heater case. 
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FIGure 2.26 I–V characteristics of as-grown CNTs. I–V curve is measured between two 
polysilicon microstructures contacting CNTs.



59Monolithic Integration of Carbon Nanotubes and CMOS

First, it might be the result of the continuous oxidation of polysilicon in the air. 
Another possible reason might be the weaker adhesion of CNTs and catalyst par-
ticles to the polysilicon. In our practice, the nanometer-scale iron catalyst particles 
are separated by and supported on alumina, a thin nonconductive layer. As shown in 
Figure 2.28, the catalyst on the top of the silicon dioxide surface consists of discrete 
particles, with the heater outline clearly visible (Figure 2.28a); the catalyst on the 
top of the platinum surface has a fluffy appearance, with the underneath platinum 
electrode partially exposed (Figure 2.28b).

However, the catalyst layer appears much thicker on CMOS chips, as evident 
from Figure 2.28c–f. The catalyst layer extends over trenches (Figure 2.28c). A 
thick catalyst layer on one of the heaters even cracks and peels off (Figure 2.28d). 
Some designed shapes (e.g., the multitip landing wall) that have successfully sur-
vived the post-CMOS fabrication (Figure 2.28e) are unable to preserve their original 
after catalyst deposition (Figure 2.28f). The mock-CMOS devices have platinum 
microheaters on the surface (Figure 2.28g), whereas the CMOS chips have polysili-
con microheaters hidden inside the microcavities (Figure 2.28h). The topographic 
profiles, the surface conditions of different materials, and the further miniaturized 
feature size might all contribute to the thicker catalyst layer, which in return might 
block the nanotube–polysilicon contacts or result in weak adherence when CNTs 
reach the secondary electrode.

To improve the chemical stability and mechanical robustness, several possible 
solutions are recommended. First, instead of using aluminum-supported iron cata-
lyst particles and drop drying method, thin film metal catalysts can be deposited 
using various techniques such as evaporation, sputtering, or molecular beam epitaxy 
techniques [80]. These thin films will “ball up” and break up into particles during 
the growth as long as the film thickness does not exceed the critical thickness [81]. 
In this way, the structure shape can be preserved, and the thickness of the catalyst 
layer can be controlled. Second, contact activation through electrical breakdown in 
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FIGure 2.27 DC electrical characteristics of single transistors before and after CNT 
growth. (a) Drain current (Ids) versus grain voltage (Vds) for NMOS transistors under seven 
different gate voltages. (b) Drain current (Ids) versus grain voltage (Vds) for PMOS transistors 
under seven different gate voltages.
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FIGure 2.28 SEM images showing catalyst layers on (a) silicon dioxide surface, (b) plati-
num microheater surface, and (c) polysilicon microheater surface. (d) SEM image of one 
polysilicon microheater with thick catalyst layer peeled off. (e and f) SEM images of one 
polysilicon microheater before and after catalyst deposition. Multifigure structure was com-
pletely covered by catalyst layer. (g and h) Schematic cross-sectional views of mock-CMOS 
platinum heater and polysilicon heater embedded in CMOS chips.
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the inert gas environment has been proven to be effective for healing the 2-nm native 
oxide [82]. Third, polymer deposition after CNT growth has been reported to be 
capable of stabilizing the nanotube/electrode contact resistances [83]. This coating 
might be helpful in protecting the polysilicon from oxidation over time.

2.4 concLusIon

Monolithic CNT–CMOS integration can be realized using custom CMOS processes 
by using refractory metals for interconnect and SOI CMOS processes. Localized 
heating is promising for CNT–CMOS integration. Monolithic CNT–CMOS inte-
gration has been demonstrated on foundry CMOS substrate by combining MEMS 
microfabrication and localized heating. The post-CMOS microfabrication is mask-
less. CNT growth does not affect the characteristics of the transistors on the same 
chip. As a hotplate is formed from creating the localized heating, integrated CNT-
based gas sensors can be made. This CNT–CMOS integration technique has a wide 
range of applications in chemical, temperature, stress, and radiation sensing.
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3 Facile, Scalable, 
and Ambient—
Electrochemical Route 
for Titania Memristor 
Fabrication

Sumit Chaudhary and Nathan M. Neihart

3.1 IntroductIon

In 1971, using the arguments of symmetry, Leon Chua [1] proposed the existence of 
a new basic fourth circuit element that he termed the “memristor.” Dr. Chua deduced 
the existence of memristors by examining the mathematical relationships of the four 
basic electrical quantities (current, voltage, charge, and magnetic flux). As shown in 
Figure 3.1, these four quantities can be related to each other in six different ways. 
Two relationships relating magnetic flux (φ) to voltage (v) and charge (q) to current 
(i) come from basic physical laws (i.e., dφ = vdt and dq = idt). The resistor, capacitor, 
and inductor provide three more relationships by relating voltage to current, voltage 
to charge, and current to magnetic flux, respectively. Only one relationship remains 
unaccounted for: the relationship between charge and magnetic flux. A memris-
tor, Chua figured, would relate charge and magnetic flux in a way similar to how 
a resistor relates to voltage and current. In other words, a memristor will behave 
like a resistor whose value varies according to the time history of the current pass-
ing through the device, and which will remember that value even after the current 
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ceases to flow. In 1976, Chua and Kang [2] generalized the memristor to a family of 
dynamical systems called memristive systems.

Unfortunately, memristance as a property of a material was, at the time, too 
subtle to make use of; it was swamped by other effects. The results obtained by 
Chua [1] were confined to mathematical descriptions and circuit-level macromodels 
consisting of large numbers of discrete transistors and other passive components. 
Interestingly however, memristive behavior has been unknowingly observed as far 
back as the 1960s by researchers in the field of thin-film devices [3, 4]. In the 1960s, 
relatively thick insulating films of thicknesses greater than 1000 Å were widely used 
in electrolytic capacitors. Likewise, thin insulating films of thicknesses less than 
50 Å had been found to be a powerful tool in the study of superconductivity due to 
electron tunneling that occurred in such thin films. Hickmott [3] observed that insu-
lating films of medium thickness, that is, thicknesses ranging from 150 to 1000 Å, 
had not been well studied. Hickmott primarily focused on the study of films made 
from aluminum oxide and found that in some cases these films would produce an 
apparent negative differential resistance [3]. What he was unknowingly observing 
was memristance. For the next 40 years, researchers in the field of thin-film semi-
conductors would see this same “anomalous” I–V characteristic.

In the early 2000s, researchers at Hewlett-Packard, who were working on molecu-
lar electronics, began to see the same anomalous I–V characteristic behavior in their 
devices, but recognized it as being memristive. In 2008, Strukov et al. [5] experi-
mentally demonstrated the natural existence of memristance in nanoscale systems 
where electronic and ionic transports are coupled under an external bias voltage. 
By fabricating materials that measured mere nanometers in thickness, the memris-
tive behavior of the material begins to be the dominant behavior. Later that year, a 
physics-based model of the operation of the memristor was also described by Yang 
et al. [6].

What makes the memristor so radically different from other fundamental circuit 
elements is its “pinched hysteresis loop,” that is, when energized by a sinusoidal volt-
age, the resulting I–V characteristic was a Lissajous curve that cannot be duplicated 
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FIGure 3.1 Four fundamental two-terminal circuit elements: resistor, capacitor, inductor, 
and memristor.
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with any combination of resistors, capacitors, or inductors. For this reason, the mem-
ristor qualifies as a fundamental circuit element [7]. Moreover, a memristor carries a 
memory of its past. When the current is disconnected from the circuit, the memristor 
will remember how much current was applied and for how long.

3.2 theory and devIce operatIon

The most basic mathematical definition of a current-controlled memristor for circuit 
analysis is the differential form:

 v = R(w)i (3.1)

 

d
d
w

t
i=

 
(3.2)

where R is a generalized resistance that depends on the state variable of the device, 
w, which, in this case, is equal to the charge [1]. A more general form of 3.1 and 3.2 
was presented in 1976 by Chua and Kang [2] and is given as:

 v = R(w,i)i (3.3)
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where w can now be a set of state variables and R and f can, in general, be explicit 
functions of time. Before 2008, even the generalized equations 3.3 and 3.4 were 
unable to be satisfied by any physical model. In 2008, however, a physical model of 
a two-terminal device that behaves like a perfect memristor for a restricted range of 
the state variable, w, was presented [5]. Moreover, if the restrictions on the state vari-
able w are somewhat relaxed, then the model proposed by Strukov et al. [5] shows 
the more general behavior of a memristive system.

To understand how a memristor works, consider the thin-film semiconduc-
tor shown in Figure 3.2. The film consists of a switching medium of thickness D 
sandwiched between two metal electrodes. The switching medium consists of two 
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D
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FIGure 3.2 Schematic representation of memristive operation of a thin-film semiconductor.
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regions, a region of width w with a high concentration of dopants and a region of 
width D–w with a low concentration of dopants. By applying an external bias volt-
age across the device, the charged dopants will drift through the switching medium 
resulting in a shift in the location of the boundary between the high concentration 
and low concentration of dopants. When the dopants are evenly distributed across 
the full thickness of the switching medium (i.e., when w = D), the total resistance of 
the film is low and has a value of RON (Figure 3.3a). When the entire thickness of the 
switching medium is devoid of dopants (i.e., w = 0), the total resistance of the film 
is high and has a value of ROFF (Figure 3.3b). Therefore, the total resistance of the 
device can be modeled as a series connection of the two variable resistances, RON and 
ROFF as shown in Figure 3.3c [5].

Using the models shown in Figures 3.2 and 3.3c, and considering the simplest 
case of ohmic conduction and linear ionic drift in a uniform field with an average 
ion mobility, µ V, Strukov et al. [5] proposed the following equations that govern the 
memristance of a thin, semiconductor film:
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which yields the following formula for w(t):
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By substituting 3.7 into 3.5 and assuming RON << ROFF , the memristance of the sys-
tem, as a function of the charge, can be written as: 
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FIGure 3.3 Schematic representation of a memristor with (a) w = 0, (b) w = D, and (c) 
equivalent model of total resistance of the device.
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By considering 3.8, it becomes clear why memristance as a property of the mate-

rial was not fully observed until recently. The charge-dependent quantity, 
µV ONR

D
q t

2
( ), 

in 3.8 is inversely proportional to the square of the thickness of the film, D. This term 
becomes 106 times larger in magnitude as the thickness of the switching medium 
is reduced from the microscale to the nanoscale, and memristance is correspond-
ingly more significant. Another reason that memristance was hidden for so long was 
that the original postulation of memristive behavior described by Chua [1] did not 
account for the boundary conditions of the state variable w, which in this case speci-
fies the distribution of the dopants in the switching medium. In Figure 3.2, it is clear 
that the variable width of the doped region, w, must be bounded between 0 and D. As 
shown in 3.7, the state variable w is proportional to the charge q as long as w is less 
than D. Once w is equal to D, it no longer changes. This condition is referred to as 
hard switching. Hard switching can occur due to large voltage excursions as well as 
smaller bias voltages that are applied for long periods [5].

When examining memristive devices, it is important to distinguish them from the 
more general class of resistive switching devices. Various binary and ternary oxides 
such as TiO2, NiO, Nb2O5, ZrO2, or SrZrO3 can be utilized in two-terminal device 
structures and switched between high and low resistance states by the applications 
of an appropriate bias voltage [8–12], but not all of these materials result in true 
memristive behavior. It is necessary to examine the properties that make memristors 
unique as compared to other types of resistive switching devices. One of the primary 
differences is in the mechanisms behind the switching from a high resistance state 
to a low resistance state and vice versa. In the next section, we will examine this 
difference.

Resistive switching devices (of which the memristor is a subset) can be classi-
fied as having either unipolar switching mechanisms or bipolar switching mecha-
nisms. A device that exhibits unipolar switching behavior can be switched from a 
high resistive state to a low resistive state (and vice versa) using the same voltage 
polarity. The I–V transfer curves of a unipolar switching device is shown in Figure 
3.4a. Bipolar switching, on the other hand, requires voltages of different polarities 
to switch from the high resistive state to the low resistive state [13] as shown by the 
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FIGure 3.4 Voltage–current transfer curves showing (a) unipolar switching and (b) bipo-
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I–V transfer curves in Figure 3.4b. One mechanism for unipolar switching is the 
fuse–antifuse switching. With fuse–antifuse switching, the low resistance state is 
achieved through the formation of small conductive filaments between the metal 
electrodes. The formation of these filaments is initiated by a voltage-induced partial 
dielectric breakdown in which the material in the discharge filament is modified by 
Joule heating. Because of the compliance current, only a weak conductive filament 
with a controlled resistance is formed, which may be composed of the electrode 
metal transported into the insulator. Once the filament has been formed, the device 
is in the low resistance state. The high resistance state is then achieved through the 
destruction of these conductive filaments. This occurs through Joule heating result-
ing from a high power density on the order of 1012 W/cm3 generated locally, similar 
to a traditional household fuse but on the nanoscale [13].

Bipolar switching, on the other hand, results from ionic transport. One type of 
bipolar switching relies on the oxidation of an electrochemically active electrode 
metal (e.g., silver). The mobile Ag+ cations drift in the ion-conducting layer to dis-
charge at the electrochemically inert counterelectrode leading to a growth of silver 
dendrites. This forms a highly conductive filament resulting in the switching to the 
low resistance state. When the polarity of the applied voltage is reversed, an elec-
trochemical dissolution of the conductive filaments takes place, thus switching the 
device back to the high resistive state [14]. Instead of relying on the migration of 
cations, a second type of bipolar switching relies on the migration of anions, typi-
cally oxygen vacancies, toward the cathode. This type of anion migration is widely 
believed to be the fundamental switching mechanism in many types of memristors, 
specifically memristors fabricated out of TiO2.

This hypothesis was tested in the study of Choi et al. [8], where multiple resis-
tive switching devices were fabricated with a thickness of 57 nm. The bottom 
electrode on all devices is ruthenium, whereas platinum was used as the top elec-
trode on some of the devices while others used aluminum. The Pt/TiO2/Ru devices 
showed resistive switching behavior irrespective of the bias polarity on the plati-
num top electrode. However, the Al/TiO2/Ru devices showed switching behavior 
only when a positive bias was applied to the aluminum top electrode. The reason 
for this electrode-dependent bipolar or unipolar switching behavior seems to be 
the oxygen permeation through the top electrode [8]. The thin platinum electrode 
is well known to have a high oxygen mobility, so that the release of oxygen ions 
from the TiO2 to the atmosphere or the incorporation of the oxygen ions from 
the atmosphere into the TiO2 interface is fast and active. This is basically due 
to the nonoxidizing property of platinum, which guarantees easy movement of 
oxygen ions or atoms along grain boundaries. In contrast, aluminum oxidizes 
so easily that the permeation of oxygen through the thin aluminum electrode is 
almost impossible at room temperature. Therefore, when a positive bias voltage 
is applied to the Al/TiO2/Ru device, O2– ions in TiO2 are pulled into the alumi-
num top electrode resulting in an oxidation of the aluminum and the formation of 
oxygen vacancies at the TiO2/Al interface. This hypothesis was verified by wet-
etching the aluminum with nitric acid and witnessing aluminum oxide left near 
the TiO2 boundary [8].
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The results obtained by Choi et al. [8] with respect to memristors fabricated out 
of thin films of TiO2 were later verified by Yang et al. [6] in 2008. In order to more 
clearly observe the switching mechanisms at work in TiO2 memristors, a specialized 
test platform was developed, shown in Figure 3.5. A single crystal substrate of rutile 
TiO2 was annealed in 95% N2 and 5% H2 gas mixture at 550°C for 2 h to create an 
oxygen-deficient layer at the surface. Oxygen vacancies in TiO2 are known to act 
as n-type dopants, transforming the insulating oxide into an electrically conduc-
tive doped semiconductor [15]. As shown in Figure 3.5, two sets of 100 × 100 µm 
platinum and titanium pads were deposited onto the single crystal. The titanium 
pads act as a chemically reactive agent to further reduce the TiO2 to create locally 
high regions of oxygen vacancies close to the metal/semiconductor interface. The 
titanium pads were then capped with platinum. Regions in the TiO2 with oxygen 
vacancies are denoted TiO2–x in Figure 3.5 [6].

Metal/semiconductor contacts are known to be ohmic if the semiconductor is 
heavily doped and rectifying in the case of low doping concentrations. The Ti/
TiO2–x junction is therefore expected to be ohmic because of the high concentration 
of oxygen vacancies and the Pt/TiO2 interface is expected to be rectifying. This 
was verified by sweeping the voltage between pads 1 and 4 (Figure 3.5) and find-
ing an exponential relationship between the voltage and current as expected with a 
Schottky rectifier. Sweeping the voltage between pads 2 and 3 (Figure 3.5) showed 
a linear relationship between the current and voltage, which is expected with ohmic 
contacts [6].

The investigation found that if a positive bias was applied to pad 3 with pad 4 
grounded, the oxygen vacancies migrated to the Pt/TiO2 barrier eventually forming 
the low resistance state. Applying a positive voltage to pad 4 at this point will repel 
the oxygen vacancies back to the titanium contact, thus recovering the high resis-
tance state. This simple experiment demonstrates that anion migration (i.e., bipolar 
switching) is responsible for the resistive switching in a memristor [6, 14]. To inves-
tigate whether the change in the interface is localized (as proposed by Waser and 
Aono [14]) or uniform, pad 4 was in cut in half and the I–V relationship was mea-
sured from each half of pad 4 to pad 2. Only one of the pad halves showed switching, 
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FIGure 3.5 Test platform used by Yang et al. [6] for investigating switching behavior of 
memristors fabricated from TiO2.
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demonstrating that conduction is localized instead of uniformly distributed across 
the entire pad [6].

One important finding by Yang et al. [6] is that switching to the high resistance state 
is not the result of the rupture of a conduction filament by Joule heating as hypothesized 
by Waser and Aono [14] (even though the process may be assisted by heat), because the 
switching observed by Yang et al. [6] was bias polarity–dependent. It is crucial to note 
that the switching from the low resistance state to the high resistance state occurs at 
one interface only: the rectifying non-ohmic interface and not the ohmic-like inter-
face. Although the applied voltage bias may also alter the concentration of vacancies 
at the ohmic interface, the variation is not significant enough to change the ohmic 
property of this contact for two reasons: the interface has a very large concentration 
of vacancies to begin with and the electric field there is smaller because of the high 
conductivity [6]. The non-ohmic interface, however, has a very small concentra-
tion of vacancies, and is therefore sensitive to change, and sees a high electric field 
because of its low conductivity. The two interface junctions are in series, and in such 
asymmetric devices the total resistance is always controlled by the more resistive 
non-ohmic interface.

3.3 applIcatIons oF MeMrIstors

Memristors have a wide range of potential applications, and in this section some of 
the most promising will be discussed. Since the memristor maintains its state, even 
for zero current, the memristor is a natural candidate for nonvolatile memories [12, 
13, 16, 17]. Using the silicon-based memristor that was created for their study, Jo et 
al. [16] created a memory array capable of storing 1 Kb of data. The memory density 
was a respectable 2 Gb/cm2, which is comparable to the memory densities in current 
DVDs (~2.7 Gb/cm2). Using Ag/a-Si/p-Si memristive devices (where a-Si is amor-
phous silicon and p-Si is p-type silicon), the memory demonstrated a yield of 98% 
and showed programmability for more than 105 write cycles.

In addition to memories, memristors are expected to play an important role in 
extending Moore’s law beyond that of simple transistor scaling by obtaining the 
equivalent circuit functionality using fewer devices or components. One method for 
achieving this end was proposed by Xia et al. [18], who suggested a way in which 
memristor-based crossbar arrays can be used to increase the densities of field pro-
grammable gate arrays (FPGA). Rather than relentlessly shrinking transistor sizes, 
Xia et al. [18] separated the logic elements from the data routing network by lifting 
the configuration bits, routing switches, and associated components out of the com-
plementary metal–oxide–semiconductor (CMOS) layer, and making them part of the 
interconnect layer. In other words, all of the logic gates in the FPGA are fabricated 
using a standard CMOS process, and then a post processing step is used wherein a 
memristor-based crossbar array is deposited on top of the CMOS chip thus serving 
as a reconfigurable data routing network [18]. The TiO2 memristor crossbar was 
integrated on top of a CMOS substrate using nanoimprint lithography and processes 
that did not disrupt the CMOS circuitry in the substrate.

One advantage of this technique is that a memristor is capable of realizing func-
tions that need several transistors in a CMOS circuit, namely, a configuration-bit 
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flip-flop and associated data-routing multiplexor [18]. A further advantage is that 
their memory function is nonvolatile, which means that they do not require power to 
refresh their states, even if the power to the chip is turned off completely. Moreover, 
with appropriate defect-finding and control circuitry, the redundant data paths of the 
crossbar structure enable alternate routes through the interconnect, resulting in a 
highly defect-tolerate circuit.

Memristors have also proven very useful in modeling nonlinear systems and 
researchers have used them to construct efficient circuit models of neurons. Although 
current digital computers now possess the necessary computing speed and complex-
ity to emulate the brain functionality of animals such as the spider, mouse, and cat 
[19, 20], the associated energy dissipation grows exponentially along the hierarchy 
of animal intelligence. For example, to perform certain cortical simulations at the cat 
scale, even with a neural firing rate 83 times slower than normal, Ananthanarayanan 
et al. [20] required the use of a super computer equipped with 147,456 CPUs and 
144 TB of main memory.

The reason for this huge increase in required computing power is that the brains 
of biological creatures are configured dramatically differently from the digital com-
puter. The key to the high efficiency of biological systems is the large connectivity 
(~104 in mammalian cortex) between neurons that offers highly parallel processing 
power. The synaptic weight between two neurons can be precisely adjusted by the 
ionic flow through them, and it is widely believed that the adaptation of synaptic 
weights enables biological systems to learn and function.

A synapse is essentially a two-terminal device and bears a striking resemblance 
to the memristor. Similar to a biological synapse, the conductance of a memristor can 
be incrementally modified by controlling the charge or flux through it. Jo et al. [21] 
demonstrated the experimental implementation of synaptic functions in nanoscale 
silicon-based memristors. In particular, they verified that spike timing–dependent 
plasticity, an important synaptic modification rule for competitive learning, can be 
achieved in a hybrid synapse/neuron circuit composed of CMOS “neurons” with 
memristor “synapses” [21].

The concept of using memristors to model neurons was taken one step further in 
the study conducted by Pershin et al. [22], where the memristor was used to model 
the learning behavior of an ameba. Pershin et al. [22] subjected an ameba to a change 
in temperature and found that the ameba would reduce its movement during a reduc-
tion in temperature. Next, they applied a periodic temperature change wherein the 
temperature was reduced and then allowed to return to normal. It was observed that 
the ameba would learn the frequency at which the temperature was changing, and 
once the temperature changes stopped, the ameba would continue to slow its move-
ment in anticipation of the next reduction in temperature. A simple memristor circuit 
can be used to model the learning behavior of the ameba. In this case, a change in 
voltage is used to model the change in temperature. Interestingly, it was shown that 
if the temperature variation was not periodic, or it was interrupted in some way, the 
ameba (and the memristor-based circuit model of the ameba) would not anticipate 
future changes in stimulus once the changes stopped [22].

A neural network has also been constructed using a memristor “emulator” [23]. 
The emulator consisted of a digital potentiometer, and analog-to-digital converter, 
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and a microcontroller programmed to provide the I–V characteristics of a memristor. 
The neural network was used to demonstrate associative learning and consisted of 
three neurons, one of each which is used for the sight of food, sound, and salivation. 
The system was designed such that stimulating the sight neuron resulted in the fir-
ing of the salivation neuron. Initially, stimulating the sound neuron did not result 
in salivation and the goal of this research was to train the memristor-based circuit 
so that sound would be associated with the sight of food and hence trigger a firing 
of the salivation neuron [23]. The results showed that this was indeed possible, and 
much like Pavlov’s dog, after the circuit was trained, when the sound neuron was 
stimulated, the result was a firing of the salivation neuron thereby demonstrating 
associative learning using a very simple memristor- based circuit [23].

3.4  current MeMrIstIve MaterIals and 
FabrIcatIon technoloGIes

TiO2 remains the most studied memristive material system. In TiO2-based memris-
tors, TiO2 films are fabricated either by sputter deposition or atomic layer deposition 
(ALD) with substrate temperature maintained at 200–250°C [18]. To induce oxygen 
vacancies near the surface of the TiO2 layer, additional in situ annealing in an N2 
environment is performed at 300°C before the deposition of the electrode. For ALD 
TiO2 films, titanium (IV) isopropoxide precursor is used with water as the oxidizing 
agent. Pt is typically used as the metal contact with an adhesion layer of Ti that is a 
few nanometers thick. Electrodes are deposited using thermal evaporation or elec-
tron beam evaporation.

TiO2 memristors have also been fabricated on flexible substrates using a spin-on 
sol–gel process that did not require annealing [24]. The procedure consisted of spin-
ning a titanium isopropoxide solution on a flexible plastic substrate, and then leaving 
the precursor in air for at least 1 h to hydrolyze and form a 60-nm-thick amorphous 
TiO2 film. The bottom and the top contacts were aluminum, which was thermally 
evaporated. For these devices, the operation voltages are less than 10 V, which is a 
low voltage rate for flexible electronics. They achieved ON/OFF ratios greater than 
10,000:1, memory retention of more than 1.2 × 106 s, and reliability after bending the 
device 4000 times.

Fabrication of TiO2 memristor nanojunctions and their integration onto CMOS 
substrates has been achieved [18] using ultraviolet-nanoimprint lithography (NIL) 
[25]. After finishing the CMOS fabrication, a tetraethyl orthosilicate (TEOS) oxide 
layer was deposited on top of the chips, which was followed by a chemical mechani-
cal polishing step to expose the tungsten vias. There were two sets of tungsten vias; 
one set was finally used to address one electrode of the memristors, and the other set 
was used to address the second electrode. Since the polishing rate of TEOS and tung-
sten are different, the exposed tungsten vias were a few tens of nanometers below the 
polished TEOS surface. To alleviate this issue, an extra planarization process was 
carried out. The surface was made flat by pressing a UV-curable liquid material with 
a blank quartz plate, and tungsten vias in the CMOS were exposed using photoli-
thography and reactive ion etching (RIE) on the planarized layer. A metal layer was 
deposited into the holes to the level of the planarized surface, followed by a liftoff in 
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acetone. In this fashion, the tungsten vias were brought up to the level of the TEOS, 
so that they are amenable to connecting with the bottom electrode of memristor 
nanojunctions to be fabricated using NIL.

The master molds for NIL with nanoscale features (100 nm wide, 100 nm spac-
ing lines of 210 μm long fanning out from grid contact pads) were first fabricated 
by electron beam lithography and reactive ion etching on a Si substrate with 50-nm-
thick thermal SiO2. The size of the contact pads was 10 × 15 μm, and the pads were 
composed of grids of 400-nm pitch to assist the flow of the UV-curable resist to 
obtain a uniform residual layer during imprinting. Daughter molds were duplicated 
onto optically flat quartz substrates using NIL and RIE. Quartz substrates were cho-
sen because they are transparent to the UV light used in NIL. After the quartz molds 
were treated with an antisticking layer, NIL was carried out to pattern the bottom 
electrode on the planarized CMOS substrates with a double layer of resists (transfer 
layer and UV-curable resist layer on top). After the residual UV resist and the trans-
fer layer were removed by RIE, 9 nm Pt/2 nm Ti bottom electrodes were deposited 
in an electron beam evaporator at ambient temperature, followed by a liftoff process 
in acetone. A 36-nm-thick titanium dioxide layer was then sputter coated as the 
switching material at a substrate temperature of 270°C. The other set of tungsten 
vias for the top electrodes was exposed and extended in the same fashion, with 120 nm 
Pt/15 nm Ti layers deposited to extend the tungsten vias to the titanium dioxide surface 
level using photolithography, RIE, electron beam deposition, and liftoff. Similarly, the 
top electrodes (12 nm thick Pt) were fabricated using the same processes as for the 
bottom electrodes. A final photolithography and RIE process was carried out to open 
the input/output (I/O) pads in the peripheral area, which provided electrical access 
to the hybrid circuits.

In addition to TiO2 thin film sandwiched between two electrodes, memristors have 
also been realized from several other material systems of metal–insulator–metal 
type configuration. Stewart et al. [26] observed switching and tunable resistance 
over a 102–105 range under current and voltage control in organic monolayers sand-
wiched between planar platinum and titanium metal electrodes. These devices were 
fabricated by sequential deposition of the bottom electrode, a Langmuir–Blodgett 
(LB) monolayer, and a top electrode on a flat insulating substrate to form 1 × 1 and 
3 × 6 crossbar junction arrays. Three different LB monolayers were investigated: 
eicosanoic acid deposited as the cadmium eicosanoate salt, an ampiphilic rotaxane, 
which consists of a mechanically locked dumbbell component and ring component, 
and the dumbbell-only component of rotaxane. Eicosanoic acid was chosen as the 
control molecule because it forms well-characterized, highly ordered LB films and 
is intrinsically an insulator. The rotaxane is representative of a family of molecules 
that incorporate intrinsic mechanical bistability activated by low voltage reduction–
oxidation reactions. The dumbbell-only component of rotaxane was a control for 
bistable rotaxane. Stewart et al. [12] found that reversible hysteretic switching and 
resistance tuning was qualitatively similar for all three very different molecular spe-
cies, indicating a generic switching mechanism dominated by electrode properties 
or electrode/molecule interfaces, rather than molecule-specific behavior. This report 
was published in 2004, and upon the discovery of memristors, Williams et al. also 
included these devices in the class of memristors.
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Jo et al. [16, 27] fabricated a CMOS-compatible memristor using amorphous 
silicon as the switching medium. The switching occurs in an amorphous silicon 
device through formation and destruction of a metal filament originating at one 
of the contacts and piercing into the switching medium. Fabrication of the amor-
phous silicon layer was done with plasma-enhanced chemical vapor deposition 
(PECVD) and low-pressure chemical vapor deposition (LPCVD). Different metals 
were used for the top contact, and memristive behavior was observed in all cases. 
Scalability of the devices was also tested down to 50 × 50 nm. The resistance of 
the “on” state increased by 2.5 times when the device area was reduced by 6 orders 
of magnitude. Switching speed was also characterized, and 5 ns was generally 
achieved with the LPCVD devices, whereas PECVD devices saw speeds limited 
to 150 ns because of higher intrinsic resistance. After programming a state, little 
degradation of the stored state was seen after more than 5 months at room tem-
perature in ambient air.

Memristive behavior has also been observed in MFe2O4 (where M = Mn, Co, or 
Ni) nanoparticle assemblies [28]. For MFe2O4-based memristors, MFe2O4 nanopar-
ticles were synthesized using a nonhydrolytic chemical method. The synthesized 
nanoparticles were coated with organic molecule layers, which can play a role in 
the electronic transport behavior. Therefore, these organic ligands were removed 
by sonicating in a basic solution, and nanoparticles were isolated by centrifuga-
tion. Isolate nanoparticles were then dried under vacuum at room temperature and 
nanoparticle assemblies in the form of compact pellets (0.5 × 1 × 4 mm) were made 
by cold pressing in a die under 160 Pa for 15 min. In order to avoid alteration of the 
surface properties of the nanoparticles, no heat treatment was used in the prepa-
ration of the pellets. The I–V characteristics were then probed using a four-point 
DC method. For assemblies with nanoparticles having sizes below 10 nm, hysteresis 
was observed in the I–V characteristics with an abrupt and large bipolar resistance 
switching, interpreted by adopting an extended memristor model that combines both 
time-dependent resistance and time-dependent capacitance.

Memristive behavior has also been observed in other materials such as SrTiO3 
[29], NiO [30], V2O5 [31], and metallic ferromagnet La0.7Sr0.3MnO3 [32]. In addition 
to oxygen vacancy–related operation, alternative mechanisms of memristance have 
also started to appear. For example, in V2O5 the memristance arises due to phase 
transition from an insulator to a metal phase [31]. Existence of spintronic mem-
ristors has also been demonstrated in which the memristive operation is based on 
spin-torque–induced magnetization switching and magnetic-domain-wall motion 
[33]. Additionally, memristors with an added functionality of light emission have 
also been demonstrated. This light emitting memristor was fabricated using an ionic 
transition metal complex ruthenium(II) tris(bibyridine) with hexafluorophosphate 
counterions [34]. Characterization revealed that not only the current but electrolu-
minescence also exhibited a memory effect. One should note that the number of 
materials discussed above is not a complete list but covers many of the most primary 
reports in the literature. In the years to come, it is expected that more materials will 
be added to the memristor family, in both thin film configuration and nanostructured 
form, with a variety of operation mechanisms and with more functionalities beyond 
that of just resistive switching. 
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3.5  MeMrIstor FabrIcatIon vIa 
electrocheMIcal anodIzatIon

Recently, Miller et al. [35] demonstrated memristive behavior in anodic titania, that 
is, TiO2 fabricated by electrochemical anodization (oxidation) of Ti. Advantages of 
the electrochemical route are that the method does not necessarily require high pro-
cessing temperatures as in the case of sputtering or ALD, and thus the process is 
more CMOS friendly. Moreover, anodization conditions can be varied in a number of 
ways, such as changing the anodization time, anodization voltage magnitude wave-
form, and electrolytic composition, which, in theory, can provide the ability to tune 
the profile of oxygen vacancies in the resultant oxide. This can enable the tuning 
of memristive parameters such as threshold voltage, ON/OFF ratio, and frequency 
response. Moreover, electrochemical anodization can easily be performed on metal-
lic nanostructures, and thus the method is amenable to scaling.

Electrochemical anodization in fluoride-based baths is routinely utilized to form 
ordered arrays of TiO2 nanotubes [36]. There are two key processes responsible for 
anodic formation of nanoporous titania. The first process is the formation of an oxide 
at the surface of the metal due to the interaction of the metal with O2– and OH–1 
ions. The anions migrate through the oxide layer reaching the metal–oxide interface 
where they react with the metal to form an oxide. The equation governing this pro-
cess can be described as:

 2H2O + Ti → TiO2 + 4e + 4H+. (3.9)

The second process is the dissolution of the oxide at the oxide–electrolyte interface 
due to the Ti–O bond polarization and weakening under an applied electric field. 
This chemical process can be written as:

 TiO F H TiF H O.22 6
26 4 2+ + → +− + −

 (3.10)

In the initial stages of anodization, the rate of oxide formation is higher than rate of 
oxide dissolution. Small pits are formed due to localized dissolution of the oxide, 
which act as pore forming centers. These pits then convert to bigger pores and 
the pores spread uniformly over the surface. The pore growth occurs because of 
the inward movement of the oxide layer due to simultaneous oxide formation and 
dissolution.

To fabricate memristors using the anodization platform, it was reasoned that anod-
ization time should be small enough so that on a few nanometers of Ti is converted to 
TiO2 (memristance being inversely proportional to the oxide thickness) and so that 
the dissolution process is not yet dominant. The oxide dissolution process will, in 
fact, be harmful to the memristive device behavior because of the exposure of bare 
Ti to the top electrode. Our fabrication procedure started with deposition of ~500 nm 
Ti onto clear glass slides using an electron beam evaporation process. These glass 
slides were then clamped in an apparatus that exposed about 1 cm2 circular area of 
the Ti for anodization. The top half of the apparatus had a hole with an o-ring to hold 
the electrolyte that would be used for anodization. The electrolyte itself consisted 



80 Nano-Semiconductors: Devices and Technology

of 0.27 M NH4 in a mixture of deionized water and glycerol in a volumetric ratio of 
16.7:83.3. The anodization was performed at a constant potential of 30 V with the Ti 
substrate serving as the anode and a platinum mesh dipped in the electrolyte as the 
cathode. Samples were anodized for 1, 3, 10, and 60 s. Figure 3.6 shows a photograph 
of two anodized spots with anodization times of 10 and 30 s. The different colors 
of TiO2 in the two anodization spots indicate different thicknesses due to different 
anodization times. The exact thicknesses of the oxide films were not measured, but 
atomic force microscopy revealed a nonporous nature with sub 100 nm grain sizes 
(Figure 3.7). In the AFM image of the sample anodized for 60 s, it can be seen that 
the aforementioned pits have started to appear but pores have not yet formed.

Two sets of identical samples were made. One set was annealed at 550°C for 1 h 
in an atmosphere of 96% N2 and 4% H2 to induce oxygen vacancies on the surface 
of the TiO2 layer. The other set was not annealed. This created a total of eight sam-
ples, which will be referred to as A1, A3, A10, A60, N1, N3, N10, and N60, where 
“A” refers to the annealed samples and “N” refers to the nonannealed samples. The 
numbers 1, 3, 10, and 60 refer to the anodization time of that particular sample in 
seconds. To create the top contact, palladium was thermally evaporated or dots of 
silver paste were applied to the newly grown oxide. This created many different test-
ing sites on each sample.

TiO2(30 s)

TiO2(10 s)

Pd pad

Pd pad

Ti

Ti

FIGure 3.6 Photograph of TiO2 spots on Ti substrate. Anodization for 10 s leads to brown-
colored TiO2 layer (shown in darker gray), and anodization for 30 s leads to blue-colored 
TiO2 layer (shown in lighter gray). Different colors are indicative of different thicknesses of TiO2.

0 1.00 µm 0 1.00 µm 0 1.25 µm 0 1.00 µm

FIGure 3.7 Atomic force microscopy topography images for non-annealed sample. Left to 
Right: anodization times of 60 s, 10 s, 3 s, 1 s. Height scale is less than 100 nm for all images.
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3.6  test results oF electrocheMIcal 
anodIzatIon-based MeMrIstors

Devices fabricated by electrochemical anodization were characterized using a 
Keithley 4200 semiconductor characterization system connected to a probe station. 
The bottom Ti contact was grounded for all measurements. Silver paste or deposited 
palladium acted as the top metallic contact.

In order to test for memristive behavior in the fabricated devices, each sample 
was characterized by sweeping the bias voltage from –1 to 1 V and back to –1 V 
while simultaneously measuring the current. Each sweep consisted of 83 data points 
taken over approximately 10 s, resulting in 120 ms between each data point. Before 
the sweep was performed, a forming voltage of 8 V was first applied to each sample. 
Figure 3.8 shows the results for the nonannealed samples and Figure 3.9 shows the 
results for the annealed samples. The magnitude of the measured current varies from 
one sample to the next by as much as 1 order of magnitude. In order to provide a clear 
comparison between the various samples, the measured current for each sample was 
normalized by the maximum value for that particular sample.

In Figure 3.8, it can be seen that all nonannealed samples exhibit the bias-dependent 
bipolar switching characteristics indicative of memristors, as opposed to the filament-
controlled unipolar switching characteristics of fuse–antifuse type resistive memory 
elements [14]. Also, with the exception of sample N60, all samples have a high degree 
of symmetry with respect to the origin. There are, however, differences in the nor-
malized conductivity of the respective high- and low-conductivity states (referred to 
as the ON and OFF state, respectively). The normalized conductivity of the ON and 
OFF state for sample N1 is 890.2 and 61.6 mS, respectively. The normalized conduc-
tivity of the ON and OFF state for sample N3 is 1.231 S and 438.5 mS, respectively. 
The normalized conductivity of the ON and OFF states of sample N10 is 1.2560 S 
and 22.4 mS, respectively. The conductivity of the ON and OFF state could not be 
accurately estimated for sample N60 because of the asymmetric nature of the I–V 
characteristic.
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FIGure 3.8 Memristive switching curves for nonannealed samples N1, N3, N10, and N60. 
All currents have been normalized. Arrows denote direction of sweep. (© [2010] IEEE.)
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The reproducibility of the memristive switching characteristics was also investi-
gated. Figure 3.10 shows three consecutive sweeps for sample N10. The sweep rate 
was discussed above, and although it was not tested, it is expected that the curves 
in Figure 3.10 would collapse to resemble the curves in Figure 3.9 if the sweep rate 
were to be greatly increased. All other nonannealed samples showed similar levels 
of reproducibility when consecutive measurements were taken at the same spot as 
well as when measurements were taken at different points on the sample. Slight 
variations in the current levels across different sweeps, as seen in Figure 3.10, are 
expected and have been previously observed (e.g., [26]). The current flowing through 
our memristor is higher in magnitude than previously reported devices (e.g., [5, 6]). 
However, this is expected because of the larger cross-sectional area of our devices 
(~1 cm2 as compared to ~2500 nm2 for the devices in the report of Yang et al. [6]). 
Figure 3.9 shows that annealed samples did not exhibit any memristive behavior. I–V 
characteristics for all annealed samples resembled a single ohmic state with a slight 
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FIGure 3.9 Current–voltage curves for annealed samples A1, A3, A10, and A60. All cur-
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nonrectifying Schottky barrier nature, as can be seen by a slight deviation of I–V 
characteristics from a straight line.

We also characterized our samples for “soft-switching,” the regime in which con-
secutive bias sweeps of the same polarity lead to changes in conductivity with each 
sweep [24]. No forming voltage was applied before performing this characterization, 
and each sweep consisted of 41 data points taking approximately 5 s. The bias volt-
age for each sample was repeatedly swept from 0 to 1 V and back to 0 V. Figure 3.11 
shows the measured curves for the nonannealed samples and Figure 3.12 shows the 
measured curves for the annealed samples. The dashed and solid curves are the first 
and last sweep, respectively, in a series of six sweeps.

One possible reason for the superior performance of sample N10 among the non-
annealed samples may come from the thickness of the oxide layer. Samples N1 and 
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N3 used relatively short anodization times, resulting in thinner oxide layers. It is 
known that the Ti/TiO2 interface generates oxygen vacancies [6]. If it is assumed that 
the quantity of vacancies is roughly equal (because of the equal size of the samples), 
then as the oxide layer becomes thinner the insulating nature of the oxide degrades 
and the ON/OFF ratio deteriorates. The reason behind the asymmetry in the I–V 
curve of sample N60 is not clear, but such asymmetries have also been observed 
by other investigators [6, 24]. Our results show that among the anodization times 
studied, anodization for 10 s results in the best memristive switching. However, more 
anodization durations need to be done in order to establish a stronger correlation 
between memristance and the duration of anodization. Optimal durations are obvi-
ously expected to be different for different electrolytes and anodization voltages.

Our understanding of the observed results is as follows. According to the switch-
ing mechanism established recently by Yang et al. [6] for metal/oxide/metal type 
memristors, such memristive devices require one metal/oxide interface to be oxy-
gen vacancy–rich and thus an ohmic contact, and the other metal/oxide interface is 
required to be a non-ohmic contact. In anodized devices, the bottom Ti/TiO2 interface 
is inherently rich with oxygen vacancies. In the case of the annealed samples, extra 
oxygen vacancies are created at the top of the TiO2 layer by annealing, in addition to 
the already existing vacancies at the bottom Ti/TiO2 interface. This creates ohmic 
contacts at both terminals, thus leading to the collapse of both memristive switching 
and soft switching for annealed samples. Thus, annealing is not only not required 
for anodic TiO2-based memristors, but is actually detrimental for the devices.

3.7 conclusIons

After their discovery in 2008, memristors have attracted a lot of interest in the 
research community, and memristance has been demonstrated in a variety of mate-
rial systems with TiO2 being the most widely studied system so far. Although it is 
generally accepted that bipolar switching, as opposed to unipolar switching, is a 
primary characteristic of memristive behavior, relatively few circuit-level models of 
memristors have been proposed in the literature. This will be a major requirement 
if memristors are to ever become generally adopted by engineers as a new tool for 
solving engineering problems. Moreover, researchers will need to demonstrate the 
ability to control the properties of memristive devices such as ON/OFF ratio and 
frequency response. This will likely come through the discovery of mechanisms for 
controlling the profile of the oxygen vacancies in the switching medium.

The lack of simple, accurate, time-domain, circuit-level models and tunability, 
however, has not stopped engineers from beginning to explore potential applications 
for memristors. Because of their unique nonlinear behavior, memristors have proved 
useful in a wide variety of applications—from memory elements and flexible sig-
nal routing fabrics to the accurate modeling of the operation of neurons and simple 
single celled organisms.

Perhaps the largest focus in memristor research is currently in the fabrication of 
devices; TiO2 has been of particular interest in this regard. TiO2 films are usually 
deposited by sputtering and atomic layer deposition methods and then annealed at 
high temperature to induce oxygen vacancies at the surface of the film. We have 
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presented a brief electrochemical anodization of titanium as an inexpensive, simple, 
and room-temperature alternative for fabricating TiO2 memristors. It has been dem-
onstrated that no annealing step is required because of the inherent existence of 
oxygen vacancies at the Ti/TiO2 interface. Moreover, although it is expected that 
these devices will show a frequency-dependent, pinched-hysteresis curve, it should 
be mentioned that this is the only way to definitively prove that the devices are 
“ideal” memristors, where an “ideal” memristor is one whose input/output relations 
are described by the time integrals of voltage and current [1, 5].
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4.1 IntroduCtIon

Processing and storing of binary data are central to information technology. These 
functions are often implemented by manipulating the charge degree of freedom of 
carriers (electrons and holes) in solid state systems. For example, realization of the 
classical binary logic bits (“0” and “1”) requires two physically distinguishable states. 
In computer memories, such states are realized by different amounts of charge stored 
on a capacitor* or by two distinct voltage levels at some circuit node.† Processing of 
such charge based logic bits is performed by circuits consisting of switching devices 
such as metal oxide semiconductor field effect transistors (MOSFETs). An emerg-
ing technology dubbed “spintronics”‡ [1, 2], on the other hand, aims to harness the 
spin degree of freedom of carriers in lieu of charge to realize these core information 
processing and storage functionalities [3–6]. This technology has already revolution-
ized the storage density of hard drives [7, 8] and can potentially realize universal 
memory [9] and low-power computation [3, 10].

In this article, our focus is on spin polarized transport in organic semiconductors. 
The first report on electrical spin injection and transport in organic semiconductor 
thin films appeared in 2002 [11, 12], and since then these materials have attracted 
significant interest [13–16]. Initial reports indicate that organic semiconductors have 
unique properties that can be fruitfully harnessed for spintronic information pro-
cessing, data storage, and novel opto-spintronic applications. Here, we first briefly 
review the relevant concepts for spin transport in organic systems and then survey 
the main experimental results obtained during the first eight years of activity in this 
field with the aim of reconciling the available experimental data with theory.

A comprehensive review on organic spintronics [13], addressing both theoretical 
and experimental aspects, appeared in 2007 and covers the major results published 
up to that date. A more recent (2009) article [14] reviews the major experimental 
results. Review by Pramanik et al. [15] focuses on more specialized areas such as 

* For example, dynamic random access memory (DRAM) cells.
† For example, static random access memory (SRAM).
‡ Acronym for “spin electronics,” “spin based electronics,” or “spin transport electronics.”
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organic nanowires and molecules. The article by Wang et al. [16] reviews the work 
done at the University of Utah.

This article is organized as follows: in the rest of this section, we outline tradi-
tional inorganic-based spintronic information processing and storage technologies 
[5, 7, 17] because initial applications of organic spintronics are likely to emerge from 
these areas. Section 4.2 lays out a discussion on spin injection and transport in the 
context of organics. Spin transport experiments in organic thin films and nanowires 
are discussed in Sections 4.3 and 4.4, respectively. We will conclude in Section 4.5 
by outlining certain areas where organic spintronics can potentially carve a niche.

Note that there exist several organic magnetic field effects (OMFEs) [18–20] such 
as field dependence of electroluminescence, photoluminescence, photocurrent, and 
electrical-injection current. The origin of OMFEs is not clear yet, and existing theo-
ries often invoke interactions between spin polarized entities (polarons and excitons) 
and the hydrogen hyperfine field [21]. However, these phenomena are not explicitly 
related to spin injection and transport and therefore will not be covered in this article.

4.1.1 SpintronicS in Data Storage

4.1.1.1 GMr read Heads
The discovery of the giant magnetoresistance (GMR) effect in the late 1980s [22, 23] 
is arguably the first major milestone in the history of spintronics [7, 24] and has a 
significant impact on the storage industry. This phenomenon, observed in ferromag-
netic/nonmagnetic metallic multilayers (Figure 4.1a), offers an efficient and scalable 
method of sensing very weak magnetic fields. This has enabled significant reduction 
of bit size on hard disks without sacrificing the quality of signal detection, has led 
to an enormous increase in the areal recording density, which currently exceeds 
500 Gbit/in.2 [7, 8], and is fast approaching unprecedented terabyte densities. This 
development has also resulted in hard drives of smaller form factors that are now 
ubiquitous in virtually all mobile appliances such as ultralight netbooks, portable 
multimedia players, digital cameras, and camcorders.

4.1.1.2 Magnetic random Access Memory
Spintronic memory [magnetic random access memory (MRAM)] chips* have also 
started to trickle into the memory market [25] and are emerging as a strong con-
tender in the race for “universal memory” [9]. The primitive memory cell consists 
of a tunnel barrier of aluminum oxide [26, 27] or magnesium oxide [28, 29] sepa-
rating two ferromagnetic electrodes [also known as the magnetic tunnel junction 
(MTJ)]. The resistance of the cell is determined by the relative magnetization orien-
tations of the electrodes and can be in either of two well-separated nonvolatile states 
(“high-resistance” or “low-resistance”). This device can therefore be utilized to store 
binary data. This method of storage is nonvolatile since the resistance depends on 
the relative magnetization orientations of the contacts that remain unaffected when 
the power is switched off. In this respect, MRAMs are similar to flash memories but 

* For example, MR2A16A from Freescale Semiconductor and MR2A08AYS35 from Everspin 
Technologies.
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offer superior read–write speed and endurance. A schematic description of MTJ is 
shown in Figure 4.1b.

Apart from memory cells, MTJs are also finding application as read heads in hard 
drives [30]. The binary nature of the resistance states can also be exploited to develop 
logic gates [31].

4.1.2 SpintronicS for information proceSSing

The application of spintronics in the realm of information processing is a relatively 
new endeavor and is motivated by the belief that spintronics may offer a more power-
efficient route compared to the traditional transistor based paradigm [32]. Since 
the inception of silicon-based integrated circuits (“chip”) more than four decades 
ago, the integration density of transistors on a chip has roughly doubled in every 18 
months with concomitant increase in clock speed and computational prowess. This 
trend, commonly referred to as Moore’s law, has been sustained by the combined 
effect of classical Dennard scaling [33] of transistors and gradual introduction of 
nontraditional materials (e.g., high κ dielectric, metal gate) in the fabrication process 
[34]. If this trend continues, the packing density will be ~1013 transistors/cm2 in 2025 
[3]. This implies that the gate length of these transistors should be ~1 nm. Field 
effect devices with sub-10 nm gate length have already been reported [35, 36], and 
further improvements can be expected based on process and materials innovation 
[37]. The fundamental problem, however, is the issue of power dissipation [4, 38]. 
Standard heat sinking technologies such as convective [39] or thermoelectric cooling 
[40] are capable of removing ~1 kW/cm2. If the projected clock speed is ~10 GHz, 
then to avoid chip meltdown, the energy dissipation per bit flip must be restricted 
to 0.01 attoJoules. This is a major challenge for MOSFETs, which currently dis-
sipate ~1 fJ per bit flip [3]. If the technology is unable to reduce the dissipation 
associated with each bit flip, then the power dissipation constraint will impose limi-
tation on the maximum number of transistors that can be packed on a chip and the 
maximum clock frequency [41]. This impasse (along with other potential technical 
showstoppers) constitutes the so-called “Red Brick Wall” [42] on the International 
Technology Roadmap for Semiconductors (ITRS) and calls for ingenious designs 
to reduce power dissipation. This is where spintronics is expected to offer a bailout.

Spintronic information processing can be achieved in three conceptually different 
ways. These are 

 1. Classical information processing using a monolithic [43] (or “all-spin”) 
approach [4, 44–46]

 2. Classical information processing using a hybrid [43] (or “charge augmented 
with spin”) approach [47–53]

 3. Quantum information processing using spin qubits [54–59]

In the monolithic approach [10, 43], charge does not play any direct role in informa-
tion coding and processing. These tasks are performed by spins. The single spin logic 
(SSL) paradigm [3, 43, 44] is an example of this monolithic approach and utilizes the 
fact that in the presence of an external magnetic field, an electron spin can either be 
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parallel (“upspin”) or antiparallel (“downspin”) to the magnetic field. This bistable 
nature of spin is exploited to encode classical logic bits “0” and “1”. Processing of 
this information is performed by applying a local magnetic field and controlling 
spin–spin interactions (Figure 4.1c). Since this paradigm uses stationary charges and 
does not involve any physical movement of charge carriers (and hence no current), it 
eliminates the I2R type dissipation that accompanies every MOSFET with channel 
resistance R carrying a current of I during switching. Still a finite amount of energy 
is dissipated during the bit (spin) flip; however, this is significantly smaller compared 
to MOSFETs [3, 43, 60]. Similar proposals have been made that encode logic bits 
in the magnetizations of nanomagnets,* that is, binary data are now encoded by a 
collection of spins instead of a single spin [46, 61]. Here spin manipulation is per-
formed via spin torque effect [46] or local magnetic fields [61]. By suitable design, 
power dissipation associated with a bit (magnetization) flip can be reduced to only 
few kBT [46].

In the so-called “hybrid” approach [43], the focus is to realize transistor switches 
in which the device current is turned on and off by controlling the spin orientations 
of the charge carriers (Figure 4.1d).† The logic operation is otherwise the same as the 
classical charge-based schemes. It has, however, been argued that spin transistors are 
unlikely to offer any significant advantage over the conventional MOSFETs as far as 
the power dissipation is concerned [3, 60]. Bandyopadhyay and Cahay [3] provide an 
extensive review on classical information processing using spins. 

Finally, the third approach proposes to use spin as a quantum bit (qubit) instead of 
a classical bit as in the single spin logic approach. A quantum computer manipulates 
qubits and offers immense computational prowess and zero energy dissipation [62].

4.1.3 organic SemiconDuctor SpintronicS

Most of the studies in spintronic data storage and information processing described 
above have been performed on metallic systems (GMR, metallic spin valves) [7], 
tunneling insulators (MTJ) [7], and inorganic semiconductors (e.g., silicon [63, 64], 
gallium arsenide [65], indium arsenide [53]). Organic semiconductors are relatively 
new entrants in the domain of spintronics. These materials are mainly hydrocar-
bons with a π conjugated structure with alternating single and double bonds. The pz 
orbitals of the sp2 hybridized carbon atoms overlap to form a delocalized π electron 
cloud. The electrons in this region do not belong to a single atom or bond, but belong 
to the entire conjugated molecule or polymer chain. Transport occurs via hopping 
between the neighboring states and this is responsible for the semiconducting prop-
erties exhibited by these materials. It is also possible to increase the conductivity of 
organics by doping [66].

Organic semiconductors can be classified in two broad categories: (1) low 
molecular weight compounds and (2) long chain polymers. These materials have 
already found a niche in the silicon-dominated electronics market, their attractive 
features being inherent structural flexibility, availability of low-cost bulk processing 

* This is how data are encoded in hard disk drives.
† The traditional charge-based MOSFET performs this operation by an electrostatic “field effect.”



93Spin Transport in Organic Semiconductors

techniques, integrability with inorganic materials, and possibility of chemical modi-
fication of the molecular structure to obtain tailor-made optical and electrical prop-
erties. These materials have been used extensively to realize devices such as organic 
light emitting diodes (OLEDs) [67, 68], photovoltaic cells [69–71], field effect transis-
tors [72], and even flash memories [73]. Today, “organic electronics” is an immensely 
active research field [68, 74–76] with myriad novel commercial applications such as 
portable “roll-up” large area displays and lightings, smart textiles, organic smart 
cards, labels, tags, transparent electronic circuits, solar cells, and batteries.

From a spintronic perspective, organic semiconductors exhibit very weak spin–
orbit interaction that results in long spin lifetimes in such systems [13, 77, 78]. Long 
spin lifetime is the linchpin for both single spin logic and spin based quantum com-
puting described above. These materials can also be used as tunnel barriers in MTJ 
cells leading to flexible MRAMs. The electroluminescence intensity from an organic 
diode may be controlled by spin polarized injection of electrons and holes [79, 80]. 
Thus, organic semiconductors have the potential to emerge as an ideal platform for 
spin based computing, storage, and opto-spintronic applications [13–15]. We will 
discuss more about these applications in Section 4.5.

4.2  BAsIC eleMents oF spIn trAnsport And 
IMplICAtIons For orGAnICs

What follows here is a short overview of the basic components of spin transport: 
spin injection, relaxation, and detection. Although extensively studied in the con-
text of inorganic semiconductors [17], these phenomena are still relatively poorly 
understood in organics. Indeed, some initial reports questioned the feasibility of spin 
injection in organics [81]. Fortunately, this issue is now resolved, and it is generally 
accepted that spin injection is indeed possible in organics [82]. However, the domi-
nant spin relaxation mechanism in organics is still a topic of much discussion [21, 
83–85].

4.2.1 Spin injection

The basic idea of spin injection in a paramagnetic semiconductor is as follows. In a 
paramagnet, at equilibrium, the spin magnetic moments* of different charge carriers 
(electrons in the conduction band and holes in the valence band) point along random 
directions in space. Therefore, the ensemble average spin moment at some arbitrary 
location inside the device at any given time is zero. In other words, the charge car-
riers are unpolarized. Under an applied electrical bias, these unpolarized ensemble 
of charge carriers flow from one point to another and result in charge current. For 
“spin transport,” however, the basic principle is to create a (nonequilibrium) popula-
tion of carriers inside the device such that the net spin moment is nonzero. This spin 
polarization is then manipulated via a gate electrode [47] or some local magnetic 

* The spin magnetic moment 
� �

�µ µS Bg s= / , where 
�
�s = / 2 is the spin angular momentum, μB is the 

Bohr magneton, and the g factor (g) is ~2 for free electrons and ferromagnetic metals such as Fe, Co, 
and Ni.
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field for device operation. Creation of such a nonequilibrium situation is generally 
termed as “spin injection.” There exist optical, transport, and resonance methods to 
create a nonequilibrium population of spins. The transport method is more suitable 
for device applications, and in this section we will only focus on electrical injection 
of spins. A detailed description of other methods of spin injection is available in the 
work of Zutic et al. [17] and Meier and Zakharchenya [86]. In the case of organics, 
because of their inherently weak spin–orbit coupling, optical method is not a viable 
route for spin injection.

In an all-electrical spin transport experiment, spin injection is achieved by using 
ferromagnetic (transition metals, half-metals, or dilute magnetic semiconductors) 
contacts, commonly described as “spin injectors.” The magnetization (M) of the fer-
romagnet is proportional to n↑ – n↓, where n↑(n↓) are the majority (minority) spin 
concentrations obtained by integration over the filled states. The majority (minority) 
spins have a magnetic moment parallel (antiparallel) to the magnetization. The carri-
ers at the Fermi level are also spin polarized (in ideal half-metals, they are 100% spin 
polarized); so when an electric current flows from a ferromagnet to a paramagnet, 
this current is expected to be spin-polarized as well. This is the basis of electrical 
spin injection (illustrated in Figure 4.2a). In this context, it is useful to define two 
quantities: (1) density of states (DOS) spin polarization PDOS of the injector ferro-
magnet and (2) spin polarization η of the injected current (also known as the spin 
injection efficiency):

 
PDOS = −

+
↑ ↓

↑ ↓

ρ ρ
ρ ρ

 (4.1)

 
η = −

+
↑ ↓

↑ ↓

J J
J J

 (4.2)

In Equation 4.1, ρ↑(ρ↓) represents the density of states at the Fermi level of carri-
ers with spin magnetic moments parallel (antiparallel) to the magnetization of the 

(a) (b)

Half-metallic
ferromagnet

Paramagnet

P

P0

P0/e

Ls (s) X (t)

FIGure 4.2 Illustration of electrical spin injection (a) and spin relaxation (b). Magnitude of 
ensemble spin polarization decreases with time and distance implying spin relaxation.
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ferromagnet. Note that PDOS and M do not necessarily have the same magnitude or 
even the same sign [87]. For Co and Ni, minority spin contribution is dominant at the 
Fermi level, making PDOS negative [88].

The two spin species may also have different mobilities and therefore conduc-
tivity polarization of the ferromagnet, defined as PσF = (σ↑ – σ↓)/(σ↑ + σ↓), is not in 
general equal to PDOS and they may even have different signs. For Co and Ni, PσF is 
positive (but PDOS is negative, as noted above). For Fe, PDOS > 0, but PσF < 0.

In Equation 4.2, J↑(J↓ ) represents the current carried by the majority (minority) 
spin species in the paramagnet, immediately after spin injection. If the paramagnet 
is a tunnel barrier then the spin polarization of the tunneling current (i.e., η) can 
be determined by Meservey–Tedrow technique [89]. This quantity, however, is not 
necessarily equal to PDOS since tunnel current not only depends on the DOS but also 
on the tunneling probability, which may differ for different electronic states [88]. 
For example, ferromagnetic metals such as Co and Ni exhibit positive spin polariza-
tion of the tunnel current (η > 0, for alumina tunnel barrier), implying dominance of 
the majority spins in the tunnel current [88, 89]. This is in contradiction with their 
bulk band structures, which show dominant contribution of the minority spins at the 
Fermi level, implying negative PDOS. The barrier plays a crucial role in determin-
ing the tunnel probability and hence the sign of the spin polarization of the tunnel 
current. For example, De Teresa et al. [90] showed that Co exhibits a negative spin 
polarization of tunneling electrons for SrTiO3 barrier but a positive spin polarization 
for alumina barriers. In the organic realm, Co, Fe, and permalloy (Ni80/Fe20) exhibit 
a positive spin polarization of tunneling electrons for purely organic (Alq3) or hybrid 
(Al2O3/Alq3) barriers [91].

For spin injection from a ferromagnet to a paramagnet via an interfacial barrier, 
the spin injection efficiency (η) can be expressed as a weighted average of the con-
ductivity polarizations of the bulk ferromagnet (PσF), the interface (Pσi), and the bulk 
paramagnet (PσN) [17]. The last quantity (PσN) is zero by definition, and the weights 
are proportional to the corresponding resistances:
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where rF, ri, and rN  represent the effective resistance of the bulk ferromagnet, the 
interface, and the bulk paramagnet, respectively. In this equation, Pσi is the conduc-
tivity polarization of the interface that depends on the nature of charge injection 
from the ferromagnet. The quantity η indicates how efficiently spins are injected 
into the semiconductor from the ferromagnet, and hence the name “spin injection 
efficiency.”

Some general observations can be made from the above equation. For an ohmic 
contact between a ferromagnetic and paramagnetic metal, ri = 0, and rF ≈ rN. Thus, 
η ≈ PσF, implying significant spin injection, as determined by the conductivity polar-
ization of the ferromagnet. Spin injection has indeed been observed in all-metal 
structures [92–94]. However, if the paramagnet is a semiconductor, then rF << rN, and 
if the contact is ohmic then ri = 0. In this case, η << PσF, implying poor spin injection. 
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This is the well-known conductivity mismatch problem [95], which prohibits effi-
cient spin injection from a ferromagnet to a semiconductor via an ohmic contact. 
However, the effects of conductivity mismatch can be mitigated if dilute magnetic 
semiconductors or half-metallic ferromagnets are used as spin injector (instead of 
ferromagnetic metals). For these materials, rF ≈ rN, implying reasonably good spin 
injection (η ≈ PσF). Alternatively, if there is a tunnel (Schottky) barrier at the metal-
lic ferromagnet/semiconductor interface, then ri >> rF,rN, which will again result 
in efficient spin injection η ≈ Pσi [96]. For a tunnel barrier, Pσi ≠ 0 since the spin-up 
and spin-down electrons at the Fermi level of the injector ferromagnet have differ-
ent wavefunctions and hence different transmission probabilities. The tunnel barrier 
thus offers different conductivities to different spins. However, if carrier injection 
takes place via thermionic emission over the barrier, then Pσi ≈ 0 since thermionic 
emission is essentially spin-independent. A recent theoretical study on organics [97] 
corroborates these observations. Indeed, we will see later in this article that, for 
organic spin valves, because of the high resistivity of organic semiconductors, half-
metallic contacts and tunnel barriers are commonly used to enhance spin injection.

4.2.2 Spin relaxation

After injection, the spin polarized carriers travel through the (thick) paramagnetic 
semiconductor under the influence of a transport-driving electric field. In the case 
of organics, the efficient spin injection occurs via an interfacial tunnel barrier as 
discussed above. Carrier transport takes place either via the highest occupied molec-
ular orbital/lowest unoccupied molecular orbital (HOMO/LUMO) levels or by hop-
ping among the defect states within the HOMO–LUMO gap or by a combination of 
both. During their transit, different spins interact with their environments differently 
(spin–orbit, hyperfine, and carrier–carrier interactions), and their original orienta-
tions get changed by various amounts. Thus, the magnitude (P) of the ensemble 
spin polarization decreases with time (t) as well as with distance (x) measured from 
the injection point (Figure 4.2b). This gradual loss in the magnitude of the injected 
spin polarization is termed spin relaxation. Assuming an exponential decay, spin 
relaxation/diffusion length Ls (or spin relaxation/diffusion time τs) is defined as the 
distance (duration) over which the spin polarization reduces to 1/e times its initial 
value. For L >> Ls (or t >> τs), P → 0, implying complete loss of spin polariza-
tion. In other words, spin relaxation phenomenon in the paramagnet tends to bring 
the nonequilibrium spin polarization back to equilibrium unpolarized condition. In 
spintronics, since the underlying philosophy is to exploit the nonzero spin polariza-
tion, one always attempts to suppress spin relaxation, that is, enhance spin relaxation 
length and time in the paramagnetic semiconductor. Note that if the spins of all 
carriers change in unison, then the magnitude of the ensemble spin polarization will 
remain the same, but its orientation will change. In this case, spin relaxation is sup-
pressed. The exponential decay of the injected spin polarization with distance has 
been demonstrated directly in one study [98].

There are several mechanisms in solids that are responsible for spin relaxa-
tion  [99]. For example, in the case of organic/inorganic semiconductors and met-
als, the most dominant mechanisms are (1) Elliott–Yafet, (2) D’yakonov–Perel’, 
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(3)  Bir–Aronov–Pikus, and (4) hyperfine interaction with nuclei [17, 99]. Among 
these, the first two mechanisms accrue from spin–orbit interaction. The third one 
originates from exchange coupling between electron and hole spins, and the last is 
due to interaction between carrier spins and nuclear spins. It is not clear which of 
these mechanisms plays the most dominant role in organic semiconductors. These 
mechanisms are briefly described below.

4.2.2.1 elliott–Yafet Mechanism
In the presence of spin–orbit coupling, Bloch states of a real crystal are not spin 
eigenstates (∣↑〉) or (∣↓〉), but an admixture of both:

 uk(r) = ak(r)∣↑〉 + bk(r)∣↓〉 (4.4)

Therefore, these states are not pure spin states with a fixed spin quantization axis, 
but are either pseudo-spin-up or pseudo-spin-down. The degree of admixture (i.e., 
the quantities ak,bk) is a function of the electronic wavevector k. As a result, when 
a momentum relaxing scattering event causes a transition between two states with 
different wavevectors, it will also reorient the spin and contribute to spin relaxation. 
This is the basis of the Elliott–Yafet mode of spin relaxation (Figure 4.3).

It is important to note that in the case of Elliott–Yafet mechanism, the mere pres-
ence of spin–orbit interaction in the system does not cause spin relaxation. Only 
if the carriers are scattered during transport, does spin relaxation take place. The 
higher the momentum scattering rate, the higher the spin scattering rate [17].

S(0)

S(0)

S(0)

S(t)

S(t)

S(t)

FIGure 4.3 Schematic description of various spin relaxation mechanisms. Top, middle, 
and bottom panels represent spin relaxation via Elliott–Yafet, D’yakonov–Perel’, and hyper-
fine interaction, respectively.
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This observation can be extended even in the case of hopping transport in dis-
ordered (noncrystalline) solids such as organics, where there is no band structure 
and no Bloch states as such, but momentum relaxation still causes concomitant spin 
relaxation. Even though spin–orbit interaction is weak in organics, the momentum 
scattering rate is very high, which can potentially make Elliott–Yafet a dominant 
contributor in spin relaxation.

4.2.2.2 d’yakonov–perel’ Mechanism
The D’yakonov–Perel’ mechanism of spin relaxation is dominant in systems that 
lack inversion symmetry. Examples of such (inorganic) solids are III–V (e.g., GaAs) 
or II–VI semiconductors (e.g., ZnSe), where inversion symmetry is broken by the 
presence of two distinct atoms in the Bravais lattice. This type of asymmetry is 
known as bulk inversion asymmetry. In a disordered organic semiconductor, bulk 
inversion symmetry is absent. Inversion symmetry can also be broken by an exter-
nal or built-in electric field that makes the conduction band energy profile inversion 
asymmetric along the direction of the electric field. This asymmetry is called struc-
tural inversion asymmetry. In a disordered organic semiconductor, structural inver-
sion asymmetry typically arises from microscopic electric fields because of charged 
impurities and surface states (e.g., dangling molecular bonds).

Both types of asymmetries result in effective electrostatic potential gradients 
(or electric fields) that a charge carrier experiences. In the rest frame of a mov-
ing carrier, this electric field Lorentz transforms to an effective magnetic field Beff, 
whose strength depends on the carrier’s velocity v. A carrier’s spin in an inversion 
asymmetric solid undergoes continuous Larmor precession about Beff between two 
consecutive scattering events. Since the magnitude of Beff  is proportional to the 
magnitude of carrier velocity v, it is different for different carriers. Thus, collisions 
randomize Beff and therefore the orientations of the precessing spins. As a result, the 
ensemble averaged spin polarization decays with time. This is the D’yakonov–Perel’ 
mode of spin relaxation (Figure 4.3).

Now, if a carrier experiences frequent momentum relaxing scattering (i.e., small 
mobility and small momentum relaxation time τp), then v is small, implying ∣Beff∣ is 
small and the spin precession frequency (which is proportional to Beff) is also small. 
As a result, the D’yakonov–Perel’ process is less effective in low mobility samples 
than in high mobility samples. It therefore stands to reason that the spin relaxation 
rate due to D’yakonov–Perel’ process will be inversely proportional to the momen-
tum scattering rate [17].

Note that the Elliott–Yafet and the D’yakonov–Perel’ mechanisms can be distin-
guished from each other by the opposite dependences of their spin relaxation rates 
on mobility. In the former mechanism, the spin relaxation rate is inversely propor-
tional to the mobility and in the latter mechanism, it is directly proportional. Indeed, 
this argument has been used to show that D’yakonov–Perel’ mode is not dominant 
in organic semiconductor Alq3 [100]. We describe this experiment in Section 4.3.2.

4.2.2.3 Bir–Aronov–pikus Mechanism
This mechanism of spin relaxation is dominant in bipolar semiconductors. The 
exchange interaction between electrons and holes is described by the Hamiltonian 
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H = AS.Jδ(r), where A is proportional to the exchange integral between the conduc-
tion and valence states, J is the angular momentum operator for holes, S is the elec-
tron spin operator, and r is the relative position of the electron and the hole. Now, if 
the hole spin flips (owing to strong spin–orbit interaction in the valence band), then 
electron–hole coupling will make the electron spin flip as well, resulting in spin-
relaxation of electrons. A more detailed description is provided by Zutic et al. [17].

In case of unipolar transport, that is, when current is carried by either electrons or 
holes but not both simultaneously, this mode of spin relaxation is ineffective. But for 
spin based OLEDs (Section 4.5), this mode may play a dominant role.

4.2.2.4 Hyperfine Interaction
Hyperfine interaction is the magnetic interaction between the spin magnetic moments 
of the electrons and the nuclei. This is the dominant spin relaxation mechanism for 
quasi-static carriers, that is, when carriers are strongly localized in space and have 
no resultant momentum. In this case, they are virtually immune to Elliott–Yafet 
or D’yakonov–Perel’ relaxations since these, as discussed above, require carrier 
motion. We can view the hyperfine mechanism as caused by an effective magnetic 
field (BN), created by an ensemble of nuclear spins, which interacts with electron 
spins and results in dephasing (Figure 4.3). The hyperfine magnetic field BN depends 
weakly on the transport driving electric field and temperature.

Most inorganic semiconductors have isotopes that carry nonzero nuclear spins. 
All naturally occurring isotopes of Ga, In, Al, Sb, and As have nuclear spins with 
substantial magnetic moments, and hence nuclear hyperfine interaction is particu-
larly dominant in technologically popular III–V semiconductors, for example, (Al)
GaAs, In(Al)As. On the other hand, materials such as Cd, Zn, S, Se, and Te have 
nuclear spin carrying isotopes with less natural abundance, and hence in II–VI semi-
conductor materials nuclear hyperfine interaction is weaker compared to their III–V 
counterparts. For the same reason, nuclear hyperfine interaction is weak in the case 
of elemental semiconductors (e.g., Si and Ge). Hyperfine interaction can be com-
pletely avoided in the case of II–VI semiconductors, Si and Ge, if we use isotopically 
purified material containing a considerably reduced amount of nuclear spin carrying 
isotopes. But because of the high cost of isotopic purification, this line of investiga-
tion is rarely pursued.

In the case of organic semiconductors, two major constituents are carbon and 
hydrogen. Carbon atoms do not contribute significantly to the hyperfine interac-
tion since the most abundant (98.89%) isotope of carbon, 12C, has zero nuclear spin. 
Hyperfine interaction in organics mainly originates from the hydrogen atoms (1H, 
abundance > 99.98%, nuclear spin I = 1/2) with negligible contributions from 13C 
(natural abundance 1.109%) and other minor constituents. Interestingly, deuterium 
(2H, natural abundance 0.015%) has much weaker hyperfine coupling strength (i.e., 
weaker BN), and deuterated organics are expected to have substantially weaker 
hyperfine interaction. Such chemical modifications have been used recently to inves-
tigate the role of hyperfine interaction in spin relaxation for various organics [21, 
85]. Bobbert et al. [83] have reported a theory of hyperfine interaction mediated 
spin relaxation for organic semiconductors. This model predicts weak dependence of 
spin relaxation length Ls on temperature and a rapid increase of Ls with bias. These 
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features can be used to identify hyperfine interaction, if it plays a dominant role in 
any organic [84, 101].

4.2.3 Spin relaxation in organicS: general conSiDerationS

In most organics, carrier wavefunctions are quasi-localized over individual atoms 
or molecules, and carrier transport is by hopping from site to site, which causes 
the mobility to become exceedingly poor. Any hopping transport can be viewed 
as a sequence of fast hops from one quasi-localized state to another, separated by 
exponentially long waiting periods at each localized state [102]. During the waiting 
period, the electron velocity is zero and the D’yakonov–Perel’ mechanism is inopera-
tive. This mechanism rotates the spin only during hopping and the amount of rota-
tion is proportional to the displacement of the electron. Since the hopping distance is 
very short, it is unlikely that a complete spin precession will occur over such a short 
distance especially for organics with very weak spin–orbit interaction. A rough esti-
mate shows that in order to obtain an approximately 180° rotation during a hop (i.e., 
for a spin to flip during a hop), the spin-splitting energy due to spin–orbit coupling 
should be ~0.4 eV, which is of the same order as many III–V semiconductors (e.g., 
GaAs, GaSb, InAs).* Such a large spin splitting is unlikely to occur in organics that 
inherently have weak spin–orbit coupling. A similar argument regarding the ineffec-
tuality of D’yakonov–Perel’ mechanism in organics has been presented in one study 
[101]. We have also proved this experimentally by showing that spin relaxation rate 
in organics (Alq3) is not proportional to mobility. We will come back to this point in 
Section 4.3.2. 

Thus the D’yakonov–Perel’ mechanism is almost certainly not the dominant spin 
relaxation mechanism in organics. The Bir–Aronov–Pikus mode is usually impor-
tant in bipolar transport (such as in spin-OLEDs), where both electrons and holes 
participate in conduction. But for unipolar transport where only one type of charge 
carrier, either electrons or holes, carries current, this mechanism is not present. This 
leaves the Elliott–Yafet and hyperfine interactions as the two likely mechanisms for 
spin relaxation. Which one is the more dominant may depend on the specific organic 
(e.g., its molecular structure, momentum scattering rate). In the case of the Alq3 mol-
ecule, from the observed dependence of spin relaxation rate on carrier mobility, tem-
perature, and transport-driving electric field, it is likely that the Elliott–Yafet mode is 
dominant at least at moderate-to-high electric fields [84, 100, 101]. This is probably 
because the carrier wavefunctions in this molecule are quasi-localized over carbon 
atoms whose naturally abundant isotope 12C has no net nuclear spin and hence can-
not cause significant hyperfine interaction. It has been experimentally demonstrated 
by Rolfe et al. [21] that hyperfine interaction does not play a major role in organic 
magnetoresistance in Alq3.

* Assuming a hopping distance of ~1 nm, which is the average distance between two adjacent molecules. 
For D’yakonov–Perel’ mechanism to be effective, this distance has to be of the order of the spin preces-
sion length, which is given by  / 2 2m∆SO , where h is Planck’s constant, m is free electron mass, and 
ΔSO is the spin splitting energy [103].



101Spin Transport in Organic Semiconductors

However, in some other molecule where the carrier wavefunctions are spread over 
atoms with nonzero nuclear spin, it is entirely possible for the hyperfine interaction 
to outweigh the Elliott–Yafet mechanism. Recently, it has been shown experimen-
tally that hyperfine interaction plays a central role in the organic π conjugated poly-
mer poly(dioctyloxy) phenylenevinyelene (DOO-PPV) [85].

4.2.4  meaSurement of Spin relaxation length 
anD time: Spin ValVe DeViceS

A standard method to extract spin relaxation length (Ls) and spin relaxation time (τs) 
in a paramagnetic material is to perform a spin-valve experiment. A spin-valve is a 
trilayered construct, in which the paramagnetic material of interest is sandwiched 
between two ferromagnetic electrodes of different coercivities (Figures 4.1b and 
4.4a). Unlike giant magnetoresistive devices, these ferromagnets are not magneti-
cally coupled with each other. As a result, their magnetizations can be independently 
controlled by a global magnetic field. One of these ferromagnets acts as spin injector, 
that is, under an applied electrical bias it injects spins (from the quasi-Fermi level) 
into the paramagnet. Electrical spin injection from a ferromagnet has been discussed 
before. The second ferromagnet also provides unequal spin-up and spin-down DOS 
at the Fermi level and preferentially transmits spins of one particular orientation. For 
the simplicity of discussion, let us assume that the detector ferromagnet transmits 
(blocks) completely the spins that are parallel to its own majority (minority) spins 
or the magnetization of the detector. The transmission probability (T) of an electron 
through the detector is then proportional to cos2θ/2 where θ is the angle between the 
spin orientation of the electron arriving at the detector interface and the magnetiza-
tion of the detector ferromagnet [3]. This means that if (1) the magnetizations (M) 
of the ferromagnets are parallel, (2) the injector injects majority spins, and (3) there 
is no spin flip or spin relaxation in the spacer or the interfaces, the transmission 
coefficient should be unity (since θ = 0), which will result in a small device resis-
tance. Similarly, when the magnetizations are antiparallel (and other two conditions 
as before), the transmission coefficient should be zero (since θ = π), and in this case 
one should observe large device resistance. In an actual device, there is always some 
spread in the value of θ since different electrons undergo different degrees of spin 
relaxation before arriving at the detector interface, and this makes θ different for 
different electrons. As a result, ensemble averaging over all the electrons makes the 
resistance finite even when the magnetizations of the two ferromagnetic contacts are 
antiparallel. Nonetheless, if the length of the ferromagnetic spacer is smaller than the 
spin relaxation length, then the resistance is measurably larger when the contacts are 
in antiparallel orientation than when they are in parallel orientation. It follows that 
if one of the ferromagnets preferentially transmits (either injects or detects) minority 
spins, then resistance of the spin valve will be large (small) in parallel (antiparallel) 
configuration. This is sometimes referred to as the “inverse spin valve” effect.

In a spin-valve experiment, resistance of the device is measured as a function of 
the applied magnetic field (H). The change in resistance between the parallel and 
antiparallel configurations allows one to extract the spin relaxation length and time 
in the paramagnetic spacer. For the following discussion, we will assume a regular 
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FIGure 4.4 (a) Schematic depiction of a spin valve. Spin valve is a trilayered structure 
where paramagnetic spacer material is sandwiched between two ferromagnets of different 
coercivities. One of the ferromagnets acts as a spin injector and the other acts as spin detector. 
(b) Pictorial representation of a spin valve response. Coercivities of two ferromagnets are ∣H1∣ 
and ∣H2∣ as described in text. This is an example of positive (or normal) spin valve effect since 
resistance corresponding to antiparallel magnetization is higher than that of parallel configu-
ration. (c) Physical model describing modified Julliere formula. Tunnel or thermionic injec-
tion followed by drift-diffusion (i) and hopping transport (ii). Spin polarization decreases 
exponentially with distance from point of injection.
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spin valve effect, that is, low (high) resistance in the parallel (antiparallel) configura-
tion. We will also assume that the coercive fields of the ferromagnets are given by 
∣H1∣ and ∣H2∣ with ∣H1∣ < ∣H2∣.

First, the device is subjected to a strong magnetic field (say Hsat >> ∣H2∣), which 
magnetizes both the ferromagnets along the direction of the field, and the resistance 
of this device is RP, where the subscript (P) indicates “parallel” magnetization con-
figuration. Next, the field is decreased, swept through zero, and reversed. At this 
stage, when the magnetic field strength (H) just exceeds ∣H1∣ in the reverse direction 
(i.e., –∣H2∣ < H < –∣H1∣), the ferromagnet with the lower coercivity (i.e., ∣H1∣) flips 
magnetization. Now the two ferromagnetic contacts have their magnetizations anti-
parallel to each other, and the device resistance is RAP, where the subscript AP indi-
cates “antiparallel” magnetization configuration. For a regular spin valve effect as 
described above, at H = –∣H1∣ a jump (increase) in the device resistance should occur, 
implying that RAP > RP. Because the magnetic field is made stronger in the same (i.e., 
reverse) direction, the coercive field of the second ferromagnet will be reached (H = 
–∣H2∣). At this point the second ferromagnet also flips its magnetization direction, 
which once again places the two ferromagnets in a configuration where their magne-
tizations are parallel. Thus, the resistance drops again to RP at H = –∣H2∣. Therefore, 
during a single scan of magnetic field from Hsat to –Hsat, a spin valve device shows 
a resistance peak between the coercive fields of the two ferromagnets (i.e., between 
–∣H1∣ and –∣H2∣). Similarly, if the magnetic field is varied from –Hsat to Hsat, an iden-
tical peak is observed between ∣H1∣ and ∣H2∣. The spin-valve response is pictorially 
explained in Figure 4.4b. The relative change in device resistance between the paral-
lel and antiparallel configurations is the so called spin-valve peak and is expressed 
as ΔR/R = (RAP – RP)/RP.

For the special case when the spacer is a tunnel barrier, this ratio is expressed by 
the famous Julliere formula [104]*:
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where P1 and P2 are the spin polarizations of the DOS at the Fermi level of the two 
ferromagnetic electrodes. Julliere’s model assumes (a) spins are conserved (no spin 
reorientation/flip occurs) during tunneling and therefore tunnelings of ↑ and ↓ spin 
electrons can be viewed as two independent processes and (b) tunneling probability 
is spin independent and, conductance for a particular spin species (↑/↓) is solely deter-
mined by the appropriate density of states at the two ferromagnets. The quantities 
P1 and P2 are often equated to the spin polarizations of the tunneling current which  
are independently determined via Meservey–Tedrow experiments using alumina tun-
nel barrier [88]. It is to be noted that the spin polarization of the tunnel current not 
only depends on the DOS but also depends on tunnel probability, which is barrier-
dependent and may be different for different electronic states in the ferromagnet. 

* Julliere’s original paper (cited above), derives a relative change in conductance between the parallel 
and antiparallel configurations: (GP – GAP)/GP = 2P1P2/(1 + P1P2).
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The importance of the barrier has been shown in the work of De Teresa et al. [90]. 
According to this report, Co exhibits a negative spin polarization of tunneling elec-
trons for SrTiO3 barrier but a positive spin polarization for alumina barriers.

Julliere’s formula can be extended for thicker paramagnetic spacers in which spin 
transport occurs via drift-diffusion or multiple hopping instead of direct tunneling 
between the contacts. However, the injector and detector interfaces are assumed to 
have a tunneling (Schottky) barrier, which occurs in many metal/organic interfaces. 
In this situation, spin polarized electrons are injected via the tunnel barrier into the 
paramagnet. Spin injection via thermionic emission is rather inefficient as described 
before. Let us assume that the spin polarization of the injected carriers is P1, which 
can be determined exactly by the Meservey–Tedrow technique. Once in the para-
magnet, these carriers will drift and diffuse (or hop) toward the detector contact, 
under the influence of a transport-driving electric field. The spin polarization of the 
injected carriers (P) decreases with distance x (measured from the injection point), 
and this spin relaxation process can be modeled as P(x) = P1exp(–x/Ls), where Ls is 
the spin relaxation (or diffusion) length as described before. Exponential decay of 
spin polarization with distance has also been confirmed experimentally [98]. Thus, 
when the carriers arrive at the detector interface, their spin polarization becomes 
P(d) = P1exp(–d/Ls), where d is the distance between the injector and the detector. 
Now, we apply the Julliere formula on the tunnel barrier at the detector interface that 
separates the two spin polarizations P(d) and P2. In this case, using Equation 4.5, 
we have
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This is the so-called “modified Julliere formula,” which is widely used to estimate 
Ls. The physical model described above is depicted in Figure 4.4c.

In almost all applications of this model, the quantities P1 and P2 are taken directly 
from the literature [88] and may not represent the exact values of spin polarization 
relevant for a particular experiment. For purely organic or organic–inorganic hybrid 
barriers, spin polarizations of the ferromagnets have been found to be less [91, 98] 
than the tabulated values [88]. Furthermore, any surface contamination of the fer-
romagnets can also reduce P1 and P2. To include these effects, P1 and P2 can be 
replaced by α1P1 and α2P2, respectively, where α1, α2 < 1. To determine α1P1 and 
α2P2, one needs to carry out spin dependent tunneling [89], muon spin rotation 
[105], or two-photon photoemission (TPPE) experiments [106]. It is straightforward 
to show that Ls,actual > Ls,Julliere, where Ls,actual (Ls,Julliere) is the Ls value without (with) 
the assumption α1 = α2 = 1. Since α1 and α2 are generally unknown, the estimated Ls 
(i.e., Ls,Julliere) provides a lower bound of the actual value and should be interpreted 
accordingly. In spite of this inherent limitation, this model provides valuable insight 
and can be used to obtain a rough estimate of Ls. The dependence of Ls on tempera-
ture and bias can be used to shed light on the spin dynamics in the paramagnet.
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4.3  spIn InjeCtIon And trAnsport In 
orGAnICs: spIn VAlVe experIMents

Most studies in organic spintronics revolve around the so-called “organic spin valve” 
devices in which an organic material is contacted by two ferromagnetic electrodes 
(spin injector/detector). The organic layer is generally thick enough to prevent any 
coupling between the two ferromagnetic electrodes. The spin valve response (ΔR/R) 
is measured as a function of temperature and bias. The Julliere formula, modified 
for diffusive/hopping transport (equation 6), is used to estimate the spin relaxation 
length (or more precisely, its lower limit). Then, using the mobility of the carriers, it 
is possible to estimate the spin relaxation time. Bias and temperature dependence of 
spin relaxation length and time indicate the dominant spin relaxation mechanism in 
organics. In this section we will discuss some of these studies.

It is to be noted that LSMO (lanthanum strontium manganate; La1–xSrxMnO3 
with 0.2 < x < 0.5) has been used as spin injector/detector in most of the studies of 
organic spin valve. LSMO is a half-metallic ferromagnet and acts as an excellent 
spin injector/detector due to near 100% spin polarization at low temperatures [107]. 
One advantage is that unlike ferromagnetic metals such as iron, nickel, or cobalt, 
LSMO films are already stable against oxidation [108] and therefore immune against 
any possible degradation of surface magnetization or spin injection efficiency due 
to oxide formation at the interface. LSMO/organic interface is also likely to allevi-
ate the conductivity mismatch problem and facilitate spin injection (see Equation 
4.3 and related discussion). On the downside, the spin polarization of LSMO 
decreases with temperature and poor at room temperature [109]. Thus, for room tem-
perature organic spintronic devices, traditional ferromagnets with large and almost 
temperature-independent spin polarizations (with a natural Schottky interface bar-
rier) may be a better choice [96]. However, room temperature operation with LSMO 
electrodes has been reported recently [110].

4.3.1 organic thin filmS

4.3.1.1 sexithienyl (T6) thin Films
The first organic spin valve device was reported in 2002 [11, 12]. In this work, a 
thin film of an organic semiconductor sexithienyl (T6) was used as the spin trans-
port material. This material is a π-conjugated rigid rod oligomer (Figure 4.5) which, 
because of its relatively high values of field effect mobility (~10–2 cm2 V–1 s–1), on/off 
current ratio, and switching speed, is an attractive channel material for organic field 
effect transistors [111–113]. Organic light emitting diodes (OLEDs)  based on T6 have 
also produced polarized electroluminescence [114].

The spin valve device reported by Dediu et al. [11] has a planar geometry in which 
two planar LSMO electrodes were separated by a T6 spacer layer (Figure 4.5). It 
should be noted that the T6 film did not show any intrinsic organic magnetoresistance 
effect up to 1 Tesla [11]. The LSMO contacts exhibit intrinsic magnetoresistance 
of ~10–25%. However, since the overall device resistance is primarily determined 
by the T6 region whose resistance is approximately 6 orders of magnitude larger 
than that of LSMO, any observed magnetoresistance cannot accrue from LSMO. 
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Furthermore, the device resistance scales linearly with the thickness of the T6 layer, 
and therefore interface resistance is unlikely to contribute much in the overall device 
resistance.

The device resistance showed a strong dependence on magnetic field. It is to be 
noted that since both LSMO contacts were nominally identical, they did not allow 
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independent switching of magnetizations as required in the case of a spin-valve. 
However, one could still change the magnetizations from random (zero field) to par-
allel (at high field). In the absence of any magnetic field, that is, when the LSMO 
electrodes had random magnetization orientations, the device resistance was high. 
When a sufficiently large (saturation) magnetic field of 3.4 kOe was applied, the 
LSMO electrodes acquired magnetizations that were parallel to each other and the 
device resistance dropped. A maximum resistance change of ~30% was observed 
when the width of the T6 spacer was ~140 nm. For larger spacer widths, the amount 
of resistance change decreased and disappeared beyond ~300 nm (Equation 4.6). 
The observed magnetoresistance can be explained by invoking the spin valve effect 
described earlier and indicates spin polarized carrier injection and transport in T6. 
The spin relaxation length (Ls) and spin relaxation time τs in T6 was estimated to be 
~200 nm and ~1 μs, respectively, at room temperature. Interestingly, the resistance 
change was immune to the applied bias at least in the range of 0.2−0.3 MV/cm as 
reported by Dediu et al. [11]. However, in other organics (e.g., Alq3; see later), it has 
been found that the spin-valve signal is strongly sensitive to applied bias and falls off 
rapidly with increasing bias.

Figure 4.5 shows an inverse spin valve effect observed in a vertical T6 spin valve 
at 40 K [14]. Unlike the previous case, two different ferromagnets have been used 
(LSMO and Co), which allow independent switching. An alumina barrier has been 
used to facilitate spin injection. Similar inverse spin valve effect has also been 
observed for other organics (e.g., Alq3), as discussed below.

4.3.1.2 tris 8-Hydroxyquinoline Aluminum (Alq3) thin Films
Arguably, one of the most studied organic materials in spintronics is Alq3, which 
falls in the category of small molecular weight organic compounds. The molecular 
structure is shown in Figure 4.6(i). This is an n-type organic frequently used in 
green OLEDs. The first study on this material [108] reported a vertical spin valve 
structure in which a thin film of Alq3 (of thickness in the range 130–250 nm) is 
sandwiched between LSMO and cobalt contacts, which serve as spin injector/detec-
tor (Figure 4.6(ii)). Spins are injected from one of the ferromagnets and these spins 
undergo relaxation as they travel through the organic layer and are finally detected 
at the other ferromagnet. The effective thickness of the organic layer is smaller than 
the deposited thickness since the top cobalt layer, when deposited on Alq3, tends to 
diffuse into the soft organic and forms a so-called “ill-defined” layer. The typical 
thickness of such ill-defined layer is ~100 nm [108, 115]. Such interdiffusion can 
be minimized by growing a thin tunnel barrier (e.g., of alumina) on Alq3 before the 
deposition of the top ferromagnet or by cooling the substrate during deposition [116, 
117]. Magnetic hysteresis loops reveal that the coercivities of LSMO and cobalt con-
tacts are 30 and 150 Oe, respectively.

Magnetoresistance measurements of the spin valve device show resistance 
peaks between these coercivity values (Figure 4.6(iii)). Interestingly, the sign of 
the spin valve peak is negative, that is, the device resistance is low when the 
magnetizations are antiparallel and high when they are parallel. Same inverse 
spin valve effect was also observed for Fe/Alq3/Co [115] and Ni/Alq3/Co [118] 
devices.
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From Figure 4.6(iii), the spin valve signal (defined in Equation 4.5) at 11 K is 
given by (RAP – RP)/RP~ – 0.3. Using the modified Julliere formula (Equation 5.6), 
it is possible to estimate the spin relaxation length Ls in Alq3 thin films. Assuming 
100% spin polarization for LSMO [108], –42% spin polarization for cobalt [88, 108], 
and thickness of spin transport layer d ~ (130 – 100) nm = 30 nm, we obtain spin 
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relaxation length Ls ~ 45 nm at 11 K. Similar values of Ls have been reported in other 
studies (e.g., [117]). However, as discussed before, Julliere’s model does not account 
for possible loss of spin polarizations at the interfaces and the Ls value derived from 
this model must be viewed as a lower bound rather than an exact value.

4.3.1.2.1 Temperature Dependence of Spin Valve Signal
The spin valve signal in Co/Alq3/LSMO devices decreases with temperature and is 
almost nonexistent at room temperature (Figure 4.6(iv)). This, according to Equation 
4.6, can happen for two reasons: (1) enhanced spin relaxation rate in Alq3 at elevated 
temperatures [108] (i.e., reduced Ls) and/or (2) reduced bulk spin polarization (P1) 
of the LSMO electrode at elevated temperatures [109], since LSMO has a relatively 
low Curie temperature of ~325 K [110]. The bulk spin polarization of cobalt (P2) 
is expected to be significant even at room temperature because of the relatively 
high Curie temperature of ~1150°C. Therefore, if LSMO is replaced by a ferromag-
netic metal (e.g., iron [115]) that has a much higher Curie temperature (~768°C) 
than LSMO, one expects the spin valve signal to be present even at room tempera-
ture. However, spin valve signal still decreases with temperature and vanishes at a 
much lower temperature (~90 K) [115]. This apparently indicates that spin relax-
ation rate in Alq3 is temperature-dependent. However, spin ½ photoluminescence 
detected magnetic resonance experiments show that spin relaxation rate in Alq3 is 
actually temperature-independent [109, 110]. To resolve this issue, it is necessary 
to understand that the surface spin-polarization of the ferromagnet (instead of bulk 
spin polarization) is mainly responsible for spin injection, and has a much stronger 
temperature dependence than bulk. It is known that the surface magnetization of 
transition metal ferromagnets have a stronger temperature dependence than the bulk 
magnetization and this dependence is also related to the material grown on the fer-
romagnetic film [117, 119]. An improved fabrication of the ferromagnetic/organic 
interfaces is therefore necessary to obtain room temperature operation. Indeed, in 
carefully constructed Fe/Alq3/Co devices with significantly reduced interdiffusion 
and surface roughness, the spin valve response has been found to persist up to room 
temperature (Figure 4.7a), which certainly bodes well for organic spintronics [116, 
117]. For LSMO-based spin valves, insertion of a tunnel barrier at the organic/fer-
romagnet interface has also resulted in room temperature operation [110] (Figure 
4.7b). At present, the room temperature signal is very weak (<1%, Figure 4.7) and 
requires further improvement of the interface spin polarization. As discussed before, 
at higher temperatures, carrier injection may be dominated by thermionic emission, 
resulting in poor spin injection efficiency.

4.3.1.2.2 Bias Dependence of Spin Valve Signal
As shown in Figure 4.8a, for the LSMO/Alq3/Co device, the spin valve signal 
decreases with bias. Again, according to Equation 4.6, this can happen for several 
reasons, such as (1) increased spin relaxation rate (and therefore smaller Ls) in Alq3 at 
high fields, (2) increased electron–magnon scattering (and hence smaller spin polar-
ization) in the LSMO electrode at higher currents [16, 109, 116], and (3) change in 
the spin polarization of cobalt with bias [16, 109, 116]. The rate of decrease is asym-
metric with respect to bias polarity even though the current–voltage characteristics 
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(Figure 4.6b) are almost symmetric [108, 109]. This indicates that the spin injec-
tion/detection characteristics are different for Co/Alq3 and LSMO/Alq3 interfaces. 
Similar decrease in spin valve signal with bias has also been observed when both 
ferromagnets are transition metals (e.g., Ni and Co [118] or Fe and Co [116]). If 
enhanced spin scattering in Alq3 at higher bias is responsible for this effect, then it 
indicates that Elliott–Yafet mechanism is the dominant spin relaxation mechanism 
in this material [84].

4.3.1.2.3 The Sign Problem
Unfortunately, understanding of the sign of spin valve response (ΔR/R) is still frag-
mentary. For example, Fe/Alq3/Co devices show both negative spin valve (RAP < RP) 
[109, 115] and positive spin valve effect (RAP > RP) [117]. Similar behavior has also 
been observed in Ni/Alq3/Co nanowire spin valves [118]. Inverse spin valve effect is 
regularly observed in LSMO/Alq3/Co junctions [108, 110, 120, 121]. However, tun-
neling magnetoresistance measurements with Alq3 barrier typically show positive 
spin valve effect [91].

According to Equation 4.6, sign inversion of ΔR/R indicates sign inversion of 
P1 or P2. For Co/Alq3 or Co/Al2O3/Alq3 junctions, it has been shown that Co injects 
majority spins (i.e., spin moments parallel to magnetization) into Alq3, that is, P1 > 0 
[91]. LSMO has only majority states at the Fermi level and therefore tunneling spin 
polarization P2 > 0, regardless of the nature of the insulating barrier [88]. Therefore, 
a positive ΔR/R is expected, but a negative ΔR/R is often observed.

The inverse effect is mostly observed in thick organics where transport occurs via 
drift-diffusion or multiple hopping instead of direct tunneling between the contacts. 
In such cases, other effects may effectively invert the spin polarization of a ferro-
magnet [118, 122]. As noted previously, during the fabrication of vertical spin valve 
devices with organic spacers, ferromagnetic atoms or clusters tend to penetrate into 
the Alq3 layer upon deposition [108, 123, 124]. The penetrated ferromagnetic atoms 
and those at the interface react chemically with the organic to form a complex [123, 
125]. Additionally, the ferromagnetic property of the top layer is also found to be 
influenced by the morphology of the underlying organic [117, 126]. Although the 
implications of these issues on spin injection is not fully understood, it has been sug-
gested that the change in the sign of the spin valve may occur because of the resonant 
tunneling of the carriers through the impurity states that originate during the deposi-
tion of the top ferromagnetic metal on “soft” Alq3 [118, 122]. Another possibility is 
the existence of pinholes in the organic layer, which can also invert the spin valve 
signal [127]. We note that with devices in which special caution was taken to avoid 
ferromagnet interdiffusion in organics (e.g., substrate cooling or barrier deposition 
[91, 116, 117]), the sign of the spin valve is generally positive. Devices in which a 
significant amount of ferromagnetic species interdiffuses into the organic to form a 
so-called “ill-defined” layer, typically show a negative spin valve effect [108, 115]. 
An exception is study of Dediu et al. [110], which reports efficient spin injection at 
room temperature—which most likely accrues from the presence of the tunnel bar-
rier. Still, this device shows an inverse spin valve effect. Direct characterization of 
the spin polarization of the injected current at the interfaces may offer more insight 
in this puzzling feature.
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The presence of a tunnel barrier on top of the “soft” organic layer is beneficial 
for several reasons. First, as mentioned above, this layer prevents interdiffusion of 
the top ferromagnetic contact during deposition and results in a well-defined inter-
face. Second, it has been reported that in the absence of the barrier, molecular Alq3 
anions are formed at the interface because of the charge transfer from the transi-
tion metal ferromagnet [128]. The tunnel barrier prevents this charge transfer and 
helps preserve the Alq3 electronic structure within the interface region [128]. Third, 
it is known from conventional organic devices that such a buffer layer generally 
improves device performance [110, 129–131] by reducing the formation of interfacial 
trap states, and fourth, the barrier can also enhance spin-injection efficiency since it 
ameliorates the notorious conductivity mismatch problem [96]. Finally, the quality 
of the ferromagnet film deposited on alumina layer is significantly better than the 
one on bare Alq3 [131]. This high-quality ferromagnetic contact is essential for spin 
injection. For a direct Co/Alq3 junction, the interfacial Co layer (~3.5 nm) is not fer-
romagnetic at room temperature, and it has been suggested that this layer may act as 
a spin scattering agent and adversely affect spin injection [131]. Similar “magneti-
cally dead” layers exist for Fe/Alq3 junctions [117] as well as LSMO–RRP3HT junc-
tions [132]. However, in these studies, the authors suggested that this layer can act 
as a spin selective barrier and help avoid conductivity mismatch problem resulting 
in efficient spin injection [117, 132]. Further studies will be necessary to identify the 
exact role played by this layer.

4.3.1.3 other organics
Although Alq3 is probably the most studied spin-transport material in organic 
spintronics [14], other small molecular weight and polymeric organics have also 
been investigated by several groups [16, 85, 98, 109, 120, 121, 132–137]. Room-
temperature positive spin valve effect was found in Fe50Co50/RR-P3HT*/Ni81Fe19 
spin valve [134]. Spin relaxation length of ~62 nm has been reported for this system 
[134]. Similar magnetoresistance studies with LSMO electrode have been reported 
[120, 132, 133]. The authors estimated a spin relaxation length of ~400 nm and spin 
relaxation time of 7 ms at low temperatures and bias. Magnetoresistance up to 20% 
has been reported in π-conjugated molecular pyrrole derivative 3-hexadecyl pyrrole 
(3HDP) at room temperature [135]. Spin relaxation length in rubrene has been found 
to be ~13.3 nm at low temperature [98]. Unlike most of the other studies that use a 
spin valve configuration, this measurement has been performed by a spin-polarized 
tunneling technique. The presence of an Al2O3 seed layer enhances the spin trans-
port properties because of improved growth of organic semiconductor. Yoo et al. 
[127, 139] reported rubrene spin valves and confirm the importance of an interfacial 
barrier for efficient spin injection. Spin valve device with TPP (tetraphenyl porphy-
rin) spacer and LSMO/Co contacts has been demonstrated by Xu et al. [121]. These 
devices also show a negative spin valve peak that gradually vanishes with increasing 
temperature and bias, consistent with the observations made on Alq3 [108]. Many 

* RR-P3HT: regioregular poly (3-hexylthiopene) also exhibits the so-called organic magnetoresistance 
(OMAR) effect in which a significant magnetoresistance is observed even when the electrodes are 
nonmagnetic [138].
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other organics have also been studied recently, which include C60 [16], PPV[85], 
CVB [109], NPD [109], CuPc [116], PTCDA [116], CF3-NTCDI [116], pentacene 
[140], and BTQBT [140]. Unlike most other approaches, Ikegami et al. [140] fabri-
cated a planar spin valve (similar to the original work [11]) to avoid the “ill-defined 
layer” at the interface.

4.3.2 organic nanowireS

The experiments discussed above clearly demonstrate that spins can be electrically 
injected into an organic semiconductor, and reasonably long spin relaxation length 
and time can be achieved. Even room temperature operation is possible with careful 
fabrication of the interfaces. However, they do not shed much light on the nature of 
the dominant spin relaxation mechanism in organics. The presence of LSMO elec-
trode with a temperature- and bias-dependent spin polarization makes this analysis 
even more complicated. Lack of this knowledge motivated us to investigate spin 
transport in organics with a view to establishing which spin relaxation mechanism 
is dominant. Consequently, we focused on organic nanowires [100, 118] instead of 
standard two-dimensional geometries since comparison between the results obtained 
in nanowires and thin films can offer some insight into what type of spin relaxation 
mechanism holds sway in organic semiconductors.

Carriers in nanowires will typically have lower mobility than in thin films because 
nanowires have a much larger surface/volume ratio, and hence carriers experience 
more frequent scattering from charged surface states in nanowires than they do in 
thin films. This scattering is not surface roughness scattering but rather Coulomb 
scattering from the charged surface states. The surface roughness scattering does 
not increase significantly in nanowires since the mean free path in organics is very 
small (fractions of a nanometer), and as long as the nanowire diameter (~50 nm) 
is much larger than the mean free path, we do not expect significantly increased 
surface roughness scattering. However, the Coulomb scattering from surface states 
increases dramatically. The Coulomb scattering is long range and affects carriers 
that are many mean free paths from the surface. As a result, nanowires invariably 
exhibit significantly lower mobility than thin films [15].

This mobility difference offers an opportunity to probe the dominant spin relax-
ation mechanism in organics. As explained in Section 4.2.2, the Elliot–Yafet spin 
relaxation rate is directly proportional to the momentum relaxation rate and hence 
inversely proportional to the mobility, whereas the D’yakonov–Perel’ rate is directly 
proportional to mobility. Hence, if we observe an increased spin relaxation rate in 
nanowires compared to thin films, then we will infer that Elliot–Yafet is dominant 
over D’yakonov–Perel’; otherwise, we will conclude that the opposite is true. We 
perform this test on Alq3, since this material has weak hyperfine interaction [21], and 
Bir–Aronov–Pikus mode is not efficient since Alq3 is primarily an electron transport 
material.

We carried out experiments that clearly showed the spin-valve effect in organic 
nanowires [100, 118]. These nanowire spin valve structures were synthesized using an 
electrochemical self-assembly technique that is a very commonly used approach for 
fabricating quasi-periodic arrays of nanowires or nanodots of a variety of materials 
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(single or multilayered) on arbitrary substrates [141]. In this method, an anodic alu-
mina film containing well-regimented nanopores (Figure 4.9a) is synthesized by 
anodizing an aluminum foil under appropriate electrical bias. Next, desired materi-
als (metals, inorganic/organic semiconductors, molecules, nanotubes) are deposited 
or grown in these nanopores by using various methods such as electrodeposition, 
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FIGure 4.9 (a) Atomic force microscopy image of top surface of alumina template formed 
by anodization using 3% oxalic acid at 40 V DC. Pore diameter ~50 nm. (b) Schematic rep-
resentation of nanowire organic spin-valve device. Nanowires are hosted in an insulating 
porous alumina matrix and are electrically accessed from each end. Magnetic field is applied 
along axis of the wire. (c) Transmission electron micrograph of a single nanowire showing 
Alq3 layer sandwiched between cobalt and nickel electrodes. This image was produced by 
releasing nanowires from alumina host by dissolution of alumina in phosphoric acid and 
capturing nanowires on TEM grids (after Pramanik, S. et al., Phys. Rev. B, 74, 235329, 2006).
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pressure injection, evaporation, chemical vapor deposition, and electrospraying. In 
general, these pores are blocked at the bottom (aluminum/alumina interface) by a 
continuous alumina barrier layer. For transport experiments, this insulating layer 
needs to be removed before material deposition, via an isotropic etching technique. 
For fabricating the nanowire spin valve devices, we electrodeposit Ni at the bottom 
of the pore by applying a dc bias. Next, Alq3 was thermally evaporated on top of Ni 
followed by Co evaporation without breaking the vacuum. Finally, gold wires were 
attached to the Co layer and Al substrate using silver paste. Figure 4.9b shows such 
an array of nominally identical nanowire spin valve structures. Transmission elec-
tron microscope (TEM) image of a nanowire spin valve is shown in Figure 4.9c. The 
details of the fabrication process have been described elsewhere [15] and will not be 
repeated here. The coercivities of Ni and Co nanowires are significantly different 
and have been extensively characterized in other studies [100, 142, 143]. This allows 
us to establish parallel and antiparallel magnetization configurations of the elec-
trodes as required for spin valve operation. The ferromagnetic nanowires are mag-
netized along the longitudinal axis and parallel to the direction of current. Unlike 
other configurations reported in the literature [80, 144], in this geometry there is no 
significant fringing field, transverse to the direction of current, that can potentially 
generate a local Hall voltage and mimic the spin valve signal.

The I–V characteristics is piecewise linear and almost independent of tempera-
ture [100], which supports the previously discussed transport model, in which carri-
ers are first injected via tunneling through the interfacial barrier and then propagated 
by drift-diffusion or hopping from site to site [84]. No significant interdiffusion of 
the top Co layer into the underlying Alq3 was observed, presumably because the 
alumina template acts as a shadow mask [15].

It is important to note that the resistivities of the ferromagnetic nanowire elec-
trodes are almost 9 orders of magnitude smaller than the intermediate Alq3 region, 
and therefore we always probe the resistance of the Alq3 region only and not the 
resistance of the ferromagnetic electrodes, which are in series with the Alq3 layer 
[15, 118]. Thus, all features in the magnetoresistance and I–V plots accrue from the 
organic layer and have nothing to do with the ferromagnetic contacts. Consequently, 
if there are features originating from the anisotropic magnetoresistance effects in 
the ferromagnets, we will never see them in our measurements. Detailed descrip-
tion of the control experiments for nanowire geometry can be found in the work of 
Parmanik et al. [15, 118].

These devices show both normal and inverse spin valve effects. The inversion 
of the spin valve signal is due to carriers resonantly tunneling through a localized 
defect or impurity state in the organic [118]. The normal spin valve response of these 
devices is shown in Figure 4.10(i). The spin valve peaks are superimposed on a 
background magnetoresistance. Using the Julliere formula, we were able to esti-
mate the spin relaxation length (Ls) and the spin relaxation time (τs) in nanowires, 
contrast them with the corresponding quantities measured in thin films, and thus 
determine the dominant spin relaxation mechanism in organics. We found that the 
spin relaxation rate in nanowires is about 1 order of magnitude larger than in thin 
films [100], which immediately suggests that the dominant spin relaxation mode is 
the Elliot–Yafet channel. This is consistent with our previous arguments regarding 
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the weakness of D’yakonov–Perel’ mode in organics. We also showed that the spin 
relaxation time (τs) in Alq3 can approach 1 s at a temperature of 100 K. This is the 
longest spin relaxation time reported in any nanostructure above the liquid nitrogen 
temperature (77 K). (Figure 4.10(ii)). Here, we would like to stress the fact that this 
estimate of τs is merely a worst-case estimate. These values have been calculated by 
assuming 33% and 42% spin polarizations of Ni and Co, respectively [88]. However, 
these numbers are valid for a clean interface, which is probably not applicable in this 
experiment, especially because the Ni electrode has been fabricated by electrochem-
ical deposition and is prone to surface contamination. The actual spin polarization 
may be much less than the used values [145]. Furthermore, we assume no loss of spin 
polarizations at the interfaces. These effects may be incorporated by the parameters 
α1 and α2 (Equation 4.6 and following discussions), which will result in larger value 
of Ls and hence a larger value of τs.
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FIGure 4.10 (i) Magnetoresistance traces of Ni/Alq3(33 nm)/Co nanowire spin valves at 
different temperatures. Traces with magnetic field parallel to axis of wires at a temperature of 
100 K (a) and at temperatures of 1.9 and 50 K (b). Colored solid and broken arrows represent 
reverse and forward scans of magnetic field, respectively. Parallel and antiparallel configura-
tions of ferromagnetic layers are shown within corresponding magnetic field ranges in part 
(b). (ii) Temperature dependence of spin relaxation length and time. (a) Measured spin diffu-
sion length as a function of temperature for two samples containing organic spacer layers of 
thicknesses 26 and 33 nm. Error bars accrue from ±5 nm uncertainty in organic layer thick-
ness in each case. (b) Spin relaxation time as a function of temperature. The two curves cor-
respond to maximum and minimum values at any temperature. The large difference between 
maximum and minimum values is entirely due to 2 orders of magnitude spread in reported 
mobility of carriers in Alq3. (After Pramanik, S. et al., Nat. Nanotechnol., 2, 216–219, 2007).
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We have also observed a surprising correlation between the sign of the spin-
valve peak and the background magnetoresistance in Alq3 nanowires [118]. We 
offered a possible explanation for this intriguing correlation and in the process 
showed that a magnetic field can increase the spin relaxation rate in organics, 
which is consistent with the Elliott–Yafet mechanism. It is consistent in two ways: 
(1) First, a magnetic field bends the electron trajectories bringing them closer to 
the surface of the nanowire, which decreases mobility and increases the Elliott–
Yafet spin relaxation rate. (2) Second, a magnetic field causes “spin mixing,” which 
increases the admixing of spin-up and spin-down states that exacerbates spin 
relaxation. The increase in spin relaxation rate in a magnetic field lends further 
support to our conclusion that the Elliott–Yafet mode is the dominant spin relax-
ation mechanism in Alq3.

4.4  spIn InjeCtIon And trAnsport In orGAnICs: MeserVeY–
tedrow spIn polArIzed tunnelInG, two-pHoton 
pHotoeMIssIon (tppe), And μsr experIMents

Numerous organic spin valve devices have been reported in the literature, demon-
strating the possibility of electrical spin injection, transport, and detection in organic 
semiconductors. However, as discussed before, analysis of spin valve data underesti-
mates Ls since the actual values of surface spin polarizations P1 and P2 in the Julliere 
formula are unknown, and typical bulk values are used. Spin injection can also be 
demonstrated by alternate, more complex approaches such as spin polarized tunnel-
ing, two-photon photoemission, and muon spin rotation. In these methods, we still 
need a ferromagnetic spin injector, but not a ferromagnetic spin detector. Spin detec-
tion is performed by alternative techniques. In this section, we will briefly discuss 
these nonconventional methods.

4.4.1 meSerVey–teDrow Spin polarizeD tunneling

Shim et al. [98] used Meservey–Tedrow spin polarized tunneling technique to deter-
mine the spin relaxation length Ls of rubrene, which is a π conjugated molecular 
semiconductor with chemical formula C42H28. In this experiment, the device has a 
spin valve-like structure but with only one ferromagnetic electrode. The other elec-
trode is aluminum, which is superconducting below 2.9 K. In the presence of an in-
plane magnetic field, the superconducting aluminum acts like a spin detector since 
the quasi-particle DOS is Zeeman split. From the conductance-versus-bias plots, it 
is possible to calculate the spin polarization of the tunneling electrons that reach the 
aluminum interface. A review of this technique is provided by Meservey and Tedrow 
[89].

Shim et al. [98] determined the tunneling spin polarization for various thick-
nesses of the rubrene layer with and without an additional tunnel (alumina) barrier. 
As the thickness increases, spin polarization of the current detected at the Al inter-
face decreases. From this analysis, Ls in rubrene has been estimated to be ~13.3 nm. 
The presence of the alumina tunnel barrier significantly improves spin injection, as 
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expected. This method of determining Ls, although direct and unambiguous, is not 
applicable at higher temperatures.

4.4.2 tppe SpectroScopy

4.4.2.1 Background
Photoemission spectroscopy is among the most popular and versatile methods for 
studying solid surfaces and adsorbates [146]. In a typical photoemission process, 
electrons are photoexcited from below the Fermi level to the vacuum level. The 
extracted photoemission spectrum contains energy distribution of the photoelec-
trons, which provides quantitative information about the initial density of states. 
In particular, TPPE has attracted special attention because it allows simulta neous 
detection of occupied and unoccupied excited electronic states in a single measure-
ment. It is a second-order process where the photon energy has to be less than the 
work function of the material under study. The two photons termed as pump and 
probe photons can have same or different energies. The pump photon excites an elec-
tron from an occupied level lying below the Fermi level to an unoccupied intermedi-
ate level in between Fermi level and vacuum. From this intermediate level, electron 
is photoemitted after absorbing the second photon (probe photon). 

4.4.2.2 spin Injection and transport studies by tppe spectroscopy
Cinchetti et al. [106] has reported a spin resolved TPPE experiment that determines 
spin injection efficiency and spin diffusion length in a Co/CuPc (copper phthalocya-
nine) heterojunction. In this study two 3.1-eV photons were provided by femtosecond 
pulsed laser beams with an adjustable time delay. The photon energy is chosen in 
such a way that a photoelectron can be emitted only if two photons are absorbed. 
Light penetration depth with this energy is significantly higher in Co (~22 nm) and 
CuPc (~530 nm) compared to the probing depth of photoemission, given by the 
inelastic mean free path of the optically excited electrons in CuPc (~1 nm). Spin 
polarized electrons from Co are first excited by the pump laser into an intermediate 
state that lies above the Fermi level (Figure 4.11). Part of these excited electrons will 
cross the ferromagnet–organic semiconductor interface. The spin polarized elec-
trons lying above the LUMO of CuPc are excited by the probe laser, which gives 
rise to photoemission spectra. Information about the spin injection efficiency is 
obtained from very thin coverage of the organic on the Co surface. The estimated 
spin injection efficiency from Co to CuPc was as high as 85% at room temperature. 
As expected, spin polarization of the photoemitted electrons decreased with increas-
ing CuPc thickness. This dependence shows that spin relaxation length Ls in CuPc 
is ~12.6 ± 3.4 nm at room temperature. It is expected that Ls would increase at lower 
temperatures.

Liu et al. [116] reported a spin valve effect in Fe/CuPc (~100 nm)/Co devices. At 
80 K, ΔR/R ~ 3%. Using bulk spin polarization values of 45% (Fe) and 42% (Co) [88], 
spin relaxation length Ls turns out to be ~39 nm at 80 K. This reasonably good agree-
ment with the TPPE experiment may be partially attributed to the high spin injection 
efficiency (α1, α2 ≈ 1) at the ferromagnet/CuPc interfaces.
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4.4.3 low-energy muon Spin rotation

4.4.3.1 Background
Muon spin rotation (μSR)* technique is extensively used in condensed matter phys-
ics as an ultrasensitive probe of the internal magnetic fields of various materials. 
This technique can sense very weak magnetic fields of nuclear and atomic origin and 
measure dynamic magnetic field fluctuations in the range of 104 to 1012 Hz, depend-
ing on the size of the magnetic field at the muon site. Advances in this area have 

* Strictly speaking, “μS” stands for Muon Spin, whereas “R” represents any of rotation/relaxation/
resonance.
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FIGure 4.11 Conceptual principle of TPP experiments. The sample, constituted of a cobalt 
thin film covered with a homogeneous CuPc film of variable thickness, is illuminated with 
pulsed laser light with photon energy 3.1 eV. Laser penetration depth (dark gray area) is much 
larger (at least 10 orders of magnitude) than inelastic mean free path of electrons excited by 
laser (light gray area). As a consequence, a first photon generates spin-polarized electrons 
in cobalt film, and only those spin-polarized electrons that reach surface region in CuPc 
are subsequently photoemitted by absorbing a second photon from laser pulse. Energy and 
spin component along cobalt magnetization direction of photoemitted electrons are analyzed. 
Energetically, electrons are excited by the first pulse in intermediate states lying between 
Fermi and vacuum levels of the heterojunction. A second photon gives to some of those 
excited electrons enough energy to be photoemitted (2PPE process). Before being photoemit-
ted, electrons must travel from cobalt into CuPc, or in other words they must be injected from 
cobalt into molecular orbitals of CuPc lying above LUMO level. (After Cinchetti, M. et al., 
Nat. Mater., 8, 115–119, 2009.)



121Spin Transport in Organic Semiconductors

resulted in “slow muons” or “low energy muons” suitable for probing nanostructures 
[147]. For details on μSR spectroscopy, the interested reader may refer to [147, 148] 
and all references therein.

Negative muons (μ–) are spin ½ particles with a lifetime of ~2.179 μs, and they 
spontaneously decay into an electron and a neutrino–antineutrino pair. Because of 
their spins, muons possess a magnetic moment μμ. So, when implanted in a well-
defined location within a solid, this magnetic moment couples to any magnetic field 
in its vicinity and serves as an extremely sensitive microscopic probe of the internal 
magnetic field of the solid. Detection of the evolution of the muon spin will therefore 
provide a detailed picture of the internal magnetism. Positive muons are generally 
used for the μSR experiments since negative muons have the deleterious effect of 
radiation damage and potential disintegration of the sample.

In a μSR experiment, spin-polarized (positive) surface muons are irradiated 
on a sample and they get implanted at various locations inside the sample. These 
implanted muon decays according to the equation

 μ+ → e+ + vμ + ve

generating positrons, neutrinos, and antineutrinos. This decay is anisotropic, and the 
positron is emitted preferentially along the direction of the muon spin at the moment 
of decay. Detection of the anisotropic distribution of the positrons allows monitoring 
the temporal evolution of average direction of muon spin as a function of magnetic 
field and other variables. The time evolution of muon spin polarization is coupled to 
the magnetic environment of the muon, and thus this technique allows access to the 
dynamics of the internal magnetic field of the sample.

4.4.3.2  Measurement of spin diffusion length in 
organics by μsr spectroscopy

Drew et al. [105] reported the first direct measurement of spin diffusion length in 
a functional spin valve device using low energy μSR technique. The device sche-
matic is shown in Figure 4.12a. This device has the configuration of an organic pn 
diode, where the p layer is made of N,N′-diphenyl-N-N′-bis(3-methylphenyl)-1,1′-
biphenyl-4,4′-diamine (TPD), a hole transport organic, and the n layer is made of 
Alq3 (200 nm), which is an electron transport material. Spin injection and detection 
is performed by FeCo and NiFe (17 nm) contacts. As previously shown, an interfacial 
Schottky barrier facilitates spin-polarized injection and hence a lithium fluoride tun-
nel barrier has been fabricated at the interface of NiFe and Alq3. The magnetic field 
(which aligns the injected spins) is applied parallel to the layers and perpendicular to 
the muon’s initial spin direction and momentum. When spin polarized electrons are 
injected, the μSR spectrum is expected to change because of the interaction of the 
muon spins and the spins of the injected electrons. This change is used to determine 
the electron spin diffusion length Ls in the organic Alq3.

Figure 4.12b shows the typical depth profile indicating that most of the muons 
are implanted well inside the organic layer Alq3. At a temperature of 90 K, this 
corresponds to implantation energy of 6.23 keV. The ferromagnetic contacts were 
magnetized and saturated by application of an external magnetic field of ~100 mT, 



122 Nano-Semiconductors: Devices and Technology

which is much larger than the saturation magnetization (<50 mT). Then, the mag-
netic field is reduced to a small value of ~29 mT. The μSR spectrum is first obtained 
with current on (electron spin injection) and then with current off (no spin injection). 
To confirm that the change in spectra is due to the injected spins and not due to the 
small external magnetic field, the following experiment was done. The magnetiza-
tion of the injecting ferromagnet was reversed, whereas the direction of the exter-
nal magnetic field remained the same as before. In this case, the injected spins are 
mostly antiparallel to the external magnetic field and the μSR spectrum shifts in 
the opposite direction. This is a direct indication of current induced spin injection 
in organics and cannot be explained by intrinsic organic magnetoresistance, which 
manifests even for nonmagnetic contacts. Analysis of this data reveals that the spin 
relaxation length Ls in Alq3 thin films is ~30 nm at ~10 K, which is in agreement 
with the results of Xiong et al. [108]. However, spin relaxation rate has been found 
to decrease with decreasing temperature, which contradicts the observation made 
by Wang et al. [109].

4.5 outlook And ConClusIon

In this article, we have briefly discussed the major spin transport experiments that 
have been performed in the past 8 years on organic semiconductors. Initial studies 
reported low temperature operations but recently room temperature operation has 
been demonstrated [110, 117]. This undoubtedly makes organics a strong competitor 
for developing practical spintronic devices. The room temperature signal is still too 
weak to be useful in practical applications. However, there is enormous room for 
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FIGure 4.12 Schematic diagram of the μSR experiment. (a) Schematic diagram showing 
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improvement. As mentioned before, one of the main attractive features of organics is 
that it allows chemical tuning of its physical properties such as HOMO–LUMO gap, 
injection barrier, mobility, spin–orbit coupling, and hyperfine interaction [21, 85]. 
This is an area still largely untapped by the organic spintronics community. In the 
future, organics may replace inorganic materials in certain niche applications such 
as flexible and inexpensive MRAMs and magnetic field sensors. Extremely long spin 
relaxation times have been reported in organics [78, 100], which bodes well for sev-
eral other applications such as spin based classical and quantum computing and spin 
based OLEDs. Some of these applications are briefly discussed below.

4.5.1 nonVolatile memory anD magnetic fielD SenSorS

The most direct application of organic spintronics is likely to emerge from the area 
of flexible nonvolatile memories. There is a significant current interest in this area 
since these devices can be augmented with large area bendable sensor and actuator 
arrays to store the spatial distribution of the output data for a long time. Organic 
nonvolatile memory transistors have already been demonstrated that have similar 
floating gate configuration as that of silicon flash memory transistors [149]. A natural 
extension of this idea is to realize organic-based magnetic random access memories 
(OMRAM). Traditional inorganic MTJs (e.g., ferromagnet/alumina tunnel barrier/
ferromagnet) can be grown on flexible plastic substrates [150]. However, the bending 
stress can have adverse effect on the tunneling barrier. A simpler alternative is to 
use (nonhybrid) organic semiconductors as tunnel barriers in MTJ devices. Recent 
studies on spin transport via organic tunnel barriers have shown change in magne-
toresistance, which is promising for this purpose [91]. Spin valve signal as high as 
330% has been reported, albeit at low temperature [85]. OMRAM is nonvolatile 
(like MRAMs and flash) and is expected to offer superior durability and faster access 
speeds than organic flash memories. However, large area assembly of such OMRAM 
cells has not been reported yet, even though it is achievable via self-assembly tech-
niques [100]. Recently, Hueso et al. [151] reported a novel coexistence of electrical 
and magnetic bistabilty in Alq3-based spin valves that enables storage of four distinct 
resistance states per cell. Ferromagnetic nanoparticles embedded in organic matrix 
shows large magnetoresistance [152–154], which can be harnessed in magnetic field 
sensor applications.

4.5.2 Spin BaSeD claSSical anD Quantum computing

For both classical and quantum spin based computing, it is important to preserve the 
fidelity of the data during computation. Since data are encoded in the spin states, any 
unwanted coupling of spins with the environment during the computational cycle 
can potentially corrupt the stored data. The probability of such error during one 
computational cycle is given by

 p T T= − −1 e / S  (4.7)
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where T is the duration of a computational cycle (typically, the period of the clock 
that drives the computation) and TS is the spin relaxation time [155]. Clearly, if TS can 
be made much larger than T, then p will be approximately zero, implying low error 
probability. For the classical case, TS is equal to the spin flip time or the longitudinal 
spin relaxation time T1. For the quantum case, TS is generally equal to the transverse 
spin relaxation time T2 (or T1, whichever is shorter).

Now, we have seen that for Alq3 nanowires T1 time exceeds 1 s at a temperature of 
100 K [100]. Inorganic semiconductors have a similar T1 time but only at a very low 
temperature of approximately a few millikelvins [156]. This makes organics a pre-
ferred platform for classical spin-based computing. With T1 = 1 s and for a 10-GHz 
clock (T = 0.1 ns), according to the above equation, the classical bit error probability 
will be approximately 10–10, which may be sufficiently low to allow large-scale fault 
tolerant spin-based classical computing. Furthermore, for Alq3 molecules the T2 time 
is approximately 30 ns at room temperature, and according to the above equation, 
the error probability is ~3% [157]. This is still low enough to allow fault-tolerant 
quantum computing with the aid of error correction codes [158]. Additionally, Alq3 
has special spin-dependent optical properties (see below) that can be harnessed for 
easy qubit readout. Therefore, organic semiconductors can supersede their inorganic 
counterparts in spin based computing applications—both classical and quantum 
mechanical. 

4.5.3 Spin BaSeD oleDS

Long spin lifetime in organics can have a significant impact in “organic optospin-
tronics,” where spin effects can be fruitfully used to boost the internal quantum 
efficiency of the OLEDs. It is often claimed that the worldwide OLED market will 
reach US$15.5 billion by 2014 [159], since they are inexpensive compared to inor-
ganic (semiconductor) LEDs, and can be produced on flexible substrates. An OLED 
is basically a p–n junction where the p and n layers are made of organic semicon-
ductors. Under forward bias, the electrons injected from the n-layer and the holes 
injected from the p-layer pair up to form excitons near the junction (assume, for 
simplicity of discussion, that the probability for this process is unity). An exciton can 
be either a singlet (spin S = 0) or a triplet (spin S = 1), depending on the spins of the 
electrons and holes [160]. The singlet exciton decays radiatively and rapidly, emitting 
a photon but the triplet exciton decays nonradiatively and relatively slowly, emitting 
phonons (heat) rather than photons (light). Thus, the relative population of singlet 
and triplet excitons determines the quantum efficiency of the OLED. For unpolar-
ized carrier injection, the probability of forming a triplet is 75%. Therefore, at least 
75% of electron–hole recombination events are wasted in heat, and the maximum 
quantum efficiency is limited to a meager 25% [160].

This situation can be improved if spin polarized electrons and holes are injected 
in the OLED. It would then be possible to preferentially form singlets or triplets 
by controlling the spin polarizations of the injected carriers. Using this method, 
the relative population of the singlet and hence the internal quantum efficiency can 
reach a theoretical maximum of 50% [160], leading to brighter, energy-efficient, and 
inexpensive OLEDs. For this to happen, it is necessary to ensure that the exciton 
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formation and radiative recombination rates are much larger than the spin relaxation 
rate. Thus, for this purpose, long spin relaxation times are desirable and are indeed 
achievable in optically active organics such as Alq3.

It has been reported that spin-polarized injection increases the singlet/triplet ratio 
in organic semiconductor polymer MEH PPV and increases the electroluminescence 
intensity [161]. In this work, spin polarized holes and unpolarized electrons were 
injected in an OLED structure, which resulted in ~18% increase in the electrolumi-
nescence efficiency compared to the case when both type of carriers are unpolarized. 
Room-temperature spin injection in electron and hole carrying organics has also 
been demonstrated recently [116], which is encouraging for spin-OLED research.

Thus, it is possible to realize several spintronic applications using organics. All 
these applications exploit the inherent material properties of organics, such as flex-
ibility, low-cost processing, and lightweight, and therefore seemingly commercially 
viable. Furthermore, to completely exploit the structural flexibility of the organic 
materials, it would be necessary to realize all-organic spin valves that rely on 
organic molecular magnets [162, 163] as spin injectors and detectors. Unlike inor-
ganic magnets, the properties of these materials are chemically (and even optically) 
tunable and they can be fabricated at low temperature [164]. This can lead to a well-
defined interface with the paramagnetic organics and improve spin injection. These 
materials have semiconducting to insulating conductivity that can help circumvent 
the conductivity mismatch problem often encountered in spin injection experiments. 
These possibilities are largely unexplored at this point but if realized, can lead to 
completely flexible nonvolatile memory chips and efficient displays.
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5 SiGe BiCMOS 
Technology and Devices

Marco Racanelli and Edward Preisler

5.1 IntroductIon

Over the past decade, SiGe BiCMOS has become a dominant technology for the 
imple mentation of radio frequency (RF) circuits. By providing performance, power 
consumption, and noise advantages over standard CMOS (complementary metal–oxide–
semiconductor) technologies while leveraging the same manufacturing infra structure, 
SiGe BiCMOS technologies can offer a cost-effective solution for challenging RF and 
analog circuit applications. As of today, many cellular phones, wireless-LAN devices, 
GPS receivers, and digital TV tuners use some SiGe BiCMOS circuitry for either RF 
receive or transmit functions because of these advantages. Recently, advanced-node 
RF CMOS has achieved performance levels that enable some of these applications to 
be realized in CMOS for trailing edge products, but SiGe continues to provide advan-
tages for the most leading edge products. These existing markets, as well as emerging 
applications in the use of SiGe for power amplifiers and millimeter-wave products, 
continue to drive SiGe technology development.

In this chapter, we will review SiGe BiCMOS technology and its most signifi-
cant applications. First, we will provide a basic understanding of how SiGe devices 
achieve a performance advantage over traditional bipolar and CMOS devices. Next, 
we review historical application drivers for SiGe technology and project a roadmap 
of SiGe applications well into the future. Next, we discuss RF performance metrics 
for SiGe HBT devices, followed by a discussion of how the devices can be optimized 
to maximize these performance metrics. Finally, we discuss some of the components 
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built around SiGe devices that are part of modern SiGe BiCMOS technologies and 
make them suitable for advanced RF product design.

5.2 siGe HBt devIce PHysIcs

SiGe heterostructure bipolar transistor (HBT) devices are bipolar junction transis-
tors created using a thin epitaxial base incorporating 8% to 30% atomic germanium 
content. These devices are fabricated alongside CMOS devices with the addition of 
four to seven masking layers relative to a core CMOS process. SiGe HBTs derive 
part of their performance benefits from heterojunction effects and part from their 
epitaxial-base architecture. Heterojunction effects were first described in the 1950s 
by Kroemer (eventually earning him a Nobel Prize) and more recently summarized 
by the same author [1]. These effects arise from the combination of different materi-
als (in this case, a Si1–xGex alloy and Si) to create a variation in bandgap throughout 
the device that can be manipulated to improve performance.

Two common techniques for using heterojunction effects to improve performance 
are depicted in Figure 5.1, where typical doping and germanium profiles are shown 
along with the resulting conduction band energy profile. The first technique (cf. 
Figure 5.1a) uses a box-shaped Ge profile. This creates an offset in the conduction 
band energy level at the emitter–base junction, lowering the barrier for electron cur-
rent flow into the base, and increasing the efficiency of electron injection into the 
base. The band offset in the valence band is relatively unchanged compared to a 
silicon homojunction and thus holes in the base are injected back into the emitter at 
roughly the same rate as they would be without the germanium. The combination 
of greater electron injection efficiency without also increasing the efficiency of the 
back-injection of holes from the base results in higher current gain (collector current 
divided by base current, denoted as β for bipolar transistors). For a homojunction 
device, an increase in gain can be realized only by either thinning the metallurgi-
cal base width or increasing the doping in the emitter. The higher current gain in a 
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SiGe HBT can then be traded off for increased base doping or lower emitter doping 
to improve base resistance and emitter–base capacitance, resulting in greater RF 
performance.

The second technique for utilizing heterojunction effects in an HBT (cf. Figure 
5.1b) uses a graded Ge profile to create a built-in (exists at zero bias) electric field in 
the base that accelerates electrons, reducing base transit time and improving high-
frequency performance. This second technique somewhat offsets the effects of the 
first technique [2] since using the graded profile necessarily means a reduction in the 
Ge content at the emitter–base junction, thus reducing the conduction band-lowering 
effect discussed above. Thus, careful design of the Ge profile throughout the device 
is a key factor in achieving optimal device performance. Today’s SiGe bipolar HBTs 
make use of these two techniques to varying degrees to create a performance advan-
tage over conventional bipolar devices.

Use of an epitaxially grown base rather than one formed by ion implantation 
is another reason SiGe HBTs exhibit better performance than conventional bipolar 
devices. The base of a conventional bipolar device is formed by implanting base dop-
ant into silicon, which results in a relatively broad base after subsequent thermal pro-
cessing. Epitaxy allows one to “grow-in” the base doping profile through deposition 
of doped and undoped Si and SiGe layers controlled to nearly atomic dimensions. 
This allows the device designer to create an arbitrary base profile. An implanted 
device is limited to skewed Gaussian dopant profiles whose width is a function of 
implantation energy. Usually, the epitaxy technique is used to distribute the same 
base dose in a narrower base width, improving transit time through the base and 
resulting in better high frequency performance.

Despite the advantages introduced by the epitaxial growth of the base layer, the 
final dopant profile in the device is largely determined by the subsequent thermal 
processing of the wafers after the base growth. Because of the large diffusion coef-
ficient of boron (typically used as the base dopant) in silicon, a narrow as-grown 
base profile might be diffused dramatically by the time the processing is completed. 
Germanium itself actually serves to arrest the diffusion of boron somewhat but in 
modern SiGe HBTs another atomic species, carbon, is added in the epitaxial base of 
SiGe devices to further arrest the diffusion of boron [3]. A small amount of carbon is 
added (typically <1% atomic concentration of carbon is used) in the SiGe base dur-
ing epitaxial deposition such that the electrical behavior is not significantly altered 
but the material properties are altered to reduce boron diffusion. The carbon helps 
to maintain a final boron profile closer to the as-deposited profile than it would be 
without the carbon. The electrical effect is a faster transit time because of a narrower 
base width, improving high frequency performance. It should be noted that the intro-
duction of carbon does reduce some of the beneficial band offsets introduced by Ge.

A final note about how the design of the epitaxial base growth affects HBT per-
formance concerns strain. All SiGe HBTs are grown pseudomorphically on a Silicon 
substrate meaning that the SiGe (or, in modern devices, SiGe:C) is strained to take 
on the lattice constant of bulk silicon in the plane of the wafer. Any relaxation of 
the SiGe layers would generate dislocation-type defects that would short-circuit the 
emitter through the base to the collector of the device. Thus, all SiGe base lay-
ers must necessarily be grown pseudomorphically. Since bulk SiGe has a lattice 
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constant larger than that of Silicon, the SiGe is always under compressive strain in 
the plane of the wafer and the lattice stretches out in the direction perpendicular to 
the surface of the wafer according to the material’s Poisson ratio. This strain can 
actually serve to enhance both the mobility of electrons traveling vertically through 
the device and of holes traveling horizontally from the extrinsic base to the intrinsic 
base. In bulk Si1–xGex, the mobility of electrons is actually lower than that of bulk 
Silicon until the germanium concentration gets close to 100%. However strained 
SiGe can have electron mobilities equal to or even superior to that of bulk Silicon 
[4], thus enhancing the transit of the minority carrier electrons through the base. The 
introduction of carbon mitigates some of this strain by pushing the SiGe:C layer’s 
lattice constant back closer to bulk Silicon. So, again, trade-offs exist in the introduc-
tion of carbon in various locations of the epitaxial base growth.

In summary, modern SiGe HBT devices make use of the introduction of both Ge 
and C into the base of the transistor in order to manipulate both the electronic struc-
ture and metallurgical structure of the device to achieve performance not otherwise 
obtainable in bulk silicon devices.

5.3 APPlIcAtIons drIvInG siGe develoPment

Several applications have driven advances in SiGe technology since the first high-
speed SiGe bipolar devices were demonstrated in the late 1980s [5]. Initially, SiGe 
devices were conceived as a replacement to the Si bipolar device for emitter- coupled 
logic (ECL); high-speed digital ICs where SiGe transistors promised higher fT, 
improving gate delay relative to their silicon bipolar or CMOS counterparts. However, 
advancements in the density, performance, and power consumption of CMOS tech-
nology quickly made it the logical choice for all but a few of these applications. So, in 
the mid-1990s, SiGe technology appeared to have a limited application base in only 
specialized very high-speed digital functions.

With the boom in wireless communications that began in the mid 1990s, however, 
a new application emerged as the primary driver for SiGe technology: the transceiver 
of a cellular phone. This application is tailor-made for SiGe BiCMOS. It requires 
good high frequency performance to support carrier frequencies in the 900-MHz to 
2.4-GHz range, very low-noise operation (as very small signals must be received and 
amplified), and large dynamic range (as large output signals are required to drive the 
power amplifier and the antenna communicating with a far away base station). In 
addition to wireless transceivers, high-speed fiber optic transceivers also provided 
a good application for SiGe transistors as these pushed to even higher speeds mov-
ing from 3 to 10 Gb/s and targeting 40 Gb/s data rates. The transition from 3 to 
10 Gb/s has, in fact, provided a strong market for SiGe devices as many of the same 
characteristics required for wireless transceivers are important in these transceivers 
(high speed, low noise, large dynamic range). But the transition from 10 to 40 Gb/s 
was delayed with the dot-com bust and is just now beginning to be discussed again. 
Despite 40 Gb/s communications not becoming a reality, it was this expected transi-
tion in the late 1990s and early 2000s that pushed researchers to invest in creating 
very high speed SiGe transistors (with fT and fMAX of 200 GHz and above) that are 
now poised to take advantage of perhaps other emerging applications.
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Today, deep submicron CMOS is challenging SiGe for some of these traditional 
applications for two reasons: the speed of CMOS is adequate for many applications 
(although SiGe maintains an advantage in noise and an even wider advantage in 
dynamic range), and the density of CMOS is now high enough to enable new archi-
tectures that rely more heavily on digital signal processing rather than high fidelity 
analog manipulation. In many cases, however, SiGe technology still offers a per-
formance and power advantage and will continue to play a strong role in both the 
wireless and wire-line transceiver market. It should also be noted that, at present, 
the cost of advanced SiGe BiCMOS wafers is significantly less than the RF per-
formance–equivalent CMOS node since the SiGe BiCMOS devices do not rely on 
nearly as advanced lithography nodes as their CMOS counterparts. In addition to 
the incursion of CMOS devices in the traditional SiGe application space, current 
or even past-generation SiGe transistor performance is more than adequate to serve 
these applications. Therefore, these markets are becoming less important as drivers 
for future technology advancements.

Looking forward, however, two applications are primarily driving SiGe perfor-
mance advancements today: higher frequency millimiter-wave communications, and 
higher power but lower frequency products. Millimeter-wave applications include, 
for example, proposed ~60 GHz WLAN standards [6], 77 GHz automotive colli-
sion avoidance systems, 94 GHz and above “terahertz” passive imaging, and 40 
to 100 Gb/s optical networking communications. These applications will serve to 
drive the speed of the SiGe transistor to higher and higher levels. At the other end 
of the performance vs. breakdown spectrum, high power applications include, for 
example, the power amplifier for wireless devices and laser/optoelectronic modulator 
drivers for wire-line transceivers. These applications will drive improved trade-offs 
between speed and breakdown voltage in SiGe transistors. In the next section, we 
will review in more detail the design of SiGe transistors and see how improved speed 
and improved high-power performance are being realized.

5.4 siGe PerFormAnce metrIcs

Two figures of merit are typically used to benchmark high-frequency device per-
formance: (1) the cutoff frequency (  fT) which, for a bipolar device, is defined as the 
frequency at which the a.c. current gain is unity, and (2) the maximum frequency of 
oscillation (  fMAX) which, for a bipolar device, is defined as the frequency at which 
the power gain is unity (usually the unilateral power gain). 

For a bipolar device, fT and fMAX are related to basic device parameters by the 
commonly used equations:
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where τF is the forward transit time, CBE is the emitter–base capacitance, CBC is the base–
collector capacitance, RE is the emitter series resistance, IC is the collector current, WB is 
the vertical base width, DB is the electron diffusion length in the base, νS is the electron 
saturation velocity, WC is the vertical collector–base depletion width, and RC is the col-
lector resistance. At low collector current, fT is dominated by the first term in Equation 
5.2, where the junction capacitances combine with internal resistances to create an R × C 
time constant delay that is significantly longer than the other time constants in Equation 
5.2 (see Figure 5.2). At high current, WB becomes a function of IC. When the charge asso-
ciated with the current through the collector–base depletion region becomes comparable 
to the intrinsic doping level on either side, the edges of the depletion region collapse 
and thus “push” the depletion region away from the base, effectively widening the base. 
Mathematically, this occurs when:

 JC ≈ qNCvSAT, (5.4)

where NC is the nominal doping in the collector and vSAT is the electron saturation 
velocity in the collector. This base push-out, known as the Kirk effect [7], is respon-
sible for fT decreasing at high current rather than saturating as would otherwise be 
predicted by Equation 5.2. Thus, both fT and fMAX peak at a specific current density 
(see Figure 5.2).

Obtaining ever-higher peak fT and fMAX are important because, while today’s vol-
ume RF applications target modest operating frequencies relative to the peak fT’s 
shown in Figure 5.2, high peak fT (and fMAX) can be traded off for other benefits includ-
ing: reduced power consumption, higher breakdown voltage, and reduced noise.
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Figure 5.3 shows an example of the power savings that can be achieved with 
higher fT SiGe technology even when operating at relatively low frequencies. For 
instance, at 25 GHz or so, there is a 3-fold improvement in current consumption 
going from a 0.3 μm technology to a 0.2 μm technology. At 50 GHz, the advan-
tage is 4-fold. Thus, the scaling of the emitter is a key factor in reducing the power 
consumption required for a given fT. Alternatively, when used as a gain stage in an 
amplifier, one could operate the device at peak fT and simply use fewer gain stages 
to achieve the same total circuit gain. For instance, in theory one could use any of 
the top three technologies shown in Figure 5.3 (0.13, 0.15, and 0.2 μm emitter-width 
SiGe HBT technologies) to achieve gain at 100 GHz. However, the 0.13 μm technol-
ogy provides approximately 7 dB of gain at 100 GHz for peak fT conditions, whereas 
the 0.2 μm technology provides only 3.5 dB. Thus, you could reduce the number of 
gain stages by half to achieve the same total gain, which provides an advantage in 
terms of power consumption, circuit area, and the total noise added by the circuit.

The second advantage of higher fT’s, even in lower frequency applications, is in 
the RF noise figure. Minimum noise figure can be expressed by [8]:
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where n is the collector current quality factor and β is the current gain. From Equation 
5.5, it is seen that with a high β, as is typically seen in SiGe devices, the noise figure 
reduces to:
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In this limit, a higher fT and lower RB result in lower noise figure. Furthermore, the 
ability to operate at a lower IC and obtain the same fT can lead to a reduction in the 
term under the radical in Equation 5.6. Thus, all of the advantages enabled by using 
SiGe in the base of an HBT are brought to bear when one is attempting to mini-
mize noise figure: the high β enabled by putting SiGe at the emitter–base junction, 
the lower RB for a given β enabled by increasing the base doping, and the higher fT 
enabled by the graded Ge profile in the base.

Finally, fT can be traded off for higher breakdown voltage by modulating the 
collector doping concentration through a collector implant mask such that multiple 
devices spanning a range of fT and breakdown are made available on the same wafer. 
Figure 5.4 shows the family of devices realized by this technique across several gen-
erations of TowerJazz technology. Each subsequent generation supports devices with 
higher fT but also improves the trade-off between fT and breakdown voltage improv-
ing large signal performance for applications such as integrated drivers and power 
amplifiers. This is in contrast with CMOS, where each new generation makes the 
integration of power devices more difficult due to the more brittle gate oxide forcing 
lower voltage ratings.

5.5 devIce oPtImIzAtIon And roAdmAP

Higher fT’s are enabled by vertical scaling of the HBT device. The most funda-
mental device enhancement with each generation of higher fT devices is scaling of 
the base width: the WB term in Equation 5.2. The fundamental limit of scaling the 
base width occurs when the emitter–base and base–collector depletion regions touch 
and thus the device is “punched-through.” It should be noted that the metallurgical 
base width in advanced SiGe HBTs is already many times narrower than all but the 
most aggressive CMOS channel lengths. The next most commonly adjusted vertical 
scaling parameter is the collector doping. An increase in collector doping offsets 
the Kirk effect as indicated by Equation 5.4; but then again, a fundamental limit is 
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reached when the doping becomes so high that reverse bias leakage between the base 
and collector dominates the device behavior. Due to the reasons discussed above in 
Section 5.2, the additions of Ge and C into the base of the HBT serve to delay the 
point at which these fundamental limits are reached and thus allow further vertical 
scaling of the device than would be possible for a homojunction device. It should be 
noted that scaling down of the base width or scaling up of the collector doping both 
serve to reduce fMAX by increasing RB in the first case and by increasing CBC in the 
latter (see Equation 5.3). Thus, most techniques used to enhance fT trade off with a 
reduction in fMAX.

Higher fMAX’s are enabled by lateral scaling of the devices. Smaller device dimen-
sions serve to reduce the RB and CBC terms in Equation 5.3. In fact, most of the 
research involved in developing a new generation of SiGe HBT devices involves 
creating new ways to reduce these two parasitic parameters. At the heart of the scal-
ing of SiGe HBT devices is the emitter width which, in turn, limits most of the other 
dimensions in the device as a whole. Although the most advanced SiGe HBT devices 
constructed to date have emitter widths less than 100 nm [9], scaling of the emitter 
width is roughly 10 years behind the scaling of CMOS gate lengths. Figure 5.5 shows 
projection data from the ITRS roadmaps for CMOS and bipolar technologies [10], 
showing projected fMAX vs. the minimum feature width in the given technology node. 
It shows that, on average, one can achieve the same fMAX in a bipolar device with a 
minimum feature width roughly three times larger than CMOS.

Several device architectures have been developed in the past decade in order to 
allow scaling of SiGe HBT devices down to nanoscale dimensions. Figure 5.6 shows 
a generic example of the device architecture used to construct most modern SiGe 
HBTs. The first large-scale manufactured SiGe HBT devices were built with a “quasi-
self aligned” architecture [11] where the extrinsic base is self-aligned by ion implanta-
tion to the edges of the emitter poly but not the emitter itself (see the area labeled (a) in 
Figure 5.6). The next generation of devices split off into several different architectures 
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FIGure 5.5 FMAX vs. minimum feature size for bipolar vs. CMOS technologies. Data are 
from ITRS roadmaps for CMOS and bipolar technologies (2010 International Technology 
Roadmap for Semiconductors, International SEMATECH, Austin, TX).



146 Nano-Semiconductors: Devices and Technology

that are “fully self–aligned,” meaning that the extrinsic and intrinsic base alignment 
does not depend on mask alignment. One type of device uses a deposited polycrystal-
line extrinsic base followed by “selective epitaxy” of the intrinsic SiGe base [12]. A 
second method uses a sacrificial emitter post and spacer similar to the construction 
of a CMOS device [13]. Finally, various methods of growing a “raised extrinsic base” 
after the epitaxial growth of the intrinsic SiGe base have been developed [14, 15]. All 
of these modern techniques essentially serve to dope the region denoted (b) in Figure 
5.6 at a higher p-type level than that of the SiGe epitaxy. This extra doping in the 
extrinsic base region serves to lower the total RB of the device and thus improve fMAX. 
Whereas the techniques used to enhance fT discussed above tend to reduce fMAX, the 
scaling and architecture enhancements discussed here serve to improve fMAX without 
any significant penalty to fT. Thus, these innovations have allowed continuous scaling 
of SiGe HBT devices akin to what is done in CMOS.

Figure 5.7 shows a compilation of fT and fMAX data from more than 100 SiGe 
HBT publications overlaid with the 2010 International Technology Roadmap for 
Semiconductors (ITRS) roadmap for bipolar devices [10]. The scatter plot shows 
the basic correlation of the progression of fT and fMAX despite the trade-offs men-
tioned above. The roadmap data predict that the same lithography advancements 
responsible for the CMOS roadmap will enable improved SiGe performance for the 
foreseeable future.

To realize useful RF and analog circuits, however, more than just high-speed 
SiGe devices are necessary. In the next section, we will discuss modules integrated 
with SiGe transistors that help create a more complete modern platform for RF and 
analog IC design.

Silicide

(a) (b)

Base
contact

Em
itter

contactC
ollector

contact

Isolation
N+

collector
contact
sinker

N-type
intrinsic
collector

region

N+ buried collector

P-type epitaxial
SiGe base

N+ mono-
crystalline

emitter
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region and implanted extrinsic base region in quasi-self-aligned devices. (b) “Link” or 
“spacer” region doped (and thus implies “fully self-aligned”) by various techniques discussed 
in text.
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5.6 modern siGe Bicmos rF PlAtForm comPonents

Technology features integrated with SiGe transistors that make them useful for prod-
uct design include active elements such as high-density CMOS, high-voltage CMOS, 
high-performance PNP bipolar transistors as well as passive elements such as high-
density metal–insulator–metal (MIM) capacitors and high-quality inductors.

Today, most SiGe development is done in the context of a BiCMOS process in 
a CMOS node that typically trails the most advanced digital node by several gen-
erations. The critical hurdle to integrating advanced CMOS and SiGe devices is to 
marry their respective thermal budgets without degrading either device. The addi-
tion of carbon to SiGe layers as discussed in Section 5.2 has been used as a partial 
solution to this problem as it helps reduce boron diffusion allowing for a higher 
thermal budget after SiGe deposition. This, along with careful optimization of the 
integration scheme, has resulted in demonstrations of SiGe integration down to the 
90 nm node [16].

Power management circuitry can be enabled with higher voltage CMOS devices (typi-
cally requiring tolerance of 5 to 8 V). In smaller geometries that support only lower core 
voltage levels, these are enabled by introducing drain extensions to the CMOS devices 
that can enable higher drain bias than supported in the native transistor. An example of 
such devices is shown in Figure 5.8, and these are becoming common modules in SiGe 
technology offerings often not costing additional masking layers to create.

A high-speed vertical PNP (VPNP) can form a complementary pair with the SiGe 
NPN and is important for certain high-speed analog applications such as fast data 
converters, push–pull amplifiers, and output stages for hard disk drive pre-amps. A 
VPNP can be made very fast by the use of a separate SiGe deposition step and fT’s as 
high as 100 GHz have been reported [17]. But the cost associated with such a VPNP 
is prohibitive for most applications today. A more popular approach reuses many of 
the steps needed to create the SiGe HBT and CMOS devices while adding special-
ized implants to optimize the performance of the VPNP. In this scheme devices with 
fT’s of up to 30 GHz can be achieved as shown in Figure 5.9.
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FIGure 5.8 Sketch of two types of commonly used extended drain devices: (a) silicide 
block extension and (b) STI extension as well as (c) a table showing characteristics of high 
voltage devices available in a 0.18 μm SiGe BiCMOS technology using approach (b). Idsat is 
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In addition to active components, high-quality passive components are necessary 
to enable advanced RF circuits. The most critical passive elements for RF design 
are capacitors and inductors as these can consume significant die area and, at times, 
limit performance of RF and analog circuits. Metal–insulator–metal (MIM) capaci-
tors are available in most commercial SiGe BiCMOS and RF CMOS processes as 
they achieve excellent linearity and matching. The density of MIM capacitors has 
been steadily increasing over time, helping to shrink RF and analog die. Figure 5.10 
shows a timeline of capacitance density for TowerJazz integrated MIM capacitors. 
An initial improvement in density from <1 to 2 fF/μm2 was enabled by a move from 
oxide to nitride dielectrics [18]. Then, a move from 2 to 4fF/μm2 was enabled by the 
stacking of a 2 fF/μm2 capacitor on two consecutive metal layers. Finally, a further 
optimization of the nitride dielectric resulted in a density of 5.6 fF/μm2. Today, high-
K dielectrics and various types of MIM trench capacitors are being investigated to 
enable even higher densities and it is conceivable that in the next few years, densities 
of 10 to 20 fF/μm2 will be introduced.

Integrated inductor performance, measured as the quality factor (Q), is improved 
by the reduction of metal resistance made possible by thicker metal layers. Inductor 
Q can be traded off for reduced footprint such that a thicker metal layer can also 
help reduce chip area. This concept is demonstrated in Figure 5.11 where the area 
required to realize an inductor with Q of 10 is compared between use of a 6- and 
3-μm top metal in a four-layer metal process. A 6-μm metal inductor consumes half 
the die area of a 3-μm metal inductor while achieving the same Q in this example.

Die scaling enabled by the advanced passive elements described in this section 
can often more than pay for the additional processing cost. An optimized process 
can, in many cases, not only provide better performance than a digital CMOS pro-
cess but also lower the die cost. Similarly, the integration of advanced active modules 
described in this section can help integrate more analog functionality on fewer die 
reducing overall system level costs.

10
9
8
7
6
5
4
3
2
1
0M

IM
 c

ap
ac

ito
r d

en
sit

y 
(fF

/µ
m

2 )

1995 2000
Year of introduction

2005 2010

O
xi

de

N
itr

id
e

N
itr

id
e

N
itr

id
e N
itr

id
e

Stac
ked

Single

H
ig

h-
K

FIGure 5.10 MIM capacitor density plotted as a function of year of first production (actual 
or planned) showing progression in dielectric technology (from oxide to nitride to high K) 
and in integration (single to stacked capacitors).



150 Nano-Semiconductors: Devices and Technology

5.7 conclusIons

In this chapter, we have reviewed SiGe BiCMOS technology and discussed how it 
has become important for many RF applications by providing a performance advan-
tage over CMOS while sharing its manufacturing infrastructure to provide integra-
tion and cost advantages over III–V technology. In addition to higher speed, we have 
seen that an intrinsic advantage of SiGe over CMOS is its ability to maintain higher 
breakdown voltages and therefore support applications that require higher dynamic 
range. This gap will widen with more advanced generations of both CMOS and SiGe 
as each new generation of CMOS results in lower breakdown voltages while each 
new generation of SiGe results in a better trade-off between speed and breakdown. 
In addition, we have seen that performance of SiGe devices can be improved with 
advanced lithography much in the same way as with CMOS devices such that a raw 
performance gap will continue to exist between SiGe and CMOS as more advanced 
nanometer nodes are created in the future. This will continue to enable a market for 
SiGe at the bleeding edge of performance that today is translating into interest for 
SiGe in several millimeter-wave applications and very high speed networks.

The biggest threat to SiGe advancements is the failure to identify high-speed, 
high-volume applications that take advantage of these benefits in the future but, 
much like Moore’s law for CMOS has held true for decades and applications have 
taken full advantage, the imagination of the industry has never let us down before 
and is not likely to do so in this case.
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6 Ultimate FDSOI 
Multigate MOSFETs and 
Multibarrier Boosted 
Gate Resonant 
Tunneling FETs for a New 
High-Performance, 
Low-Power Paradigm

Aryan Afzalian

As transistors are scaled down in the nanoscale regime, quantum effects are play-
ing a crucial role on device performances and parameters. Moreover, scaling alone 
is not sufficient to achieve performance improvement, and new boosters and device 
concepts are needed. For instance, the trade-off between power and performance in 
electronics is one of the most limiting factors to push further technology scaling and 
development. With scaling, the reduction of supply voltage to keep power density 
under control [1–3], the rise of source and drain resistance due to film thickness 
reduction in order to keep good electrostatic control [3], and finally source–drain 
(SD) tunneling that degrades subthreshold slope and increases leakage of transis-
tors below 10 nm [3–4], are major roadblocks that degrade on- and/or off-current, 
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and ION/IOFF ratios and therefore the power-delay trade-off of transistors. ION/IOFF 
ratios and slope characteristics of transistors depend on the gate-to-channel coupling 
and carrier statistics that dictate the way carriers are made available to drive a cur-
rent when increasing VG. By reducing film thickness and increasing the number of 
gates, ultrathin film multigate silicon-on-insulator (SOI) architectures have better 
electrostatic control and can achieve near-ideal subthreshold slope and improved 
ION/IOFF ratio over more conventional bulk Si single-gate architectures. Assuming an 
ideal gate coupling, however, when varying the gate voltage, the current varies at a 
rate dictated by Fermi–Dirac statistics only. This is governed by the gate-controlled 
single-barrier paradigm on which present field-effect transistors (FETs) are based. In 
a standard transistor, there is only one barrier from channel-to-source and the den-
sity of state close to the top of the channel barrier is about constant with VG [5]. As a 
result, the current increase is exponential below threshold with an optimal minimal 
inverse subthreshold slope (SS) of kT/q log10, that is, about 60 mV/decade at T = 300 
K. Above threshold, when the channel barrier passes below the source Fermi level, 
EFS, enabling the source highly occupied states to drive a significant current den-
sity, and thus good delay performance, the current increase is much slower and the 
inverse slope reaches much higher values.

We have recently shown the possibility of achieving better slopes than that dic-
tated by Fermi–Dirac, both in subthreshold and above threshold, together with high 
on-current, by using a Si “Multibarrier boosted” CMOS (complementary metal–
oxide–semiconductor) transistor, the gate modulated resonant tunneling (RT)-FET 
[5, 6]. It is a metal oxide semiconductor field effect transistor (MOSFET) boosted 
with additional tunnel barrier(s) (TB) (i.e., barriers of a few nanometers width and 
less than 10 nm) near the gate edge(s) and under electrostatic control of the gate that 
creates additional longitudinal confinement in the device. These TBs can be cre-
ated, for instance, in a planar technology from a local reduction, or constriction, of 
the device cross section, resulting from a local oxidation that can be well controlled 
[7], or from Schottky barriers and dopant segregation techniques [6, 8] in this case 
allowing for steep slope and low source and drain resistance. RT-FETs have also 
shown to be immune to SD tunneling problem that further degrades ION/IOFF ratios in 
standard devices for channel length below 10 nm. 

In this chapter, we investigate and compare the performances of ultimate SOI 
multigate nanowires FETs with channel length of about 10 nm and below through 
non-equilibrium Green’s function (NEGF) quantum simulations, both within bal-
listic and scattering self-consistent Born approximations. Both standard single-
barrier device and the new multibarrier boosted architecture are compared. In 
Section 6.1, the simulation algorithm is reviewed. In Section 6.2, quantum effects 
and their impact on the gate coupling optimization of ultrascaled nanowires is 
enlightened by optimizing ION/IOFF ratios versus the cross section size in a 10-nm 
gate-all-around (GAA) nanowire. It is shown that an optimum cross section exists 
because of a trade-off between electrostatic and confinement. Also, the fundamen-
tal limit of improving gate control by thinning gate oxide is shown when passing 
from EOT (equivalent oxide thickness) to the CET (capacitive equivalent thick-
ness) concept. In Section 6.3, the physics and the performance limits of the new 
multibarrier boosted RT-FET are investigated through quantum simulations in 
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silicon nanowires and compared to those of a nanowire multigate SOI MOSFET. 
Finally, the possibility of implementing RT-FET with ultralow SD resistance 
dopant-segregated Schottky barrier MOSFETs is also investigated in Section 6.4.

6.1 simulation algorithm

For ultrascaled devices with cross section dimensions smaller than 10 nm and a gate 
length below a few tens of nanometers, quantum effects are playing a crucial role 
on device performances and parameters. Hence, the need for quantum simulations 
arises. Among the new simulations methods developed for that purpose, the NEGF 
method [9–14] has gained popularity and shown a real potential for modeling quan-
tum effects at the scale of a few nanometers. Computations that use this method can, 
however, be time consuming, which is the main obstacle to its use in intensive device 
simulations. In an attempt to reduce simulation time, mode space approach (MS) 
methods, which can result in a simulation speed-up up to 2 to 3 orders of magnitude 
over more computationally demanding real space methods have been introduced. 
Such an approach is assumed in the following. It should be noted, however, that here 
we do not imply from MS, uncoupled MS (that is only valid for device with small 
film thicknesses and no discontinuities in their cross section along the channel; see 
below) as sometimes assumed in the literature, but that coupled MS approach is also 
encompassed.

Our quantum simulator is based on the use of a fast coupled mode space (FCMS) 
implementation of the NEGF [7], adaptive energy, and nonuniform mesh algorithms. 
Compared to a real space NEGF algorithm, the coordinates y and z of the cross sec-
tion perpendicular to the transport direction, x, are replaced by the mode energies 
E xm

sub( ) of the electron subbands in a MS approach. This drastically reduces com-
putation time as, in practice only the first few subbands are populated by electrons 
and need to be taken into account [12]. A full description of our simulator can be 
found in the report of Afzalian et al. [7]. Here we summarize the main equations and 
simplifying assumptions used by our 3D MS NEGF simulator implemented using 
the MATLAB® and the Comsol Multiphysics™ software codes [15]. The main con-
vergence loop of the program self-consistently computes the electrostatic potential 
in the device, V1, by solving for the Poisson equation and the electron concentration, 
n1, using the NEGF formalism [11]. A nonlinear Poisson scheme is used to ensure 
fast convergence. Except for the Schottky barrier case, which is discussed below, 
Neumann (close) boundary conditions are used for Poisson equation at source and 
drain. Indeed, in quantum simulations, the applied bias is fixed through fixing the 
Fermi level at source EFS and drain (EFD = EFS – qVD). This allows for electrons and 
potential to self-consistently adjust for ensuring charge neutrality. The MS longitu-
dinal coupled Schrödinger equation from which the MS device Hamiltonian, HMS, 
can be computed is given by [12]:

 − ∂
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2 2

22
a x
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is the inverse of the average value of the effective mass in the cross section. E xmn
C ( ) 

is a term representing the coupling between the lateral modes m and n and depends 
on the integral of the product between the transversal wave function ξm and the first 
and second derivatives of ξn in the cross section but is independent of y and z [12]. 
In the MS method, the subband energy profile E xm

sub( ) and the corresponding trans-
versal wave function ξm(y,z;x) need to be calculated. This is done by solving a 2D 
Schrödinger problem in the cross section of the device at each slice x = x0:
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where U = ECB – q · V1 is the potential energy and ECB is the bulk material conduction 
band edge (ECB of Si is our potential reference and has been set to 0). In nanowires 
with a small and constant cross section, it is usually assumed that the eigenfunctions 
ξn(y,z;x) remain constant along the channel even though the eigenvalues E xn

sub( ) do vary. 
In this case, the coupling term in Equation 6.3 would disappear and one can use the fast 
uncoupled mode space hypothesis (FUMS) to further fasten the algorithm by computing 
ξn(y,z) and replacing U(x,y,z) by its x-averaged value in Equation 6.6. [12]. However, here 
a more general but slower coupled mode space (CMS) approach is wanted as in RT-FETs 
or SB devices, tunnels barriers create strong variation of the wave function shape in 
their vicinity and therefore mode coupling. However, this perturbation is very local, and 
by considering coupling only in the vicinity of the barrier in the FCMS, we therefore 
achieve FUMS speed with accuracy of the CMS [7].

From HMS, the MS device Hamiltonian, the retarded Green’s function, G, of the active 
device can be defined and, from there, electron concentration and current in the device, 
as well as their energy spectrum, can be calculated using the NEGF approach [11, 12]:

 G(E) = [EI – HMS – Σs(E) – Σ1(E) – Σ2(E)]–1 (6.5)

where Σs is the self-energy that accounts for scattering inside the device (in the bal-
listic case, Σs is equal to zero), and Σ1(Σ2) is the self-energy caused by the coupling 
between the device and the source (or drain) reservoir [11].

One of the strengths of the NEGF is its ability to handle different types of elastic 
or inelastic scattering as electron–phonon or surface roughness scattering without 



157FDSOI MOSFETs and Boosted Gate Resonant Tunneling FETs

using an averaged relaxation time approximation as it has been common in semiclas-
sical or quantum corrected drift–diffusion or higher order Boltzmann moment equa-
tion or in Monte Carlo simulation for instance. In NEGF, indeed spectral functions 
such as density of state DoS(x,E) or density matrixes ρ(x,x,E) are computed self-
consistently over a discretized energy mesh. The scattering rate, or scattering self-
energy Σs(x,x,E) matrix, that depends on these spectral quantities and influence them 
can therefore also be calculated self-consistently at each energy and, in turn, related 
to the exact band structure and carriers population. This is increasingly important 
as transistors are scaled down and confinement makes the latter to become a strong 
function of the exact device structure and bias voltages. In the NEGF approach, the 
input scattering parameters are therefore not relaxation time or mobility—these are 
derived parameters that can be obtained as a result after convergence of the self-
consistent loop and energy averaging—but directly the perturbative Hamiltonian, 
for example, the electron–phonon interaction Hamiltonian for phonon scattering. 
The degree of accuracy in the modeling of this Hamiltonian results of a trade-off 
between simulation time and accuracy. We have developed such an approach to 
include phonon scattering (both elastic and inelastic) based on the self-consistent 
Born approximation and deformation potential theory [13, 14].

Finally, the methodology used to simulate Schottky contacts is similar to that 
described in one study [16]. The Schottky barrier is added as boundary condition in 
the source and drain potential. A potential equal to:

 VSB = –q*(SBH – (ECB – EF) (6.6)

is added to the source and drain potentials, where EF is the Fermi potential related to the 
doping in the Si body, and ECB and SBH are respectively the bottom of the conduction 
band and the Schottky Barrier height value in bulk silicon. This allows one to take into 
account the increase in SBH due to the increase in EC through quantum confinement, 
which has been shown to be the dominant change in small cross sections. Note, how-
ever, that this is a worst-case scenario since other effects should slightly counteract this 
increase in SBH [17]. We have neglected these effects, however, because of the lack of 
experimental studies on SBH values in nanoscale Si devices, and the fact that the trends 
should not change fundamentally with a change of few tens of meV, as we have observed 
when comparing barriers differing by hundreds of meV [6, 8]. The conduction band edge 
in the Schottky metal, ECSB, is assumed constant and a few 100s meV lower than the 
source and drain Fermi level in order to ensure sufficient injection (and independent of 
the exact band edge level of the metal) of carriers in the device.

6.2  gate Coupling optimization in nanosCale 
nanowire mosFets: eleCtrostatiC 
Versus Quantum ConFinement

Using our simulation tools, we now investigate the effects of electrostatics and quan-
tum confinement in order to find an optimal cross section size for 10-nm channel 
length nanowires. Figure 6.1 shows the maximum film thickness that can be used 
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versus the channel length for one to four gates architectures following classical elec-
trostatic theories [18] and for an equivalent gate oxide thickness (EOT) of 0.5 nm. It 
is based on the natural length λ that scales down with the number of gates ng:
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For given values of Si and oxide thicknesses (tsi and tox, respectively) and per-
mittivities (εsi and εox), a minimum channel length of at least 6*λ must be taken to 
ensure good gate control and low short channel effects. As can be seen for L = 10 
nm, a single gate device would require an EOT below 0.5 nm and/or a Si film thick-
ness below 2 nm. Both options must, however, be discarded because of quantum 
effects. 

Because of tunneling, a physical gate oxide thickness tox below 1.5 nm must 
be excluded to avoid high leakage due to gate tunneling currents. Since gate con-
trol does not depend on tox alone but on tox/εox, a high-k dielectric with a signifi-
cantly higher permittivity than SiO2, can achieve an EOT lower than this tox value. 
However, because of quantum confinement in film thicknesses of a few nanome-
ters, a dark space region (the electron channel is not directly at the Si–oxide inter-
face but at a depth td in the Si film) and a reduction of the DoS are observed [19]. 
Both effects tend to reduce the intrinsic gate capacitance and therefore the gate 
coupling. In order to take this effect into account, one can replace EOT by an 
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Figure 6.1 (a) Maximum film thickness vs. minimal channel length for one to four gates 
architectures following classical electrostatic theories and for an equivalent gate oxide thick-
ness (EOT) of 0.5 nm. It is based on natural length λ (Equation 6. 7) that scales down with 
number of gates, ng. A minimum channel length of at least 6*λ must be taken to ensure good 
gate control and low short channel effects. (b) DoS vs. energy for a 4 × 4 nm2 [100] GAA 
nanowire. Peaks structure is related to splitting of conduction band in subbands due to 1D 
confinement.
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equivalent capacitive thickness CET in Equation 6.7. The point is that CET tends 
to saturate when EOT is very small because dark space and DoS reduction does 
not scale down with EOT, so that even if EOT tends to 0, a minimum value of CET 
is reached [19]:

 CET CET EOT nmd SiO

Si

2
min ( ) .= → = ⋅ ≈0 0 55

t
λ

ε
ε

. (6.8)

Because of quantum confinement (td > 0) and the low 1D DOS (λ < 1), it is not pos-
sible to have a better electrostatic control of the gate to the channel in nanowires 
of small cross sections than that achieved with an SiO2 oxide of thickness CETmin, 
even if one could use an “ideal” gate dielectric with infinite permittivity. The value 
CETmin = 0.55 nm is obtained for Si by assuming td = 0.8 nm and λ = 0.5 at high Vg, 
which compares well with our simulation results for cross sections between 2 × 2 and 
4 × 4 nm2 and EOT smaller than 1 nm [19].

Concerning tsi, it is usually accepted that below 2 nm of film thickness the depen-
dency of bandgap, and therefore threshold voltage, with tsi related to quantum con-
finement is too strong and would lead to too much variability [20]. The smaller the 
cross section, the larger the bandgap mismatch is for a given diameter variation, that 
would arise for example from process variability (Figure 6.2). This can be observed 
in Figure 6.5a, which shows bandgap increase extracted from our 3D NEGF simula-
tions versus the diameter reduction Δtsi. This can be quite well explained by using a 
simple analytical model of the energy level of a constant potential well with infinite 
potential barrier at the Si/SiO2 interface. Using the effective mass approximation 
(parabolic E–k dispersion relationship) in a device with film thickness tsi and width 
wsi, E1, the first level above the conduction band EC, is then given by:
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Figure 6.2 (a) Bandgap increase vs. diameter reduction of cross section (Δtsi) for a refer-
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tsi – Δtsi, whereas its area is equal to (tsi – Δtsi)2. (b) Analytical calculation of first energy level 
in a 2D infinite barrier potential well vs. cross-section diameter with and without (Equation 
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160 Nano-Semiconductors: Devices and Technology

 E t W E
m t m wy z

1

2
2

2
parab

si si C

si si

( , )
* *

− =












+ π π



























2

. (6.9)

When the diameter of the cross section is smaller than 3 nm, however, the E–k dis-
persion relationship is no longer parabolic and a correction factor has to be taken into 
account in order to obtain accurate results [21]; however, the trend of very high band-
gap sensitivity to the exact dimension in the small cross section given by Equation 
6.9 remains valid (Figure 6.5b). Figure 6.5a also shows a comparison of the simu-
lated and analytically predicted bandgap variation assuming the correction factor 
given by Wang et al. [21] is used in both the simulations and the analytical model. 
The agreement is quite good and the difference can be explained by the penetration 
of the electron wave function in the oxide in the 3D NEGF case.

Therefore, following the rule shown in Figure 6.1a, we see that a multigate archi-
tecture would be needed for scaling channel length down to 10 nm and below. 
For a square GAA (four gates) device, the cross-section characteristic dimension 
should be below 5 nm for L = 10 nm. This is, however, based on a classical model 
that does not take into account quantum effects, whereas for such small cross-sec-
tion size values, effects such as quantum confinement are quite important as we 
have just seen above. Nevertheless, when looking at the characteristics of the simu-
lated GAA nanowires of Figure 6.3a, we can see that in accordance to the natural 
length model, the 6 × 6 nanowire has its subthreshold and on-current significantly 
degraded compared to the smaller cross-section devices because of insufficient gate 
control. However, based on a pure electrostatic model, a smaller thickness would 
always improve electrostatic control and, hence, ION/IOFF ratios, whereas as we can 
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(inset).
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see from the simulation results in Figure 6.3, this is not the case when quantum 
effects are taken into account.

When looking at ballistic simulation first (Figure 6.3a), the improvement of sub-
threshold slope (SS) with smaller tsi is indeed observed. Above threshold, however, 
we can see that the current does not increase continuously but present some satura-
tion steps. This is related to the subband structure caused by the lateral confinement 
and the resulting 1D DoS (Figure 6.1b) that can create oscillation in current and 
capacitance of the nanowires [19]. When Vg is increased above threshold, the first 
subband eventually becomes full, and any further increase in Vg no longer results in 
an increase in the electron concentration: the DoS(E) now decreases and the electron 
concentration saturates, which yields the saturation steps in ID – VG in Figure 6.3a. 
As the gate voltage is further increased, however, higher-energy subbands start to 
become populated and the current increases again as higher order subbands increase 
the electron concentration. A smaller cross section size, allows for a better elec-
trostatic control and therefore a faster filling with VG of the first subband. We can 
see that the current increase first faster with VG for smaller tsi. However, a smaller 
cross section size also imply stronger confinement and therefore increased distance 
between the different subbands and longer saturation steps. This is why the current 
of the 3 × 3 and 4 × 4 nm2 nanowires can increase faster and become comparable 
(or even slightly higher in the 3 × 3 nm2 case) than that of the 2 × 2 nm2 nanowire at 
sufficiently high gate voltage. In the case of the 6 × 6 nm2 nanowire, the electrostatic 
is really too bad and the on-current stays significantly lower.

When considering electron–phonon elastic and inelastic scattering using a self-
consistent Born approximation, we can see a further effect of the confinement. In a 
10-nm-long nanowire, scattering does not strongly affect subthreshold characteris-
tics, whereas intervalley inelastic scattering can degrade the on current significantly, 
especially for ultrathin cross section (below 4 × 4 nm2). Because of the increased 
confinement, the electron–phonon wave function overlap significantly increases, 
which in turn increase the scattering rate. Experimentally, mobility has been shown 
to drop rapidly when reducing nanowire cross section below 4 × 4 nm2 [22]. Indeed, 
Figure 6.3b shows that, when considering scattering, the current in the 3 × 3 nm2 
cross section is now higher than in the 2 × 2 nm2 cross section nanowire for every 
VG above threshold. Note also that as spectral quantities such as DoS are broadened 
because of scattering, the effect of the successive subband filling is smoothed out and 
no longer visible in the ID(VG) characteristics of Figure 6.3b.

Finally, when taking in consideration both electrostatics and quantum confine-
ment, a cross section on the order of 3 × 3 nm2 gives the best ION/IOFF ratios.

6.3 physiCs oF rt-Fet

Despite the fact that we can obtain a nearly ideal gate coupling in a well-scaled nano-
wire, the current increase rate with VG, that is, the slope of the ID(VG) characteristics is 
still limited by the way carriers are made available to drive a current when increasing 
VG. This depends on carriers statistics over energy, and because in a standard transistor 
the density of state close to the top of the channel barrier is about constant with VG, 
when increasing (in an N-MOSFET) the gate voltage the current increases therefore 
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at a rate dictated at best by Fermi–Dirac statistics only [5]. In order to further increase 
ION/IOFF ratios, we have recently proposed to use quantum effects to render this DoS 
nonconstant with VG using a multibarrier gate controlled transistor, the gate-modulated 
RT-FET. It is a MOSFET boosted with additional TBs (i.e., barriers of a few nanome-
ters width and less than 10 nm) near the gate edge(s) and under electrostatic control of 
the gate that creates additional longitudinal confinement in the device [5]. These TBs 
can be created, for instance, in a planar technology using quantum confinement and 
a local reduction, or constriction, of the device cross section (Figures 6.2 and 6.4a), 
resulting from a local oxidation that can be well controlled [7].

Figure 6.4a shows a schematic device representation and gives the parameters of 
the SOI GAA n-channel nanowire with constrictions of width LC and section reduc-
tion Δtsi. Using constrictions, barriers between a few meV to several hundreds of 
meV can be obtained by tuning Δtsi (Figure 6.2). An overlap covering the constric-
tions is required in order to maintain adequate electrostatic control of the gate over 
the TBs [5].

As observed in Figure 6.5, owing to the additional barriers and the related longitu-
dinal confinement, the DoS in an RT-FET is reduced in its off state, while remaining 
comparable in its on state, to that of a MOS transistor without barriers. The RT-FET 
thus features both a lower RT-limited off-current and a faster increase in current 
with VG, that is, an improved slope characteristic, and hence an improved ION/IOFF 
ratio. The DoS being function of position, the equivalent and more rigorous concept 
of transmission T(E) will be used for the current, that is, the source-injected current 
spectrum J(E) (we neglect the drain injected current here for simplicity, assuming 
VD greater than a few kT/q) is proportional to T(E) · fFD(E – EFS). In a well-optimized 
RT-FET, in subthreshold regime (Figure 6.5a), the channel and TBs being above EFS, 
the high nonconfined transmission states above the well are filtered by the Fermi–
Dirac statistics. The current is therefore flowing through the few first quasi-bound 
or RT states in the well and becomes very low compared to a standard MOSFET.

When increasing VG, however, the channel and TBs are pushed down in energy. 
When the TBs pass below EFS, the filtering action of the Fermi–Dirac statistics van-
ish and high nonconfined transmission states above the well start to drive a signifi-
cant amount of thermionic current (Figure 6.2b). This gives RT-FETs two different 
thresholds. The first, Vth1 (=0.19 V in Figure 6.4b), related to the RT current, happens 
like in a standard transistor when the top of the channel barrier (TCB) passes below 
the source Fermi level EFS. The second, Vth2 (=0.43 V in Figure 6.4b), related to the 
thermionic current above the well, happens when the TBs passes below EFS. For 
VG ≥ Vth2, an important additional thermionic current will start flowing, enabling 
further improvement of the slope and current ratio with VG and hence very high on-
current (Figures 6.4b and 6.5b). The transistor is recovering the on-current level of 
a MOSFET.

The RT-limited subthreshold regime also drives other interesting specifics char-
acteristics: RT-FETs are intrinsically immune to SD tunneling, that is, diffuse tun-
neling under the channel barrier that significantly increase off-current in a standard 
MOSFET with channel length below 10 nm, is quantum mechanically excluded 
(Figure 6.6). RT-FETs therefore appear as a promising candidate for extending the 
roadmap below 10 nm channel length and boosting the on current with alternative 
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pass below EFS, filtering action of Fermi–Dirac statistics vanishes and nonconfined transmis-
sion states above the well start to drive a significant amount of thermionic current. (From 
Afzalian, A. et al., Solid-State Electron. 59, 1, 50–61, 2011. With permission.)
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no degradation of subthreshold slope due to SD tunneling is observed in RT-FETs.
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lower effective mass channel materials, as lower effective mass also results in 
increased SD tunneling. Subthreshold slope below the kT/q limits are possible 
through gate modulation of the RT states and the resonance condition allowing for 
new resonant levels to drive the current when increasing VG (Figure 6.6b). Under 
certain conditions, it is also possible to create a zone of negative resistance, which is 
of interest, for example, for memory application [5–6].

6.3.1 Influence of BarrIer WIdth

In Figure 6.4.b, ID(VG) curves of RT-FETs with TBs, with increasing LC and overlap 
Lov are shown and compared to those of an identical classical “reference” nanowire 
MOSFET without barrier or overlap (noted TREF below). We also show the current 
ratio of the two devices IR = IDRTFET/IDTREF versus VG. Depending on the TB width, LC, 
the subthreshold current can be carried by RT states (corresponding to sharp peaks 
in the transmission) in the well (RT current) and/or free or quasi free states above 
the well (“thermionic” like current) (both currents flow in case of RT-FET of Figure 
6.7a). A transistor already dominated by the thermionic current below threshold, that 
is, with LC being too large, will have characteristics very similar to a MOSFET but 
with a shifted threshold voltage, that is, Vth = Vth2 (e.g., transistor with LC = 8 nm in 
Figure 6.7b). A transistor dominated by the RT current below its threshold voltage, 
Vth, can achieve low off current and steep slope region owing to the RT effect. Its 
actual Vth will be equal to Vth1. The RT-FET with LC = 2 nm has the lowest IOFF in the 
whole VG range. However, for VG ≥ Vth2, an important additional thermionic current 
will start flowing (e.g., transistor with LC = 2 nm; Figure 6.4b) ensuring an enhanced 
ION/IOFF ratio with good delay characteristic compared to the reference MOSFET. 

(a) (b)
0.45

0.4
0.35

0.3
0.25

0.2
0.15

0.1

0.5

0.4

0.3

0.2

0.1

0
0.05

0
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

E 
(e

V
)

E 
(e

V
)

Normalized unit
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Normalized unit

EFS EFS
LC = 4
nm

LC = 8 nm

VG = 100 mV < Vth VG = 100 mV < Vth

Ec(x) Ec(x)
J(E)
T(E)

J(E)
T(E)

Figure 6.7 EC vs. normalized distance, and J(E) (normalized) and T(E) (nonnormalized) vs. 
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is observed in Figure 6.1b. (From Afzalian, A. et al., Solid-State Electron. 59, 1, 50–61, 2011. 
With permission.)
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Transistors having intermediate LC (i.e., LC = 4 nm in Figure 6.4b) will have both 
thermionic and RT current flowing in subthreshold (Figure 6.7a). They will present 
a regime between Vth1 and Vth2, where their slope and current characteristics are in 
between subthreshold and above threshold. Their effective threshold voltage, Vth, 
will also be in between Vth1 and Vth2. Although their off current compared to RT-FET 
with LC = 2 nm is not as low, they feature a very sharp turn-on just above threshold, 
which ensures best delay characteristics and comparatively good IOFF performances 
for very low threshold voltages (i.e., 0.1 V and below). This makes them the most 
suitable devices for ultralow voltage especially at ultralow threshold for high-speed 
applications where lower ION/IOFF ratio can be traded-off for low delay and high ION. 
Note also that the capacitance, or charge variation, increase in RT-FETs due to the 
overlaps, is more or less compensated by a charge reduction owing to the DoS reduc-
tion in the TBs (there are very few electrons in the TBs) and the quantum well related 
to RT effect.

6.4 sChottky Barrier rt-Fet

In order to achieve good performances RT-FETs in Si, their TBs should have a length 
(LC) of a few nanometers, which is presently quite challenging to process. Replacing 
highly doped source (S) and drain (D) by metallic Schottky contacts, Schottky bar-
rier (SB) transistors have recently attracted a lot of attention because, in doing so, one 
can potentially solve the increasing problem of S/D resistance and dopant diffusion 
[3, 23–25]. This will become crucial for future ultrascaled transistors [3]. Because 
of the energy difference—when compared to vacuum level—between the conduc-
tion band in the silicon and the Fermi level in the Schottky metal (i.e., the Schottky 
barrier height, SBH), however, a potential shift appears in the conduction band at the 
interface between Si and Schottky metal after Fermi-level alignment. This creates a 
barrier in the conduction path that degrades subthreshold slope and current. In order 
to improve performances, one can find a material with lower barrier height such as 
Er for n-FETs or Pt for p-FETs [16, 24]. However, midgap materials such as nickel 
silicides are at present easier to integrate with Si [25]. Using dopant segregation 
(DS) of dopants implanted in the Schottky metal, that is, their natural migration 
and accumulation in the first Si few nanometers near the interface with the Schottky 
metal, one can significantly reduce the equivalent barrier height [23, 25]. In fact, as 
observed on our simulation results (Figure 6.8), it is more the width of the barrier 
that decreases as a depletion region is thinned when increasing the doping [6, 8].

Using DS, one can therefore control barrier width by adjusting the doping level in 
the DS region. Our simulations show that a window of parameters where thin bar-
riers and adequate RT effect should result from using Schottky contact and dopant 
segregation in nanoscale device allowing to filter more efficiently the off- than the 
on-current and therefore paving a way for steep slope, low S/D resistance electronics.

Such an optimization is shown for a double gate (DG) device with L = 12 nm, 
tsi = 2 nm in Figure 6.9. The body is intrinsic (except for the DS regions near the 
gate edge of length LDS for the SB-DS transistors). For DS, a doped region with LDS 
of a few nanometers and doping concentration on the order of a few 1020 cm3

 can 
be achieved [23, 25]. The involved mechanisms, although a bit more complicated 



167FDSOI MOSFETs and Boosted Gate Resonant Tunneling FETs

(a) (b)
0.5

0

–0.5

–1

0.5

0

–0.5

–1

–2 0 2 4 6 8 10 12 14
x (nm)

–2 0 2 4 6 8 10 12 14
x (nm)

Intrinsic

E c(x
) (

eV
)

E c(x
) (

eV
)EFS

EFS

EFD
EFD

VG VGVG = –0.6V
VG = –0.63V

VG = 0.45V VG = 0.67V

DS: N+ DS: N+Si intrinsic channel (N- 1015cm–3)

M
e
t
a
l

M
e
t
a
l

Figure 6.8 EC(x) vs. VG for SB-DG FET with SBH = 0.6 eV (Ni–Si) (a) without DS and 
(b) with DS. States filled with electrons in conduction band of Schottky contacts, i.e., below 
EFS and EFD, are also shown.

10–9

–0.4 –0.3 –0.2 –0.1 0
0

0.1

0.1

Vg – Vth (V)
0.2

0.2

0.3

0.3

0.4

0.4

0.5

0.5

0.6

0.6

0.7

0.8

10–8

10–7

10–6

10–5

10–4

10–3

10–2

I D
/W

 (A
/µ

m
)

C
ur

re
nt

 ra
tio

 I R 
= 

I D
SB

-F
ET

/I
D

T
RE

F
TREF
NDS 1e20
NDS 3e20
NDS 5e20

Figure 6.9 ID(VG – Vth) curves of DG transistors without (TREF) and with Schottky con-
tacts: with SBH = 0.28 eV (Er–Si) and As dopant DS NDS ranging from 1 × 1020 to 5 × 1020 
cm–3. LDS = 2 nm. Vd = 0.5 V. L = 12 nm. EOT = 0.5 nm. tsi = 2 nm. Ratio SB-FET current/
TREF current, IR(VG), is also shown. Gate workfunction shift between SB-FETs and TREF: 
WSB-FETS = 0.26 eV (=EFS,TREF – EFS,SB-FET). Vth = 50 mV for all devices, except for SB-FET with 
NDS = 1 × 1020 cm–3 where Vth = 130 mV.
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because of the parabolic shape and nonconstant width and height with VG in the 
SB case, are very similar to that observed in rectangular constriction-induced TBs 
RT-FETs when varying barrier width and an optimal doping exists (on the order of 
3 × 1020 cm–3 in the case of Figure 6.9) corresponding to an optimal barrier width (not 
too thick and not too thin). The major difference in SB-RT-FET, when compared to 
an RT-FET with constrictions, is that in the SB case the barrier height at the interface 
is fixed (Figure 6.8). When increasing VG, the SB barrier is thinned, but its height at 
the interface cannot be reduced and, therefore, in SB transistors, the TBs never pass 
below EFS as the height at the interface is fixed. This phenomenon was responsible 
for the second threshold and the recovering of the on-current level of a MOSFET in 
the constricted RT-FETs. A similar, but reduced, effect can still be observed in an 
SB-RT-FET (Figure 6.9). By increasing VG, the barriers are thinned. The thinner the 
barriers at a given energy, the higher the tunneling probability of electrons through 
the barriers, the higher the coupling to the contact, and the broader the peaks in the 
quantum well at this energy. One passes from a close system with very sharp peaks 
to an open system with continuous longitudinal (x) energy spectra for electrons, 
transmission, and current above this energy. For energies where the barrier is very 
thin, the longitudinal confinement is so weak that the characteristics are very close to 
that of TREF. However, in order to quantitatively take this phenomenon into account 
and therefore fairly compare MOSFETs and SB-RT-FETs, one must include scatter-
ing. This is done in the case of square cross-section GAA nanowires in Figure 6.10.
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Electron–phonon scattering does not strongly affect the subthreshold character-
istics of TREF or SB-FETs, whereas it affects the on-current. This is because the 
probability of scattering events increases with electron concentration. TREF cur-
rent is thermionic and scattering can only decrease it compared to the ballistic case. 
Therefore its on-current is decreased by scattering. For the SB-FETs, the on-current 
is dominated by the RT current peaks that are broadened as the barriers are thinned 
when increasing VG. When scattering is considered, simulations results show that 
resonant peaks in the well are further broadened because of decoherence. The tunnel-
ing probability therefore increases faster with VG compared to the ballistic case, and 
hence the increased on-current. This allows the SB-FETs to have further improved 
ION/IOFF ratios with comparatively good ION performances, especially in the Er–Si 
with NDS = 3 × 1020 cm–3 case. The broadening effect of scattering can, however, 
also smooth out or make disappearing characteristics such as steep subthreshold 
slope or negative resistance region. In the ballistic Ni–Si case, a steep subthreshold 
slope region on the order of 35 mV/dec, followed by a small region of NR is observed 
(Figure 6.10), whereas, when considering scattering, the steep slope region is not as 
steep and the NR region is lost.

6.5 ConClusions

As transistors are scaled down in the nanoscale regime, scaling alone is not suffi-
cient to achieve performance improvement, and new boosters and device concepts 
are needed. One of the serious challenges of scaling is the trade-off between power 
and performance that sets requirement on ION and IOFF with a limited supply volt-
age. Therefore, optimizing ION/IOFF ratio and slope characteristics through device and 
device architecture optimization is utterly important. At these scales, however, quan-
tum effects are playing a crucial role on device performances and parameters and must 
be taken into account when doing such an optimization. NEGF quantum simulation 
tools appear, therefore, as best suited to explore the physics and perform the optimiza-
tion of nanoscale devices. In this work, we have reviewed efficient NEGF algorithm 
methods suitable for intensive device simulations and used them to explore and opti-
mize characteristics of ultrascaled nanodevices. ION/IOFF ratios and slope character-
istics of transistors depend on the gate-to-channel coupling and carrier statistics that 
dictate the way carriers are made available to drive a current when increasing VG.

We have first investigated the gate-to-channel coupling in a 10-nm channel length 
device. To ensure sufficient electrostatic control, ultrathin film nanowire and mul-
tigate architectures are the best suited. Quantum effects and their impact on ultra-
scaled nanowires have been enlightened when optimizing ION/IOFF ratios versus the 
cross section size in a 10-nm GAA nanowire. It is shown that an optimum cross 
section of about 3 × 3 nm2 exists because of a trade-off between electrostatic and 
confinement. Also, the fundamental limit of improving gate control by thinning gate 
oxide due to dark space and low 1D DoS that do not scale with EOT has been shown 
and led us to switch from EOT to the CET concept.

As the DoS close to the top of the channel barrier is about constant with VG in a 
standard transistor, when varying the gate voltage the current varies at a rate dictated by 
Fermi–Dirac statistics only. In order to further increase ION/IOFF ratios, we have proposed 
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a new device concept, the gate-modulated RT-FET, which uses quantum effects to 
render this DoS nonconstant with VG using a multibarrier gate controlled architecture. 
The physics and the performance limits of this new multibarrier boosted RT-FET were 
investigated through quantum simulations in silicon nanowires and compared to those 
of a nanowire multigate SOI MOSFET. We have shown the possibility for a 10-nm-long 
RT-FET to improve the ION/IOFF ratio by 1 order of magnitude, while keeping similar on-
current level, and therefore similar delays, than in a MOSFET. When scaling down chan-
nel length below 10 nm, the gain in ION/IOFF ratios will further increase as RT-FETs are 
immune to SD tunneling. Finally, the possibility of implementing RT-FET with ultralow 
SD resistance dopant-segregated Schottky barrier MOSFETs was also investigated, pav-
ing the way toward steep slope low SD-resistance devices.
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7.1 IntroduCtIon

In accord with Moore’s law, the refinement of integrated circuit (IC) technology has 
been doubling the number of devices in a given chip area every 2 years. However, 
conventional device scaling is approaching its physical limits and physics-based con-
straints will force many changes in materials, processes, and device structures as 
the industry moves down to 32 nm and smaller designs. There are problems such as 
increasing capital investments (such as for better lithography tools), whereas techni-
cal problems such as increasing interconnect wire delays and gate leakage currents 
in the integrated circuits are becoming insurmountable barriers to sustaining past 
rates of performance growth.

The most important problem is that the average interconnects length now has a 
significant impact on system performance. Gate delays used to be the major concern 
in microprocessors. In addition, the signal propagation delays in the very large-scale 
integrated circuits (VLSI) interconnections are becoming a more serious techni-
cal problem than ever before. Figure 7.1a shows the interconnect delay problem [1]. 
The interconnect delays caused by parasitic resistance and capacitance have become 
the predominant contributors to total delay time. The interconnect delays caused 
approximately 75% of the overall delay in the 90-nm generation. Replacing alu-
minum and SiO2 with copper and low-k interlevel dielectrics (ILD) for multilevel 
metallization has helped reduce this effect. However, technological solutions based 
on copper and low-k dielectrics have only slowed the increase in delay times and are 
not fundamental solutions, since there is no alternative interconnect metal to replace 
copper. With further miniaturization, interconnect delays will become increasingly 
dominant parts of the total delays.

Second, the power dissipation in new VLSI designs is also becoming a significant 
technical problem. Power dissipation is becoming another barrier to sustaining the rate of 
performance improvement in the future. As the channels are becoming shorter, the gate 
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leakage current, which is controlled by the physical thickness of the oxide, is increasing 
with the device scaling. Historically, dynamic power was dominant for total power con-
sumption. At smaller feature sizes, gate leakage current is contributing more significantly 
to the passive power. Passive power levels are approaching the active power and are 
beginning to dominate the power consumption and wasting much of the power budget in 
high-performance microprocessors. Thus, optimizing not only the active power but also 
the static power consumption is a major concern for the designers of new VLSI chips. All 
in all, it is becoming increasingly difficult to sustain past growth rates and to manufac-
ture each successive generation of chip technology.

Third, system-level architectures now use parallel operations to try to meet the 
requirements for higher performance [3]. Figure 7.1b shows the relationship between 
performance increases and multi-core processors [4]. Historically, single thread 
performance has grown at a compound annual growth rate (CAGR) of about 45%, 
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consistent with the increase in processor clock frequency. It has become difficult 
to make single-threaded machines run significantly faster, although there are still 
demands for higher performance. Multithreaded and multicore architectures can 
improve the processing capacity without excess power consumption. Since each die 
runs in parallel at reduced frequency, the total number of instructions per second 
continues to rise. This architectural approach is widely used for advanced servers 
[5]. However, a multicore system requires a high bandwidth for the cache and there 
are geometric constraints on the parallelism in two dimensions [6, 7]. This is because 
the lengths of the wires between the cores and the caches increase as more cores are 
added in 2D and therefore the wiring delays are become problematic in the complete 
systems.

One of the potential solutions for these problems is 3D integration. 3D integration 
technology is expected to reduce interconnect delays and dramatically increase chip 
performance and package density, since it can address the serious interconnection 
problems while offering integrated functions for higher performance. For maximum 
use of the potential of multicore architectures, 3D integration of memory and proces-
sors is a promising solution. A 3D integration technology can provide a large number 
of signal paths between the core and the cache. Such 3D integration technology has 
been receiving increasing amounts of attention, not only from VLSI researchers and 
industry experts but also from packaging researchers, because such technology is 
also useful for new packaging applications. In addition to processors and caches, 
memories, RF devices, sensors, microelectromechanical systems (MEMS), and 
biomicrosystems can be integrated as packaged applications [8–10]. 3D integration 
offers many benefits for future VLSI chips and packaging.

In a widely used approach, the thinned chips are stacked directly onto other chips 
and connected electrically by using a 3D chip integration technology. Key technolo-
gies for 3D chip integration include forming high-aspect-ratio via in silicon, filling 
the through-silicon via (TSV) with conducting material, forming microbumps, wafer 
thinning, precise chip alignment, and bonding. The advantages of 3D integration 
technology are discussed in more detail in the next section. Approaches to 3D inte-
gration for high-performance VLSI are also reviewed. This chapter describes the 3D 
chip integration process development and the results of characterization of die-to-
wafer 3D integration.

7.2 3d InteGratIon teChnoloGy

3D integration spans from the transistor build up, silicon-on-insulator (SOI) device-
stacking level to the bulk thin-silicon die-stacking level, and the silicon-packaging 
level. Different levels of 3D integration were previously studied and reported on by 
companies, consortia, and universities. This section reviews the various kinds of 3D 
integration technology, including their advantages and limitations.

7.2.1 AdvAntAges of 3d Chip integrAtion

3D integration with TSV and microbumps is an attractive technology to meet the 
future performance requirements of integrated circuits. Compared to conventional 
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2D, the total footprint can be reduced when the functional device components are 
vertically stacked on top of each other by using 3D integration technology. For exam-
ple, in layout designs of 2D and 3D inverters with fan-ins equal to 1, large areal gain 
such as 30% can be achieved with 3D, as shown by Ieong [11] in 2003. By stacking 
chips with 32-nm features rather than shrinking the device dimensions, there are 
advantages in power consumption, bandwidth, delay, noise, power consumption, and 
packaging density.

3D integration with vertical integration technology can shorten the interconnec-
tions between functional blocks. The shorter interconnect wires will decrease both 
the average parasitic load capacitance and the resistance. Therefore, 3D integra-
tion will improve the wire efficiency and significantly reduce noise and the total 
active power [12]. High-density vertical interconnections between stacked layers 
can also be achieved by 3D integration with vertical interconnections. This provides 
extremely high bandwidth values and dramatically decreases the interconnection 
delays. Signal propagation delays and interconnection-associated parasitic capaci-
tance and inductance are reduced by the shorter reduction of interconnection length 
using vertical interconnections [13–15].

7.2.2 LimitAtions of 3d Chip integrAtion

The performance and packaging density of electronic systems can be improved 
with 3D chip integration technology. However, there are several limitations such 
as thermal management and design complexity that must be considered when using 
a 3D integration technology. These problems are briefly outlined in the following 
subsections.

7.2.2.1 thermal Management
One of the main challenges facing 3D integration is thermal management to satisfy 
the required performance and reliability targets [16]. In changing from 2D to 3D, the 
chip footprint decreases and the heat generation per unit of surface area increases. 
From a packaging perspective, a small footprint is better for smaller devices and 
products. However, the contact area in 3D stacked ICs is limited compared to tradi-
tional 2D circuits, making the heat dissipation more challenging. This thermal prob-
lem can be reduced when chip stacking uses lower power circuits such as dynamic 
random access memory (DRAMs). Typical DRAM chips have power densities of 
only about 0.01 W/mm2, which is much smaller than the 2 W/mm2 power densities of 
the hotspots of some microprocessors [3]. Since DRAMs need little power, stacking 
DRAMs directly on the processors can be a very attractive 3D application.

Responding to the demands for higher performance systems, circuit density in 3D 
integration will increase and these higher density circuits will increase the power 
density (W/cm2) of the systems. The upper layers may prevent the cooling of the 
lower layers that rely on heat sinks, since the heat sinks are traditionally attached to 
the top surfaces of the chip packages. Therefore thermal management is increasingly 
important in the design of high-performance stacked devices.

Other problems are the thermal stress and warpage encountered between differ-
ent structures and surface boundaries, such as silicon or organic-based electronic 



178 Nano-Semiconductors: Devices and Technology

modules made of different materials [17]. Thermal and mechanical analyses are 
needed to find the best electrical performance with high product reliability when 
using 3D integration.

7.2.2.2 design Complexity
The new design paradigms from conventional 2D to 3D designs require changes in 
design methodologies [18]. Since conventional design tools are based on the algo-
rithms for 2D circuits and direct extensions of 2D approaches, they are unable to 
solve the 3D design problems [19]. The problems of 3D design are related to topolog-
ical arrangements of blocks, and therefore the physical design tools for 3D address 
unsolved problems related to global routing, standard-cell placement, and floor plan-
ning [20]. Hotspot analysis engines are also needed as design tools. Designers need 
to consider and evaluate the thermal impacts on the circuits to control the hotspots. 
Both vertical and lateral heat transfer paths must be taken into account. As 3D inte-
gration becomes more sophisticated with such features as heterogeneous layers, the 
physical design problems have to be addressed and resolved.

7.2.3 vArious Kinds of 3d teChnoLogy

Figure 7.2a illustrates chip integration approaches with increasing levels of integra-
tion. The physical parameters of the vertical interconnect including the via sizes, 
pitches, and heights are different for each integration level. The 3D stacks that are 
now emerging involve Package-on-Package (PoP) [21] and System-in-Package (SiP), 
including wire-bonded chip stacks at the silicon packaging level. PoP-type integra-
tion packaging technology needs ball grid array packages for stacking each layer 
to save space. For SiP applications, multifunction component die such as logic and 
memory can be stacked and connected by wire-bonding interconnects in a single 
miniaturized package. Although these approaches allow known-good-device testing 
prior to stacking devices, disadvantages include long connection lengths and limited 
connections between chips. To overcome these wiring connectivity problems, 3D 
chip-integration technology using TSV and microbumps are attractive because this 
offers a way to solve the interconnection problems while also offering integrated 
functions for higher performance [22–24].

7.2.4 ApproAChes for 3d integrAtion

3D integration with vertical interconnections is an attractive technology to satisfy 
the future performance needs of integrated circuits. Two primary schemes, top-
down and bottom-up, and several variations related to these schemes have been pro-
posed for 3D integration. 

7.2.4.1 Bottom-up approach
In the bottom-up approach, devices are fabricated on crystalline layers above  the 
first layer of active devices to form the 3D integration structure. Additional layers can 
be fabricated on top by using the same methods and process sequences. Therefore, 
the interconnections and layering processes are performed sequentially. Different 
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processing solutions such as beam recrystallization, selective epitaxial growth 
[25–27] and solid phase crystallization [28–31] have been used in bottom-up 
approaches to 3D integration. The major problem is the high processing temperature 
(~1000°C) for silicon epitaxial growth, which significantly affects the lower layers of 
the devices, especially the layers with metallization. Lower temperature processing 

Underfill
Micro-bump
(Fine pitch interconnect)

Metal layers
Substrate pad

I/O pad

TSV

Mold compound
Back end of the line (BEOL)
MOS FET

Silicon interposer

C4

TSV

�in silicon chip

2D structure

High density chip 
Carrier package

Si carrier

�rough silicon via 
stacking

3D Chip-stack

3D IC

1

105 – 106

104– 105

103

(PoP)
Package on Package

Wire bonded chip stack
System in Package

(SiP)

Package in Package
(PiP)

CPU

DSP

DRAM

(a)

(b)

Flash

Integratio
n (I/

O /c
m2)

FIGure 7.2 3D chip stack: (a) emerging 3D silicon integration. Relative comparisons of 
I/O densities for 2D and 3D including 3D silicon packaging, 3D chip stacks and 3D ICs. 
(From Sakuma, K. et al., Proceedings of the 57th Electronic Components and Technology 
Conference (ECTC), pp. 627–632, 2007. With permission.) (b) Schematic of 3D chip stacking 
on a silicon interposer using the face-to-back approach. (From Sakuma, K. et al., The 2009 
Lithography Workshop, p. 40, 2009. With permission.) © 2007 IEEE [59].



180 Nano-Semiconductors: Devices and Technology

is needed for circuit integration. It is also difficult to control variations in grain sizes. 
Unless the grain variation can be controlled, building high-performance 3D inte-
grated devices is difficult. This approach still needs improvements before it can be 
used for high-performance 3D integration.

7.2.4.2 top-down approach
In the top-down approach, 2D circuits are fabricated independently in parallel, then 
aligned and bonded together at the die level or wafer level for 3D integration [22, 
32]. The vertical interconnections between each layer can be fabricated before or 
after each layer is stacked. Depending on the target via size and pitch, either bulk 
or SOI-based complementary metal–oxide semiconductor (CMOS) can be used 
for stacking, considering the various performance requirements. In contrast to the 
bottom-up approach, the thermal constraints when making the circuits are not a 
major concern. 

7.2.5 Key enAbLing teChnoLogies for 3d Chip integrAtion

A cross-sectional structure of face-to-back 3D chip stacking on a silicon interposer 
is shown in Figure 7.2b. Each circuit layer with a different function and a silicon 
interposer is electrically connected through the vertical interconnections includ-
ing TSV and high-density, low-volume solder interconnects. Several methods to 
achieve 3D integration using chip or wafer stacking technologies have been pro-
posed [22, 33].

Figure 7.3 shows an example of the processing flow for 3D chip integration by 
using a die-to-wafer top-down approach. Some of the key technologies needed to 
enable 3D chip-stacking include wafer thinning, the formation of TSV, the formation 
of microbumps, chip alignment and bonding, underfilling, and packaging. Each key 
process is described in the following paragraphs.

Wafer thinning. After the front side processing is finished, the wafer is flipped 
over and thinned from the back side. During the thinning process, the devices and 
circuits on the front side must be protected from mechanical damage and chemi-
cal corrosion [35]. Reducing damage and residual stress in the polished surface is 
necessary to realize 3D integration for highly reliable devices. Minimizing silicon 
warpage is also a requirement since a smooth surface is required for further back 
side processing. A wafer support system is likewise required to handle the ultrathin 
silicon substrates for the back side processing that forms the contact pads and micro-
bumps [36]. After the back side processing, the handler is released, and the wafer 
surface is cleaned using plasma etching.

TSV formation. TSV, vertical interconnections in the silicon, allow for the short-
est interconnections between the chips or wafers stacked for 3D integration [37]. The 
TSV should also assist in the heat dissipation. For TSV formation, deep via holes are 
etched anisotropically into the silicon substrate, in most situations by using induc-
tively coupled plasma reactive ion etching (ICP RIE) from either the front or back 
side. Next, the vias are isolated with dielectrics and filled with conducting material. 
The various options are discussed in Section 7.3. Research is still continuing into the 
most appropriate materials and processes for TSV.
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Microbump formation. In addition to TSV, 3D integration requires bonding tech-
nology. Various kinds of bonding methods have been tested, such as oxide bonding, 
adhesive bonding, metal bonding, and combinations, and are discussed in Section 
7.4. A bonding method can also be chosen based on the target interconnection pitch 
and tolerance of the fabrication process for 3D applications. For creating solder 
bumps, several bump-forming methods such as plating, evaporation, stencil printing, 
and controlled collapse chip connection/new process (C4NP) have been proposed. 
Bonding at a low temperature is desirable to reduce stress and deformation during 
the bonding process.

Alignment and bonding. A high-precision chip alignment and bonding system is 
required for the fabrication of a variety of 3D integrated devices [38]. Alignment, 
positioning, and reflow solder or direct metal bonding are among the sequential pro-
cesses for chip assembly. Suitable pressures and temperatures are used for solder 
bonding. The bonding alignment must be precisely controlled for accurate fine-pitch 
interconnections in 3D integration. 3D integration approaches based on die-to-die, 
die-to-wafer, and wafer-to-wafer are discussed in Section 7.5.

Encapsulation. After the chips are stacked, they can be underfilled and pack-
aged. The microbumps need to be encapsulated to resist fatigue for improved reli-
ability and performance [39]. By encapsulating the bumps in each stacked layer, the 
robustness of the 3D integrated structure is improved. This means that the underfill 
material selection has a large impact on reliability. After the encapsulation by using 
the underfill, conventional packaging includes the bonding wires from the substrate 
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bond pads to the package substrate. Most of the suitable assembly underfill materials 
include filler content, use filler particles of a set size, and have a specified coefficient 
of linear thermal expansion (CTE). The proper material should be considered and 
selected for small gap underfilling for 3D integration. Different underfill approaches 
are discussed further in Section 7.6.

7.3 throuGh-sIlICon VIa

For 3D system integration, the thinned chips are stacked directly onto other chips and 
are connected electrically using vertical interconnections. One of the key technologies 
for 3D chip fabrication is how the vertical interconnections are formed, which includes 
TSV and bonding technologies. Companies, consortia, and universities are developing 
different kinds of structures and processes for TSV and bonding methods [22, 40]. TSV 
processing includes via etching, insulating the sides of the vias, and via filling by using 
conductive material. Depending on the TSV processing time during the overall VLSI 
wafer processing, there are different options, such as vias-first, via-middle, or vias-last. 
These technologies have been demonstrated at IBM and elsewhere. There are different 
technical approaches for the manufacturing processes, materials, and physical structures 
for producing TSVs and microbumps [41, 42].

7.3.1 proCessing fLow for tsv

TSV processes are classified into three groups: via-first, via-middle, and via-last. Via-
first includes the TSV manufacturing methods that make the TSV before transistor 
fabrication. Via-middle is making TSV after FEOL (front end of line) processing but 
before BEOL (back end of line) processing. Via-last involves making TSV after the 
BEOL processing. The phosphorus-doped polysilicon is used to make the via-first 
TSV to avoid metal contamination problems [22]. Via-first TSV have comparatively 
small aspect ratios (about 3–10) and diameters of about 1–5 μm. In contrast, via-last 
TSV can be classified more precisely depending on the processing in which TSV is 
made after the BEOL processing. Via-last TSV have aspect ratios of about of 3–20 
and diameters of about 10–50 μm. The advantage of via-last is that the device manu-
facture is possible with foundry companies that do not have TSV processing facilities.

7.3.2 viA etChing

It is necessary to form the via with high aspect ratios for the TSV manufacturing. In 
a typical process, deep silicon anisotropic via are formed with a dry etching process 
using an ICP system that includes a 13.56-MHz RF power source to supply plasma 
and another 13.56 MHz generator to provide a platen supply. The wafer is cooled 
using helium back cooling to maintain a constant wafer temperature during process-
ing. Sulfur hexafluoride (SF6) and octafluorocyclobutane (C4F8) gases are used as 
plasma sources for etching and passivation, respectively [43]. A schematic represen-
tation of a passivation layer deposition model and an etching mechanism model are 
shown in Figure 7.4a. An etching cycle using SF6 and a polymer deposition cycle 
using C4F8 for passivation are alternated every 5–15 s to form anisotropic via. The 



183Development of 3D Chip Integration Technology

SF6 is primarily responsible for the silicon etching and the etching action relies on 
chemical reactions involving the ions and decomposed radical species caused by 
electron impact dissociation:

 SF S F S F F6 + → + + +− + −e ex y x y
* *  (7.1)

 Si + F* → SiFx (7.2)

In this environment, SiF4 is a volatile gas. C4F8 is used in the passivation phase and a 
polymer film is deposited on the sidewalls and the bottoms of the via by dissociation 
of the C4F8 [44]. Here are the reactions:

 C F CF CF F4 8 + → + + +− + −e ex x
* *  (7.3)
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 CF CFx n* → 2  (7.4)

 n xCF F CF CF2 2+ → →* *  (7.5)

During the etching cycle, the passivation is preferentially removed from the bottom 
of the via by the ion bombardment, without etching into the sidewall regions.

By optimizing both the etching and passivation times in the Bosch processing 
[45], or the time-domain multiplexed (TDM) processing in which the etching and 
passivation steps alternate, deep TSVs are created. Figure 7.4b shows a cross section 
SEM of 20-μm pitch TSVs before the via filling process, and Figure 7.4c shows the 
relationship between the via depth and the etching time for silicon [46]. Photoresist 
was used as a mask layer during the silicon etching. The etching conditions had the 
coil power fixed at 600 W, with gas flow rates of 85 sccm for C4F8 and 130 sccm 
for SF6. As shown in Figure 7.4c, there are different etching rates for the dense and 
the sparse regions of the patterns (between the 20-μm pitch and 40-μm pitch via). 
The evidence indicates that etching species concentration at the bottom of the via 
decrease with increasing via depth and decreasing via pitch.

However, in the case of Bosch processing, corrugation of the sidewalls (scallops) 
occurs, and it becomes difficult to make the metal layer films uniform when the 
sidewalls are rough. Therefore, the method of forming the deep via in a non-Bosch 
process is being developed for manufacturing. In addition, problems based on micro-
loading effect and notching effect occur depending on the target structure and pro-
cessing conditions. The microloading effects mean that etching speed and depth 
are different depending on the area and shape of the mask apertures. The notching 
effect occurs when there is an oxidation in the via bottoms due to accumulation of 
charge at the dielectric bottom layer, causing deflection of ions to the sidewalls at 
the via bottoms. The optimization of the etching condition is necessary so that such 
problems do not occur.

7.3.3 insuLAtion LAyer

Vias are lined with a dielectric because TSV filled with conductive metal need an 
insulation layer for electrical isolation from the surrounding bulk silicon. Thermal 
oxide processing could be used to grow SiO2 in the range of 800–1100°C for dielec-
tric isolation, but such a high-temperature process is acceptable only for via-first 
processing. Amorphous SiO2 based dielectric films can be deposited by chemical 
vapor deposition (CVD) in the range of 150–400°C, and this is suitable for via-
middle and via-last methods, since temperatures below 400°C are safe for devices 
and metal wiring, and CVD process does not require a high temperatures. Another 
concern is the step coverage. For plasma enhanced CVD (PECVD), the gas phase 
reactions are initiated by RF plasma instead of thermal energy. However conven-
tional PECVD has a low step coverage and is not suited for high aspect ratio TSV 
structures. Subatmospheric CVD (SACVD) using tetraethylorthosilicate (TEOS) 
and O3 can be used for the high aspect ratio via to improve the step coverage of the 
SiO2 film because of their high conformal deposition behavior. The step coverage for 
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SACVD is better than for PECVD, and the sidewall roughness can be reduced and 
scallops can be reduced by using SACVD.

Low dielectric constants of the materials are required to lower the capacitance 
of the wiring. For example, IMEC reports that it is necessary to reduce the capaci-
tance to below 50 fF to achieve the same speed with 3D compared to 2D [47]. Small 
RC delays of the TSV are needed for improved device performance. Conventional 
SiO2 is typically formed in the range of 100 nm–1 μm as the TSV dielectric, since 
the thicker ranges are difficult to obtain on the TSV sidewalls with good quality. 
Because thicker layers can be achieved by using polymers, the dielectric polymer 
insulation film is also suggested for electrical insulation that reduces the mechanical 
stress and lowers the TSV parasitic capacitance [48].

7.3.4 bArrier And Adhesion LAyer

Tungsten (W) and copper (Cu) are candidate conductive materials for via-middle and 
via-last TSV. For Cu-filled TSV, barrier layer formation on TSV sidewall is needed to 
block the Cu diffusion. Ti, TiN, and Ta are widely used as diffusion barrier materials 
in Al and Cu metallizations and are therefore deposited for TSV structures by CVD or 
physical vapor deposition (PVD) processes. Highly conformal barrier layers are needed 
for high-aspect-ratio via. TiN is also used as an adhesion layer for tungsten CVD.

7.3.5 ConduCtive mAteriALs for tsv

Different candidate metals such as Cu, tungsten, and doped polysilicon have been 
used as a conductive material in vias. The mechanical characteristics of silicon 
and candidate TSV conductive materials are shown in Table 7.1. Examples of TSV 
fabricated using different technologies are shown in Figure 7.5. The most common 
approach is to metallize the via with Cu, since Cu has low electrical resistance and 
is often used for wiring [49–51]. CVD or electroplating is used for the Cu via-filling 
processing and the selection depends on via size and conductive material. For small 
via (~4 μm diameter after isolation processing) with high aspect ratios, the CVD 
processing offers advantages. An electroplating process is suited for larger via than 

taBle 7.1
Mechanical Characteristics of silicon and Candidate tsV 
Conductive Materials

Material

Coefficient of 
thermal expansion 
at 293 K (×10–6/K)

Melting 
temperature 

(°C)

resistivity at 
273 K 

(μΩ cm)
thermal Conductivity 

(W/m–1 K–1)

Si 2.6 1414 150

Cu 16.5 1084 1.55 394

W 4.5 3410 4.9 177

Ni 13.4 1455 6.2 94
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5-μm diameters. For Cu electroplating, Cu-CVD is needed to deposit a seed layer. A 
high-quality seed layer is needed since insufficient seed layer coverage at the bottom 
of TSV causes bottom voids in the TSV. If a robust filling process is not used for the 
copper filling, voids may form within the via. In addition, the large CTE disparity 
can affect the performance of the transistors and the Cu plug may move vertically 
(Figure 7.6) since there is a significant mismatch in the CTE between Cu and bulk 
silicon. In this case, a device prohibition area called keep-out zone (KOZ) is used, 
and must be included in the circuit layouts [52]. Also, the Cu contamination problem 
needs to be addressed, since Cu spreads to silicon at high temperatures and the con-
tamination affects the characteristics of semiconductor devices (Figure 7.6).

Doped polycrystalline silicon (poly-Si) via can be used instead of a Cu via, since 
poly-Si uses the same substance as the Si itself, and contamination of alien atoms 
into the silicon is avoided. However, the total processing time must be considered, 
depending on the via size and depth, and the resistance of such a via is extremely 
high compared to Cu or tungsten, even when the poly-Si is doped. In general, n+ poly-
Si is deposited by a low-pressure chemical vapor deposition (LPCVD) method using 
SiH4 gas after the sidewall of the via is thermally oxidized. In order to decrease the 
resistance of the TSV interconnections, a phosphorus doping process is used [9, 53]. 
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FIGure 7.5 Examples of TSVs fabricated with different technologies: SEM images of 
(a) IBM’s tungsten TSV [37], (b) Tohoku University’s polysilicon TSV [53], (c) Cu TSV [99], 
(d) Ni TSV. (From Sakuma, K. et al., IEEJ Trans. Elect. Electron. Eng., 4, 339–344, 2009. 
With permission.)
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This is followed by an annealing process that diffuses the dopants into the entire 
vertical interconnection at 1000°C.

Tungsten is also used as a conductor in TSV [37, 53, 55]. Tungsten CVD is used 
for the metal filling process. This may contaminate the silicon and W-CVD requires 
a barrier and adhesion layer to be deposited on the SiO2 surface. TiN is used as a 
barrier and adhesion layer film to provide good conformality and barrier properties. 
There will be little plug displacement during repeated thermal cycles to 400°C, since 
the CTE of tungsten (4.6 ppm/°C) is close to that of bulk Si. In addition, tungsten 
can decrease the resistance of the interconnections, similar to Cu. Tungsten vias with 
high yields and excellent reliability have been demonstrated at IBM [53, 56].

Ni results in less contamination in active circuits, has a lower CTE than Cu, and 
has a higher electroplating deposition rates than Cu. These factors make plated Ni as 
a good candidate for the conductor material for TSV. Therefore, Ni was tested as the 
conductive material of the TSV in a newly developed simplified vertical intercon-
nection process [57]. The high aspect ratio (AR = 7.5) vias were completely filled 
without any voids or defects using Ni electroplating [46]. The sulfamate Ni plating 
bath is a mix of 1 mol/dm3 Ni(SO3NH2)2 and 0.65 mol/dm3 H3BO3. Ni electrodeposi-
tion was performed at 50°C using a direct current density of 100 mA/cm2. The pH 
value of the plating bath was about 4.0. SEM cross sections of 75-μm deep Ni TSV 
and Sn–Cu microbump are shown in Figure 7.5d. The first Ni TSVs and Sn–Cu 
microbumps with diameters of 10 μm at a 20-μm pitch were produced without voids.

TSVs that do not affect device reliability are needed even if other materials are 
chosen for the TSV conductor.

7.4 BondInG teChnoloGIes

Because of the need to minimize the wiring length between stacked chips for 3D 
integration, the demands for new bonding materials and methods are increasing. 
Several bonding schemes, such as metal bonding [22, 23, 59], SiO2 direct bonding 
[10, 60], adhesive bonding [61–63], and hybrid bonding [64, 65], have been proposed 
to provide reliable vertical interconnections for 3D integration (Table 7.2). This sec-
tion provides an overview of various bonding technologies and processes with their 
characteristics.
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taBle 7.2
Bonding schemes for 3d Integration

Bonding type

Metal Bonding

sio2 direct 
Bonding adhesive Bonding

hybrid Bonding 
(Metal and adhesive)

C4 Bonding (saC, 
Cusn, ausn, etc.)

IMC Bonding 
(sn- or In-Based)

Cu–Cu direct 
Bonding

Bonding temperature 220–280°C 160–250°C 350–400°C R.T. ~200°C BCB: <250°C ~400°C

Connectivity Mechanical and 
electrical

Mechanical and 
electrical

Mechanical and 
electrical

Mechanical Mechanical Mechanical and 
electrical

Advantages Low bonding pressure Low bonding temp Low resistance Low bonding temp. Accommodate 
particles and surface 

roughness

Mechanical and 
electrical connection 
with adhesive in one 

processing step 

Low bonding 
pressure

High thermal 
conductivity

High alignment 
accuracy at low 

temp

Challenges Large space and gap, 
Temp. stability

IMC thickness 
control

High bonding 
pressure, Flatness, 

Particle

Flatness, Void, 
Particle, High 

annealing temp.

Storage life, Limited 
temp stability, 

Processing integrity

High bonding pressure, 
Processing integrity, 

Flatness, Particle
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7.4.1 overview of bonding teChnoLogies

Figure 7.7 shows cross-section SEM images of SiO2 direct bonding, adhesive bond-
ing, metal bonding, and hybrid Cu–adhesive bonding.

SiO2 direct bonding. SiO2 direct bonding is used for SOI-based wafer bonding, espe-
cially with the face-to-back approach [41]. Before the bonding process, the SOI wafer is 
polished from the backside until the buried oxide (BOX) layer is exposed. After a hydro-
philic layer is formed on the bonding surface, the initially room-temperature bonded 
wafers are annealed at a high temperature. Covalent bonds are formed in the bonding 
interfaces through this annealing. The bonding is:

 Si–OH + Si–OH = Si–O–Si + H2O (7.6)

SiO2 direct bonding can reduce the effects of misalignments during the bonding 
process because the initial low-temperature bonding reduces the thermal expansion. 
However, because of the surface roughness, a high planarization technique is needed 
so that the roughness is less than 1 nm RMS. Both SiO2 direct bonding and adhesive 
bonding create a simple mechanical bonding. Therefore, via formation and via fill-
ing processes are used after the bonding process to electrically connect the stacked 
layers.

Adhesive bonding. Adhesive bonding is a method to bond wafers with adhesive 
materials that are then cured. A variety of polymers such as benzocyclobutene (BCB) 
are used as the adhesive materials. The following is an example of an adhesive bond-
ing process. After preparatory cleaning of the wafer, BCB is spin-coated onto the 
wafer and soft-baked at 170°C in a flowing N2 atmosphere. Next, pairs of wafers are 
aligned and bonded at 250°C in a vacuum. The advantage of this approach is that the 
adhesive can handle particles, surface roughness at the wafer interfaces, and stress 
due to the bonding process. However, good procedures for applying the adhesive and 
curing it are critical for consistent results, and the temperature stability of the result-
ing bonds is limited compared to other bonding methods.

Hybrid metal/adhesive bonding. For hybrid metal/adhesive bonding, BCB, poly-
imide, or other polymers are used as an adhesive material [64, 66]. Compared to 
SiO2 direct bonding or Cu–Cu bonding, this bonding approach has an advantage 
for bonding conformality due to the adhesive reflow during the bonding. However, 
high-quality wafer-level chemical mechanical polishing (CMP) is required for the 
bonding interface, and there are the potential problems with the adhesives such as 
moisture absorption or thermal stress due to CTE mismatch.

Metal bonding. Metal bonding including controlled collapse chip connection (C4), 
low-volume lead-free solder, and direct Cu-to-Cu are the main candidate approaches 
for the microbumps to form electrical interconnections for 3D integration. Cu–Cu 
bonding has advantages, since Cu has high thermal conductance and low electri-
cal resistance [67–70]. However, Cu–Cu bonding requires high temperatures in the 
range of 350°C to 400°C for a Cu diffusion reaction. High pressure and high smooth-
ness are also required. The C4 process has been used in manufacturing for several 
years [71], but C4 solder interconnects require larger spacing between the balls and 
larger joint gaps than can be used with low-volume lead-free solder interconnects 
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(IMC bonding). Figure 7.8 compares a C4 solder ball joint with an intermetallic 
compound (IMC) bonding interconnection. The IMC bonding interconnections are 
better than C4 interconnections for 3D integration because they have better heat dis-
sipation and allow for smaller design rules in the silicon. In addition, IMC bonding 
has good thermal stability. Therefore, this section focuses on microbump technology 
using IMC bonding. Intermetallic systems and candidate solder materials for IMC 
bonding are also discussed in the following subsections.

7.4.2 imC bonding

The benefits of IMC bonding interconnects include: (1) increased vertical heat trans-
fer within a 3D die stack, (2) extension to fine-pitch interconnection design rules, and 
(3) a temperature hierarchy for low-temperature bonding but also supporting subse-
quent processes steps with less remelting than C4 interconnects. The temperature 
hierarchy supports the creation of tested and known-good die stacks without the risk 
of die stack interconnections melting again during reflow for module-level assembly 
or surface-mount assembly onto boards. Once created, the IMC bonds have good 
thermal stability. Low-volume, lead-free solder interconnects such as Sn or In are 
formed and can be joined at relatively low temperature and form an intermetallic 
phase with a melting temperature much higher than the low bonding temperature 
[59]. For example, the melting point of In is 156°C and the melting point of the result-
ing Cu–In IMCs is expected to be exceed 400°C, which is higher than the standard 
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FIGure 7.8 Comparison between C4 solder interconnect and low-volume lead-free solder 
interconnect. © 2008 IBM J Res Dev. (From Sakuma, K. et al., IBM J. Res. Dev., 52(6), 
611–622, 2008. With permission.)



192 Nano-Semiconductors: Devices and Technology

solder reflow temperature (260°C) used in the later bonding steps. This is a desirable 
feature for 3D die-stacks because the high thermal stability supports repetition of 
the same bonding process steps for more die stack layers or for other subsequent die-
stack or module level assemblies. Another advantage of the low-temperature bond-
ing process is the ability to overcome problems such as wafer or die roughness or 
warpage during bonding.

7.4.2.1 Intermetallic system
When the solder becomes very thin for the fine-pitch, low-volume interconnections 
of 3D chip integration, the IMC has an important role in controlling the mechani-
cal and electrical integrity of the joints. The joints between the microbumps and 
pads are formed with an interfacial reaction that produces IMC through liquid–solid 
reactions. During the microbump bonding process, the alloy reacts to form complex 
IMCs depending on the structure and combination of the materials of the solder 
and pads. The literature describes five factors that influence the formation of the 
IMCs: atomic size, electronegativity, valence electrons, atomic number, and cohe-
sive energy [72]. The properties of the solid phase and the kinetics of the reactions 
depend primarily on the thermal behavior. The values of these parameters can be 
estimated from the phase diagrams. At a constant temperature, the growth model as 
controlled by volume diffusion indicates that the growth dynamics of the interface 
IMC layer follows a square root law for time, expressed as

 h = (Dt)1/2, (7.7)

where D is the diffusion coefficient and t is the aging time. For nonisothermal 
annealing, the characteristic diffusion length is given by (see Ref. [73]):

 h D T t t= 



∫ ( ( ))d

/1 2

. (7.8)

The diffusion coefficient depends on the temperature and is given by an Arrhenius 
expression, 

 D T D
Q
RT

( ) exp= −




0

0 , (7.9)

where D0 is the diffusion constant, Q0 is the activation energy for diffusion, R is the 
gas constant, and T is the absolute temperature. The thickness of the grown IMC can 
be predicted for each aging condition by using a physical model. The growth of the 
interface IMC is initially linearly proportional to the square root of the aging time 
and a growth model corresponding to Equations 7.7 and 7.8 is valid, but the growth 
levels off with longer aging times.
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By using low-volume, lead-free solder (less than 6 μm high), the joints form IMCs 
in the interfaces of the solder and pads. The IMC system and test vehicle structures 
for IMC evaluation are summarized in Section 7.4.3.

7.4.2.2 solder Materials for IMC Bonding
Materials composed of Sn–Pb (tin–lead) have been widely used for soldering package-
to-board or chip-to-substrate intercon nections. However, the use of lead-based solders 
is increasingly restricted because of environmental concerns and related legislation 
[74]. Indium (In) and Sn have low melting temperatures, below 230°C. In research, 
Cu/Sn, Cu/Ni/In, and Cu/In have been evaluated as lead-free solder interconnection 
candidates for 3D chip stacks.

7.4.3 ChArACteristiCs of imC bonding

The mechanical properties of the microbumps were evaluated by shear and impact 
shock testing after the flip-chip bonding of the test vehicles. SEM imaging was also 
used to study the morphology of the IMC layers in the solder joints of the micro-
bumps. Detailed descriptions of these experimental results are presented in the next 
subsections. 

7.4.3.1 test Vehicle for Mechanical evaluation of IMC Bonding
The silicon chips were joined to a silicon substrate under a forming gas using a 
precision flip-chip bonder, without flux. The bump interconnects have a circular pad 
shape of thickness less than 10 μm instead of the typical solder “ball” shape. To 
control the bump heights precisely and to achieve uniform heights for reliable low-
volume solder bonding, an evaporation method is used for the microbumps. Bumps 
with diameters of 100 μm on 200-μm pitch (4-on-8) were fabricated on the silicon 
chip. Cu/Sn and Cu/Ni/In bumps formed uniformly by evaporation process were 
about 3 μm/3 μm and 3 μm/0.5 μm/2 μm across and in height, respectively (Figure 
7.9a). The pad structures in the silicon substrates contained an outer layer of Ni, 
beneath a thin layer of immersion Au.

7.4.3.2 shear strength
To determine the shear strength per bump, mechanical shear tests were performed 
on the bonded samples. All shear tests were carried out at room temperature. The 
relationship between shear strength per bump and bonding temperature is shown in 
Figure 7.9b. Cu–In IMCs form above 156°C. The shear strength of Cu/In was found 
to be lower than that of Cu/Sn or Cu/Ni/In. In addition, there were optimal bond-
ing tempera tures to obtain maximum shear strength per bump for Cu/Ni/In, but the 
shear strength of Cu/Sn joints was relatively unchanged by the bonding temperature. 
A possible explanation for the increase in shear strength per bump with temperature 
is that increasing the temperature also increases the reaction rate, so more IMC is 
formed during the chosen bonding time (150 s in this case). For Cu/Ni/In and Cu/Sn, 
when above the optimal bonding temperature (for a chosen bonding time) a thicker 
nonductile intermetallic layer is probably formed, and this can lead to interconnec-
tions that are less resistant to thermal shock. The Cu/Ni/In interconnect metallurgy 
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is a special case, since the IMC is not formed over all of the pad’s surface area 
because of the Ni layer, as will be explained in Section 7.4.3.4.

7.4.3.3 shock test reliability
The reliabilities of various chips were studied using simulated heat sinks attached 
to the top of each chip with epoxy, with two different weights of 27 and 54 g/cm2. 
Various shock loading conditions, such as a peak deacceleration of 100 G for 2 ms 
duration, 200 G for 1.5 ms, and 340 G for 1.2 ms were used per with the JESD 
22-B110 Service Conditions C, D, and E [77]. The components were subjected to 
five shock pulses of the peak level. The results of the impact shock tests are shown 
in Table 7.3. The results showed that the samples of eutectic PbSn passed all of 
the targets in the impact shock tests. However, the samples of Cu/Sn did not pass 
the targeted impact shock test objectives with the simulated heat sinks of 27 and 
54 g/cm2. The cross-section SEM and energy-dispersive X-ray spectroscopy (EDX) 
characterizations showed that IMCs were formed uniformly across the areas of the 
juncture. In the same tests, the samples of Cu/Ni/In passed the targeted impact 
shock testing objectives for 27 g/cm2. In addition, the samples of eutectic PbSn 
passed all targets in the impact shock tests. The Cu/Ni/In chips, formed without 
IMCs throughout the pad’s volume, had better resistance to impact shocks than the 
Cu/Sn samples with brittle IMCs formed in their interfaces, as will be discussed in 
the next section.

taBle 7.3
results of Impact shock test for three different Interconnect Metallurgies

simulated heat sink

test sample
G (G’s) no mass 27g/cm2 54g/cm2

g/ms Pass/Fail Pass/Fail Pass/Fail
Cu/Sn 110/2.19 Pass Fail Fail

168/1.65 Pass a a

346/1.25 Pass a a

Cu/Ni/In 109/2.20 Pass Pass Fail

181/1.65 Pass Pass a

321/1.26 Pass Pass a

Eutectic PbSn 101/2.21 Pass Pass Pass

179/1.65 Pass Pass Pass

322/1.26 Pass Pass b

Source: © 2008 IBM J Res Dev.
Note: Bonding conditions for Cu/Sn were 350°C, 150 s, and 4.1 kgf/cm2, and bonding conditions for 

Cu/Ni/In were 285°C, 150 s, and 2.9 kgf/cm2.
a No test.
b Glue failure.



196 Nano-Semiconductors: Devices and Technology

7.4.3.4 Cross-section seM and edX analysis
The lead-free Cu/Ni/In and Cu/Sn interconnects were cross-sectioned and charac-
terized by SEM and EDX in order to analyze the mechanisms of the interconnect 
microstructure and the IMCs formed during the bonding process. Table 7.4 shows 
the values of several key properties of the selected solders and IMCs.

As shown in Figure 7.10a, the Cu/Ni/In interconnection formed an IMC with Au 
and Cu in very small areas, not over all of the pad’s surface. This means that after 
bonding, these bumps have higher melting points than the prebonded bumps. Cu 
will diffuse through the Ni, even at room temperature. For Cu–In IMCs, there are 
about three IMCs between 30 and 50 atomic percentages of In in the phase diagram 
(gamma, eta, and phi). This would be difficult to analyze by SEM and EDX, even if 
they are thick enough. This information shows that if the η-phase Cu7In4 and δ-phase 
Cu7In3 IMCs are formed in the bonding area, then the bonds are thermally stable up 
to approximately 630°C.

In Figure 7.10b, it is clear there is good wetting and bonding for the Cu/Sn inter-
connections. The solder has reacted with the ball limiting metallurgy (BLM), and 
an IMC of Cu, Ni, Au, and Sn was formed throughout the pad’s volume. The Cu–Sn 
IMC is mostly the η-phase Cu6Sn5 with some alloy additions of Ni and Au in Figure 
7.10b, since the Au and Ni used are very thin compared to the thickness of Cu and 
Sn. If ε-phase Cu3Sn is formed, then it will only be a very small amount. Sn is 
detected on the bonding surface, and it appears that Sn has diffused throughout the 
Cu region of the bump and has formed IMCs, based on the grain size and activa-
tion energy. From the phase diagram, the first IMC that forms between Sn and Cu is 
ε-phase Cu3Sn that corresponds to the phase area at 38 wt.% Sn, based on the grain 
boundary diffusion, a brittle intermetallic that tends to form at the Cu surface [78]. 

taBle 7.4
Properties of selected solders and Intermetallic Compounds at 
room temperature

In Cu sn Cu6sn5 Cu3sn

Thermal expansion 10–6/K 32.1 16.8 25 16.3 19

Thermal conductivity W/m K 80 394 70 34.1 70.4

Melting point °C 156.6 1084 232 415 670

Resistivity μΩ cm 8.0 1.55 11.5 17.5 8.93

Young’s modulus GPa 10 110 50 85.56 108.3

Poisson’s ratio 0.45 0.34 0.35 0.309 0.299

Density g/cm3 7.3 8.93 7.17 8.28 8.90

Source: Rika nenpyo (Chronological Scientific Tables) 2000, Maruzen; Fields, R.J., and S.R. Low, 
Research Publication, National Institute of Standards and Technology, Metallurgy Division, 
2002; Van Vlack, L.H., Elements of Materials Science and Engineering, 6th ed. Addison-Wesley 
Publishing Company.
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Then there is an equilibrium compound η-phase Cu6Sn5, which corresponds to the 
phase area at 61 wt.% Sn based on bulk diffusion. A P concentration is also detected 
in the bonding areas. This is probably because the electroless Ni-plated layer con-
tains P and the hypophosphite (H2PO2) used as the reducing agent is incorporated 
into the layer. Electroless Ni plating using nickel sulfate with a hypophosphite reduc-
tion has been reported:

 Ni2+ + (H2PO2)– + H2O → Ni0 + 2H+ + H(HPO3)– (7.10)

It was found that Cu/Ni/In has limited wetting for the IMC to the substrate. 
However, Cu/Sn IMC was formed throughout the pad’s volume and the IMC appears 
to be effectively wetted. This seems to explain why the shear strength of Cu/Sn is 
higher than that of Cu/Ni/In. However, the formation of an IMC of brittle Cu3Sn 
resulted in worse results in the shock tests. The Cu/Ni/In chips, formed without 
IMCs throughout the pad volumes, had better resistance to impact shocks than the 
Cu/Sn samples with brittle IMCs formed at the interface.
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52(6), 611–622, 2008. With permission.)



198 Nano-Semiconductors: Devices and Technology

7.4.3.5 thermal Cycle testing with IMC Bonding
This section focuses on deep thermal cycle (DTC) testing of the die stack systems 
with the Cu/Ni/In and Cu/Sn IMC bonding interconnections. There is a significant 
mismatch in CTEs of silicon and organic substrates. The different CTEs of these 
materials within the modules cause large stresses in the low-volume solder joints 
[17]. Figure 7.11a shows the test vehicles for IMC bonding evaluation. Configuration 
(a-1) has two silicon substrates and one joining step (Figure 7.11a). Configuration 
(a-1) was made with wiring substrates 725 μm thick and TSV substrates with sol-
dered bumps, with thicknesses of 150 and 70 μm. The TSV was a tungsten annular 
type conductor with a diameter of 50 μm. In this case, CTEs of the two substrates are 
the same, but the small amount of underfill material in the gaps causes some stress 
during the thermal cycles. In contrast, configuration (a-2) has an additional 1–2–1 
organic substrate (buildup: ABF-GX13, core: MCL-E-679FG(R)), which amplifies 
the stress and provides resistance for the measurement pads. The organic substrate is 
400 μm thick and 23 mm square.

The two interconnection metallurgies of Cu/Ni/In and Cu/Sn were considered 
as the materials for IMC bonding for 3D integration. Each joining with a 100-μm 
diameter has a copper stud 3 μm high, and the bump pitch was 200 μm. For Cu/Sn, 
the solder layer is 3 μm of Sn. For Cu/Ni/In, there are two layers, with thicknesses 
of 0.5 μm Ni and 2 μm In.

The DTC test was conducted on the Si/Si samples and the Si/Si-on-organic-
substrate samples. The temperature range of the tests was –55°C to 125°C. The cycle 
times were 35 min, and the upper and lower soak times were 15 and 10 min, respec-
tively, for DTC. The electrical contact resistances of the samples were monitored in 
situ using a resistance measurement system. There were 1000 stress cycles.

The preliminary results showed that with the added organic substrate stress, the 
Cu/Sn samples had the greatest number of failures, whereas the Cu/Ni/In had fewer 
failures. Some failed samples with Cu/Sn joints showed large cracks in the top Si 
dies (Figure 7.11b), and some samples showed cracks between the metal pads and the 
Cu–Sn IMCs. The strength of the Cu–Sn IMC can become greater than the interface 
or the Si dies. In such cases, there may be interface failures or cracks in the Si dies. 
This is reasonable, since the yield strength of the Cu/Sn is comparable (approxi-
mately 150 MPa) to that of a Si die (100 to 150 MPa).

The preliminary results showed that with the Si/Si samples, some failures occurred 
among the samples with Cu/Sn joints, but no failures were detected in the Cu/Ni/In joint 
samples. To further investigate the differences between the Cu/Sn and Cu/Ni/In joints, 
the average changes in resistances from the initial values were plotted for the Si/Si 
samples (Figure 7.11c). Values of resistances at the maximum temperature (125°C) 
were used for this analysis. The error bars in the plots indicate the standard devia-
tions of the values of δR. An increase in resistance for the Cu/Sn joint samples in the 
DTC test was observed. In contrast, for systems with Cu/Ni/In joints, the average 
change in resistance remained below 1% in the DTC test. The spread of the data was 
larger for Cu/Sn samples than for Cu/Ni/In samples.

DTC tests showed that systems with Cu/Ni/In joints had fewer failures and 
smaller increases in electrical resistances of the joints during the tests than systems 
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with Cu/Sn joints. The In solder joints can act as a stress reliever for these systems, 
whereas the strength of the IMCs formed at the Cu/Sn joints can become stronger 
than the interface strength of the Si dies and this leads to interfacial failures or 
cracks in Si dies. In order to continue improving system-level performance, new 
insulators such as ULK (ultralow k) and air gap materials can be used to reduce 
dielectric strengths. These materials with lower dielectric strength typically exhibit 
inferior mechanical properties, such as reduced fracture resistance. Therefore, low-k 
material layers are susceptible to damage during thermal cycles, especially if the 
materials with high yield strengths such as Cu–Sn IMCs are used as microbumps 
for 3D integration.

7.4.4 fLuxLess bonding

As systems become faster, there are increasing demands for smaller packages and 
finer-pitched interconnections. At the same time, 3D chip integration requires smaller 
and finer-pitch microbump technologies. The sizes of the vertical interconnections are 
shrinking, and reliable bonding technologies are needed for high input/output (I/O) 
bandwidth 3D integration [82]. Conventional solder joints use liquid flux to remove 
the solid oxide film during the bonding processes. This calls for cleaning the flux resi-
dues after the reflow process to avoid reliability problems. However, as the bump pitch 
shrinks for 3D interconnections, it is increasingly difficult to remove the flux residue. 
In addition, contractions due to temperature change from the reflow temperature to the 
temperature of the flux residue–cleaning water cause low-k cracking and chip package 
interaction (CPI) problems. There are growing demands for fluxless soldering and new 
surface cleaning methods for fine-pitch 3D interconnects. This subsection describes 
the results of the comparisons of treatment methods for Cu/Sn solder bumps and Au 
pads for fluxless flip chip joints.

7.4.4.1 ar Plasma treatment
In flip-chip bonding and wire bonding, plasma treatment techniques are generally 
used to reduce the interface delamination problems caused by organic contamina-
tion on the surfaces of bonding materials [83, 84]. This improves the uniformity and 
longevity and enhances the bond adhesion strength. However, disadvantages include 
temperature increases due to heat transfer, poor etching selectivity, and surface dam-
age due to the ion bombardment. In addition, various types of radiation damage 
caused by the charge buildup can have serious effects on semiconductor devices. 

7.4.4.2 Vacuum uV treatment
A vacuum ultraviolet (VUV) surface treatment process is being developed as a 
cleaning method for bonding metal surfaces, offering simplicity, low cost, and high 
productivity. VUV treatment has none of the problems of ion bombardment dam-
age, such as temperature increases or charge buildup in the plasma treatment. The 
system uses a xenon excimer (Xe2*) lamp with a central wavelength of 172 nm for 
the surface treatment [82]. For the treatment process, the chamber is evacuated after 
samples are inserted into the chamber and oxygen gas is introduced into the chamber 
at the desired pressure. The VUV treatment process occurs with chamber pressures 
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below 3.0 × 104 Pa. Here are the reactions at the atomic and molecular levels that are 
responsible for excimer and excited oxygen generation:

 Xe Xe Xe2
* → + + hν  (7.11)

 O2 + hν → 2O (7.12)

 O2 + O → O3 (7.13)

 2O3 + hν → 3O2 (7.14)

For VUV/O3 treatment, the excimer light interacts with oxygen in the chamber, 
and the surface of the sample is affected by the high density ozone (O3) and excited 
oxygen radicals O(1D). The O(1D) decomposes any organic matter on the sample 
surfaces [85, 86]. In addition, the energy of the photons at 172 nm wavelength is 
697.5 kJ/mol, and these photons can directly break molecular bonds with bond ener-
gies up to 697.5 kJ/mol.

7.4.4.3 Formic acid treatment
In cases where a plasma surface treatment method was not used, formic acid vapor 
has been used as a surface treatment for fluxless flip-chip soldering and for metal 
oxide removal during reflow [87]. When the temperature is above 150°C, the formic 
acid reacts with solder oxides to form compounds. At temperatures above 200°C, 
these compounds further decompose into carbon dioxide and hydrogen. Here are the 
primary reactions of gaseous formic acid with metal oxides [88]:

 MeO + 2HCOOH → Me(COOH)2 + H2 (7.15)

 Me(COOH)2 → Me + CO2 + H2 (7.16)

 H2 + MeO → Me + H2O (7.17)

In this notation, Me represents an arbitrary metal. To remove an oxidation film on Sn 
and to decompose the compounds formed by the reaction of Sn and formic acid, the 
bonding samples received a formic acid treatment at 200°C at a chamber pressure 
of 1100 mbar [89].

7.4.4.4 hydrogen radical treatment
Dry chemical cleaning including hydrogen radicals (excited hydrogen) is being devel-
oped to remove organic compounds, contaminants, and oxide films. This process 
uses the reducing action of the hydrogen radical. A hot wire method using a tungsten 
wire filament has been proposed to produce hydrogen radicals, because hydrogen 
radicals require a high temperature, in the range of 1500–2000°C. The treatment 
process takes place at low atmospheric pressure, typically less than 100 mm Torr. 
In another version, hydrogen radicals are generated by a surface-wave microwave 
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(2.45  GHz) plasma in a hydrogen ambient at 1 Torr and they irradiate the target 
samples on the stage [90].

7.4.4.5 Comparison of surface treatments
Various cleaning conditions with Ar plasma, VUV/O3, formic acid vapor, and hydro-
gen radicals were evaluated and compared. Evaporated 3 μm/3 μm thick Cu/Sn 
and immersion Au plating over electroless Ni plating were used for the bonding 
microbumps and bonding pads. X-ray photoelectron spectroscopy (XPS) was used to 
study the surface elemental composition of the microbumps and pad surfaces before 
and after the cleaning processes. The photoelectron spectra of C1s and Sn3d were 
obtained with XPS, and the results showed that the hydrogen radical and VUV/O3 
surface treatments effectively reduced the carbon-based organic contamination on 
the bonding surface (Figure 7.12a). In addition, hydrogen radicals and formic acid 
treatment can effectively remove oxides as shown in Figure 7.12b.

After the surface treatments, the upper and lower silicon pieces were bonded at 
260°C without flux by using a bonding tool. The solder connections’ shear force 
was improved by the hydrogen radical surface treatments as shown in Figure 7.12c. 
Hydrogen radical treatments with higher temperatures gave higher average shear 
strength. In comparing various treatment conditions, the results show that the 
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FIGure 7.12 Comparisons of various surface treatments: XPS narrow-scan spectra of (a) 
C 1s and (b) Sn 3d5/2 of flip chip with Cu/Sn bump surfaces, with and without treatments; (c) 
average shear strength with and without hydrogen radical treatment; (d) Average results of shear 
tests with various treatments. (From Sakuma, K. et al., ECTC, in press, 2011. With permission.)
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hydrogen radical treatments and VUV/O3 treatments result in higher average shear 
strength among the treatments tested, with shear strengths more than 16 times stron-
ger than that of the untreated samples (Figure 7.12d) [90]. These preliminary experi-
ments indicate that hydrogen radical treatments and VUV/O3 treatments are useful 
for cleaning bonding interconnections.

7.5 dIe-to-WaFer InteGratIon teChnoloGy

For 3D chip integration with a top-down approach, two or more 2D circuits, cor-
responding to different layers of the 3D devices, are fabricated independently, then 
aligned and bonded together at the chip level or wafer level for the 3D integration. 
TSV for vertical interconnections between each layer can be fabricated before or 
after each layer is stacked by using face-to-face or face-to-back integration schemes, 
as required by target applications. High-precision alignment and high-quality high-
reliability bonding are required when stacking the device layers. Either bulk or SOI-
based CMOS should be used for stacking the layers, since applications can affect the 
performance requirements, vertical interconnection lengths, and device densities. It is 
best if heterogeneous chips or wafers can be combined and connected with high-den-
sity vertical interconnections. There are several different approaches for 3D integra-
tion, including die-to-die, die-to-wafer, and wafer-to-wafer. Schematic illustrations of 
wafer-to-wafer and die-to-wafer integration processes are shown in Figure 7.13.

Die-to-die and Die-to-wafer. Die-to-die and die-to-wafer integration can be car-
ried out with high-precision flip chip bonding. In general, die sizes will be differ-
ent when multiple technologies are used for the assembling process. Die-to-die and 
die-to-wafer integration technologies make it possible to stack multiple known good 
dies (KGDs) with different die sizes in layers [91]. However, when dies are bonded 
as arrays on a wafer, the process has to be repeated as many times as there are 
laminated dies in the array. If precise alignment accuracy is required, the process-
ing time for stacking each layer increases. Because of the low expected fabrication 
throughput, die-to-die and die-to-wafer bonding techniques may ultimately not be 
cost-effective. Die-to-die and die-to-wafer technologies can be used when high yield 
or dies of different sizes are needed for 3D integration.

Wafer-to-wafer. Wafer-to-wafer integration technology may provide the ultimate 
solution for the highest manufacturing throughput, depending on achieving suffi-
ciently high yields and minimal loss of good die and wafers [92, 93]. The use of 
wafer-to-wafer integration technology is most suitable with high-yield wafers and 
small die sizes. This calls for raising the yields to much higher levels than are cur-
rently possible. In addition, all layers must use wafers of the same diameter and use 
compatible technologies, since all layers must be aligned at the wafer level. The 
materials and geometries will be complicated because any mismatches due to such 
factors as thermal gradients between the stacked wafers will cause displacements 
during the bonding processes. The total yield of 3D integration using wafer-to-wafer 
technology is determined by multiplying the yield of each wafer [94]. Therefore, 
the compound die yield decreases exponentially as the number of stacked layers 
increases. This technology could be used as long as the die yield of each wafer is 
sufficiently high. 
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7.5.1 die yieLd of stACKing proCesses

The total yield of 3D stack applications using wafer-to-wafer technology is most 
constrained by the wafer with the lowest yield, since the total yield is determined 
by multiplying the yields of each wafer. This also means that the chip yield will 
decrease exponentially as the number of stacked layers increases. The physically 
possible number of chips (Nc) produced from a wafer may be given as [95]

 N
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− +
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where

 A = x ∙ y (7.19)
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FIGure 7.13 Schematic illustration of 3D integration process: (a) wafer-to-wafer 3D inte-
gration process; (b) die-to-wafer 3D integration process. © 2008 IEEE. (From Sakuma, K. 
et al., 58th Electronic Components and Technology Conference (ECTC), Lake Buena Vista, 
FL, pp. 18–23, 2008. With permission.)
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and

 θ = ≥x
y

1. (7.20)

In Equations 7.6 to 7.8, x and y are the dimensions of a rectangular chip (mm), θ is 
the ratio between x and y, φ is the wafer diameter (mm), and A is the area of the chip 
(mm2). For example, for a 300-mm wafer with x = 10 mm, y = 10 mm, then Nc = 615 
chips. If defect density remains constant, then the chip yield decreases as the chip 
size increases. Therefore, small chip size is desirable to raise the yield of a wafer. 
To think about yield of the 3D integration, it is necessary to consider the yield of 
the stacking process as well as the yield of the wafer. When combining n untested 
chips with a chip yield Y2D, the compound yield of the wafer-to-wafer structure will 
be given by [96]

 Y Y Yn n= ⋅ −
2

1
D S  (7.21)

where YS is the yield of the stacking process. For example, combining three die with 
wafer-to-wafer integration with a device yield Y2D of 85% and a stacking yield YS of 
95%, results in a module yield of only 55%. Lower wafer yields results in exponen-
tially smaller module yields.

In the future, with structure and process optimizations, wafer-to-wafer integra-
tion may provide a solution for the highest throughput, but this assumes target appli-
cations where a high yield is possible. In the near term, die-to-die or die-to-wafer 
integration may offer high yield, high flexibility, and high-performance plus time-
to-market advantages. Compared to the die-to-wafer processes recently developed, 
a new integration technology, called die cavity technology, that significantly reduces 
the complexity of fabrication is being developed. This technology reduces the num-
ber of processing steps in fabricating die stacks.

7.5.2 die CAvity teChnoLogy

Die-to-wafer integration offers the ability to stack KGD, which can lead to higher 
yields without integrated redundancy and flexible combinations of different technol-
ogies. Conventional die-to-wafer bonding is performed using the flip chip method, 
which involves aligning an array of solder interconnects with pads on the substrate, 
followed by application of heat and pressure. When joining multiple dies, it is neces-
sary to repeat the positioning, heating, and pressure steps once for each of the dies to 
be joined. Also, when joining stacked dies in an array on a wafer, the process has to 
be repeated as many times as the number of joined dies arranged in the array.

In this section, die-to-wafer integration using a die cavity technology is intro-
duced. The technology is inexpensive with high throughput, and supports a high 
precision automatic positioning technique [97, 98]. Figure 7.14a shows a schematic 
illustration of the die-to-wafer 3D integration process with the die cavity technology. 
The cavity holds a die and can be used as a positioning reference when joining 
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multiple dies. Heat and pressure are applied to join the stacked die in one step, utiliz-
ing the cavity as a reference surface to align the entire stack. Therefore, the manu-
facturing throughput is greatly enhanced and no mechanical device is necessary to 
provide positioning, thereby allowing 3D stacked dies to be manufactured at a low 
cost.

The number of dies to be stacked is n, the number of stacked dies placed on the 
wafer is m, the processing time for alignment is Pa, and the processing time for pres-
surizing, heating, and cooling is Ph. The total processing time for conventional die-
to-wafer integration is given as

 Pt = (Pa × n × m) + (Ph × n × m). (7.22)

Stacked die

Cavity

(b)

Cavity template

(a)

Die cavity
Template

 
KGD

Substrate wafer

TemplateDie cavity TemplateKGD

Substrate wafer Substrate wafer

KGD

KGD

Substrate wafer

FIGure 7.14 Die cavity technology. (a) Schematic illustration of the die-to-wafer 3D 
integration process with the die cavity technology. (b) Photo image of the die cavity proto-
type. © 2008 IEEE. (From Sakuma, K. et al., 58th Electronic Components and Technology 
Conference (ECTC), Lake Buena Vista, FL, pp. 18–23, 2008. With permission.)
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In contrast, the total processing time for die-to-wafer integration using the die cavity 
approach is described by

 Pt = (Pc × n × m) + Ph, (7.23)

where Pc is the processing time to place the dies inside cavities and Pc << Pa. The 
die-to-wafer 3D integration manufacturing throughput can be significantly improved 
by using die cavity, since the heat and pressure for the entire die is applied in one 
step and the stacked chips are created on the wafer. All processes can be done at the 
same time and equipment with alignment functions for each die is no longer needed. 
Also, the bonding thermal history of each chip in the wafer can be ignored, even 
when multiple dies are stacked.

To explore the feasibility of the die-to-wafer integration process, a die cavity 
prototype was built. Figure 7.14b shows a photograph of a prepared prototype cav-
ity, which has only one hole. This hole is controlled in size in comparison to the 
actual die size to control the alignment, assembly, and release. It is important that 
the template material is compatible with the processing, the CTE, and the alignment 
tolerance control of the die and die stacks. Many options may be considered for the 
template material such as metals, ceramics, and silicon. The use of silicon or silicon 
derivatives can help control the CTE during processing.

7.5.3 ALignment ACCurACy

We evaluated the alignment accuracy of the die cavity technology. The in-plane 
positions of the solder joints relative to the die edges before and after stacking were 
measured to evaluate the alignment accuracy of the cavity alignment technology. An 
optical microscope was used with a digital position readout for these measurements. 
Accuracy of the measurements with this microscope is estimated as ±1 μm.

The size of the chips and the cavity was measured first. The average width of the 
silicon dies was 2968 μm and the width of the cavity was 2992 μm. Prior to stacking, 
the positions xi of the joints along the sides of the dies relative to the edges were mea-
sured. We found the average position x0 of the joints from the edge for each group of 
dies to be stacked. The deviation Δx of position xi from x0 was calculated for each 
side of the dies (Figure 7.15a), and the histogram of Δx is shown in Figure 7.15b. 
The standard deviation of Δx was 1.1 μm and the result shows a narrow distribution.

Chip stacks were cut parallel to the sides of the dies. Cross-sections of the chip 
stacks were polished after dicing. Relative positions xi of joints in the plane of the 
polished cross sections were measured. From these measurements, the average posi-
tion x0 for each row of the stacked dies and the deviations Δx of positions xi from 
x0 for all joints were obtained (Figure 7.15c). The deviation Δx for a row of joints 
is obtained from the average of values for all joints in the same row. The rotational 
deviations are negligible, since the standard deviations of Δx within each row were 
less than 1 μm. A histogram of the deviation Δx after stacking is plotted in Figure 
7.15d. The standard deviation of values of Δx before stacking was 1.1 μm and the 
value after stacking was 2.0 μm.
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Results show that precision in chip alignment of less than 5 μm was achieved, 
even after three-layer chip stacking using the cavity alignment technology. If 10% 
misalignment of the bumps in the stacked chips is acceptable, then the cavity align-
ment technology will work down to 100-μm pitch joints.

7.5.4 test vehiCLe: design And feAtures

The primary electrical test vehicle for the die-to-wafer integration was designed as a TSV 
carrier and a substrate. To measure the electrical resistance and yield of the TSV and 
lead-free solder interconnects, the test vehicle consisted primarily of daisy chains with 
links alternating between bottom and top die. The diameter of each via is 50 μm. The 
diameter of each bump is 100 μm and the pitch is 200 μm. An annular W via is defined, 
since this has been previously shown to give low-resistance, high-yield TSV that are eas-
ily integrated into a standard CMOS copper BEOL process flow [99]. Wiring links were 
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FIGure 7.15 Alignment accuracy of die cavity technology: schematic drawings of cross 
sections of stacked dies showing deviation Δx for joints from their average value x0 (a) before 
and (c) after stacking. Histogram of deviation from average position of bumps (b) before 
and (d) after stacking. For histogram of measurements before stacking, both edges of the 
side were measured for each x and y direction, whereas only one measurement per direction 
of the side is taken after stacking. Positions x0 are averages among stacked samples. (From 
Koharg, S., of IBM Japan. With permission.)
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deposited with 2 μm thickness of an electroplated Cu layer followed by an electroless Ni 
layer and 100 nm of an immersion Au layer deposited to form chains in the substrate.

Detailed descriptions of the process flow of this technology appear elsewhere 
[37, 59, 99] and are only summarized here. First, the pattern of annular via with 
diameters of 50 μm is etched into the silicon substrate with ICP RIE and insulation 
is formed on the side walls of the via using thermal oxidation. As an electrically con-
ducting material, tungsten is deposited by CVD followed by standard planarization 
with CMP. Single damascene Cu pads with a 200-μm pitch are formed on top of the 
TSV. After electroless Ni and immersion Au deposition to form the top-surface met-
allurgy (TSM) of the receiving pads, a glass handling wafer is attached to the surface 
for mechanical support during wafer grinding. The wafers are thinned to a thickness 
of 70 μm by mechanical grinding and CMP, and the bottoms of the tungsten-filled 
via are exposed. After an insulation process on the backside using PECVD, a final 
CMP step exposes the via metal. The bottom-surface metallurgy and Cu/Ni/In lead-
free solder metal are defined on the back surface by evaporation through an aligned 
metal mask. The lead-free solder interconnects are less than 6 μm in height.

7.5.5 resuLts of stACKing using die CAvity teChnoLogy

Alignment between the die and a substrate is performed using the die cavity. The die 
to be stacked are placed inside the controlled cavities. All dies are bonded simulta-
neously in the bonding process. The lamination and bonding process is performed in 
controlled equipment with a fixture that provides uniform heating. The lamination 
cycle utilizes a controlled temperature, pressure, and ambient atmosphere to form 
the bonds. Through this batch fabrication, all of the die on one wafer can be joined 
in parallel and high throughput alignment and bonding can be done.

By using a lamination tool and a cavity for die bonding, a die-to-wafer integration 
process was demonstrated between TSV carriers and a silicon substrate or silicon wafer.

Figure 7.16a shows an SEM image of a six-layer die stacked on a supporting sili-
con substrate. The vertical die stack on the substrate appears to be precisely aligned 
along the line of edges. Pads on the surface of the supporting substrate are used for 
contact with the backside bump interconnects to the chip stack and also for probe 
testing. Figure 7.16b shows a cross-sectional SEM image of a six-layer chip stack 
on a supporting silicon substrate. This figure shows that the annular via and lead-
free solder bumps are connected vertically. Figure 7.16c shows an optical image of 
three-layer dies stacked at multiple sites on a supporting silicon substrate. The dies 
at multiple sites were stacked simultaneously without any bonding failures due to 
the die cavity technology. These early results demonstrated the initial feasibility for 
stacking dies with 200-μm pitch interconnections.

Die cavity technology was also used to make 3D chip stacks to evaluate the thermal 
resistances of 3D chips for different structures and layouts of the TSV and microbumps 
[100]. The 3D chip-stack samples with thermal monitoring sensors using diode, Cu 
TSV, and SnAg microbumps were fabricated with the die cavity assembly technology 
(Figure 7.16d). The diode on the bottom chip is electrically connected with the pads on 
the top chip through the TSV and microbumps. There is no difference in diode char-
acteristics in the top and the bottom layer after chip stacking. These results show that 
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the stacking process along with the distortion caused by the stacking do not have any 
influence on the characteristics of the diodes after joining.

7.5.6 eLeCtriCAL tests

Electrical tests were performed to measure the yield and average electrical resis-
tance of each W-TSV and Cu/Ni/In lead-free solder interconnect using the IBM test 
vehicle’s variable length chains. Figure 7.17 shows the measured DC resistance of 
the link chains in the 3D chip-stacking test vehicles. A total of six different loca-
tions were measured for one-, three-, and six-layer die stacked on supporting silicon 
substrates. They were fabricated by using the die-to-wafer integration process. The 
total resistance of the link chains Rtotal is given as

 Rtotal = 2n(Rvia + Rbump) + Rwiring, (7.24)

where n is the number of stacked layers, Rvia is the resistance of TSV, Rbump is the 
resistance of a microbump, and Rwiring is the resistance of the wiring on the substrate. 
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FIGure 7.16 Fabricated 3D chip stacks with die cavity technology: (a) SEM image of six-
layer stack on a Si substrate. (From Sakuna, K. et al., IBM J. Res. Dev. 52(6), 611–622, 2008. 
With permission.); (b) cross-sectional SEM image of a chip stack. (From Sakuna, K. et al., 
IBM J. Res. Dev. 52(6), 611–622, 2008. With permission.); (c) optical image of three-layer 
dies stacked at multiple sites on a substrate with die cavity technology. (From Sakuna, K. et 
al., Material Research Society (MRS). 2011. With permission); (d) cross-section SEM image 
of thermal evaluation 3D chip. (From Matsumoto, K. et al., 2011. Thermal characteriza-
tion of a three-dimensional (3D) chip stack based on experiments and simulation. Made (in 
Japanese). With permission.)
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As shown in Figure 7.17b, the measured total resistance of the link chains is indi-
cated on the right axis and the resistance of a single TSV plus lead-free solder inter-
connects on the left axis. The total resistance shown in Figure 7.17b includes the 
annular tungsten–TSV, the Cu/Ni/In bumps, and the Cu wiring links that are the 
dominant components in the total resistance. These data show that the average resis-
tance of a single tungsten TSV and Cu/Ni/In solder interconnect was approximately 
21 mΩ, which is an acceptably low value.

7.6 underFIll enCaPsulatIon For 3d InteGratIon

Conventional underfill encapsulation to fill in the gaps under flip chip package is 
done with an underfill flow via capillary action. This process may have limitations, 
especially since the chips become larger and the standoff gaps are reduced. In addi-
tion, it is difficult to fill thin gaps (less than 10 μm, which is required for 3D integra-
tion) without voids and high filler content, which reduces the adhesive coefficient of 
thermal expansion and can increase thermal conductivity.

7.6.1 overview of underfiLL proCess

Alternatives to conventional capillary underfill are wafer-level underfill [101, 102] 
and no-flow underfill [103, 104]. The wafer-level underfill approach has the potential 
of being a fast and low-cost operation since the underfill is precoated on the wafer 
before it is diced into chips for the joining processes. A number of wafer level under-
fill approaches have already been described using various materials and processing 
steps. The challenge for this technology is to optimize the materials and processing 
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flow to achieve high yield and reliable bonds. This technology approach must over-
come challenges such as trapped air bubbles, poor wetting to the solder bumps, or 
poor alignment because the underfill material may cover up the alignment marks. 
No-flow underfill provides flux to the solder during bonding and eliminates the extra 
processing steps such as flux residue cleaning required for a capillary process. This 
rapid process makes this option suitable for mass production, since the device can be 
kept at an elevated temperature until the underfill is cured to prevent low-k cracking. 
One of the challenges is preventing inclusions of filler particles in the solder joints, 
which can affect the reliability of these connections.

Vacuum underfill can be considered as an extension of capillary underfill process 
where the filled adhesive flow is enhanced using gas pressure [105]. In this approach, 
an underfill is dispensed around the 3D stacked chip or flip chip under reduced 
pressure in a vacuum chamber. When the vacuum is released, the pressure within 
the chips is now lower than the external atmospheric pressure. The pressure dif-
ference assists the insulating underfill material in penetrating into the narrow gaps 
between the stacked chips. To date, there have been few experimental studies on the 
application of underfill with vacuum assistance for 3D chip stacks. Matsumoto et al. 
proposed an adhesive injection method for 3D LSI [106, 107]. However, their process 
cannot form fillet around stacked chips. In addition, their process requires a wall 
around the target area to create a pressure difference, and the wall must be designed 
as part of the layout design. The vacuum underfill technology does not need any 
wall, which makes this process more suitable for manufacturing.

7.6.2 vACuum underfiLL proCess

Figure 7.18 shows a comparison of standard capillary underfill deposition with the 
vacuum underfill process for 3D chip stacks. For the vacuum underfill process, 
stacked chips were placed in the vacuum chamber before dispensing the underfill 
material. The stage temperature of the vacuum underfill tool was controlled and this 
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FIGure 7.18 Comparison of standard capillary underfill deposition with vacuum underfill 
process for 3D chip stack.



213Development of 3D Chip Integration Technology

temperature depends on the properties of the underfill material. The vacuum cham-
ber includes a dispensing device for the underfill material. After placing the sam-
ple on the stage in the vacuum chamber, the chamber is evacuated. Then the underfill 
material is dispensed around each stacked chip on the substrate, and the vacuum is 
released. When the vacuum is filled with air at normal atmospheric pressure, the 
underfill, which is dispensed all around each stacked chip, is injected by air pressure 
into the narrow gaps between each chip.

7.6.3 resuLts of vACuum underfiLL for 3d Chip stACK

Vacuum underfill technology was evaluated for 3D chip stacks. A primary electrical 
test vehicle for the 3D chip stack described in Section 7.6.4 was used. The test vehicle 
consisted of wired daisy chains. The three layers were vertically stacked by using the 
die cavity technology [97]. Bonding was done with a controlled bonding tempera-
ture, time, pressure, and ambient. With this technique, all chips are stacked in one 
step. Each layer is electrically connected by tungsten TSVs and Cu/Sn microbumps. 
The thickness of each stacked chip is approximately 70 μm, and the microbumps are 
100 μm in diameter with a pitch of 200 μm and a height of 6 μm. Electrical tests were 
performed to measure the resistance and yield of each vertical interconnection of 
the three-layer chip stacks with underfill. Results showed that the average resistance 
of a single tungsten TSV and Cu/Sn microbump was about 75 mΩ, and no failures 
occurred in any of the chains. To investigate the thermal reliability of the stacked 
chip, one-layer TSV stacks on silicon substrates with and without underfill were 
subjected to the following reliability test conditions [108]:

 1. JEDEC level-3 moisture preconditioning
 1-1:  125°C bake for 24 h; 1-2: 30°C at 60% Relative Humidity for 192 h; 1-3: 

Three times at 260°C peak reflow.
 2. Deep Thermal Cycle: from –55°C to 125°C at a rate of 2 cycles/h.

Figure 7.19 shows a summary of the thermal reliability results up to 1500 cycles 
for the stacked chips. There was minimal change in average resistances between the 
chip stacks with and without underfill.

(a) (b) (c)

Underfill fillet

3-layer chip stack with underfill

Si Substrate

3-layer
chip stack 

6 µm gap

Si Substrate

FIGure 7.19 DTC results for chip stack with and without underfill. 4 pt resistance of paired 
W-TSVs and Cu/Sn microbumps (including wiring in one-layer chip stack).
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Figure 7.20a shows an SEM image of a three-layer chip stack on a silicon sub-
strate before vacuum underfill process. As shown in the images, the chips are pre-
cisely aligned along their edges. Figure 7.20b shows an optical microscope image 
of the chip stack after vacuum underfill process. An underfill that includes filler 
particles (with an average particle size of 0.3 μm and a maximum particle size of 
1 μm) was used. The filler content is 55% by weight. The underfill should completely 
fill the gaps between each stacked thin chip and its substrate. The objectives for this 
underfill study included good adhesion, no voids, and the formation of fillets around 
the stacked chips. As shown in the picture, this process forms a well-shaped fillet 
around the chip stack. Figure 7.20c shows a scanning acoustic microscope (SAM) 
image of the three-layer chip stack with underfill after 1000 DTCs. There are no 
delaminations or large voids in the underfill of the chip stack. The thermal reliability 
test results showed that the resistances of the chip stack with tungsten TSVs and 
Cu/Sn microbumps with and without underfill were acceptable.

7.7 suMMary

This chapter has described the development trends and key technologies of 3D chip 
integration. 3D integration is emerging as an approach to achieve high bandwidth, 
high performance, high functionality, and reduced complexity in the interconnec-
tions of electronic circuits. Through experiments, the foundations of the key technol-
ogies for 3D integration have been devised such as TSV, IMC bonding and fluxless 
bonding for effective chip bonding, advanced die-to-wafer 3D integration processes 
with high yield, and high throughput based on a die cavity method and vacuum 
underfilling technology. Reliability results showed that tungsten TSV and Cu/Ni/In 
lead-free solder interconnections have excellent electrical connectivity and thermal 
performance, allowing high density and flexible interconnections for constructing 
high-performance 3D systems.
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FIGure 7.20 3D chip-stack sample before and after vacuum underfill process: (a) three-
layer chip stack without underfill, (b) with underfill. Fillet formed around chip stack; (c) SAM 
image after vacuum underfill process. (From Sakuna, K. et al., J. Micromech. Microeng, 21: 
035024, 2011. With permission.)
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3D chip integration technology is projected to be used for applications in vari-
ous fields for heterogeneous functional devices. Unresolved problems involving TSV 
with bonding technologies to improve the connection reliability and the KGD sort-
ing technology need to be addressed for 3D stacked structures. Furthermore, para-
sitic capacitance must be reduced and signal integrity should be improved. For 3D 
integration, the CAD systems also need improvements in 3D partitioning functions 
and heat analysis functions. In addition, layout designs with redundant functions are 
needed to raise the total yield after chip stacking.
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8 Embedded Spin–
Transfer–Torque MRAM

Kangho Lee

8.1 IntroductIon

8.1.1 Motivation for EMbEddEd Stt-MraM: application pErSpEctivES

As the silicon industry moves toward the end of the technology roadmap, providing 
cost-effective and power-efficient system-on-chip memory solutions has become ever 
more challenging. While there are increasing demands for embedded memory capac-
ity, conventional embedded working memories such as embedded static (SRAM) and 
dynamic random-access memory (DRAM) have been facing scalability challenges 
along with increasing static leakage power. The static leakage power consump-
tion of embedded working memories, particularly in the case of high- performance 
mobile chips, accounts for a substantial portion of total power consumption, which 
is expected to strengthen at future technology nodes. Considering that embedded 
memory accounts for more than 50% of the total chip area of commercial state-of-
the-art mobile chipsets, it is important to develop an alternative embedded memory 
technology that can overcome these challenges without compromising the benefits of 
conventional working memories.
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Novel memory devices such as phase-change RAM (PCRAM), ferroelectric 
RAM (FeRAM), and resistive RAM (RRAM) have actively been investigated; 
however, it has been challenging to meet two essential requirements for working 
memories: unlimited endurance and fast read/write speed (10 ns or less). None of 
the emerging memory technologies except for spin–transfer–torque magnetoresis-
tive random access memory (STT-MRAM) has demonstrated more than 1012 write 
endurance combined with good scalability and fast read/write operations. This posi-
tions STT-MRAM as a promising emerging memory technology that has a potential 
to replace the conventional working memories.

Embedded STT-MRAM may provide additional benefits, particularly for 
futuristic low-power wireless applications. There have been growing demands for 
ultralow power wireless solutions for implantable medical devices, wireless health-
care monitoring devices, etc. Typically, these applications do not require high-speed 
operations; however, the power requirement is expected to be very stringent, possibly 
sub-milliwatt. In this case, static leakage power from conventional memory arrays 
may occupy a significant portion of the total power consumption. Nonvolatility of 
STT-MRAM can eliminate a substantial portion of the static leakage power. Small 
form factor and low cost would be critical factors as well. A typical STT-MRAM 
bitcell consists of one magnetic tunnel junction (MTJ) and one access transistor con-
nected in series (1T-1MTJ). The size of a 1T-1MTJ bitcell can be much smaller than 
that of embedded SRAM or DRAM bitcells. Since an MTJ module can also be inte-
grated into a CMOS (complementary metal–oxide–semiconductor) back-end-of-line 
(BEOL) without substantial process overheads, decreased bitcell size leads to cost 
reduction. Finally, STT-MRAM can simplify a system architecture. Because of the 
nonvolatility of STT-MRAM, flash memory for code storage can be removed from 
the system. This also minimizes IO transactions and helps reduce the total cost as 
well as the form factor.

Depending on target applications, desirable attributes of embedded STT-MRAM 
can be different. However, the common key challenge for success of embedded STT-
MRAM is to minimize energy per write operation within proper voltage headrooms. 
This chapter covers magnetoelectric properties of MTJs, operations of STT-MRAM 
bitcells, and recent advances and prospects of STT-MRAM technology.

8.1.2 rEcEnt induStrial EffortS for MraM dEvElopMEnt

Before diving into the technical details of STT-MRAM, it would be appropriate to 
briefly review recent industrial efforts for MRAM development. In the 1990s, the 
semiconductor industry started MRAM development. It was Freescale Semiconductor 
that shipped the first 4 Mb MRAM product in 2006. The MRAM module was inte-
grated into a 180-nm CMOS logic platform. Freescale Semiconductor spun off its 
MRAM business to a new company called Everspin Technologies. By 2008, more 
than 1 million MRAM chips were sold. In 2010, Everspin introduced new 16 Mb 
MRAM chips. All the MRAM products from Everspin are conventional MRAM 
based on field-induced switching, and not STT-MRAM. Currently, Everspin is the 
only company shipping MRAM products. MagIC, IBM, and NEC have also been 
working on conventional MRAM. NEC reported a high-speed 32 Mb MRAM macro 
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suitable for embedded systems in 2009 [1]. However, conventional MRAM has a 
fundamental scalability problem, because scaling down MTJ cells entails a substan-
tial increase in switching fields, and thereby more power consumption. In addition, 
the programming current to generate the switching field is too high to be integrated 
into a low-power logic platform at future CMOS technology nodes. For these rea-
sons, conventional MRAM have not made a significant impact on memory industry, 
serving only niche markets. 

In contrast, STT-MRAM is a scalable technology. Critical switching current 
density (Jc) is proportional to the magnitude of the spin–transfer–torque (STT) 
effect that is largely determined by the material property and the film structure of 
a free layer. Scaling down MTJ cells leads to smaller critical switching current (Ic) 
because Ic is simply Jc times MTJ size. Hence, for a given Jc, the write power of STT-
MRAM scales down as the size of MTJ cells shrinks. Since Sony reported the first 
chip-level demonstration of STT-MRAM in 2005 [2], the semiconductor industry 
has actively been investigating STT-MRAM technology. MTJ was integrated into 
a 180 nm CMOS platform. This milestone was followed by Hitachi and Tohoku 
University, which presented a 2 Mb STT-MRAM integrated into a 200 nm CMOS 
platform in 2007 [3]. 40 ns read and 100 ns write operations were demonstrated. 
IBM and MagIC reported statistical behaviors of MTJs using a 4-Kb STT-MRAM 
test chip and suggested that a 64 Mb STT-MRAM chip at the 90 nm node would 
be feasible [4]. In 2009, Qualcomm and TSMC presented a 45-nm STT-MRAM 
embedded into a standard CMOS logic platform that uses low-power transistors and 
Cu/low-k BEOL [5]. Grandis reported a 256 Kb STT-MRAM integrated into a 90 
nm CMOS platform in 2010, demonstrating Jc as low as ~1 MA/cm2 [6]. Fujitsu 
demonstrated improved bitcell switching yields using MTJs with reversed MTJ film 
stacks, so-called top-pinned structures [7]. Samsung investigated the feasibility of 
STT-MRAM as a next-generation nonvolatile memory to replace DRAM and NOR 
Flash, showing that the STT-MRAM bitcell size can be scaled down to sub-30 nm 
technology node [8]. Hynix and Grandis also reported a fully integrated 64 Mb STT-
MRAM using modified DRAM processes at the 54 nm technology node [9]. The 
bitcell size was 14 F2.

All the previous reports cited above utilized in-plane MTJs whose magnetization 
lies in the film plane. However, it is questionable whether deeply scaled in-plane 
MTJs will be able to serve future CMOS technology nodes (28 nm or beyond). In 
2010, Toshiba reported a 64 Mb STT-MRAM using perpendicular MTJs [10]. In 
perpendicular MTJs, the free layer is magnetized perpendicular to the film plane due 
to strong crystalline anisotropy or surface anisotropy, which provides more room 
for scaling down MTJ. This will be discussed later in Section 8.4.1. IBM and MagIC 
also presented 4 Kb STT-MRAM based on pMTJs, demonstrating superior MTJ 
performances that may be sufficient to yield a 64 Mb chip [11]. 

8.2  MagnetIc tunnel JunctIon: storage 
eleMent of stt-MraM

MRAM defines binary states (states “0” and “1”) by two discrete resistance values 
of an MTJ. Figure 8.1 illustrates a typical MTJ film stack that consists of multiple 
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metallic films separated by a thin (~1 nm) MgO tunnel barrier. The layers with arrows 
(free, fixed, and pinned layers) are ferromagnetic metals (FM). Soft ferromagnetic 
alloys such as NiFe and CoFeB have been used for the free layer whose moment 
direction can be switched by external excitations as indicated by the double-ended 
dotted arrow. Due to thin-film shape anisotropy, the moment typically resides in the 
film plane. The cap layer is inserted between the top electrode and the free layer to 
protect the free layer from the following process steps and/or tune the magnetoelec-
tric properties of the free layer. The layers between MgO and the seed layer are to 
achieve reliable reference layers (reference to the free layer moment) so that the fixed 
layer moment does not change in the presence of the external excitations. The anti-
ferromagnetic (AF) pinning layer, typically PtMn or IrMn, is deposited on the seed 
layer. The moment direction of the pinned layer is biased via the exchange bias effect 
during magnetic annealing following film depositions. The fixed layer moment is 
antiferromagnetically coupled to the pinned layer moment via a nonmagnetic Ru 
spacer, which is known as interlayer exchange coupling. This scheme, called syn-
thetic antiferromagnetic (SAF) reference layers (typically CoFeB/Ru/CoFeB), has 
been widely adopted because it provides the means to achieve reliable reference 
layers and control magnetostatic coupling between the free layer and the reference 
layers. The seed layer is to provide smooth surface and preferable crystallographic 
orientation for subsequent film depositions. All the films can be grown by a physical 
vapor deposition (PVD) system. The MTJ film stacks can be integrated into CMOS 
BEOL and patterned by either ion milling or reactive ion etching. An individual 
patterned MTJ cell typically represents 1 bit. In this section, essential physics of 
MTJs are explained in conjunction with key MTJ performance metrics for STT-
MRAM: tunneling magnetoresistance ratio (TMR), thermal barrier (EB) for data 
retention, and critical switching current (Jc).

8.2.1 MagnEtization dynaMicS in fErroMagnEtic MEtalS

Strong ferromagnetism commonly observed in ferromagnetic metals such as Co, Ni, 
Fe, and their alloys originates from spontaneous alignment of microscopic magnetic 
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fIgure 8.1 Illustration of a typical MTJ film structure.
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moments associated with electron motions (orbital motion and spin). The orbital motion 
of a single electron forms a current loop, exhibiting magnetic dipole moment (Mob) 
associated with its angular momentum (L). Classical electromagnetism tells us that

 
M Lob

e

= e
m2

, (8.1)

where e is the electron charge and me is the electron mass. The magnetic moment 
corresponding to the first Bohr orbit, called Bohr magnetron (μB), is 0.927 × 10–20 erg/Oe 
in cgs unit. The electron spin, a purely quantum-mechanical phenomenon, also shows the 
magnetic moment exactly equal to μB. Hence, μB is considered a natural unit of electron 
magnetic moment. In general, electron magnetic moment (m) is given by

 
m S S= = −ge

m2 e

γ , (8.2)

where g is a spectroscopic splitting factor (g = 1 for orbital motion and g = 2 for spin), 
S is the spin angular momentum, and γ is called the gyromagnetic ratio. Note that γ 
is positive. Energy felt by an electron in the presence of a time-dependent external 
magnetic field (B) is –m∙B (Zeeman energy); hence, the Hamiltonian is given by 
γS∙B. The time derivative of the expectation value of S, denoted as 〈S〉 below, can be 
computed using Schrödinger’s equation. 
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S H S B
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= = − ×1


[ , ] γ . (8.3)

From Equations 8.2 and 8.3, the motion of a single electron in magnetic fields can 
be described by

 

d
d
m

m B
t

= − ×γ . (8.4)

In a typical ferromagnet, electron spins in the 3d orbitals are spontaneously aligned 
due to strong quantum-mechanical exchange forces among adjacent spins. The 
exchange energy (Eex) between two spins (σi,j) are given by

 Eex = –2Jijσi ∙ σj, (8.5)

where Jij is the exchange integral. With the exchange energy for individual electrons 
considered, the Hamiltonian for a ferromagnet can be approximated as

 

H S B= ⋅ + − ⋅∑ ∑γ i

i

ij i j

i j

J2 σσ σσ
,

. (8.6)
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Assuming that all the adjacent spins are aligned in the ferromagnet, the magnetization 
(M) of the ferromagnet can simply be described by

 

d
d

,
M

M B
t

= − ×γ  (8.7)

where M is defined as the total electron dipole moment per unit volume.
In a static magnetic field, Equation 8.7 tells us that the magnetization precesses 

around the applied field at an angular frequency of γB (known as the Larmor fre-
quency) as illustrated in Figure 8.2a. However, we know from magnetic hysteresis 
measurements that with a sufficiently large field, the magnetization becomes satu-
rated to its maximum, saturated magnetization (Ms), and aligned to the field direc-
tion. The precession motion alone does not explain this. Adding damping torque can 
make the magnetization spiral into the field direction after a finite time (order of 
nanoseconds) as illustrated in Figure 8.2b. Hence, a damping term has been added 
into Equation 8.7 by introducing phenomenological damping parameter, often called 
Gilbert damping constant (α), which leads to the following equation, known as 
Landau–Lifshitz–Gilbert (LLG) equation:

 

1
γ

αd
d
M

M B M M B
t M

= − × − × ×( ). (8.8)

Physical origins of the damping torque have been attributed to energy relaxations 
due to interactions with s-electrons, spin–orbit interactions, etc. Damping can be 
characterized from ferromagnetic resonance (FMR) measurements, and α values 
reported with typical free layer materials is ~0.01 or less.

While energy is dissipated by the damping motion, it may also be possible to 
transfer energy to electrons in the 3d orbitals (d-electrons) by external excitations. 
In 1996, Slonczewski [12] and Berger [13] theoretically predicted that spin-polarized 
currents, primarily carried by electrons in the 4s orbitals (s-electrons), can transfer 
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θ θ

fIgure 8.2 Precession of magnetization (a) without considering damping (b) in the pres-
ence of damping torque and (c) with spin torque opposing damping torque.
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spin angular momentum of s-electrons to d-electrons. Another term is added to 
Equation 8.8 to account for current-induced magnetic excitation.

 

1
γ

αd
d s
M

M B M M B M M b
t M

a
M

J= − × − × × + × ×( ) ( )  (8.9)

where ns is the direction of spin polarization of the incoming current. aJ is given by 
hJP/2eMst. J is the current density, P is the spin polarization factor, and t is the film 
thickness. The last term can be viewed as spin torque opposing damping torque, as 
illustrated in Figure 8.2c. When the spin torque excitation balances out damping, 
the magnetization can precess without being damped. As the spin torque excitation 
becomes large enough to overcome damping, the magnetization can be switched to 
another energetically favorable orientation. Current-induced magnetization reversal 
will be explained in more detail in Section 8.2.4.

8.2.2 tunnEling MagnEtorESiStancE ratio

Because of the spin-dependent tunneling effect, the angle (θ) between the free-layer 
and the fixed-layer moments determines the MTJ resistance, resulting in the mini-
mum (maximum) resistance when the two moments are parallel (antiparallel) to each 
other. In general, the MTJ conductance (G) can be described by

 
G

G G G G= + + −max min max min cos
2 2

θ . (8.10)

Hence, G can have any values between Gmin and Gmax, where Gmin and Gmax correspond 
to antiparallel-state resistance (Rap) and parallel-state resistance (Rp). The tunneling 
magnetoresistance (TMR) ratio, defined as (Rap – Rp)/Rp, is often used as a figure of 
merit for the read operation. The read operation of STT-MRAM is to sense the differ-
ence between MTJ cell resistance and predefined reference cell resistance. Although 
the reference cell scheme and MTJ resistance distributions also affect the read margin 
significantly, it is critical to achieve sufficient TMR for high-speed read operations.

Since TMR has been an essential element for MRAM development, it would be 
beneficial to briefly review the history of TMR development. Since Jullière discov-
ered TMR (14% at 4.2 K) in an Fe/Ge/Co junction in 1975 [14], many research-
ers have contributed to the enhancement of TMR. Miyazaki et al. [15] at Tohoku 
University and Moodera et al. [16] at MIT demonstrated a TMR ratio of more than 
10% at room temperature, using amorphous AlOx as a tunnel barrier. Amorphous 
AlOx has been used in conventional MRAM, providing a TMR ratio of ~70%. The 
next milestone was the introduction of polycrystalline MgO. After the theoretical 
predictions that the TMR ratio can be increased to more than 1000% using Fe/MgO/
Fe junctions [17, 18], many research groups have reported significantly enhanced 
TMR using MgO. Recently, TMR ~600% at room temperature has been reported 
using CoFeB/MgO/CoFeB junctions annealed at high temperature (550°C) [19]. A 
more detailed history of TMR development can be found elsewhere [20]. 
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8.2.3 EnErgy barriEr for data rEtEntion

When the MTJ film is patterned into an elliptical shape, shape anisotropy allows the 
free layer moment to have only two energetically favorable directions along the easy-
axis as shown in Figure 8.3 (i.e., θ = 0 or π). For a single-domain nanomagnet, the 
energy barrier (EB) between these two states in the presence of an external magnetic 
field (Hext) is given by

 
E

M H V H
HB

s k ext

k

= −




2

1
2

 (8.11)

where Ms is the saturation magnetization of the free layer, V is the free layer volume, 
and Hk is the effective uniaxial anisotropy field. In Figure 8.3, the magnetization is 
initially oriented at θ = π. When Hext is applied to the opposite direction of the mag-
netization along the easy-axis, the energy barrier seen from the magnetization state 
decreases, resulting in the switching of the magnetization when this energy barrier 
becomes comparable to thermal energy. Note that the magnetization remains to be 
at θ = π with an insufficient magnetic field; hence magnetization switching occurs 
coherently as illustrated in the magnetization-field curve. The switching field is often 
called the coercivity field (Hc).

Since scaling down MTJ cells leads to volume reduction, it is important to have 
sufficient Ms–Hk product to meet the target standby data retention requirement 
and  ensure adequate thermal stability for the patterned MTJ cells. Nonswitching 
probability, F(t), of a single MTJ cell is commonly described by the Néel–Brown 
relaxation time formula, F(t) = exp(–t/τ) with the relaxation time constant τ = τ0 
exp(EB/kBT). τ0 is typically assumed to be 1 ns. To retain a single bit for 10 years, 
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this formula requires EB to be at least 40kBT. The EB requirement increases with 
increasing memory array size. The EB requirement can be alleviated by adding error-
correction-code (ECC) circuits. 

One should be careful when measuring EB that represents realistic standby data 
retention. The most accurate method would be to directly measure dwell times of 
magnetization states at elevated temperatures and extract EB using the Néel–Brown 
relaxation time formula. Assuming that thermally activated magnetization reversal 
follows the same path as field-driven switching, one can estimate EB by character-
izing dependence of Hc on field pulse width (tp) or temperature and fitting the data 
with Sharrock’s formula. 
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where c can be considered a fitting parameter and typically ranges between 0.5 and 
1. This method has been used to estimate the EB of recording media for hard disk and 
MTJs for STT-MRAM as well as conventional MRAM.

8.2.4 Spin-tranSfEr-torquE (Stt Switching)

To program MTJ cells, one can apply external magnetic fields as illustrated in a 
resistance-magnetic field hysteresis loop (Figure 8.4a). The MTJ resistance is mea-
sured at a small read bias while sweeping static magnetic fields along the easy-axis. 
The MTJ cell has only two resistance states. Switching fields in both antiparallel-to-
parallel (AP–P) and parallel-to-antiparallel (P–AP) directions are ~220 Oe, showing 

(a) (b)
7000

6000

5000

4000

3000

2000

1000

0

6000

5000

4000

3000

2000

1000

0
0–300 300–200 200–100 0–0.3 0.3 0.6 0.9–0.6–0.9100

Rap

Rp

Magnetic field (Oe) Voltage (V)

M
T

J r
es

ist
an

ce
 (Ω

)

M
T

J r
es

ist
an

ce
 (Ω

)

fIgure 8.4 Hystersis loop from (a) magnetic field switching and (b) spin-transfer-torque 
switching.



232 Nano-Semiconductors: Devices and Technology

nearly zero offset field (Hoff). Conventional MRAM has utilized magnetic fields for 
the write operation. Magnetic fields are generated by currents flowing through metal 
lines located near an MTJ cell to be programmed. The polarity of magnetic fields is 
controlled by changing the current direction. However, decreasing an MTJ cell size 
tends to increase switching fields, resulting in more write power consumption; hence, 
conventional MRAM does not provide good scalability.

Another way to switch the free-layer magnetization is to apply spin-polarized cur-
rents directly through an MTJ cell without applying external magnetic fields. Current-
induced magnetization switching was theoretically predicted by Slonczewski [12] 
and Berger [13] in 1996. The first experimental evidence was reported with metallic 
spin valves that have a nonmagnetic metallic spacer instead of the tunnel barrier 
[21]. Figure 8.4b shows a resistance–voltage hysteresis loop of an MTJ cell with no 
external magnetic fields applied. Positive voltages correspond to conduction elec-
trons flowing from the fixed layer to the free layer, and vice versa. The initial MTJ 
state is Rap, and the arrows indicate the direction of voltage sweeping. It is notewor-
thy that Rap shows a strong bias dependence, whereas Rp is nearly independent of 
bias. AP–P switching occurs at about 0.6 V. Positive voltages produce parallelizing 
current; hence, the MTJ state remains in the parallel configuration as the applied 
voltage increases further. Negative voltages produce antiparallelizing current, and 
P–AP switching occurs at about –0.6 V.

This phenomenon, called STT switching, is a result of the interaction between 
spin-polarized conduction electrons and magnetization. In a simplified picture, STT 
switching can be understood using illustrations shown in Figure 8.5. First, assume 
that initial magnetization of the free layer is antiparallel to that of the fixed layer 
(Figure 8.5a). Free electrons in normal metals have equal populations of up-spin and 
down-spin. When the free electrons enter a ferromagnet, a substantial portion of con-
duction electrons are polarized to the magnetization of the ferromagnet, resulting in 
imbalanced spin populations. Hence, as conduction electrons pass through the fixed 
layer, the electrons are spin-polarized to the magnetization direction of the fixed 
layer. A substantial portion of these spin-polarized electrons, mostly residing in the 
4s orbitals, tunnel through the insulating barrier without losing their polarization 
and exert torque on the free layer magnetization. Since electrons in the 3d orbitals 

(a) (b)Electron flux Electron flux

Free MgO Fixed Free MgO Fixed

Parallelizing current Antiparallelizing current

+ –

fIgure 8.5 Simplified illustration of STT switching in an MTJ structure.
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are responsible for magnetic moments observed in ferromagnetic materials, this 
interaction is essentially based on momentum exchange between electrons in the 3d 
orbitals and conduction electrons in the 4s orbitals. When sufficiently large currents 
are applied, the spin torque flips the free layer magnetization. The threshold current 
is called the critical switching current (Ic). On the other hand, a substantial portion of 
the minority spin electrons are reflected at the barrier interfaces and exert torque on 
the fixed layer magnetization. However, the fixed layer magnetization is not switched 
because it takes a lot more energy to switch the SAF reference layers. For P–AP STT 
switching, conduction electrons are injected into the free layer first and polarized to the 
magnetization direction of the free layer (Figure 8.5b). The majority of spin electrons 
tunnel through the barrier more easily because the free layer magnetization is parallel 
to that of the fixed layer. Minority spin electrons, polarized to the opposite direction of 
the free layer magnetization, are reflected at the barrier interfaces and then exert torque 
on the free layer magnetization, eventually leading to P–AP switching.

According to Slonczewski’s model [12, 22], intrinsic critical switching current 
(Ic0), defined as Ic at zero temperature, is described by the following equation:
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where e is the electron charge, αeff is the effective damping constant, A is the MTJ 
area, t is the free layer thickness, h is the reduced Planck’s constant, Hk∣∣ is the uniax-
ial anisotropy field in the film plane, Hoff is the magnetostatic offset field, and η is the 
STT efficiency. With typical CoFeB-based free layers, αeff is ~0.01 and Ms is ~1000 
emu/cm3. To the first-order approximation, η can be estimated by (p/2)/(1 + p2cos θ), 
where p is the tunneling spin polarization of incident spin-polarized currents and θ 
is the angle between the free layer and the fixed layer moments. For symmetric MTJ 
junctions (e.g., CoFeB/MgO/CoFeB), p can be extracted from the Jullière formula, 
TMR = 2p2/(1 – p2). Hk∣∣ is typically less than 0.5 kOe although it is affected by the 
aspect ratio and size of an MTJ cell, sidewall roughness, passivation, etc. Hoff origi-
nates from interfacial roughness and dipolar coupling fields between the adjacent 
ferromagnetic layers; however, it is much smaller than Hk∣∣ and can be tuned to nearly 
zero. The 2πMs term (>6 kOe) originates from thin-film shape anisotropy and is a 
dominant factor that increases Ic0. This will be explained in detail in Section 8.4.1.

Ic measured as a function of current pulse width (tp) typically shows two regimes 
of STT switching as shown in Figure 8.6a. When tp is relatively long (>10–100 ns), 
thermal activation plays an important role in STT switching. In particular, Joule 
heating can increase the effective MTJ temperature. In the thermally activated 
regime, it has experimentally been shown that Ic increases linearly with exponen-
tially increasing tp.
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Ic0 and EB can be extracted from the y-intercept, and the slope as indicated by the 
dotted extrapolated line in Figure 8.6a. EB can also be obtained by utilizing the 
statistical nature of STT switching. At a finite temperature, switching probability 
(Psw) of a single MTJ is given by
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Figure 8.6b shows Psw calculated for two different EB values (solid line for 60 kBT 
and dotted line for 25kBT) when tp is 100 ns. EB can be estimated by fitting measured 
Psw with Equation 8.15. However, it should be noted that the EB values extracted 
using either Equation 8.14 or 8.15 do not represent the thermal barrier for standby 
data retention due to Joule heating, and are much smaller, often by a factor of 2 or 
more, than those from Equation 8.12.

For sub-10 ns STT switching, Ic increases nonmonotonically as shown in Figure 
8.6a. In this regime, magnetization reversal is dominated by precessional switching. 
The measured Ic typically follows the relationship: 
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where τrelax is the relaxation time and θ0 is the root square average of the initial angle 
of the free-layer magnetization determined by thermal fluctuation.
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fIgure 8.6  (a) Dependence of switching current on write pulse width. (b) Switching prob-
ability as a function of normalized switching current for MTJs with different EB.
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8.3 1t-1MtJ stt-MraM BItcell

Figure 8.7 shows a typical STT-MRAM array schematic with 1T-1MTJ bitcells. In 
1T-1MTJ bitcell architecture, one MTJ is serially connected to an access transistor 
that is an n-type metal oxide semiconductor device. To read a cell, the word line (WL) 
of the selected cell is turned on and small read bias is applied to either the selected bit 
line (BL) or the source line (SL), while the other end of the cell is grounded. A sense 
amplifier determines the data of the cell by sensing the difference between the cell 
resistance and predefined reference resistance. The write operation is dependent on 
how an MTJ is connected to the access transistor in the 1T-1MTJ bitcell. In Figure 
8.7, the fixed-layer side of an MTJ is connected to the access transistor. In this case, 
driving the BL with the SL grounded corresponds to AP–P switching (positive direc-
tion), and vice versa for driving the SL. In this section, the read/write margins and 
reliability of the 1T-1MTJ bitcell are discussed.

8.3.1 rEad Margin

Figure 8.8a shows a typical read circuitry for STT-MRAM. The reference cells are 
designed to average the currents through two MTJs, one in a parallel state and another 
in an antiparallel state. It is critical for these reference MTJs not to change their 
states in any circumstances. The sense amplifier (SA) detects the voltage difference 
(ΔV) between the voltage of the selected BL and the reference voltage, denoted as 
Vref in Figure 8.8. High TMR is essential to develop ΔV in a very short time (~ns). 
However, this seemingly simple operation can be very challenging when you want 
to ensure sufficient read margins across an entire memory array. Figure 8.8b shows 
typical distributions of Rp and Rap that follow the normal distribution. Variations 
in MTJ size and uniformity of MgO barrier are primary factors that determine 1σ 
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fIgure 8.7 A typical STT-MRAM array schematic along with the 1T-1MTJ bitcell 
structure.
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of these distributions. Covering 6σ from each distribution means that TMR must 
be larger than 12σ. Since scaling down MTJs tends to increase 1σ, MTJ patterning 
would be critical to achieve high-yielding STT-MRAM.

Usually, reference cells are inserted in a memory array, let us say, every 32 data 
bits, in order to track local variations of MTJ resistance. However, this means that 
reference cells themselves would exhibit some distributions. Ensuring enough sepa-
rations among the distributions of Rp, Rap, reference resistance can be quite chal-
lenging, which may increase the TMR requirement. Decreasing the total number 
of reference cells or using a fixed number of predefined reference cells may help 
mitigate this problem. Toshiba recently showed that adopting a novel reference cell 
scheme can considerably relax the TMR requirement [10]. In addition to MTJ resis-
tance distributions, transistor variations, particularly transistor mismatch in SA, 
can affect the read margin and need to be carefully examined. All the transistors 
connected in series with an MTJ as well as parasitic resistances from interconnect 
metals also decrease the effective TMR seen from SA. Despite all the factors listed 
above, it is not straightforward to analytically estimate the TMR requirement for 
100% die yield. Hence, it is recommended to run Monte Carlo circuit simulations 
with final read circuitry to ensure sufficient read margins at the worst-case operation 
corner.

TMR is dependent on temperature because Rap decreases with increasing tem-
perature, whereas Rp hardly changes. It has been reported that zero-bias TMR can 
decrease by more than 20% as temperature increases from 25 to 125°C [23]. Such a 
reduction in TMR can significantly decrease the read margin. As a consequence, the 
worst-case corner for read operations is positioned at the “hot” condition. Another 
challenging problem in read operations is read disturbance at elevated temperatures 
because MTJ becomes more susceptible to thermal disturbance. In particular, ther-
mal reversal of reference cells could be detrimental. In the presence of read cur-
rent (Iread), the effective EB has been known to decrease by a factor of (1 – Iread/
Ic0). At future technology nodes, Ic0 is expected to continuously decrease because 
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of the reduced MTJ size and recent progress in material engineering for Jc reduc-
tion. However, Iread may not be reduced further because high-speed read operations 
require a certain amount of Iread. This means that preventing read disturbance may 
become very challenging at future technology nodes. One possible way to get around 
this problem is to optimize read circuitry and biasing conditions for ultra-high-speed 
sensing operations. Since the switching probability is dependent on current pulse 
width, reducing read pulse width substantially lower than write pulse width will help 
prevent read disturbance, particularly when the effective read pulse width is shorter 
than 10 ns (boundary for precessional switching regime).

8.3.2 writE Margin

The maximum current available for MTJ switching is limited by the current-driving 
capability of the access transistor. For a given technology, the width of the access 
transistor must be carefully determined to provide sufficient current for MTJ switch-
ing at the worst-case corner. The output current from the access transistor becomes 
much lower when the transistor drives the MTJ at the source side, which is known as 
the source degeneration effect. In addition to this asymmetry of the transistor output 
current, it is typically more difficult to switch MTJ from a parallel state to an antipar-

allel state than vice versa. An additional parameter, β, defined as β = − −I Ic c
P AP AP P

 
, 

can be introduced to describe the Ic asymmetry. The intrinsic Ic asymmetry (β0) is 

similarly defined as β0 0 0= − −I Ic
P AP

c
AP P . Previous work attributed the fundamental 

origin of β0 to the asymmetric voltage dependence of the fixed layer polarization fac-
tor (Pfixed) because the voltage-driven torque on the free layer moment is proportional 
to Pfixed [22]. When electrons flow from the fixed layer to the free layer, Pfixed remains 
substantial with increasing voltages. However, Pfixed significantly decreases in the 
opposite case. This may lead to reduced STT efficiency for P–AP switching (ηP) in 
comparison to that for AP–P switching (ηAP). Assuming that thin-film shape anisot-
ropy dominates in Equation 8.13, β0 can be correlated to TMR by β0 ≈ ηAP/ηP ≈ 1 + 
TMR. This indicates that MTJs with higher TMR may show stronger Ic asymmetry.

β is a critical parameter in designing an STT-MRAM bitcell. When the fixed-
layer side of an MTJ is connected to the access transistor as shown in Figure 8.7, 
the transistor is subjected to the source degeneration effect when switching the MTJ 
from a parallel state to an antiparallel state. When this is coupled with β > 1, the 
P–AP switching is much more difficult to achieve than the AP–P switching. This 
problem can be mitigated by connecting the free-layer side of an MTJ to the tran-
sistor as shown in Figure 8.9a. In this case, driving the SL corresponds to AP–P 
switching, and vice versa for driving the BL. Loadline analysis (Figure 8.9b) clearly 
illustrates the benefit of reversing the connection between the MTJ and the transis-
tor. Transistor output characteristics were transformed to a coordinate of MTJ cur-
rent–voltage loop. The thin solid lines were obtained from the reversely connected 
1T-1MTJ bitcell, and the dotted lines are from the conventional bitcell shown in 
Figure 8.7. The thick solid lines are the MTJ current–voltage loop, and Ic for AP–P 
and P–AP switching are indicated on the y-axis. Whereas the conventional connec-
tion provides only a small margin in P–AP switching and a large margin in AP–P 
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switching, the operating points of the reversely connected bitcell are well separated 
from the MTJ switching voltages in both AP–P and P–AP switching as indicated by 
solid circles. The rule of thumb is to use the reversed connection when the transistor 
output current asymmetry is larger than β.

Designing an STT-MRAM bitcell for robust write operations requires a bit more 
focused attention to parasitic resistances from interconnect metals and additional 
resistances from periphery transistors (write drivers, address decoders, etc.), particu-
larly in the case of a large-size memory array. Since STT-MRAM is a resistive mem-
ory, these additional resistors consume voltage headrooms, decreasing the transistor 
output current. Hence, when the write margin is tight, circuit designers are forced to 
increase the size of periphery transistors, which degrade the array efficiency. In addi-
tion, process-voltage-temperature (PVT) variations of the access transistor need to 
be considered to achieve a high-yielding memory array. The worst-case temperature 
corner for write operations is the “cold” condition. The width of the access transis-
tor must be determined to achieve a target write error rate (WER) at the worst-case 
PVT corner. For write pulse widths in the range of 20–100 ns, WER is commonly 
fitted with the complementary error function, following a normal distribution. For 
relatively long write pulses, WER tends to deviate from the normal distribution and 
follow the Weibull distribution. 

In addition to the switching margin, it is also important to secure a sufficient 
write reliability margin between switching voltages (Vc) and MgO breakdown volt-
age (Vbd). Vbd is a function of write width and temperature. Longer pulse width and/
or higher temperatures decreases Vbd. Since Vbd tends to increase faster than Vc with 
decreasing write pulse width [23], it is easier to secure the write reliability margin 
with shorter write pulses. With typical MgO thickness suitable for STT-MRAM, a 
write reliability margin of more than 13σ(Vc) has been demonstrated [24]; hence, 
securing this reliability margin is often considered less challenging than the read 
disturbance margin.
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8.4  MtJ MaterIal engIneerIng for 
WrIte PoWer reductIon

To compete with conventional embedded memory at the future technology nodes, 
Jc0 needs to be reduced without sacrificing EB to minimize write energy per bit 
while maintaining nonvolatility. Assuming that the resistance-area (RA) product 
is 10 Ω μm2, Jc for P–AP switching is 4 MA/cm2 at the write pulse width of 
10  ns, and the MTJ size is 50 × 100 nm2, the calculated write energy per bit is 
0.63 pJ. This is comparable to the dynamic energy consumption per bit expected 
from recent embedded DRAM technology. Based on the latest advances in MTJ 
material engineering, this particular combination of MTJ specifications does not 
seem to be difficult to achieve. However, capturing product opportunities to replace 
state-of-the-art embedded memory would require more aggressive Jc reduction. 
Considering that the performance requirements for conventional embedded memory 
has been continuously increasing, it is desirable to reduce the operating frequency 
of embedded STT-MRAM to at least below 100 MHz, which requires reliable STT 
switching in the precessional switching regime. Jc reduction would allow faster write 
speed. Also, for a given target write speed, decreasing Jc leads to reduced bitcell size, 
and thereby less cost. In this section, recent advances in MTJ material engineering 
for Jc reduction are discussed.

8.4.1 pErpEndicular MagnEtic aniSotropy

Magnetization in nanomagnets with thin-film geometry normally lies in the film 
plane due to thin-film shape anisotropy. When an external field is applied perpendic-
ular to the plane, magnetization linearly increases until it saturates to its maximum 
value, Ms. The saturation field (Hsat) represents the magnitude of thin-film shape 
anisotropy, and the uniaxial anisotropy energy (Ku) is given by Ku = MsHsat/2. The 
spin–torque-driven switching process involves precessional oscillation of magne-
tization. Thin-film shape anisotropy makes this oscillatory motion confined in the 
direction perpendicular to the film plane, resulting in an elliptical precession. Figure 
8.10a illustrates the out-of-plane magnetization curves of thin ferromagnetic films 
with and without perpendicular magnetic anisotropy (PMA). In the absence of PMA 
(solid line), Hsat is identical to a demagnetizing field (4πMs). For typical CoFeB-based 
free layers with Ms of ~1000 emu/cm3, Hsat is ~12 kOe. In this case, Ic0 and EB can 
be described by
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In Equation 8.17, the 2πMs term originates from thin-film anisotropy, often called a 
demagnetizing field term. Since 2πMs >> Hk∣∣, Jc0 becomes proportional to α ηeff s /M t2

 . 
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This means that using low-Ms material for a free layer is the most efficient way to 
achieve Jc reduction. However, Hk∣∣, in-plane shape anisotropy term resulting from 
the aspect ratio of an elliptically patterned MTJ cell, is proportional to Mst, which 
leads to EB ~ (Mst)2. Therefore, when controlling Ms, EB is traded off as much as we 
gain from Jc0 reduction.

When PMA is introduced into the free layer of an in-plane MTJ with the free-
layer magnetization remaining in the film plane, Hsat can be substantially reduced as 
illustrated in Figure 8.10a. The difference between 4πMs and Hsat corresponds to the 
effective out-of-plane anisotropy field (Hk⊥ ), and the effective demagnetization field 
(4πMeff) is defined as 4πMs – Hk⊥. In the presence of partial PMA, Jc0 decreases with-
out affecting EB particularly when Hk⊥ cancels a substantial portion of the demagne-
tization field (4πMs).
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There are a number of experimental data that confirmed the existence of PMA in 
thin CoFeB films. Guan et al. [25] showed 4πMeff ~6 kOe with Co40Fe40B20(2)/Ta/ Ru 
(free layer/capping layers) MTJs, which corresponded to ~50% reduction in 4πMs 
(thickness in nm). Yakata et al. [26] investigated the effect of CoFeB compositions on 
4πMeff and Jc0 with (CoxFe1–x)80B20(2)/Ta/Ru MTJs and found that significant reduc-
tion (~80% with Co20Fe60B20) in 4πMeff was more pronounced with Fe-rich CoFeB, 
whereas Co-rich CoFeB showed negligible Hk⊥. This trend in 4πMeff was also well 
correlated with Jc0. All these results imply that Jc0 can be considerably reduced by 
introducing PMA without trading off EB. Although the physical origin of Hk⊥ is 
still ambiguous, Ikeda et al. [27] claimed that surface anisotropy from the MgO–
Co20Fe60B20 interface is responsible for PMA.
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fIgure 8.10 (a) Illustration of out-of-plane magnetization curves of thin ferromagnetic 
films with and without perpendicular magnetic anisotropy. (b) The product of effective 
anisotropy energy and film thickness vs. film thickness.
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In general, when PMA in thin magnetic films results from surface anisotropy, the 
effective magnetic anisotropy energy (Keff) can be phenomenologically separated 
into the volume anisotropy (Kv) and the surface anisotropy (Ks) from the interfaces, 
obeying the following equation:
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where t is the film thickness. This relation is commonly used to extract Kv and Ks 
by plotting the product Keff – t versus t. A typical illustration of this plot expected 
from CoFeB films with strong surface anisotropy is shown in Figure 8.10b. The 
positive portion of the Keff – t axis corresponds to perpendicular magnetization. Kv is 
obtained from the slope of the linear portion of the curve. For typical in-plane free 
layers, Kv is ~2 2π Ms  as expected from thin-film shape anisotropy. Ks is extracted 
from the y-intercept of the line extrapolated from the linear portion of the curve. 
Figure 8.10b shows that below a certain film thickness (tc), the surface anisotropy 
exceeds the demagnetizing field (i.e., Hk⊥ > 4πMs), resulting in perpendicularly mag-
netized films. tc values have been reported for a couple of different CoFeB films. For 
MgO/Co20Fe60B20/Ta films, tc was ~1.6 nm [27]. For Ta/Co60Fe20B20/MgO films, tc 
was ~1.1 nm [28]. Furthermore, perpendicular MTJs have been demonstrated utiliz-
ing perpendicularly magnetized CoFeB as a free layer [27, 28]. Perpendicular MTJs 
do not rely on in-plane shape anisotropy to define magnetization states, hence they 
can be patterned into a circular shape. For perpendicular MTJs with the effective 
perpendicular anisotropy field (Hk,eff) of Hk⊥ – 4πMs, Ic0 and EB are given by
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Note that Ic0 is proportional to EB. For a given target MTJ size, Equation 8.22 tells us 
that EB is determined by the product Keff – t. As shown in Figure 8.10b, the product 
Keff – t increases with decreasing film thickness until it reaches the maximum at a 
certain film thickness (tm). Hence, the maximum EB achievable is simply given by 
(Keff – tm)A. As the film thickness is increased further, the product Keff – t starts to 
roll down. This deviation has been commonly observed in most PMA systems and 
attributed to changes in magnetoelastic anisotropy, interdiffusion after annealing, 
and nonconformal films forming islands at a small film thickness. For example, for a 
circular MTJ with its diameter of 40 nm, an EB of 60kBT requires the product Keff – t 
of ~0.2 erg/cm2, which can be achieved with thin CoFeB films. However, patterned 
MTJs often suffer from sidewall damages or edge roughness, particularly when the 
MTJ size is small. These can decrease the EB of patterned MTJs considerably. In 
addition, as the film thickness decreases, αeff tends to increase. Hence, it is desirable 
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to maximize Ks and achieve the target Keff – t value with the film thickness below 
tm. With the top and bottom interfaces of a free layer carefully engineered, it seems 
feasible to increase Ks more than what has been reported to date.

8.4.2 daMping conStant and Stt EfficiEncy

Regardless of PMA in the film structures, it is always beneficial to optimize αeff and η 
because Jc0 can be reduced without trading off EB. For bulk-type materials, damping is 
an intrinsic material property; however, damping in thin (~nm) magnetic films is also 
affected by adjacent nonmagnetic layers. For CoFeB-based MTJs, αeff can be tuned by 
optimizing material compositions of the free layer (intrinsic contribution) or the capping 
layers adjacent to the free layer (extrinsic contribution). For the intrinsic contribution, it 
has been reported that Fe-rich Co20Fe60B20 exhibits lower damping constant in compari-
son to Co40Fe40B20, contributing to Jc0 reduction [29]. The thickness and crystalline states 
of a free layer are also known to affect αeff [30]. For the extrinsic contribution, the αeff of a 
thin ferromagnetic layer adjacent to a normal metal layer can be substantially increased, 
particularly when the normal metal layer has a short spin relaxation time (e.g., Pt), which 
is known as the spin pumping effect. This implies that optimization of the capping layer 
may reduce αeff when the spin pumping effect is suppressed. Insulating capping layers 
may be suitable for this purpose. However, the capping layer optimization is often not 
trivial because it also affects the crystallization process of the free layer underneath and 
modifies other MTJ properties such as TMR. In addition, it is not clear whether there 
is enough room for reducing αeff further. The αeff value reported from Co20Fe60B20 is 
~0.007, which is close to its intrinsic damping of CoFeB.

η represents the efficiency of spin-polarized current driving magnetization rever-
sal. To the first-order approximation, η is a function of spin polarization factor and 
can be increased by enhancing TMR. However, for MTJs with sufficiently high 
TMR (~150%), it has been predicted that enhancing TMR further would not result 
in considerable Jc0 reduction because increased spin polarization would not lead to 
significantly stronger spin torques [31]. Recently, it has been suggested that η can 
also be increased by enhancing out-of-plane spin torques generated by a spatially 
nonuniform spin current within a tapered nanopillar spin valve [32]. Adding a per-
pendicular polarizer in an MTJ film stack may introduce additional out-of-plane 
spin torques and enhance η [33]. While the out-of-plane spin torques are negligible 
in metallic spin valves, it has recently been found that the out-of-plane spin torques 
play a significant role in MTJs. In general, the spin torque (Γ) have both in-plane and 
perpendicular components and can be written as

 
ΓΓ = × × + ×a

M
bJ J

M
M n M n( )s s  (8.23)

where aJ and bJ represent the in-plane spin torque and the perpendicular spin torque, 
respectively. Note that the second term acts as a field-like torque and needs to be 
added to Equation 8.9 in order to consider the effect of bJ on magnetization dynam-
ics. The magnitude, polarity, and voltage dependence of bJ have been investigated 
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using various measurement techniques [31, 34–37]. However, clear experimental evi-
dence for the benefits of enhancing bJ for Jc reduction is yet to be explored.
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9.1 IntroduCtIon

9.1.1  Resistive Random access memoRy: 
HistoRy and emeRging tecHnology

In general, nonvolatile memory (NVM) can be divided into two major groups. Most 
NVM devices in mobile and embedded applications today are based on charge 
storage, which are also called capacitive memories, such as FLASH. Other NVM 
devices are based on various kinds of resistance switching mechanisms of inor-
ganic, organic, and molecular materials, which are also called resistive memories. 
Capacitive memory devices have several general shortcomings, such as slow pro-
gramming, limited endurance, and the need for high voltages during programming 
and erase. Resistive switching random access memory (RRAM) devices are con-
sidered the most attractive candidate for the next generation of NVM applications, 
because of their excellent merits including very low operation voltage, low power 
consumption, and simple device structure. The unique resistance switching behavior 
under applied voltages in oxides has been independently observed in the 1960s by 
several groups [1–4]. However, with the imminent physical limitation of FLASH on 
the international technology roadmap for semiconductors, the interest on resistance 
switching in oxides has been renewed in the 2004 International Electron Device 
Meeting (IEDM) by Samsung [5]. Figure 9.1 shows the first complementary metal–
oxide–semiconductor (CMOS) process compatible 1 transistor–1 resistor (1T1R) 
structure based on NiO.

More candidate materials for these memories including doped perovskite SrZrO3 
[6], ferromagnetic materials such as (Pr,Ca)MnO3 [7], and transition metal oxides 
[binary transition metal oxide (BTMO)] such as NiO [8], TiO2 [9], Al2O3 [10], ZrO2 
[11], and CuxO [12] were proposed in recent years. Compared to ternary or quater-
nary oxide semiconductor films such as Cr-doped SrZrO3 or (Pr,Ca) MnO3, binary 
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FIGure 9.1 (a) Cross-sectional TEM image of fully integrated OxRRAM cell array with 
magnified polycrystalline BTMO inset, (b) corresponding schematic diagram. (From Baek, 
I. G. et al., IEDM Tech. Dig., 587, 2004. With permission.)
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metal oxides have the advantage of a simple fabrication process and are more com-
patible with the CMOS process. In the past several years, BTMO-based RRAM 
have been intensively studied by industry and universities. The number of scientific 
papers and contributions to conferences is continuously increasing especially on NiO 
(Samsung), TiO2 (Seoul National University), CuOx (Spansion), WOx (Macronix), 
and ZrO2 (Fudan University).

The typical memory characteristic curve and the basic definition of RRAM is 
shown in Figure 9.2.

When the applied voltage reached a certain value, the current of the device 
increased abruptly, representing the first transition from initial state to stable low 
resistance state (LRS). It is well known as the forming process. Sequentially, by 
sweeping a negative voltage, the switching from LRS to high-resistance state (HRS) 
occurs, exhibiting an abrupt current decrease (RESET process). Then, as the applied 
voltage increases from 0 V, the switching from HRS to LRS (SET process) happens. 
For the SET and the forming process, an appropriate current compliance should be 
configured for memory switching. This means that the current is limited by mea-
surement when it reaches a preset value. In general, if the SET and RESET voltage 
keep the same direction—for example, both have negative or positive voltage— this 
resistive switching can be considered “unipolar switching mode”; and if the polarity 
of the SET and RESET voltage is in the opposite direction—for example, positive 
voltage for SET and negative voltage for RESET—this resistive switching can be 
viewed as “bipolar switching mode.”
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FIGure 9.2 Unipolar and bipolar switching schemes. CC denotes the compliance current. 
(From Waser, R., Aono, M., Nat. Mater., 6, 833, 2007. With permission.)
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The development of BTMO RRAM requires a reliable switching behavior and 
data retention property to further scale the NVM down into the sub-20 nm regime. 
Hence, the bottleneck challenge is the trustable electronic switching mechanism of 
RRAM. 

9.1.2 cHallenge foR RRam on stoRage-class memoRy

The most likely application for RRAM on the current technology stage is the embed-
ded application for mobile storage demand. However, in order for RRAM to dominate 
the memory market in the future, it must meet the storage-class requirement. The 
storage-class memory (SCM) can be defined as a memory that combines the benefits 
of a solid state memory, such as high performance and robustness, with the archival 
capabilities and low cost of conventional hard disk magnetic storage [14].

For SCM application, two major issues must be evaluated: performance require-
ment and architecture requirement.

9.1.2.1 Performance requirement
SCM needs to offer high reliability, high speed, and high density in order to be 
viewed as a viable alternative to hard disk magnetic storage and flash-based solid-
state drive (SSD). The best record to date is the NiO-based RRAM reported by 
Samsung (see Figure 9.3) [15]. As shown in Figure 9.3b and c, a single 1.5- and 
1-V pulse with a 10-ns duration has successfully programmed the crossbar memory 
device for SET and RESET, respectively. The write current also can be reduced to 
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FIGure 9.3 (a) Comparison of cell write current versus cell write speed for Flash, PRAM, 
MRAM, and RRAM. Current RRAM materials using Ti-doped NiO show fast programming 
speeds on the order of 10 ns and low writing currents on the order of tens of microamperes. 
(b) Characteristic 0.4 V monitoring pulses with programming pulse in between (black line), 
and switching from HRS to LRS induced by a single 1.5-V pulse with a 10-ns duration (red 
line). Cell size is 500 × 500 nm, and LRS current of about 300 lA has been calculated by 
measuring voltage across a 50-Ω resistor. (c) Switching from LRS to HRS driven by a single 
reset 1-V pulse with a 10-ns duration. (From Lee, M.J. et al., Adv. Mater., 19, 3919, 2007. 
With permission.)
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10–30 μA with the cell size scaling to 50 × 50 nm. However, the possible switching 
mechanism of RRAM indicates that its reliability cannot meet the SCM demand. 
Actually, no existing work(s) can lay claim to an endurance of more than 106 times 
and retention lifetime of 10 years under critical condition for the same device cell. 
From this viewpoint, it is an overburden to RRAM to provide an SCM solution in 
the future.

9.1.3 aRcHitectuRe RequiRement

There are two RRAM architectures for different applications. One is the 1T1R archi-
tecture, and the other is cross-bar architecture. Generally, 1T1R is used as embedded 
memory in system on chip (SOC) or other application systems, and the competi-
tors in the embedded memory application including multiple time programmable 
(MTP) and one-time programmable (OTP) are the general floating gate based NVM 
devices, such as Sidence’s 1T-Fuse technology, Kilopass’s XPM in the 40-nm line, 
and Fujitsu’s e-fuse type in the 65-nm line. There are no advantages of 1T1R RRAM 
in terms of single memory cell size, power consumption, reliability, and logic pro-
cess compatibility in comparison with the cited competitors. 1T1R RRAM works 
especially well in some special applications such as transparent memory or flex-
ible memory [16]. However, the future of RRAM is dependent on SCM develop-
ment. The SCM-RRAM must use crossbar architecture in applications especially on 
oxides-based stackable 3D memory cells (see Figure 9.4) [17].

9.2 BtMo-Based rraM

9.2.1 device fabRication and cuRRent–voltage cHaRacteRization

9.2.1.1 device Fabrication
An RRAM memory cell has a simple metal–insulator–metal (MIM) structure com-
posed of insulating or semiconducting materials sandwiched between two metal 
electrodes. An experimental method of fabricating an RRAM cell comprises at least 
three steps: forming a bottom electrode, depositing a metal oxide layer, and forming 
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Memory element
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Stacked peripheral circuits

FIGure 9.4 (a) Diagram of stacked memories with peripheral circuit. (b) Conceptual dia-
gram for ideal stacking structure utilizing stackable peripheral circuits. (Lee, M.-J. et al., Adv. 
Funct. Mater., 19, 1587–1593, 2009. With permission.)
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a top electrode on the metal oxide layer. Because of their simple structure, RRAM 
cells are easily integrated into highly scalable crossbar arrays, where the simple 
design reduces the cell size to 4 F2/bit and allows for relatively easy alignment.

A generalized crossbar array memory structure is shown in Figure 9.5a. This 
crossbar structure enables the circuit to be fully tested for manufacturing defects 
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FIGure 9.5 (a) Crossbar memory structure whose one bit cell of the array consists of a 
memory element and a switch element between word line and bit line. (b) Reading interfer-
ence in an array without switch elements. (c) Rectified reading operation in an array with 
switch elements. (d) Detailed structure of a single cell consisting of a Pt/NiO/Pt memory 
element and a Pt/VO2/Pt switch element. (e) An oxide-based 1D-1R stack memory structure. 
(From Lee, M.J. et al., IEEE Int. Electron Devices Meet. 2008, Tech. Dig., 85–88, 949, 2008. 
With permission.)
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and to be subsequently configured into a working circuit [18]. Although the crossbar 
structure can induce high density of memory integration, it is hounded by a persis-
tent problem in which crosstalk between neighboring devices hinders the memory 
cells from being randomly accessed [15]. Figure 9.5b shows a typical “cross-talk” 
behavior of the simplest 2 × 2 cross-point cell array without switching elements. For 
instance, although we want to read the information of the cell in HRS, surrounded 
by three cells in LRS, the reading current can easily flow through the surrounding 
cells in LRS and thus transmit erroneous LRS information. Consequently, for any 
practical high-density crossbar RRAM array, elimination of cross-talk requires a 
rectifying element to be included in each memory cell called 1D-1R (one diode–
one resistor) to prevent “sneak” currents from passing through nonselected cells, as 
shown in Figure 9.5c. The switch elements with rectifying behaviors can be fabri-
cated by a traditional semiconductor p–n junction. However, considering the process 
compatibility, the oxides’ p–n junctions or rectifying elements were also fabricated, 
as shown in Figure 9.5d and e [19].

In order to suppress the reset current and select the operating cell in the mem-
ory arrays, integration of transistors is necessary during the fabrication to form a 
1T-1R structure; Samsung has provided a new structure fabrication concept with a 
GaInZnO (GIZO) thin film transistors (TFTs) integrated with 1D (CuO/InZnO)–1R 
(NiO)) structure oxide memory node element. All-oxide–based device component 
for high-density nonvolatile data storage with stackable structure become possible. 

9.2.1.2 Current–Voltage Characterization
As the basis of current–voltage characteristics, switching behaviors can be classified 
into two types. One is called unipolar (or symmetric) when the switching procedure 
does not depend on the polarity of the voltage and current signal. The other is called 
bipolar (or antisymmetric) when the set to an ON state occurs at one voltage polarity 
and the reset to the OFF state is on reversed voltage polarity.

In unipolar resistive switching [20], the switching direction depends on the ampli-
tude of the applied voltage but not on the polarity. During I–V characterization, 
RRAM cells need a so-called “forming process” first. An as-prepared memory cell 
is in a highly resistive state and is put into an LRS by applying a high voltage stress. 
After the forming process, the cell in an LRS is switched to an HRS by applying a 
threshold voltage. This process is called “reset process.” Switching from an HRS to 
an LRS is achieved by applying a threshold voltage that is larger than the reset volt-
age, which is called the “set process.” In the set process, the current is limited by 
the current compliance of the control system or, more practically, by adding a series 
resistor, the current compliance can protect the device against the hard breakdown.

The bipolar switching shows directional resistance switching according to the 
polarity of the applied voltage. By sweeping the applied positive voltage from zero to 
a certain voltage with a compliance current of 10 mA, an abrupt increase of current 
was observed and the LRS was reached. The device remains in LRS after the soft 
breakdown of the film when it is swept back to 0 V. Subsequently, the polarity of the 
voltage is changed by sweeping the gate voltage from zero to negative; the resistance 
of the sample is abruptly increased at a certain negative voltage, and this means that 
the sample switches back to an HRS. Hence, reversible bipolar resistive switching 
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was observed with an on/off resistance ratio, which provides a large enough window 
for readout.

For memory application, electrical pulse characteristics are used to write/erase 
and read the device. Write/erase voltages should be in the range of a few hundred 
millivolts to be compatible with scaled CMOS to a few volts. Read voltages need 
to be significantly smaller than write voltages in order to prevent a change in resis-
tance during the read operation. The endurance and retention characteristics of the 
devices should be tested, as shown in Figure 9.6. A data retention time of >10 years 
is required for universal NVM. This retention time must be kept at a thermal stress 
up to 85°C  and small electrical stress such as a constant stream of read voltage 
pulses [22].

Usually, the reproducible resistive switching cycles cannot be obtained through 
the single electrical pulse applied between the two electrodes. Moreover, because the 
dispersions of the reset voltage and set voltage exist during the single electrical pulse 
operations, there is a possibility that the device would be SET back to LRS just after 
the reset process. Multipulse mode such as ramped-pulse series (RPS) is proposed 
to prevent operation instability and minimize the reset voltage dispersion for the 
RESET operation [23]. RPS is a type of write–verify algorithm that includes a series 
of pulses. These pulses increase from initial (Vstart) to last voltage (Vend) with a fixed 
step (Vstep). All single pulses of RPS are similar in duration but different in ampli-
tude. Vend is determined by a maximum Vreset. A read process is performed after each 
single pulse. Once the resistance reaches the reference value of HRS, the RESET 
process will be terminated, and the remaining pulses are canceled.
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9.2.2  btmo RRam integRation foR embedded application 
on 0.18 μm al pRocess and 0.13 μm cu pRocess 

Before proceeding to a practical application, the issue of how to integrate RRAM 
onto the standard process should be satisfactorily resolved, because this issue will not 
only determine the whole wafer cost, but also will substantially influence the device’s 
performance. One competitive method is to integrate the RRAM structure on the 
backend of process line (BEOL), instead of the front end of line (FEOL), considering 
the low temperature budget of RRAM fabrication and material contamination. In this 
chapter, the integration flow of RRAM with 1T1R structure on Cu process and Al 
process will be discussed, with attention being focused on low cost and high reliabil-
ity. CuOx and WOx will be used as examples of the switching material.

9.2.2.1 rraM Integration on 0.18 μm al Process
From the viewpoint of integration on Al process, WOx is the first choice for RRAM 
application, because the WOx material can be easily formed on each layer of W plug 
just by tuning a very small portion of the process on the basis of standard production 
flow, thereby significantly reducing research costs and time to market. In this sec-
tion, the integration flow of WOx based RRAM will be discussed.

Figure 9.7 illustrates the fabrication process of WOx-based RRAM with 1T1R 
structure. The WOx memory layer is formed on the contact of W plugs. With initial 
reference to step 1, a selective transistor and a W plug contacting the transistor are 
formed after the FEOL process. Thereafter, the wafer is transferred to an oxida-
tion chamber for growth of WOx on W plugs, as shown in step 2. Oxidation can be 
performed by thermal oxidation at an elevated temperature or O-containing plasma 
oxidation at a somewhat lower temperature, or even by wet chemical oxidation. By 
adjusting the temperature, pressure, power, and time, the quality and thickness of 
WOx film can be well controlled. It should be noted that the W plugs contacting 
logic transistors are also oxidized simultaneously, which could cause an underlying 
reliability issue on the periphery circuit, so the tungsten oxide on these parts should 
be cleaned completely in the subsequent process. Next, with reference to step 3, a 
conductive layer such as TiN, Ti, Al–Cu, or W is deposited on top of WOx, via physi-
cal vapor deposition (PVD) or plasma-enhanced deposition. Using an appropriate 
photolithographic technique, this conductive layer is patterned as shown in step 4. 
Then, in step 5, a dry etching step is conducted by a Cl-containing metal etch chem-
istry to remove the part of conductive layer which is unprotected by the photoresist 
(PR). Next, the PR is ashed by O2 plasma, followed by a chemical wet clean step to 
remove the residuals produced during etching and the WOx layer on W plugs of logic 
parts. Finally, a RRAM device with a MIM structure is fabricated, with W plug as 
the bottom electrode, WOx as the switching layer, and the patterned conductive layer 
as top electrode.

Next (step 6), a metal layer of Ti/TiN/Al(Cu) is provided over the resulting struc-
ture after sputtering the native oxide off the top of the electrode and is patterned as 
shown in step 7, using appropriate photolithographic techniques. In step 8, the com-
mon plate (M1) connecting the top electrodes of RRAM devices are formed after dry 
etching and the PR stripping process.
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In this structure, each memory device is in series with the selective transistor, 
with the gates of the transistor being the word lines and the bit lines being the com-
mon plate connecting the top electrode of RRAM. The schematic drawing of the 
above process flow is just a small part of the overall memory array. 

9.2.2.2 rraM Integration on 0.13 μm Cu Process
Binary transition metal oxides have advantages of simple composition and good 
compatibility with CMOS processes. Taking CuOx for an example, the Cu material 
is widely used in the current art of advanced interconnect processes. The fabrication 
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of CuOx is fully based on the apparatus of standard processes, which will signifi-
cantly reduce the research and production costs. In this section, the integration flow 
of CuOx-based RRAM will be discussed.

Figure 9.8 shows a specified process flow for integrating CuOx RRAM onto the 
BEOL of Cu process with a 1T1R structure, where each of the memory devices is 
in series with a select transistor, and the gates of the transistor are the word lines 
and the M2 connecting the top electrodes are the bit lines. The flow steps start from 
substrate preparation and end in bit line completion. With initial reference to step 1, 
the substrate is formed on a semiconductor wafer after the FEOL process and M1 
connection. M1 is exposed just after Cu CMP.
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Next, with reference to step 2, a bilayer of thin SiN and TEOS with a thickness 
of 50 and 50 nm, respectively, is deposited over M1 via plasma-enhanced deposi-
tion. By using suitable photolithographic techniques, the TEOS layer is patterned in 
step 3 to provide an opening area for the memory cell. After lithography, the TEOS 
in the opening is removed by reactive ion etching with the etch stopping at the SiN 
layer (see step 4). Next, in step 5, the PR is stripped by O2 plasma and wet cleaned. 
After that, the SiN layer is further etched to expose Cu in step 6. It should be noted 
that the two-step etch process is adopted to generate an opening for the memory cell, 
considering that the ashing process of PR will unexpectedly oxidize the Cu substrate 
and have an uncontrollable influence on device performance.

Next, the wafer is transferred to an oxidation chamber for growth of CuOx on Cu 
substrate (step 7). Oxidation can be accomplished by any number of means, includ-
ing thermal oxidation by O2 at elevated temperature or reduced pressure oxidation 
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in an O-containing plasma at somewhat lower temperature. By adjusting the tem-
perature, pressure, power, and time, the quality and thickness of CuOx film can be 
precisely controlled.

With reference to step 8, the top electrode material such as TaN, Ta, Ru, Ti, 
TiN, or bilayer is deposited by PVD or plasma-enhanced chemical vapor deposition 
(PECVD), with a thickness of 50 nm. Thereafter, the top electrode is patterned by 
lithography in step 9, followed by dry etching using a typical Cl-containing metal 
etch chemistry in step 10. PR is stripped by a sequential O2 plasma and organic sol-
vent process. The RRAM device with MIM structure is thereafter formed in contact 
with the drain of transistor by W plug and M1.

With reference to step 11, SiN capping layer, first insulating layer between met-
als (IMD), etching stopping layer, second IMD, and SiON antireflection layer are 
subsequently deposited by PECVD technique. Via 1 and trench for M2 are formed 
by lithography and dry etching in step 12. After this, the TaN/Ta barrier layer and 
Cu seed layer are deposited by PVD after sputtering the native oxide off the tops 
of the electrode exposed by Via 1. Electrochemical plating (ECP) Cu is then used 
to fill the via and the trench (step 13). After a short annealing process to enlarge 
the crystal size of ECP Cu, a chemical–mechanical polishing step is undertaken 
to remove the portions overlying the IMD layer (step 14); thus, Cu plugs and M2 
are formed.

This integration scheme has the following advantages:

 1. High reliability
a. After CuOx switching layer formation, the top electrode is deposited on 

it directly, preventing unnecessary contamination on the CuOx layer.
b. During oxidation, the logic part is protected by SiN layer, thus increas-

ing the reliability of the circuit.
 2. The material for top electrode can be adjusted in a wide range.
 3. Multistack structure can be realized easily. 

9.2.3 doping effect in btmo RRam

Artificially doping impurity in electron devices modifies their electronic transport 
and can be useful in improving their performance. The effects of impurity doping on 
resistive switching characteristics in binary metal oxide films have been reported in 
several studies [24–31].

Jung et al. [29] investigated the effects of lithium doping on bistable resistance 
switching in polycrystalline NiO films. They concluded that doping metallic impu-
rity can improve the thermal stability of the off state in undoped NiO films, resulting 
in a much better retention property in the off state and stable on/off operation (Figure 
9.9). For the Li-doped device, both on and off currents were found to be stable and 
constant with a small value for standard deviation. However, for the undoped device, 
only its on current was stable.

Dongsoo et al. [31] have investigated various doped metal oxides such as copper-
doped molybdenum oxide, copper-doped Al2O3, copper-doped ZrO2, aluminum-
doped ZnO, and CuxO for novel resistance memory applications. Compared with 
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nondoped RRAM devices, doped metal oxides show much better device yields 
(Figure 9.10).

Guan et al. [28] reported a resistive switching memory device utilizing gold nano-
crystals embedded in the zirconium oxide layer. They stated that the intentionally 
introduced golden nanocrystals, acting as the electron traps, provides an effective 
way to improve the device yield.

These studies suggested that this doping effect is most likely associated with 
the local enhancement or concentration in electric field induced by the embedded 
fine metallic impurity. These doped impurity or nanocrystals may provide an easy 
path to form a fixed conducting filament in thin films. Therefore, the fluctuation 
of switching parameters could be stabilized, and the device yield can be improved 
through the doping method.
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9.2.4 Role of compliance cuRRent

Proper compliance current is usually needed to protect the resistive switching mate-
rial from permanent breakdown, for a large transient current will occur during the 
transition from HRS to LRS. It has been reported that Icomp is a key parameter that 
influences the resistive switching behaviors, especially for the value of the on-state 
resistance (Ron) and the reset current (Ireset, defined as the peak current during the 
reset process). The relationships of Ireset versus Icomp (Ireset increases with increasing 
Icomp) and Ron versus Icomp (Ron decreases when Icomp increases) for Icomp = 1 mA have 
already been reported by several groups [32–34].

The RESET current was found to increase together with the SET compliance 
current for BTMO RRAM. The increased SET compliance current is likely related 
to the density increase of the conductive filament, which induces more currents to 
generate more heat to rupture the filaments. According to the Joule heating effect–
caused filament rupture model, a proper current density is needed for the RESET 
switching. As the SET compliance current increases, more conductive filaments are 
formed and lower on-state resistance is achieved. In order to reach a certain current 
density to rupture these conductive filaments, larger RESET current is needed for the 
higher SET compliance current condition. Increasing the applied voltage can gener-
ate higher currents. However, according to Ohm’s law, the lower resistance can also 
offer a higher current in the same voltage. Considering this, the barely noticeable 
increase of RESET voltage can be easily understood. In “nonuniform, flawed fila-
ment” model, the rupture of filament is thought to take place only at a high resistance 
flaw inside the filament, because the highest temperature can be generated there by 
Joule heating. As long as the critical temperature reaches the flaw inside the filament 
by external current, regardless of the polarity, the RESET switching will occur.

The switching behavior of RRAM with different architectures can elucidate the 
compliance current effect much more clearly. Figure 9.11 shows the typical bipo-
lar resistive switching characteristics of CuxO-based RRAM with 1R architecture. 
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The SET under positive voltage sweeps with a compliance current, and then RESET 
without a compliance current. Different current compliances are used in the set pro-
cesses, as shown in Figure 9.11. The resistive switching characteristics can be sig-
nificantly influenced by Icomp, especially for Ireset and Ron. As can be seen in Figure 
9.11, when Icomp > 1 mA, Ireset decreases almost linearly with Icomp; however, when 
Icomp decreases below 1 mA from 600 to 200 μA, Ireset remains stable (~1 mA). A 
similar phenomenon is also reported by Kinoshita et al. [34], in which Ireset ≈ Icomp 
is observed for Icomp ≥ 1 mA, and Ireset is 2–3 mA independent of Icomp for Icomp < 1 
mA. The relationship between Ron and Icomp can also be classified into two parts (see 
inset of Figure 9.11), cycle endurance of 50 times is performed under DC voltage 
sweep mode for each Icomp and the 50 Ron values are picked up to plot the relationship 
between Ron and Icomp. When Icomp increases from 1 to 10 mA, Ron decreases from 
~3 to ~1 kΩ. In other words, Ron has a negative relationship with Icomp when Icomp ≥ 
1 mA. However, when Icomp is below 1 mA, Ron is independent of Icomp and distributes 
around 3 kΩ.

On the other hand, in RRAM with 1T1R architecture, the relationship of Ireset ≈ 
Icomp can be clearly observed when Icomp is below 1 mA, as shown in Figure 9.12. This 
may be caused by the excellent capability of confining Icomp, for the device is directly 
fabricated above the contact plug and connected to a transistor in 1T1R architecture. 
The gate voltage (Vg) of this transistor is used to control Icomp. Vg is maintained at a 
fixed value of 3.3 V (the corresponding Icomp is about 2 mA) during the reset pro-
cess, whereas during the set process, Vg is maintained between 1.25 and 2.65 V (the 
corresponding Icomp distributes from 200 μA to 1 mA). The excellent capability of 
confining Icomp can also be seen from the almost linear relationship between Ron and 
Icomp, as shown in the inset of Figure 9.12. Fifty-times cycles are performed under 
DC voltage sweep mode for each Icomp. Ron decreases from ~10 to ~3 kΩ when Icomp 
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increases from 100 to 600 μA. In other words, the resistance value of Ron can be 
substantially improved by decreasing the value of Icomp, thus decreasing the value 
of Ireset. However, the I–V curve of the reset process changes gradually instead of 
precipitating quickly when Ireset decreases to 200 μA or below, as shown in Figure 
9.12. This is attributed to the fact that the smaller the Ireset becomes, the more difficult 
it is for conductive filament to rupture, and thus the reset speed will be negatively 
affected. In other words, there is a competitive relationship between power consump-
tion and speed. High Ireset means fast speed, but also implies high power consump-
tion, whereas low Ireset means low power consumption but also denotes slow speed. 
Therefore, a right balance between power consumption and speed should be struck 
in order to achieve an optimized resistive switching performance.

To clarify the resistive switching behaviors under different compliance currents, 
a self-build compliance current capturing system is set up. As shown in Figure 9.13a, 
a Keithley 4200 SPA, a CuxO-based memory device with a 1R architecture and a 
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2-kΩ sampling resistor, are connected in series; an oscillograph is connected with 
the sampling resistor in parallel to scout the transient current flowing through the 
memory device during the transition from HRS to LRS. Surprisingly, a serious com-
pliance current overshoot phenomenon is observed in a 1R architecture device, as 
shown in Figure 9.13b. This current overshoot curve is enlarged and replotted in 
Figure 9.13c. Although Icomp is set as 100 μA during the set process, a large overshoot 
current with about 1 mA is observed at the trigger time point from HRS to LRS. This 
overshoot current increases quickly from ~0 to 1 mA within only 0.4 μs, and then 
relaxes back to 100 μA in about 50 μs, as shown in Figure 9.13c. The whole process 
happens in only about 50 μs, which is very short in comparison with the DC voltage 
sweep speed (1 ms per step). Therefore, no compliance current overshoot is observed 
in the normal I–V curve during the set process shown in the inset of Figure 9.13c. 
Different compliance currents, such as 200 and 600 μA, are also used in the similar 
capturing system; once Icomp is below 1 mA, the overshoot phenomenon appears 
and the overshoot current maintains at about 1 mA. However, when Icomp is larger 
than 1 mA, the capturing current equals to Icomp. In other words, Icomp configura-
tion is invalid when Icomp is below 1 mA for the existence of the compliance current 
overshoot phenomenon. This is why Ireset and Ron are independent of Icomp once Icomp 
decreases below 1 mA in 1R architecture.

Based on the above observations, the compliance current overshoot phenomenon 
with 1R architecture may be caused by the parasitic capacitance C, which exists 
between the external transistor in SPA and the RRAM device. At the set point, the 
RRAM device suddenly switches from HRS to LRS; however, the parasitic capaci-
tance C has already been charged to a certain voltage (equal to the set voltage, Vset) 
before the set transition during the DC voltage sweep process. Once the RRAM 
device switches from HRS to LRS, the charges stored in the parasitic capacitance 
C will discharge through the RRAM device and the sampling resistor, which directly 
induces the occurrence of the compliance current overshoot phenomenon. We can 
also find the transient current fluctuates in a wave form before regressing back to 
100 μA. This is attributed to the fact that, aside from the existence of the para-
sitic capacitance, the parasitic inductance L also exists between the RRAM device 
and SPA, even though an external transistor connected between the RRAM device 
and the sampling resistor can control the discharging current through the sampling 
resistor. The stored charges in parasitic capacitance C can still be discharged from 
another parasitic capacitance Co, which exists between the RRAM device and the 
external transistor. Therefore, the resistive switching behaviors can still be affected 
by the overshoot current. Compared with 1R architecture, the memory device and 
the transistor are connected directly via a contact plug in 1T1R architecture; thus, the 
parasitic capacitance of the joint between them can be negligible. In other words, the 
discharge current can be perfectly controlled by the internal transistor. Therefore, 
no compliance current overshoot phenomenon is observed in the 1T1R architecture. 
Reduction in parasitic capacitance strongly limits the current overshoot during the 
set transition, thus limiting the reset current required for its subsequent dissolution. 
This overshoot current can remarkably affect the resistive switching characteristics 
in 1R architecture RRAM, especially when Icomp is less than 1 mA.
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9.2.5 pHysical mecHanism and its evidence

Various physical switching mechanisms have been proposed to clarify this impor-
tant resistance change phenomenon: (1) conductive filament formation and rupture 
by Joule heat–induced thermochemical reaction or charges trap/detrap process; 
(2) mobile anion induced resistance change; (3) Schottky barrier modulation by ion 
movement. It is noted that most models are based on the indirect I–V behavior and 
analytical fitting and lack of direct evidence. Here, three kinds of models with three 
complementary views were taken to make this bottleneck problem clear.

The first view is Cheol-Seong Hwang’s conductive filament model with direct 
evidence based on TiO2 RRAM [36] (Figure 9.14). The second view is a theoretical 
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approach of Jinfeng Kang’s work based on ZnO RRAM [37]. The third one is a total 
physical image to BTMO RRAM based on TaN/CuxO/Cu sandwich structure [38].

In Figure 9.15, oxygen vacancies rearrange to form an ordered structure and 
induce a stable metallic phase. After RESET, this stable Magneli phase disappeared. 
Although the high-resolution TEM provided by this work is convincible to TiO2-
based RRAM switching mechanism, there are still numerous observed phenomena 
that cannot be understood by the same Magneli phase transformation. Kang’s theo-
retical work also provides another view to clarify this problem.

In Kang’s theory, the electron transport characteristics along the filament are cal-
culated based on the electron hopping. The current generated by hopping is calculated 

as I e f W W f= − − − ∑ ( )1 n n
iC

n
oC

n , where Wn and Wo denote the electron hopping 

rate from electrode to oxygen vacancy VO and from VO to electrode, respectively. fn is 
the occupying probability of electron of the nth VO along the filament. The measured 
temperature dependence of the reset time (treset), is observed, where treset refers to the 
minimal width of pulse voltage. With increased temperature, treset is shortened because 
of the faster transport of O2−, and log(treset) is fitted linearly with 1/T, in agreement 
with the model prediction. For single-filament device, a sharp transition is observed, 
whereas for multiple-filament device, the transition is gradual (right column) because 
of the different critical voltage for the given filaments. Therefore, each filament is 
ruptured under different voltages, and so a gradual transition with voltage is observed.

To give a clear physical picture of RRAM switching, a universal filament/charges 
trapped combined model is schematically illustrated in Figure 9.16. It is known that 
most of the trap centers formed by localized states and defects are capable of captur-
ing carriers distributed at the grain boundary in the oxide film. In our proposed sche-
matic model, it is easy to understand that HRS can be achieved when a portion of the 
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FIGure 9.15 (a) Schematic illustration of conduction transport in LRS and reset process of 
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al., IEEE Electron Device Lett., 30, 1326–1328, 2009; Xu, N. et al., Appl. Phys. Lett., 92(23), 
232112, 2008; Xu, N. et al., 2008 Symposium on VLSI Technology Digest of Technical, 100–
101, 2008. With permission.)
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trap centers are empty in filaments because they capture charge carriers, as shown in 
Figure 9.16. For the unipolar reset operation, the major contribution should be Joule 
heating–induced trapped charges release; in other words, the unipolar reset process is 
different from the bipolar one. On the other hand, if the trapping centers are already 
filled with holes during the previous set pulse step or voltage sweep, the charge carri-
ers are not influenced by these filled traps, and the LRS is obtained as shown in Figure 
9.16. Conduction in the filament region depends on the dynamic trap-release process of 
charges in neighboring trap centers. Frenkel–Poole emission and Ohmic conduction are 
major contributors for HRS and LRS, respectively. The set and reset occurs at interface 
as shown in Figure 9.16b and c. It is also regarded as a switching region. Moreover, reset 
occurs when the trapped charge carriers in the switching region are recombined. Some 
of the trapped charge carriers cannot be released by recombination or thermal process 
from trap centers, and this type of trap center accumulation could induce failure.

9.3 MeMrIstor

9.3.1 leon cHua’s tHeoRy of fouRtH fundamental element

From the classical circuit-theoretic point of view, there are four basic circuit variable 
parameters: charge (q), current (i), voltage (v), and magnetic flux (φ). Out of the six 
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possible combinations of these four variables, five have led to well-known relation-
ships. Among them, the physical law that relates charge and current is

 
d
d
q
t

i= .
 

Similarly, the physical law relating flux and voltage is

 

d
d

ϕ
t

v= .
 

These relations are depicted in Figure 9.17. Moreover, as shown in Figure 9.17, three 
other relationships are already given, respectively, by the axiomatic definition of the three 
classical fundamental circuit elements: resistor R, capacitor C, and inductor L.

Resistor R is defined by the relation of voltage and current:

 

d
d
v
i

R= .
 

Capacitor C is defined by the relation of charge and voltage:

 

d
d
q
v

C= .
 

Inductor L is defined by the relation of magnetic flux and current:

 

d
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ϕ
i
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FIGure 9.17 Possible relations among charge q, current i, voltage v, and magnetic flux φ.



269Nonvolatile Memory Device: Resistive Random Access Memory

But what about the relationship between flux φ and charge q? Can they also 
be related? For nearly 150 years, the known fundamental passive circuit elements 
were limited to the capacitor (discovered in 1745), the resistor (1827), and the 
inductor (1831). Then, in a brilliant but underappreciated 1971 paper “Memristor—
The Missing Circuit Element,” Leon Chua, a professor of electrical engineering 
at the University of California, Berkeley, predicted the existence of a fourth fun-
damental device, which he called a memristor [39]. He proved that memristor 
behavior could not be duplicated by any circuit built using only the other three 
elements. In this paper, the relationship between flux and charge is described by 
a simple equation:

 

d
d

ϕ
q

M=
 

where M is defined as memristance, the property of a memristor just as resistance 
is the property of a resistor. With this new relationship by Chua, we will have six 
equations relating the four fundamental circuit parameters: R, C, L, and the newly 
obtained M.

We know that the circuit components R, C, and L are linear elements, unlike a 
diode or a transistor, which exhibits a nonlinear current–voltage behavior. However, 
Chua has proved theoretically that a memristor is a nonlinear element because its 
current–voltage characteristic is similar to that of a Lissajous pattern. If a signal with 
certain frequency is applied to the horizontal plates of an oscilloscope, and another 
signal with a different frequency is applied to the vertical plates, the resulting pattern 
we see is called the Lissajous pattern. A memristor exhibits a similar current–voltage 
characteristic [40]. Unfortunately, no combination of nonlinear resistors, capacitors, 
and inductors can reproduce this Lissajous behavior of the memristor. This is why a 
memristor is a fundamental element.

How do we understand the meaning of memristor? Memristor is a contraction 
of “memory resistor,” because that is exactly its function: to remember its history. 
A memristor is a two-terminal device whose resistance depends on the magnitude 
and polarity of the voltage applied to it and the length of time that voltage has been 
applied. When you turn off the voltage, the memristor remembers its most recent 
resistance until the next time you turn it on, whether that happens a day later or a 
year later. In other words, a memristor is “a device which bookkeeps the charge pass-
ing its own port.” This ability to remember the previous state made Chua call this 
new fundamental element a memristor—short form for memory and resistor.

Think of a resistor as a pipe through which water flows. The water is the electric 
charge. The resistor’s obstruction of the flow of charge is comparable to the diameter 
of the pipe: the narrower the pipe, the greater the resistance. For the history of cir-
cuit design, resistors have had a fixed pipe diameter. But a memristor is a pipe that 
changes diameter with the amount and direction of water that flows through it. If 
water flows through this pipe in one direction, it expands (becoming less resistive). 
But send the water in the opposite direction and the pipe shrinks (becoming more 
resistive). Furthermore, the memristor remembers its diameter when water last went  
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through. Turn off the flow and the diameter of the pipe “freezes” until the water is 
turned back on.

Chua’s memristor was a purely mathematical construct that had more than one 
physical realization. Conceptually, it was easy to grasp how an electric charge could 
couple to magnetic flux, but there was no obvious physical interaction between 
the  charge and the integral over the voltage. Chua demonstrated mathematically 
that his hypothetical device would provide a relationship between flux and charge 
similar to what a nonlinear resistor provides between voltage and current. In prac-
tice, that would mean the device’s resistance would vary according to the amount of 
charge that passed through it. And it would remember that resistance value even after 
the current was turned off.

After Chua theorized the memristor out of the mathematical ether, it took another 
35 years for scientists to intentionally build the device at HP Laboratories. So let us 
turn to the next section.

9.3.2  Hp laboRatoRies’ discoveRy of pRototype 
pt/ tio2–x/tio2/pt memRistoR

We are all familiar with the fundamental circuit elements: the resistor, the capacitor, 
and the inductor. However, in 1971 Leon Chua reasoned from symmetry arguments 
that there should be a fourth fundamental element, which he called a memristor 
(short for memory resistor). Although he showed that such an element has many 
interesting and valuable circuit properties, until now no one has presented either a 
useful physical model or an example of a memristor. Here, HP Laboratories scien-
tists show, using a simple analytical example, that memristance arises naturally in 
nanoscale systems in which solid-state electronic and ionic transport are coupled 
under an external bias voltage. These results serve as the foundation for understand-
ing a wide range of hysteretic current–voltage behavior observed in many nanoscale 
electronic devices that involve the motion of charged atomic or molecular species, in 
particular, certain titanium dioxide cross-point switches.

As shown in Figure 9.18, two thin layers of TiO2 are fabricated: one is a highly con -
ducting layer with lots of oxygen vacancies (VO

+) and the other layer undoped, which 
is highly resistive [41]. Oxygen vacancies in TiO2 are known to act as n-type dopants, 
transforming the insulating oxide into an electrically conductive doped semiconduc-
tor. Good ohmic contacts are formed using platinum (Pt) electrodes on either side of 
this sandwich of TiO2. A switch is a 40-nm cube of titanium dioxide (TiO2) in two 
layers: the lower TiO2 layer has a perfect 2:1 oxygen/titanium ratio, making it an 
insulator. By contrast, the upper TiO2 layer is missing 0.5% of its oxygen (TiO2–x), 
so x is about 0.05. The vacancies make the TiO2–x material metallic and conductive. 
Metal/semiconductor contacts are typically ohmic in the case of very heavy dop-
ing, and rectifying (Schottky-like) in the case of low doping, as shown in Figure 9.19 
[42].

The oxygen deficiencies in the TiO2–x manifest as “bubbles” of oxygen vacancies 
scattered throughout the upper layer. A positive voltage on the switch repels the 
(positive) oxygen deficiencies in the metallic upper TiO2-x layer, sending them into 
the insulating TiO2 layer below. This causes the boundary between the two materials 
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to move down, increasing the percentage of conducting TiO2–x and thus the conduc-
tivity of the entire switch. The more positive voltage is applied, the more conductive 
the cube becomes. When more positively charged oxygen vacancies reach the TiO2/
Pt interface, the potential barrier for the electrons becomes very narrow, as shown 
in Figure 9.20, making tunneling through the barrier a real possibility. This leads to 
a large current flow, making the device turn ON. When the polarity of the applied 
voltage is reversed, the positively charged oxygen bubbles are pulled out of the TiO2. 
The amount of insulating, resistive TiO2 increases, thereby making the switch as a 
whole resistive. The more the negative voltage is applied, the less conductive the 
cube becomes. This forces the device to turn OFF because of an increase in the 
resistance of the device and deduced possibility for carrier tunneling.

A typical memristor device structure is Si/SiOx/Ti 5 nm/Pt 15 nm/TiO2 25– 
50  nm/Pt 30 nm, as schematically shown in upper-left inset to Figure 9.20 [43]. 
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All the metal layers, including Pt and Ti, were deposited via e-beam evaporation. 
The TiO2 layers were deposited by sputtering from a polycrystalline rutile TiO2 tar-
get. The Ti (1.5 nm adhesion layer) + Pt (8 nm) electrode used for the 50 × 50 nm 
nanojunctions was patterned by ultraviolet nanoimprint lithography. The Ti (5 nm 
adhesion layer) + Pt (15 nm for BE and 30 nm for TE) electrodes used for the micro-
junctions (5 × 5 μm) were fabricated using a metal shadow mask. Some samples 
adopted a highly reduced TiO2−x layer.

The idealized electrical behavior of a memristive oxide switch is shown in Figure 
9.20a. Repeatable ON/OFF switching follows a “bowtie”-shaped I – V curve. This 
repeatable switching is only arrived at, however, after an electroforming step of 
high positive voltage or high negative voltage changes the device from a virgin near- 
insulating state into an ON/OFF switching state. As shown in Figure 9.20a, opposite 
polarities of forming voltage and current typically produce opposite initial states of the 
switch. After forming, the device resistance decreases by several orders of magnitude, 
and the majority drop of the applied external voltage shifts from the device to the 
wires accordingly. After a negative voltage sweep, the device is formed in the ON state, 
whereas a positive voltage sweep forms the device in the OFF state with the typical ON/
OFF resistances shown in Figure 9.20b. After electroforming, the device show repeat-
able nonvolatile bipolar switching up to 104 cycles. These devices are switched ON by a 
negative voltage and switched OFF by a positive voltage on the top electrodes. Polarity 
of switching is usually controlled by the asymmetry of the interfaces as fabricated.

What makes the memristor special is not just that it can be turned OFF and ON, 
but that it can actually remember the previous state when the voltage is turned off, 
positive or negative, so the oxygen bubbles do not migrate. They stay where they 
are, which means that the boundary between the two titanium dioxide layers is 
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frozen. This is because when the applied bias is removed, the positively charged Ti 
ions (which is actually the oxygen deficient sites) do not move anymore, making the 
boundary between the doped and undoped layers of TiO2 immobile. When you next 
apply a bias (negative or positive) to the device, it starts from where it was left off. 
Unlike in the case of typical semiconductors, such as silicon, in which only mobile 
carriers move, in the case of the memristor, both the ionic as well as the electron 
movement into the undoped TiO2 and out of undoped TiO2 are responsible for the 
hysteresis in its current–voltage characteristics.

The future application of memristors in electronics is not very clear, since we do 
not yet know how to design circuits using memristors along with the silicon devices, 
although it is not difficult to integrate memristors on a silicon chip, since we now 
have matured technologies to accomplish this. However, since a memristor is a two-
terminal device, it is easier to address in a crossbar array. It appears, therefore, that 
the immediate application of memristors is in building nanoscale high density non-
volatile memristors and field programmable gate arrays (FPGAs). Chua’s orginal 
work also shows that using a memristor in an electronic circuit will reduce the tran-
sistor count by more than 1 order of magnitude. This may lead to higher component 
densities in a given chip area, helping us beat Moore’s law.

9.4 ConClusIon

In summary, BTMO-based RRAM has became a viable candidate for next-generation 
NVM because of its CMOS process compatibility, low program voltage and power 
consumption, high scaling-down ability, and low cost. There are several basic switch-
ing mechanism related to oxygen vacancies and conductive filaments to clarify and 
optimize the memory device performance. The electrode interface, oxygen concen-
tration and distribution, SET compliance current, temperature, polycrystalline grain 
boundary, and cell architecture dominate the memory performance jointly. For the 
development of BTMO-based RRAM, SCM application is the ultimate and critical 
direction because the embedded applications have no advantages in comparison with 
competing technologies.
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10 DRAM Technology

Myoung Jin Lee

10.1 IntroductIon to dynamIc random access memory

Since its invention in the early 1960s, metal oxide silicon field effect transistor 
(MOSFET) [1] has been the building block of one of the world’s biggest indus-
tries, the semiconductor industry. The semiconductor industry has become the most 
important engine driving the world economy and has distinguished itself by the rapid 
pace of improvement in its products over the past four decades. The improvement 
trend in the integration level is usually expressed as “Moore’s law”: the number of 
components per chip doubles every 2 years since about 1980 [2–4]. This remarkable 
achievement is attributed to the progress in device scaling that has followed an expo-
nential curve. The minimum feature size in recent complementary metal–oxide–
silicon (CMOS) technology is beginning to touch the sub-50 nm ranges. The most 
recent International Technology Roadmap for Semiconductors (ITRS) has forecast 
a device gate length as short as about 25 nm by 2015 [2]. The technology leading 
devices in minimum feature size are, without a doubt, memory products such as 
dynamic random access memory (DRAM).

As the device size (especially in the case of devices used in memory cells) 
is scaled-down to the sub-100 nm range, however, numerous challenges have 
appeared from practical and theoretical viewpoints [5–10], of which device 
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reliability is often tagged as one of the most serious issues [11, 12]. If we focus 
these reliability concerns on memory devices, the two main topics are data reten-
tion time in DRAM [13, 14] and device degradation related with gate dielectrics 
[15]. The former issue becomes more severe as the cell size scales down because 
data retention time is proportional to the size of the cell capacitor where the data 
are stored. Thus, more complex technologies are required to make capacitors with 
higher height for a stacked type and deeper depth for a trench-type cell capaci-
tor (compared to the past generation of DRAM chips) in order to sustain the cell 
capacitance. One way to maintain or improve the data retention time is to reduce 
leakage currents since data retention time is inversely proportional to leakage cur-
rents. Therefore, it is very important to understand the leakage current mechanism 
in a DRAM cell. Next, the tunneling current through the gate dielectric is another 
important issue because the electric field between the gate conducting material 
and the source/drain overlap or channel region increases as the thickness of the 
gate dielectric scales down. Moreover, the gate tunneling current mechanism is 
rather complicated in a gate structure for a three-dimensional (3D) device, such as 
recessed channel structure.

In the viewpoint of DRAM circuit technology, the sense amplifier has become 
the most important issue for the high-density DRAM chip. The electronics industry 
has continuously demanded lower voltages and higher densities in DRAM chips. In 
order to satisfy this need, it is desirable to use a low VCORE in the DRAM core, even 
though with such a low voltage it is difficult to sense the cell signal because of an 
insufficient sensing margin in high-density DRAM. Thus, it is necessary to develop 
a high-performance sense amplifier for improving the sensing margin.

10.1.1 DRAM Cell

To meet the requirement in the charge retention time (as storage capacitance tends to 
decrease in the Gigabit DRAM era), the characteristics for highly scalable cell used 
in DRAM should have the following conditions.

First, the off current (i.e., source/drain current) and the junction current should be 
kept at a lower current level than the restriction imposed to satisfy the DRAM reten-
tion operation. Second, other sources of the leakage current path, such as the tun-
neling current in the gate oxide and capacitor cell, should also be lower than the 
current level. If we keep using the planar transistor, it will be difficult to satisfy the 
first condition discussed above, mainly because the effort for reducing the drain-
induced barrier-lowering (DIBL) effect leads to a higher channel doping concentra-
tion, which the gate-induced drain leakage (GIDL) current increases.

Figure 10.1 shows a schematic illustration of a plane and cross-sectional view 
of recent stacked-capacitor structural DRAM cells to explain the various leakage 
current paths from a cell capacitor. The first leakage current path is for the junction 
leakage, which can become worse with the increasing doping concentration. In addi-
tion, the second and third paths are for the cell-to-cell leakage current and the sub-
threshold leakage current, respectively. The fourth leakage current path (GIDL), the 
most important path, leads to bad data retention operation. Finally, the fifth, sixth, 
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and seventh paths are for the capacitor dielectric leakage, interlayer oxide leakage, 
and insulator leakage current, respectively.

In order to overcome these types of limitation, many new structures based on the 
nonplanar structure have been proposed [16–20]. However, each structure has a limi-
tation when the DRAM cell device is further scaled. Thus, it is important to analyze 
the limitations of the established cell structure and propose a new cell structure that 
may guarantee the superior electrical characteristics.

10.1.2 SenSe OpeRAtiOn

Next, we examine the sense operations [21]. We begin by assuming that the cells con-
nected to BL1 (Figure 10.2) have logic “1” levels (+VCORE/2) stored on them and that 
the cells connected to BL0 have logic “0” levels (–VCORE/2) stored on them. Next, we 
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FIGure 10.1 Schematic illustration of DRAM cell. (a) A plane view of cell array (unit cell: 
4F × 2F = 8F2), (b) cross-sectional view of stacked-capacitor structural DRAM cell across 
line A–B depicted in (a), and (c) symbolic illustration of DRAM cell (1T1C) array. The arrows 
in (b) represent various leakage current paths causing data losses in a cell capacitor during 
refresh interval.
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form a BL (bit line) pair by considering two BLs from adjacent arrays. The bit-line 
pair, labeled BL0, /BL0 and BL1, /BL1, are initially equilibrated from VCORE/2 [V].

All word lines are initially at 0 V, ensuring that the cell transistors are off. Before 
a word-line firing, the bit lines are electrically disconnected from the VCORE/2 bias 
voltage and allowed to float. They remain at the VCORE/2 precharge voltage because 
of their capacitance.

To read cell data, word line WL0 changes to a voltage that is at least on transistor 
VTH above VCORE. This voltage level is referred to as VPP. To ensure that a full logic 
“1” value can be written back into the cell capacitor, VPP must remain greater than 
one VTH above VCORE. The cell capacitor begins to discharge onto the bit line at two 
different voltage levels depending on the logic level stored in the cell. For a logic “1”, 
the capacitor begins to discharge when the word-line voltage exceeds the bit-line 
precharge voltage by VTH. For a logic “0”, the capacitor begins to discharge when the 
word-line voltage exceeds VTH. Because of the finite rise time of the word line volt-
age, this difference in turn-on voltage translates into a significant delay when reading 
ones, as shown in Figure 10.3.

Accessing a DRAM cell results in charge sharing between the cell capacitor 
and the bit-line capacitance. This charge sharing causes the bit-line voltage either 
to increase for a stored logic “1” or to decrease for a stored logic “0”. Ideally, only 
the bit line connected to the accessed cell will change. In reality, the other bit-line 
voltage also changes slightly, because of the parasitic coupling between bit lines 
and between the firing word line and the other bit line. Nevertheless, a differential 
voltage develops between the two bit lines. The magnitude of this voltage difference 

BL0 BL1

/BL0 /BL1

Word line
driver

Word line

Sense amplifierData 0 Data 1
/Data 0 /Data 1

FIGure 10.2 Open bit line array structure in DRAM.
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is a function of the cell capacitance (CCELL), bit-line capacitance (CBIT), and voltage 
stored on the cell prior to access (VCORE) (see Figure 10.4). Accordingly, 

 VCHARGE_SHARED = half VCORE * CCELL/(CCELL + CBIT). 

After the cell has been accessed, sensing occurs. Sensing is essentially the ampli-
fication of the bit-line signal or the differential voltage between the bit lines.

Sensing is necessary to properly read the cell data and refresh the cells. Figure 
10.5 presents a schematic diagram for a simplified sense amplifier circuit: a cross-
coupled NMOS pair and a cross-coupled PMOS pair, in which UP and DN provide 
power and ground. The NMOS latch has a common node labeled DN.

Similarly, the PMOS latch has a common node labeled UP. Initially, DN and UP 
are biased to VCORE/2. When the cell is accessed, a signal develops across the bit-line 
pair. Whereas “1” bit-line contains charge from the cell access, the other bit-line 
does not but serves as a reference for the sensing operation. The sense amplifiers are 
generally fired, and lead to develop the charge-shared voltage from cell data into dif-
ference of VCORE between the bit-line pair.

Word line voltageVPP

VCORE

VCORE

VCORE /2

+VTH

VTH

Data 1  VSIGNAL

Data 0  VSIGNAL

/Data 1
/Data 0

FIGure 10.3 Cell access waveform in accordance with data polarity.

Cell transistor access

Initially, VCELL

Initially, VCORE /2

CCELL
CBIT

VCORE /2

FIGure 10.4 Charge sharing operation in DRAM cell.
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10.2 sensInG marGIn In dram

We have discussed the sensing operation and cell transistor in a DRAM chip. In a 
limited operating time for the high-speed DRAM, the insufficient charge-shared 
voltage should be developed into the VCORE level by the sense amplifier circuit. For 
the large charge-shared voltage, the cell transistor should show excellent perfor-
mance in the driving current and the leakage current. These electrical characteristics 
in the cell transistor guarantee the sufficient charge-shared voltage, resulting in suc-
cess in the sensing operation. Beyond the cell transistor operation, it is necessary to 
obtain a sensing circuit immune to the several sensing noises in order to guarantee 
the successive operation of the bit line sense amplifier (BLSA). There are several 
factors involved for guaranteeing the sensing success. These are the elements for the 
sensing margin, which need to be clearly defined for the low-power and high-density 
DRAM chip.

10.2.1 DefinitiOn Of SenSing MARgin

When the BLSA operates for detecting the data stored in the activated cell, this cir-
cuit amplifies the charge-shared voltage determined by both the core voltage (VCORE) 
and the ratio of the cell capacitance to the bit-line capacitance. Because VCORE and 
cell capacitance need to be small for low-power and high-density DRAM operation, 
the charge-shared voltage becomes insufficient for guaranteeing success in the sens-
ing operation. Moreover, the offset voltage of latch transistors in the BLSA becomes 
a very important factor when considering a very small area for these transistors. The 
dopant fluctuation phenomenon is related with the noise immunity in BLSA includ-
ing latch transistors with the threshold voltage (VTH) mismatch. Recently, it has been 
noted that the sensing noise also induces a serious problem in the BLSA when start-
ing the sensing operation. Therefore, we should take into account all the components 
affecting the sensing operation.

BLT BLB
UP

DN

FIGure 10.5 Bit line sense amplifier schematic.
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Overall, the sensing margin can be defined (considering the charge-shared volt-
age, the BLSA offset, and the sensing noise) as:

 Sensing margin = VCORE * CCELL/(CCELL + CBIT)

– BLSA offset (latch transistor VTH mismatch)
– Sensing noise (coupling noise)
– Cell leakage
– Weak write performance 

This sensing margin voltage level denotes a minimum voltage enough to guaran-
tee success in detecting the data stored in the cell capacitance, despite the presence 
of several noise sources that degrade the ideal stored charge.

10.2.2 nOiSe effeCt On SenSing MARgin

In Section 11.2.1, we briefly discussed several factors affecting the sensing margin. 
For low-voltage and high-density DRAM, the charge-shared voltage should be smaller 
because of a low VCORE and a small cell capacitance. However, the noise effects of the 
BLSA and the cell transistor become increasingly serious as the DRAM technology 
develops further. In this section, the detailed noise effect on sensing margin will be 
taken into account. In the viewpoint of noise factors in the cell, the most important 
issue is DRAM cell leakage, which is attributable to high electric field. Moreover, it is 
also important to improve the write performance, which is determined by the current 
drivability of the cell transistor. On the other hand, the threshold voltage (VTH) mis-
match of the latch transistors and the sensing noise become worse and more important 
in the viewpoint of the sensing operation by the BLSA.

10.2.2.1 dram cell Performance (Leakage and current drivability)
Leakage in the DRAM cell transistor is the most important noise factor for high-
performance DRAM. As the device feature size shrinks, a channel doping concen-
tration should be higher to guarantee a better short channel effect (SCE) of the cell 
transistor. It leads to a better off-state leakage current. However, the high channel 
doping process induces a high electric field in the drain junction region of the cell 
transistor. It induces GIDL current in the active area near the storage node. As gate 
oxide thickness becomes thinner for better gate controllability, the GIDL effect may 
turn into a much more critical issue. On the other hand, the current drivability of the 
cell transistor should be better because of a narrow width for a high-density DRAM 
cell. The poor current drivability of the cell transistor leads to a failure in the write 
operation. This poor write operation induces the weak charge-shared voltage, which 
is an important factor in the read operation. Overall, both the leakage current and 
current drivability must be the important requirements for the high performance 
cell transistor. In the DRAM industry, several DRAM cell transistors have been 
developed for high performance in previously mentioned cell characteristics. In the 
next section, recently developed 3D cell transistor structures are introduced from the 
viewpoint of cell leakage and current drivability.
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10.2.2.2 High-Performance dram cell structures
Recently, nonplanar device structures [16, 19, 20, 22–25], such as FinFET, recess chan-
nel array transistor (RCAT), and S-Fin, have been applied to DRAM cells to suppress 
junction leakage and SCE due to the high electric field at channel edge regions as the 
feature size shrinks [26–28]. In particular, S-Fin, a FinFET device with a recessed chan-
nel structure [22], shows improved characteristics on the SCE, the driving current, the 
subthreshold slope (SS), and the DIBL, compared with conventional recessed channel 
structures. However, even though the S-Fin structure has such excellent characteristics 
owing to the tri-gate effects, it still has some critical problems that need to be resolved 
from the viewpoint of drain leakage and threshold voltage control.

In this section, the representative recessed channel devices, such as RCAT and 
S-Fin, are experimentally analyzed. In these analyses, we considered the following 
factors: on-current, leakage, SCE, and reliabilities—as they are the most important 
determinants of DRAM cell performance. Based on the measurements, the mecha-
nism and source of the leakage current will be discussed. Next, an optimal recessed 
channel structure is proposed, and a simulation is conducted by a 3D device simula-
tor, which is well tuned to predict the DRAM leakage distribution, for comparison 
with conventional structures [29–31].

As the feature size of the DRAM cell shrinks, the RCAT suppresses the SCE by 
increasing the effective channel length [19, 20]. However, since it has poor current 
drivability, the S-Fin has been developed to enhance current drivability by using the 
tri-gate technology [22]. Whereas the recessed channel of the RCAT is controlled by a 
single-gate filling the recessed region, the recessed channel of the S-Fin is surrounded 
by a tri-gate. The 3D views of the RCAT (a) and the S-Fin (b) are illustrated in Figure 
10.6. This figure is based on the TEM profile of the S-Fin device (Figure 10.7).

70 nm 70 nm

25
0 

nm

(a) (b)

0 0

50

100

150

200

250

300

400

350

50

100

150

200

250

300

400

350

150

50

–50 –35
350

–35
3500

100
150

50

–50
0

100
Wside

WmainCap

Bit

FIGure 10.6 Three-dimensional view of (a) RCAT and (b) S-Fin.
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The entire recessed channel can be divided into two parts: a bottom channel and 
a vertical channel in the bit line side. In this study, all the devices adopt the asym-
metric channel doping profile where the channel doping concentrations are much 
higher in the bit-line side than in the bottom and storage node side [18, 32, 33]. This 
enables the DRAM cell to maintain a high threshold voltage as well as suppress the 
leakage current. The tri-gate structure in the S-Fin structure brings about remarkable 
improvements in terms of electric performance compared with the RCAT structure.

First of all, the leakage characteristics, which are probably the most important 
factor determining the performance of DRAM cells, have been analyzed through 
measurements of cell arrays containing about 1 K cells.

The measurement results in Figure 10.8 clearly show the mechanisms of the leak-
age current in the RCAT and the S-Fin devices. The test bias conditions shown in 
Figure 10.8a can be classified into two groups: case 1 (VD – VB = 0.8 V) and case 2 
(VD – VB = 1.6 V) according to the bias between the storage node and the bulk; in 
other words, the results of drain to bulk junction leakage current. Also, both cases 
(case 1 and 2) contain two figures that illustrate bias conditions for a clear analysis of 
the leakage current mechanism for low and high drain biases.

These bias conditions exclude the junction leakage current from the comparison 
of drain current by maintaining the same junction voltage (VD – VB) for each drain 
bias. Figure 10.8b shows the drain leakage currents according to VD – VB in the 1 
K array cells for the RCAT and the S-Fin. Since the junction leakage is dependent 
only on VD – VB value, the differences in drain leakage between high VD and low VD 
are ascribed not to the junction but to other regions for each case, that is, the gate-
to-channel and the gate-to-drain. Because keeping VD – VB constant leads to the 
same junction leakage current in both cases (i.e., high VD and low VD), in the case 
of using high VD bias, VB has to be lower to ensure that junction leakage would not 
be the reason for the drain leakage current difference between high VD and low VD. 
Therefore, the leakage current is contributed mainly by the gate-to-drain region. On 
the other hand, when using low VD bias, the leakage current mainly originates from 
the gate-to-channel region. By comparing the differences in current as described 

(a) (b)

(b)

(a)

Passing
gate

Fin
height

FIGure 10.7 Illustration of TEM profile in S-Fin. Cross section of S-Fin: (a) perpendicular 
to word line; (b) parallel to word line.



286 Nano-Semiconductors: Devices and Technology

1

2

1 21 20 V 0 V

0 V

0.8 V 0 V 0 V

–0.8 V 0 V –1.6 V

0 V 0 V 0 V 1.6 V 0 V 0 V 0 V

(a)

(b)1000

100

10
0.0 0.8 1.6

VD – VB (V)

D
ra

in
 c

ur
re

nt
 (f

A
)

1000

100

10
0.0 0.8 1.6

VD – VB (V)

D
ra

in
 c

ur
re

nt
 (f

A
)

1 K array cell in RCAT
Vc= 0 V

1K array cell in SFIN
Vc= 0 V

VD= 1.6 V
VD= 0.8 V

VD= 1.6 V
VD= 0.8 V
VD= 0.0 V

1

11

11RCATRCAT

S-Fin2

22

11

22

22

1 K array cell in RCAT

=>∆Drain current = 308fA –81fA =227fA

Gate to drain (0.8 V) + gate to channel (0 V)

Gate to drain (0 V) + gate to channel (0.8 V)

Gate to drain (0.8 V) + gate to channel (0 V)

Gate to drain (0 V) + gate to channel (0.8 V)

Gate to drain (1.6 V) + gate to channel (0 V)

Gate to drain (0 V) + gate to channel (1.6 V)

Gate to drain (1.6 V) + gate to channel (0 V)

Gate to drain (0 V) + gate to channel (1.6 V)

=>∆Drain current = 564fA –295fA = 269fA

1 K array cell in S-Fin

=>∆Drain current = 84fA –13fA = 71fA

=>∆Drain current = 131fA –40fA = 91fA

VD= 0.0 V

SRC DRNGate

0 V

0 V

0.8 V

0.8 V

SRC DRNGate

0 V0.8 V

0.8 V
0.8 V

SRC DRNGate

0 V

0 V

1.6 V

1.6 V

SRC DRNGate

0 V1.6 V

1.6 V
1.6 V

FIGure 10.8 Mechanism of leakage current for VD – VB = 0.8 V (case 1) and VD – VB = 
1.6 V (case 2) in the RCAT and the S-Fin, respectively. (a) Bias conditions of low and high 
drain voltages for each case (case 1 and case 2), respectively and (b) drain leakage currents 
according to VD – VB. In the case of fixed VD – VB, we can expect the same junction leakage 
current for high VD and low VD. Therefore, the difference of leakage current for high and low 
VD is due to two kinds of regions, i.e., gate-to-channel and gate-to-drain. Finally, we can dis-
tinguish which region is the dominant leakage source: gate-to-drain or gate-to-channel region 
in the RCAT and the S-Fin. At the same VD – VB, 1.6 V (0.8 V), for the RCAT, the leakage 
current for VB of 1.6 V (0.8 V) is larger than that for VD of 1.6 V (0.8 V). It is because RCAT is 
dominated by gate-to-channel leakage. On the other hand, for the S-Fin, the leakage current 
for VB of 1.6 V (0.8 V) is lower than that for VD of 1.6 V (0.8 V). It is because S-Fin is domi-
nated by gate-to-drain leakage. Therefore, the leakage current in the RCAT is dominated by 
gate-to-channel region, while that in the S-Fin is mainly controlled by gate-to-drain region.
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at the bottom part of Figure 10.8, we can see which regions are the main causes of 
the leakages.

In view of the results investigated so far, we can conclude that the RCAT leakage 
mainly originates from the bottom channel region. Because the gate oxide of the 
recessed channel is usually thinner in the hollow bottom region (tox = 41 Å) than in 
the vertical channel region (tox = 57 Å) [22], there is more leakage generation in the 
bottom region where the strong field takes place. Therefore, it is necessary to lower 
the doping level of the bottom channel so as to relax the electric field for all kinds of 
recessed channel devices.

On the other hand, the S-Fin is a slightly different case from the RCAT. The elec-
tric field in the bottom channel is mitigated because of the depletion charge sharing 
by the side gates in the S-Fin channel, which makes it essential to lower the dop-
ing level of the bottom channel in order to fully deplete the bottom channel for the 
S-Fin structure. Instead, the widened gate–drain overlap area and the strong field 
in that region enhance the leakage generation in the gate–drain overlapped region. 
Therefore, we can conclude that the main leakage source in the S-Fin structure is 
the gate–drain overlapped region that is surrounded by the tri-gate. This fact, despite 
offering an advantage of lower leakage in the bottom channel region, makes the 
S-Fin less effective in terms of suppressing the off-state leakage. Moreover, consid-
ering the statistical retention time distribution, which is the most important factor 
in DRAM cells, the strong field distribution in the gate–drain overlapped region 
formed by the side gate and the main gate would pose serious problems for the reten-
tion fail cells. Such an insight from both analyses of leakage characteristics and the 
expectation of statistical retention problems will form the basis for the proposal of an 
optimized recessed channel type structure.

On the other hand, the S-Fin drives more on-current than the RCAT, thanks to the 
tri-gated channel. The measurements of on current had been done with discrete test 
patterns. Figure 10.9a and b shows the measured RCAT and S-Fin I–V characteristics 
with the very similarly reproduced results by the 3D device simulator.
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FIGure 10.9 Comparison of current characteristics for (a) RCAT and (b) S-Fin. To analyze 
and investigate the feasibility of RFinFET, measurement results of RCAT and S-Fin were 
fitted by NANOCAD 3D device simulation [32–34], and these are very close to simulation 
results.
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Comparative analyses between the RCAT and the S-Fin provide valuable insights 
on the improved device structure for the DRAM cell transistor. Based on these 
results, we were able to develop an optimized design of the DRAM cell transis-
tor with the recessed channel [recessed FinFET (RFinFET)], which adopts only the 
positive aspects of the RCAT and the S-Fin. Figure 10.10 shows the 3D view of the 
proposed RFinFET, which has a tri-gate only in the bottom region so that the whole 
transistor may have planar gate structures effectively in the source/drain (S/D) region 
and a tri-gated FinFET structure in the bottom channel region.

Note that the RFinFET does not have the side gates in the S/D overlapping region. 
Figure 10.11 includes the layout and cross-sectional views of the RFinFET, revealing 
the side-gates formation and a possible manufacturing sequence. After the recessed 
channel is formed by silicon etch processes [19, 20], the oxide surface in the STI 
region is exposed by second silicon etch (isotropic) for the round channel shape [20]. 
After the isotropic oxide etch is done, this is followed by gate oxidation and gate-
material deposition, thereby forming the proposed structure [25].

We expect the smaller gate capacitance and the lower leakage from the shape of 
the proposed device that the side gate and the S/D regions do not overlap. The thresh-
old voltage of the RFinFET can be maintained at a sufficiently high level owing to 
the existence of the planar-like vertical channel in the bit-line side. 3D device simu-
lations using the frames in Figures 10.6 and 10.10 have been performed to compare 
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gate in RFinFET shown in detail.
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the RFinFET with the other recessed devices, especially S-Fin. The RFinFET is 
designed to have the same channel shape as the S-Fin, whose channel is recessed to 
a depth of 250 nm and a width of 70 nm. For a fair and thorough comparison, many 
design splits of the S-Fin were simulated with various side-gate widths, that is, S-Fin 
–57, 00, 60, 90, and 190 whose width difference between main gate and side gate are 
0, 114, 234, 294, and 494 Å, respectively. Therefore, the gate–drain overlap region in 
S-Fin –57 is similar to that of RCAT and RFinFET. But it also has a difference from 
the viewpoint of the existence of side gates. The S-Fin and the RFinFET were also 
split by the source junction depth, such as 160 and 200 nm. In the case of the 200-nm 
source junction, the source diffusion region and the side gate were overlapped so that 
the whole recessed channel was tri-gated. The channel was doped asymmetrically 
in all devices so that the junction would always be formed in the tri-gated region in 
the storage node side.

Simulations were performed on the drift-diffusion models with the Lucent mobil-
ity [34], Caughey–Thomas expression [35], and Phillips unified mobility [36]. The 
simulations of leakage current levels were done accurately using the trap assisted–
tunneling (TAT) model [38, 39].

Figure 10.12 shows the simulation results for the RCAT, the S-Fin, and the 
RFinFET devices with 160 nm junction depth. The results show that RFinFET has a 
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FIGure 10.11 Schematic DRAM cell layouts with (a1) RCAT, (a2) RFinFET, and (a3) 
S-Fin. A possible way to achieve RFinFET through schematic cross section: (b) XY plane 
and (c) ZY plane.
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much higher threshold voltage than S-Fin with the same asymmetric channel doping 
profile (3.5 × 1018/cm3) (Figure 10.12d). This means that adequate threshold volt-
age can be achieved with even lower channel doping concentrations. In the case of 
the 200 nm source junction depth, the threshold voltage of RFinFET is not higher 
than that of S-Fin (Figure 10.13d) since the whole channel is tri-gated. RFinFET 
and S-Fin 190 have the same on-current level because they have the same side-gate 
width. However, RFinFET has lower leakage current than any other device structure 
as shown in Figure 10.13c.

Assuming that each device has an optimized doping profile, the best on/off cur-
rent ratio can be obtained by RFinFET regardless of the source junction depth, as 
shown in Figure 10.14. The optimized doping profiles correspond to very low doping 
in the bottom region, and 2 × 1018/cm3 and 3 × 1018/cm3 in the source side channel 
region for the case of structures with source junction depths of 160 and 200 nm, 
respectively. In terms of the on-current defined as the drain current (Ion) at VG = VTH + 
0.7 [V], where VTH is obtained from the gm max method, S-Fin 190 is the best choice 
except for RFinFET owing to the increased effective channel width. RFinFET with 
a source junction depth of 160 nm offers the highest threshold voltage with the same 
doping, implying good current drivability due to low channel doping concentration 
when the same threshold voltage is assumed, as shown in Figure 10.12c and d.

In addition, in the simulation on RFinFET, it was found to show less leakage than 
S-Fin under the off-state condition. The simulation of off-state leakage was done 
with the TAT model, and off-state leakage was defined as the drain current (Ioff) 
at VG = VTH – 1.3 [V], where VTH is the VG value at ID = 10–8 A. The S-Fin trades 

D
ra

in
 c

ur
re

nt
 (A

)

D
ra

in
 c

ur
re

nt
 (A

)

O
n 

cu
rr

en
t (

µA
)

O
ff 

cu
rr

en
t (

fA
)

SS
 (m

V
/d

ec
)

�
re

sh
ol

d 
vo

lta
ge

 (V
)

10–5

10–6

10–7

10–8

10–9

10–10

10–11

10–12

10–13

10–14

10–15

10–16

–0.9–0.6–0.3 0.0 0.3 0.6 0.9 1.2 1.5 1.8

Junction depth = 160 nm
VD = 1.6 V, VB = –0.8 V

S-Fin 60
S-Fin 90
S-Fin 190
RFinFET
RCAT

Junction depth = 160 nm
VD = 0.1 V, VB = –0.8 V

S-Fin 60
S-Fin 90
S-Fin 190
RFinFET
RCAT

(a) (b)

(c) (d)

Gate voltage (V)
–0.3 0.0 0.3 0.6 0.9 1.2 1.5 1.8 2.1

Gate voltage (V)

10

8

6

4

2

0
RCAT S-Fin60 S-Fin90 S-Fin190 RFinFET RCAT S-Fin60 S-Fin90 S-Fin190 RFinFET

14

12

10

8

6

4

2

0

13.2
12.0
10.8

9.6

3.6

8.4

2.4

7.2

1.2

6.0

0.0

4.8

92
88
84
80
76
72
68
64

2.0

1.8

1.6

1.4

1.2

1.0

0.8

In source junction nonoverlapped with tri-gate
Subthreshold slope (mV/dec)
VTH (gm max method)

In source junction nonoverlapped with tri-gate
On current at, VD = 0.1 V, VB = VTH + 0.7 V
Off current at, VD = 0.8 V, VB = VTH – 1.3 V

FIGure 10.12 Electrical characteristics of RCAT, S-Fin, and RFinFET structures for the 
case of 160 nm source junction depth are compared from simulation results, respectively.



291DRAM Technology
D

ra
in

 c
ur

re
nt

 (A
)

D
ra

in
 c

ur
re

nt
 (µ

A
)

SS
 (m

V
/d

ec
)

�
re

sh
ol

d 
vo

lta
ge

 (V
)

10–5

10–6

10–7

10–8

10–9

10–10

10–11

10–12

10–13

10–14

10–15

10–16

–0.9

8

7

6

5

4

9
8
7
6
5
4
3
2
1
0

8

6

4

2

–0.6–0.3 0.0 0.3 0.6 0.9 1.2 1.5 1.8

Junction depth = 200 nm
VD = 1.6 V, VB = –0.8 V

Junction depth = 200 nm
VD = 0.1 V, VB = –0.8 V

S-Fin 00
S-Fin 60
S-Fin 90
S-Fin 190
RFinFET

S-Fin 00
S-Fin 60
S-Fin 90
S-Fin 190
RFinFET

(a) (b)

(c) (d)
Gate voltage (V)

–0.9–0.6–0.3 0.0 0.3 0.6 0.9 1.2 1.5 1.8
Gate voltage (V)

In source junction overlapped with tri-gateIn source junction overlapped with tri-gate

O
n 

cu
rr

en
t (

µA
)

O
ff 

cu
rr

en
t (

fA
)

S-Fin00 S-Fin60 S-Fin90 S-Fin190 RFinFET S-Fin00 S-Fin60 S-Fin90 S-Fin190 RFinFET

12

10

84

81

78

75

72

69

66

1.35

1.30

1.25

1.20

1.15

1.10

1.05

1.00

On current at, VD = 0.1 V, VB = VTH + 0.7 V
Off current at, VD = 0.8 V, VB = VTH – 1.3 V

Subthreshold slope (mV/dec)
VTH (gm max method)

FIGure 10.13 Electrical characteristics of S-Fin and RFinFET for the case of 200-nm 
source junction depth are compared from simulation results, respectively.

D
ra

in
 c

ur
re

nt
 (µ

A
)

D
ra

in
 c

ur
re

nt
 (A

)

O
n 

cu
rr

en
t (

µA
)

O
ff 

cu
rr

en
t (

fA
)

SS
 (m

V
/d

ec
)

�
re

sh
ol

d 
vo

lta
ge

 (V
)

–0.9–0.6–0.3 0.0 0.3 0.6 0.9 1.2 1.5 1.8

(a) (b)

(c) (d)
Gate voltage (V)

–0.9–0.6–0.3 0.0 0.3 0.6 0.9 1.2 1.5 1.8
Gate voltage (V)

14
12
10

8
6
4
2
0

10.5

10.0

9.5

8.5

9.0

28
80

78

76

74

68

66

72

70

24

20

16

12

8

4

0.90

0.85

0.80

0.75

0.70

0.65
RFinFET
junc. = 160 nm

RFinFET
junc. = 200 nm

S-Fin190
junc. = 200 nm

RFinFET
junc. = 160 nm

RFinFET
junc. = 200 nm

S-Fin190
junc. = 200 nm

* Bottom channel doping *
in both junc. type: intrinsic
* Asymmetric channel doping *
In 160 nm junc.: 2 × 1018 cm–3

In 200 nm junc.: 3 × 1018 cm–3

VD = 0.1 V, VB = –0.8 V
RFinFET

Junc. depth = 200 nm

Junc. depth = 200 nm

Junc. depth = 200 nm

Junc. depth = 160 nm

Junc. depth = 200 nm
Junc. depth = 160 nm

S-Fin 190

S-Fin 190

In optimized structures
On current at, VD = 0.1 V, VB = VTH + 0.7 V
Off current at, VD = 1.8 V, VB = VTH – 1.3 V

In optimized structures
Subthreshold slope (mV/dec)
VTH (gm max method)

RFinFET

VD = 1.6 V, VB = –0.8 V

10–4

10–5

10–6

10–7

10–8

10–9

10–10

10–11

10–12

10–13

10–14

10–15

10–16

FIGure 10.14 Electrical characteristics of S-Fin and RFinFET for optimized doping pro-
file case are compared from simulation results, respectively.



292 Nano-Semiconductors: Devices and Technology

off the on-current and the leakage level (see Figures 10.12c and 10.13c) because 
the extended side gate increases the area of the gate–drain overlapped region and 
enhances the electric field intensity in the corner region while contributing to the 
increase in on-current. However, RFinFET has less leakage than any type of S-Fin, 
even with the highest on-current level. This is because the side gate does not overlap 
with the drain region in RFinFET.

Figure 10.15 shows the retention time distribution of RCAT, S-Fin, and RFinFET 
through an in-house 3D device simulation tool especially fit for DRAM simulations 
including the statistical leakage current distribution, that is, NANOCAD [29–31]. 
From the viewpoint of retention time distribution, RFinFET and RCAT show the 
best performances in terms of simulation results. The region with the greatest leak-
age in the recessed channel structure is the gate–drain overlapped region because 
of the high electric field profile there [40]. In the S-Fin device, the gate–drain over-
lapped region is tri-gated so that the electric field intensity is much higher than that 
in RFinFET, especially in the edged region (see inset of Figure 10.15).

Since the edged part in the gate–drain overlapped region is very limited, there is 
very little probability that a trap exists in the edged region. Therefore, cell leakage 
currents are mainly generated in the vicinity of the junction and the gate–drain/
channel overlapped regions for most cell transistors, resulting in greater leakage with 
the wider side gates, as shown Figures 10.12c and 10.13c. However, cell transistors 
with a trap in the edged region give rise to the tail distribution of retention time tests, 
and leakage currents from the edged region become the dominant factor restricting 
the chip data retention time in real DRAM with giga-level cells.
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S-Fin groups. 3D electric field distribution also shows cause of retention tail difference 
between S-Fin groups RFinFET. For a fair and thorough comparison, many design splits 
of S-Fin were simulated with various side-gate widths, i.e., S-Fin –57, 00, 60, 90, and 190, 
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respectively. Therefore, gate–drain overlap region in S-Fin –57 is similar to that of RCAT and 
RFinFET; however, it also has a difference in the viewpoint of existence of side gate.
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10.2.2.3 VtH mismatch in BLsa
After the true bit line voltage is developed into the charge-shared voltage of ΔV, it can 
be detected as a logic level of “0” (or “1”) by the BLSA circuit. Therefore, the sensing 
circuit should be able to detect a small voltage difference between true-bit line (BL) 
and bar-bit line (/BL). As explained in Section 10.1.2, the conventional BLSA type is 
based on the latch operation. The paired NMOS/PMOS transistors are triggered by 
the voltage differences between gate (BL, or /BL) and common source (sensing enable 
signal), respectively. When MOS transistors are allowed to operate by the sensing 
enable signal, the drain nodes would follow the common source node (sensing enable 
signal). Overall, the latch circuits develop the differential voltage between BL and /
BL into the VCORE level, based on the relative amplitude of the gate node (BL, /BL) 
voltages. Therefore, the charge shared voltage, the difference between BL and /BL, 
was the key factor for the successful operation of the sensing circuit, when not taking 
into account a threshold voltage mismatch of latch transistors. However, the small 
area of the latch transistor induces dopant fluctuation, resulting in the threshold volt-
age mismatch. The threshold voltage mismatch has the same meaning as the charge 
shared voltage, the gap between BL and /BL, in the viewpoint of the sensing margin. 
Dopant fluctuation is a natural phenomenon based on the probability theory. In order 
to overcome the negative effect of the dopant fluctuation, it is inevitable to adapt low-
doped channel engineering to the fabrication of latch transistors. However, this leads 
to a bad SCE, resulting in a large off-state leakage. There are the several solutions 
for a better threshold voltage mismatch. The 3D transistor, such as SOI and multigate 
structure, can be a good candidate for a better latch circuit performance. Thanks to 
many researches for this phenomenon, it is possible to expect a threshold voltage 
mismatch, analytically and experimentally. It depends on the channel doping concen-
tration, the channel length, and the gate width of the latch transistor. Furthermore, 
gate oxide thickness and temperature also affect the VTH mismatch. The well-known 
numerical formula for the threshold voltage mismatch is expressed as follows:

 
σV

N

L W
TH

A∝
⋅

.

10.2.2.4 sensing noise in accordance with data Pattern
In DRAM, the key solution to high density chips has been to obtain a large enough 
cell capacitance to store weak voltage data [41–43]. However, as DRAM technology 
develops further, it beomes more difficult to sustain a high cell capacitance. This 
leads to a small sensing margin because of the small cell capacitance/bit line capaci-
tance ratio. Therefore, the sensing margin becomes the most important factor under 
these circumstances. To make matters worse, the margin problem becomes more 
serious as the core voltage (VCORE) decreases. Therefore, improvement of the sensing 
margin is inevitable, which consists of a natural threshold voltage mismatch in the 
latch transistor and the sensing noise in the cell array in accordance with the data 
pattern. Because the threshold voltage mismatch becomes worse due to the dopant 
fluctuation, it will be more important to improve the sensing noise in accordance 
with the data pattern.
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The sensing noise is directly related with the DRAM refresh time, which is a key 
factor determining DRAM performance. DRAM refresh time also shows a simi-
lar dependency on the type of data pattern to the sensing noise, which changes in 
accordance with the data pattern [44–46]. Therefore, the focus in this section is on 
the sensing noise in BLSA. As a result, it is also possible to investigate the DRAM 
refresh time, depending on the type of data pattern.

A DRAM cell array consists of a repeated unit cell structure nearby a bit line, 
word line, and storage node. Therefore, it has a very complicated coupling capaci-
tance. Figure 10.16 shows an illustration of the representative sensing noise mecha-
nism in the cell array, which depends on the data pattern. During the early stage of 
the sensing operation, the transition of the majority BLs affects the potential of the 
WL in the cell array, which leads to noise in the target BL. The coupling effect is 
sufficiently large to deteriorate the target bit line, when the target BL data is weak. 
In particular, an open bit line structure shows a very strong sensing noise due to the 
plate noise and well noise, and so on [47–49]. Figure 10.17 shows that the sensing 
operation of the majority bit line affects the transition of the target bit line. When the 
polarity of the majority BL data is opposite to the target BL data, the sensing of the 
target BL can be interfered with, as shown in Figure 10.17a. This interference occurs 
through the previously mentioned coupling relationship in the cell array. On the 
other hand, when the polarity of the majority BLs is the same as that of the target BL, 
this coupling effect in the cell array could give assistance to the sensing of the weak 
target BL data, as shown in Figure 10.17b. As a result, this data polarity determines 
the type of sensing noise.

From the type of data polarity, four kinds of data patterns can be defined [44, 50]. 
These representative data patterns determine the best sensing noise and the worst 
sensing noise. This will be called a solid data pattern, in which all BL data have 
the same polarities. Also, the island pattern is formed when the minority of BLs 
has opposite data polarity to the majority of BLs. Because margin failure occurs 
most frequently while sensing the island data pattern, the sensing noise needs to be 
improved in the island data pattern, even though solid data could be sacrificed.

Majority BL potential increase

Data polarity

WL potential
increase

Majority BLs Target BL

H H H H H L

Sensing noise

Coupling effect (word line, plate, well)

Coupling
capacitance

Aggress

FIGure 10.16 Sensing noise mechanism in cell array. Majority bit lines affects sensing of 
weak target bit line through coupling effect in cell array.
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10.2.3  RelAtiOn between RefReSh tiMe AnD SenSing 
nOiSe in ACCORDAnCe with DAtA pAtteRn

Generally, the DRAM refresh time is determined by the cell leakage characteristics. 
However, as cell data patterns vary, the refresh time (tREF) of a specific cell transis-
tor also shows different values and trends. Figure 10.18 illustrates two representative 
kinds of data patterns, which comprise (a) all one data bits and (b) only one data 
bit with background data bits of all zero. We measured chip 1, chip 2, and chip 3 
fabricated with 54 nm technology. In particular, chip 3 has a different type of cell 
structure, that is, buried word line scheme [46], as shown in Table 10.1.

Figure 10.19a shows the dependency of tREF on these data patterns for several 
types of DRAM chips fabricated with different technologies. The figure shows not 
only the variation in tREF, but also the different dependencies on data patterns for 
several DRAM chips. We found that the x-axis in Figure 10.19a represents BLSA 
offsets, which are dependent on data patterns. We also discovered that various cell 
leakage characteristics determined the slope of this graph.

tREF is determined not only by cell leakage, but also by BLSA offset. To clarify the 
meaning of the x-axis in Figure 10.19a, we measured the BLSA offset according to data 
pattern for three kinds of DRAM chips, as shown in Figure 10.19b. By changing the 
quantity of charge stored in the cell capacitor, we can examine the sensing failure volt-
age, which is the BLSA offset [47]. When a BLSA is fixed and its own offset is constant, 
the condition of cell data patterns causes the offset to vary because of the sensing noise 
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FIGure 10.17 Polarity of majority bit lines affects sensing of target data. (a) Majority BLs 
opposite to target BL data interfere with sensing of target BL. (b) Majority BLs having same 
polarity of target data help sensing of target BL.
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in the cell array. This also affects the tREF. The condition of data patterns determines 
the strength of coupling noise between the bit line (BL) and word line (WL) in the cell 
array [47, 50]. Figure 10.20 illustrates the noise mechanism in a cell array during the 
sensing operation of a BLSA. The majority BL becomes the aggressor, and induces 
noise in the WL. This occurred noise in m pieces of WL induces secondary noise in the 
target BL. This noise effect can be reduced by shrinking the capacitance between the 
BL and WL (CBL–WL). In chip 3, CBL–WL is 10 times smaller than the other two DRAM 
chips [46]; therefore, chip 3 has improved the offset variation of data patterns.

If a specific BLSA including a target cell is selected, then the tREF variation 
according to data patterns is determined by the relationship between its own offset 
variation and cell leakage characteristics, as shown in Figure 10.21. The remaining 
charge in the cell for successful sensing becomes the BLSA offset including data pat-
tern noise. The cell discharging curve determines the tREF difference between the 
data bit pattern (all one) with a small offset and the data bit pattern (only one) with 
a large offset. For the cell with superior leakage (curve A in Figure 10.21) when the 

taBLe 10.1
chip Information related to cell type, capacitance between Bit-Line and 
Word-Line, and cell Leakage characteristics for chips 1, 2, 3, and 4

chip 1 chip 2 chip 3 chip 4

Cell type Recessed Recessed Buried WL Recessed

Fabrication technology 54 nm 54 nm 54 nm 54 nm

BIT-WL cap. [a/u] 1 1 0.1 1

Cell leakage Better Worse Worst Best

Cell leakage screen Without Without Without With

Background cell Target cell

SA SA

WL WL

1 1 1 1 1 1 10 0 0 0 0

(a) All cell data 1 (b) Only target cell data            1

FIGure 10.18 Two representative kinds of data patterns, which comprise (a) all one data 
bits and (b) only one data bit with background data bits of all zero.
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offset variation is the same, its tREF variation must be larger than the worse leakage 
cell (curve B in Figure 10.21).

Figure 10.22 shows the tREF variation according to offset change. Chip 3, which 
has the smallest variation of tREF, shows the best offset variation and the worst cell 
leakage characteristics. On the other hand, chip 1, which has the largest variation 
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FIGure 10.20 Noise mechanism in cell array during sensing operation of BLSA. Coupling 
capacitance between BL and WL is main origin of sensing noise.
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FIGure 10.21 tREF variation according to data patterns is determined by relationship 
between its own offset variation and cell leakage characteristics. A and B curves represent 
cell discharging voltage for cells showing a better and worse leakage, respectively. Because 
data pattern determined offset by sensing noise, it is one of the factors affecting refresh time. 
When fixing offset according to data pattern, discharging curve determined the refresh time 
variation (tREF2 – tREF1), which is smaller in the cell with worse leakage, representing 
curve B. ΔV1 and ΔV2 denote large offset and small offset voltage, respectively. At the same 
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Thus, normal data become ΔV1 and ΔV2 after tREF1 and tREF2, resulting in data sensing fail-
ure, respectively. Therefore, tREF2–tREF1 means refresh time variation according to data 
pattern determining offset.
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of tREF, shows the best cell leakage characteristics. In order to confirm our expla-
nation, we measured the slope of the tREF variation for several cells with various 
refresh times in three kinds of chips. Chip 1 and chip 2 seemed to demonstrate a dif-
ferent dependency of tREF on offset variation, as shown in Figure 10.22.

However, Figure 10.23 shows that chips 1 and 2 have precisely the same trend of 
tREF slope versus offset variation for various refresh times, which were measured 
for a tREF probability range of (1 × 10–4, 1) (%). From our analysis, we concluded 
that it is not necessary to improve cell leakage characteristics for cells with average 
tREF; we only need to improve offset variation according to the data pattern in order 
to reduce tREF variation.

In the tREF distribution range (1 × 10–7, 1 × 10–3) (%), we measured the slope 
dependency for three kinds of chips. We found that chips 1 and 2 revealed an extraor-
dinary trend in this range, as shown in Figure 10.24. In this range, chips 1 and 2 
comprised cells with a GIDL mechanism such as TAT [31, 39]. The main distribution 
groups (1 × 10–4, 1) (%) usually comprise cells with junction leakage by the SRH 
mechanism, and showed the trend of decreasing slope variation. However, the tail 
distribution group showed an increasing trend after a decreasing one. Because the 
cells with TAT were eliminated in chip 4 based on redundancy cells, this shows a 
trend of continuously decreasing slope variation.

Figure 10.25 shows the measured offsets of three different kinds of cells, which 
share the same BL. Cell 3 shows an extraordinary offset, even though all cell transis-
tors are sensed by the same BLSA. This is because the TAT leakage current occurred 
for a very short duration (less than 10 ns) during offset measurement. Figure 10.26 
illustrates the discharging curve of cell potential for the main and tail cells. This 
curve explains the extraordinary trend of the tREF slope.
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FIGure 10.23 Chips 1 and 2 have precisely the same trend of tREF slope versus offset 
variation for various refresh times, which were measured for a tREF probability range of 
(1 × 10–4, 1) (%).
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10.2.4 hOw tO iMpROve SenSing MARgin

We have discussed the definition of sensing margin in DRAM chips. There are sev-
eral important elements for the sensing margin. Therefore, as the sensing margin 
problems become serious, it is necessary to guarantee an adequate level of sensing 
margin to ensure a successful sensing operation. The easiest way to achieve an ade-
quate sensing margin is to obtain a large cell capacitance/bit line capacitance ratio. 
However, as DRAM technology develops further, it becomes increasingly difficult to 
maintain the same amount of cell capacitance achieved by past technologies. DRAM 
industries have not focused on sensing noise in the cell array. Therefore, the task 
remains to improve sensing noise in the cell array by using a new BLSA.
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FIGure 10.25 Offsets measured in three kinds of cell sharing same BL. Although they 
have the same BLSA offset, they show different offset because of different cell leakage 
current.
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10.2.4.1 offset compensation sense amplifier
Figure 10.27 illustrates the (b) proposed BLSA scheme, named H-SA (HYNIX-Sense 
Amplifier), compared with the (a) conventional BLSA. The remarkable difference is 
in whether the driving signal is separated or not. The H-SA has two kinds of pull-up 
driving lines (UP_T, UP_B) and pull-down driving lines (DN_T, DN_B). Majority 
BL data polarity determines the choice of driving lines used for data sensing, as 
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Mechanism by strong field and trap       bad refresh cell

Mechanism by SRH generation        good refresh cell

Large offset by sensing noise
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FIGure 10.26 Discharging curve of cell potential for main and tail cells, respectively. 
While main cells show a similar straight discharging curve as denoted by dotted lines, tail 
cells shows a different curve as denoted by black solid line. Leakage mechanism in tail 
cell is trap-assisted tunneling (TAT). TAT leakage current occurs during early stage of 
retention, so its tREF variation can be larger than other SRH leakage cells, even though 
main cells with better SRH leakage must show larger tREF variation. tREF variation for 
three  kinds of cells are indicated on x-axis as worst leakage, worse leakage, and better 
leakage.
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FIGure 10.27 Illustration of (b) proposed BLSA, named H-SA, compared with (a) con-
ventional BLSA. Main difference is in separation of pull-up driving lines and pull-down 
driving lines.
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shown in Figure 10.28. The majority BLs having high data are developed by UP_T 
and DN_T, as shown in Figure 10.28b. On the other hand, UP_B and DN_B are used 
when the H-SAs sense the majority BLs of low data, as shown in Figure 10.28a.

The principle of H-SA is illustrated in Figure 10.29. As previously noted, when 
the majority BL data is high, the H-SA almost used the UP_T and DN_T. This means 
that there is a large amount of current flow in the path of UP_T and DN_T. Therefore, 
the power drop should be large in these driving lines, as shown in Figure 10.29. In 
contrast, in the path of UP_B and DN_B, there is a small power drop due to a small 
amount of current flow. This difference between the T and B lines becomes the 
amount of offset compensation. In H-SA, a charge shared voltage can be determined 
as the expression including offset compensation term, as shown in Figure 10.30. In 
particular, the island 0 pattern shows the offset compensation term of positive value, 
so the charge shared voltage should be larger by the amount of the compensation 
term. As a result, H-SA always shows an improved sensing margin in the island data 
patterns, even though there is a sacrifice that we are willing to tolerate in the solid 
data pattern. In Figure 10.30, wave forms of UP and DN illustrate the difference 
in potential between separated driving lines, which means an offset compensation 
term, when the data polarity of majority bit lines is high.
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FIGure 10.29 Situation when majority BLs pose high data. Pull-up and pull down drivers 
provide H-SAs with power using UP_T and DN_T, respectively. This leads to a large amount 
of current flow in path of UP_T and DN_T driving lines, resulting in a large power drop.
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FIGure 10.28 Choice of driving lines used for sensing bit line data. BL_B indicates refer-
ence bit line, whereas BL_T denotes bit line having stored data.
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H-SA makes use of the voltage drop phenomenon from the current flow in the resis-
tance in favor of suppressing the sensing noise. Therefore, the magnitude of the resis-
tance in the current path becomes the most important factor in noise compensation.

Figure 10.31 illustrates three kinds of H-SA: (1) semi-H-SA, (2) H-SA 1, and 
(3) H-SA 2, in accordance with the existence of connecting metal for decreasing a 
too large potential gap between the T and B lines. Both H-SA 1 and 2 are fabricated 
with 68 nm technology, whereas the semi-H-SA is only simulated. The large dif-
ference between (a) semi-H-SA and (b) H-SA types is in whether the T and B lines 
share the contact resistance. In the case of semi-H-SA, the difference in the potential 
between the T and B lines should be determined by only the amount of driving line 
resistance. Therefore, it is expected that the difference in potential will be too small 
to compensate for the total amount of sensing noise.
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Active Active

T line
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B line

Semi-H-SA H-SA

(a) (b)

Connecting metal

w/    : H-SA 1
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Difference

FIGure 10.31 Three kinds of H-SA types. Main difference between (a) semi-H-SA and 
(b) H-SA is in whether T and B driving lines share contact resistance. H-SA 1 and HSA2 is 
differentiated in accordance with existence of connecting metal.
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FIGure 10.30 Illustration for denoting amount of offset compensation in H-SA. 
Difference in potential between UP_T and UP_B (or DN_T and DN_B) shows amount of 
offset compensation.
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Figure 10.32 shows the simulated potentials of the UP_T, DN_T and the UP_B, 
DN_B signals in the early stage of sensing an island data pattern for three kinds of 
H-SA types. These H-SA types show their own potential difference between the T 
and B lines, which means that the amount of noise compensation can be controlled 
by several sense amplifier (SA) driver types. In the case of the H-SA 2, there is ~30 
mV difference between the T line and the B line. H-SA 1 and semi-H-SA show ~20 
and ~5 mV difference, respectively. If this difference is used in the voltage as a com-
pensation method for the sensing noise found in the data patterns, the total amount 
of the BLSA offset almost disappears.

Figure 10.33 shows the amount of the measured sensing noise in the fabricated 
DRAM chips including the conventional BLSA, H-SA 1, and H-SA 2. There are four 
representative data patterns, each with distinctive BLSA offsets. In the conventional 
BLSA, the offset due to the sensing noise in the island pattern is ~30 mV larger than 
that found in a solid pattern.
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However, in H-SA 1, island and solid patterns show almost the same offset, so the 
difference is 5 mV in the 1 data pattern and 12 mV in the 0 data pattern. As a result, 
H-SA 1 displays about 18.5% of the total sensing noise measured in conventional 
SA, as shown in Figure 10.34. Although this voltage drop effect helps the offset in 
the island pattern data, it has a disadvantage in the offset in the solid pattern data. 
However, it is more important to guarantee that the maximum offset value is small 
enough to be able to sense any kind of data pattern. Therefore, the mostly negligible 
offset in the solid data pattern is not worth considering.

However, the sensing noise in the solid data pattern can be much larger (by about 
13 to 30 mV) than that in the island data pattern in H-SA 2, which has a slightly 
different driver shape than H-SA 1. H-SA 2 shows too large an opposite noise to 
compensate for the data pattern noise, as shown in Figure 10.34. Therefore, the solid 
data pattern noise is larger than the island pattern noise in this type. This is not the 
solution for minimizing the data pattern noise, because of a large solid pattern noise. 
Therefore, it is necessary to precisely control the difference in voltage between the T 
and B driving lines, in accordance with four kinds of data patterns.

The proposed chip has an area penalty for the additional driving lines. It is about 
less than 1% of the total chip size, as shown in Figure 10.35. This result is attributable 
to the additional UP and DN driving lines. In the fabricated 68 nm DRAM chip, it 
pays the penalty of the narrow line width.
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11 Monocrystalline Silicon 
Solar Cell Optimization 
and Modeling

Joanne Huang and Victor Moroz

11.1 IntroductIon

Solar cell is designed to trap as much sunlight as possible and to convert most of 
it into electricity. Light trapping is important in the wavelength range from 0.3 to 
1.2 μm, which is where most of the solar irradiation energy is contained and which 
can be converted into optically generated free electrons and holes in silicon. The 
amount of light that can be trapped inside the solar cell is determined by the surface 
texture and by the contacts and antireflective layers that cover its front and rear 
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surfaces. Usually, the smaller the contacts, the better the light trapping, because front 
surface contacts act as a shadow and rear surface contacts degrade the reflection of 
the long wavelengths.

Electrical efficiency of the solar cell also depends on the location and size of the 
front and rear contacts. Usually, the larger the contacts, the better the conduction 
of the cell. This brings the demands of optical performance and the electrical per-
formance of the cell into conflict. Modeling such competing physical mechanisms 
enables us to achieve a trade-off and optimize the overall performance of the cell.

In this work, we demonstrate how three-dimensional (3D) simulation can be used 
to find trade-offs in combined optical and electrical performances of the solar cell. 
Besides maximizing performance, we also address tightening of the performance 
spread to improve parametric yield.

The next section is dedicated to modeling optical effects, followed by a section 
that adds electronic effects and looks at the overall cell performance.

11.2 ModelIng optIcal effects

11.2.1 TexTured Surface

Most of the monocrystalline solar cells on the market have surface texture [1, 2]. 
Typical measured texture is shown in Figure 11.1 and consists of overlapping pyra-
mids with random heights and locations.

Size of the pyramids varies from 2 to 20 μm depending on the etching process. 
All facets of the pyramids of any size have the same crystal orientation of {111}, 
which is the densest surface in silicon crystal lattice. The {111} facets have the same 
angle of 55° with respect to the wafer plane.

Area of the textured surface is 3 1 73≈ .  times larger than the area of a flat sur-
face on which the pyramids are formed. This ratio is independent of the pyramid size 
or whether the pyramids are random or regular.

Typically, both the front and the rear surfaces of the silicon wafer are randomly 
textured, but here we will look at different cases, with flat, regularly textured, and 
randomly textured pyramids. An example of randomly textured silicon surface used 
in simulations is shown in Figure 11.2.

fIgure 11.1 Measured texture of a typical solar cell surface (2010, www.sensofar.com).
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Typical pyramid height is considerably larger than the longest relevant light wave-
length. However, different wavelengths in the solar spectrum exhibit very distinct 
optical behaviors in terms of refraction at the interfaces and in terms of how quickly 
they get absorbed in silicon. In this work, we use Sentaurus tool suite [4] for optical 
and electrical analysis of the solar cells.

11.2.2 Behavior of differenT LighT WaveLengThS

Figure 11.3 depicts the typical behavior of the light with the shortest relevant wave-
length of 0.3 μm that belongs to ultraviolet solar radiation. Part of the ray energy is 
absorbed inside silicon by generation of electron–hole pairs. The light absorption 
at this ultraviolet wavelength happens over a very short distance of less than 1 μm. 
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fIgure 11.2 Simulated solar cell surface with random texture. Average pyramid height 
is 4.2 μm.
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fIgure 11.3 Ray tracing of short wavelength (ultraviolet) 0.3 μm light in textured silicon 
with 12-μm wafer thickness and regular 4.2-μm-high pyramids on both sides. Entire structure 
is shown on left. Contours of silicon part of the structure are repeated on right side along with 
incoming, reflected, and absorbed rays.
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Part of the ray energy is bounced out of silicon. In fact, when the ray hits the silicon 
pyramid surface for the first time, in our case at the edge between two {111} silicon 
facets, the entire ray bounces out. The second time the ray hits the silicon surface, 
it splits into two rays, with one ray getting absorbed whereas the other bounces out 
again and does not contribute to the desirable optical carrier generation.

The choice of rather thin wafer that is only 12 μm thick is done for illustration 
purposes as it makes the structure more convenient for visualization. A more realis-
tic wafer thickness of about 180 μm would increase the aspect ratio of the structure 
to 180/6 = 30, which would make it difficult to see details of the ray paths.

The ray paths shown in Figure 11.3 exhibit four reflection events: two at the sili-
con surface and two at an invisible wall in the air to the right side of the pyramid. 
The latter reflection events actually happen at the boundary of simulation domain 
that are visible on the left side in Figure 11.3. Such reflections are necessary to model 
silicon wafer with multiple pyramids placed to the right, to the left, in front, and 
behind the pyramid depicted in Figure 11.3. Without such reflective boundary condi-
tions, we would be modeling just a single pyramid, which is different from a wafer 
with large number of pyramids on its surfaces.

The fact that the light gets inside silicon wafer only after a reflection at the right 
boundary actually means that the light absorption happens in a pyramid standing to the 
right of our simulation domain. Because of the regular pyramid pattern, a similar ray 
will similarly bounce off that other pyramid standing on the right and will be absorbed 
by the pyramid depicted in Figure 11.3. This makes it possible to model large number 
of regular features with a small simulation domain that contains a single feature.

Figure 11.4 shows the interaction of the same pyramid with a longer light wave-
length of 0.6 μm that is within the visible part of the solar spectrum. The first time 
the ray hits silicon, it splits into two rays: one absorbed and the other bounced out. 
The absorbed ray travels inside silicon much further than the short wavelength, for 
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fIgure 11.4 Ray tracing of medium wavelength (visible light) of 0.6 μm in textured sili-
con with 12 μm wafer thickness and regular 4.2-μm-high pyramids on both sides. Entire 
structure is shown on left. Contours of silicon part of the structure are repeated on right side 
along with incoming, reflected, and absorbed rays.
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tens of microns. In our case, it gets all the way to the bottom of the wafer, with part 
of it escaping out of silicon from the rear side of the wafer.

Figure 11.5 illustrates the behavior of a longer wavelength (0.9 μm) that belongs to 
infrared solar radiation. This wavelength travels hundreds of microns inside silicon 
and experiences dozens of splits at both wafer surfaces.

Figure 11.6 shows distributions of the optically generated carriers in 100-μm-thick 
wafers for the three wavelengths. The ultraviolet light is absorbed in a very thin sili-
con layer pretty much within the pyramids and creates the highest density of carriers. 
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fIgure 11.5 Ray tracing of long wavelength (infrared) of 0.9 μm in textured silicon with 
12 μm wafer thickness and regular 4.2-μm-high pyramids on both sides. Entire structure is 
shown on left. Contours of silicon part of the structure are repeated on right side along with 
incoming, reflected, and absorbed rays.
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fIgure 11.6 Distributions of optically generated carriers in a 100-μm-thick wafer with 
regular 4.2-μm-tall pyramids for three wavelengths.
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The visible light is absorbed within tens of microns from the wafer surface and cre-
ates somewhat lower carrier density. The infrared light is absorbed throughout the 
entire wafer thickness with the lowest carrier density.

Figure 11.7 shows details of the carrier distribution over the surface of pyramids. 
There are clear standing wave patterns, especially pronounced for the ultraviolet 
light.

The rays that get absorbed within silicon contribute to the desirable generation of 
electron–hole pairs and are referred to as absorbance. The rays that bounce out from 
the top surface reduce the solar sell efficiency and are referred to as reflectance. The 
rays that bounce out of the rear surface also do not contribute to the optical carrier 
generation and are referred to as transmittance. The sum of absorbance, reflectance, 
and transmittance equals to the incoming sunshine.

11.2.3 opTicaL performance of reguLar Surface paTTernS

Reflectance changes across the solar spectrum and is very sensitive to the surface 
texture and films deposited on the surface. Transmittance becomes nonzero only for 
the long wavelengths because short waves do not get deep enough to reach the rear 
surface and escape from it.

Figure 11.8 illustrates reflectance as a function of the light wavelength for differ-
ent wafer surfaces. The legend describes the top surface of the wafer before the slash 
and rear surface after the slash. For example, flat/flat curve is for the wafer with two 
flat surfaces. About 60% of the short wavelengths are reflected, and therefore 40% 
of them absorbed.

At the middle of relevant solar spectrum, reflectance drops to about 30%, absorb-
ing the other 70%. Toward the long wavelengths, reflectance increases back to about 
50%, with the rest split between absorption and transmittance.

Changes to the top surface affect the entire spectrum. Introducing regular pyra-
mids on the top surface moves us to the textured/flat curve with much better perfor-
mance than the flat/flat case except at the longest wavelengths.
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fIgure 11.7 A zoom-in version of Figure 11.6.
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Changes to the rear surface affect only the long wavelengths that can reach it. 
Introducing regular 4.2-μm-tall pyramids to the rear surface moves us to the tex-
tured/textured curve, which brings down reflectance above 1 μm.

Figure 11.9 shows that introduction of antireflective nitride film on the top surface 
dramatically reduces reflectance in the middle of the spectrum without much effect 
toward the ends of solar spectrum.
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fIgure 11.8 Calculated solar cell reflectance as a function of light wavelength. Flat/flat 
curve is for silicon wafer with flat top and rear surfaces. Textured/flat curve is for silicon 
wafer with textured top and flat rear surfaces. Textured/textured curve is for silicon wafer 
with textured surfaces on both sides. All textured surfaces consist of regular pyramids that 
are 6 μm wide and 4.2 μm tall.
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fIgure 11.9 Calculated solar cell reflectance as a function of light wavelength. Textured/
textured curve is for silicon wafer with textured surfaces on both sides. Textured + nitride/
textured curve is for top texture covered with antireflective nitride film. All textured surfaces 
consist of regular pyramids that are 6 μm wide and 4.2 μm tall.
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Figure 11.10 shows that having antireflective nitride film on the rear surface 
reflects more infrared light toward the top than the rear surface covered by alu-
minum. This is important for the solar cells with point rear contacts, because the 
rear contacts are aluminum and the rest of the rear surface is covered with nitride. 
Therefore, part of the light reflects off the nitride-covered rear surface, whereas the 
other part reflects off the aluminum-covered rear surface. The ratio of aluminum 
contact area to the area of nitride-passivated rear surface determines the overall opti-
cal behavior of such solar cells.

So far, we have been analyzing regular texture with the pyramids that are facing 
up, which is difficult to obtain practically, but is easy to model. It is possible to manu-
facture regular texture with the pyramids facing down by using photolithography 
and wet etching. However, the need for the photolithography step makes the process 
too expensive for competitive manufacturing. Therefore, the industry is using wet 
etching without any masks, which gives random texture with the pyramids that are 
facing up.

11.2.4 reguLar verSuS random TexTure

It is more difficult to model random texture, because it involves larger simulation 
domain with multiple overlapping pyramids and requires robust 3D geometry and 
mesh algorithms to handle such complex geometries. Because of the recent advances 
in mature simulation tools, such analysis is possible and its results are reported below.

Figure 11.11 compares the reflectance of the structure with regular pyramids that 
we have been analyzing so far with the random texture, where pyramids have ran-
dom heights and random lateral placements so that many of them overlap. Regular 
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fIgure 11.10 Calculated solar cell reflectance as a function of light wavelength. Textured + 
nitride/textured + nitride curve is for silicon wafer with textured surfaces on both sides that 
are covered with nitride film. Textured + nitride/textured + Al curve is for the case where 
rear nitride film is replaced by an aluminum film. All textured surfaces consist of regular 
pyramids that are 6 μm wide and 4.2 μm tall.
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texture simulation is done for a single pyramid with the right boundary conditions 
to account for regular pyramid placements. Random texture simulation is done for a 
20 × 20 μm simulation domain.

One remarkable observation in Figure 11.11 is that the optical performance of 
random texture is noticeably better than the performance of the regular texture, 
especially in the ultraviolet part of the solar spectrum. Let us find out why.

The random texture contains some small pyramids as a result of multiple pyra-
mids overlapping. One possible hypothesis behind better performance of the random 
texture is that it is the small pyramid size that helps to reduce short wavelength 
reflectance. Let us perform an analysis of regular pyramids with different sizes to 
see if this hypothesis works.

Figure 11.12 provides evidence that small pyramids do not reduce reflectance, 
and even slightly increase it for pyramids smaller than 2 μm. This means that the 
pyramid size hypothesis does not work.

Another hypothesis is that the random texture performs better because of the ran-
dom lateral locations of the pyramids. Figure 11.13 shows a side view of the regular 
and random textures that exhibit very different skylines. The regular texture has 
rows of pyramids that cover exactly half of the area in the range from the foot of the 
pyramid to the top of the pyramid. The other half of that area belongs to the air in 
between the pyramids.

Now, let us look at the rays that bounce out of the top surface. The rays that 
bounce at large angles that are close to vertical will definitely escape from the 
solar cell and will contribute to the wasteful reflectance. The rays with low bounc-
ing angles that are close to the surface have a chance of being recaptured by the 
other pyramids, as shown in Figures 11.3 through 11.5. Figure 11.13 shows that 
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fIgure 11.11 Calculated solar cell reflectance as a function of light wavelength. Regular 
texture curve is for silicon wafer with textured surfaces on both sides that are not covered by 
any antireflective films. Regular texture consists of pyramids that are 6 μm wide and 4.2 μm 
tall like in previous examples. Random texture curve is for a 20 × 20 μm simulation domain 
with random pyramids on both sides.
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about half of such rays will be captured by the regular texture, with the other half 
escaping.

In contrast, shifted pyramids of the random texture cover the entire skyline and 
can capture all of the low-angle rays. This should explain the better optical perfor-
mance of the random texture.

Let us perform an analysis of another structure that can help to confirm this 
hypothesis. Specifically, let us model reflectance of the surface that has pyramids of 
the same height but placed at random lateral locations. Moreover, because we can 
control where those “random” locations are, we can keep the pyramids at the same 
lateral locations as we have done for the true random pyramids. This ensures that 
there is only one variable changing at a time, and the results are cleaner and easier to 
interpret. A structure like this would be nearly impossible to make experimentally, 
but is easy to model.

Figure 11.14 proves this hypothesis by confirming low reflectance of the texture 
with randomly placed pyramids of the same height.

Actually, performance of the artificial texture with randomly placed pyramids of 
the same height is about 20% higher than the performance of regular pyramids with 
the same height, which is quite substantial. And it is slightly higher than the perfor-
mance of the true random texture.

Regular pyramids Random pyramids

fIgure 11.13 Sketch of side view for regular texture on left and random texture on right. 
The two skylines are very different.
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fIgure 11.12 Calculated solar cell reflectance as a function of pyramid size for two differ-
ent light wavelengths. Regular pyramids are assumed on both sides of wafer.
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Figure 11.15 illustrates why this happens. Because of the limited size of simula-
tion domain with 20 × 20 μm surface and about 100 pyramids, the skyline of the truly 
random texture has several holes and therefore misses some of the low-angle rays. 
In contrast, the artificial texture with randomly placed pyramids of the same height 
has a much better skyline coverage, which explains its superior optical performance.

If we look at the structure with regular pyramids that are facing down, the skyline 
there is flat like in a random texture with pyramids facing up. However, the random 
pyramids have an advantage in that most of the light scattering events happen at the 
bottom of the pyramids, because pyramid tips make up only a small portion of the 
overall surface area. The rays that are coming from the pyramid feet have a good 
chance of bumping into neighbor pyramids even at slightly upward ray angles.

True random pyramids Random placed pyramids
with the same height

fIgure 11.15 Side view of simulated structures with randomly placed pyramids of ran-
dom height on the left and randomly placed pyramids of same height on the right. In both 
cases, simulation domain size is 20 × 20 μm, so we see a 20-μm-wide (i.e., laterally) and 
20-μm-deep (in the direction perpendicular to the page) structure.
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fIgure 11.14 Reflectance of different textures as a function of light wavelength. Regular 
texture has 4.2-μm-tall pyramids, random texture has pyramids of random height and random 
lateral placement, and “random same height” texture has pyramids that are 4.2 μm tall, but 
laterally placed into same locations as “random texture.”
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On the contrary, in regular pyramids that are facing down, most of the surface 
area and therefore most of the scattering events happen close to the top of the sky-
line, and therefore any rays that bounce with an upward angle escape into the air, 
reducing the optical solar cell performance.

To summarize this section, we discussed the behavior of different light wave-
lengths with several types of silicon surface roughness and found that the best opti-
cal performance is achieved by random texture. If the randomly placed pyramids 
have the same or at least similar size, it would further improve the performance, but 
might be difficult to manufacture.

The next section takes optically generated carriers from this section and discusses 
how they travel through the cell to its contacts to generate solar power.

11.3 ModelIng electronIc effects

For the monocrystalline silicon cells, one appealing strategy to increase the effi-
ciency is to introduce point contacts on the rear surface instead of the conventional 
structure with a contact that covers the entire rear surface.

With point contacts on the rear surface of a solar cell, several competing physical 
mechanisms determine its performance. On one hand, different optical reflectivity 
and surface recombination rates for the silicon–aluminum interface and passivated 
silicon–nitride interface suggest that reducing rear contact area would boost cell 
efficiency. On the other hand, current crowding, contact resistance, and bulk recom-
bination will contribute to cell performance degradation with shrinking rear con-
tact area. Furthermore, the trade-off between these factors will be affected by any 
change in doping concentration, silicon quality, and cell size. It has been reported 
[1, 5] that rear point contact can increase the open circuit voltage (Voc) and short cir-
cuit current (Jsc), at the cost of reducing the cell fill factor. Therefore, there is a large 
optimization space to find the best solar cell design.

Optimization of the placement, including size and location, of rear point con-
tacts is performed using 3D simulation with Sentaurus TCAD tools [4]. The simu-
lation work flow starts from processing a precalculated optical generation profile, 
according to different optical reflectivity at rear surfaces with or without the contact. 
Sentaurus Device Editor creates a 3D structure with the processed optical profiles. It 
performs an electrical analysis of the structure to calculate the illuminated currents. 
The results are processed to extract photovoltaic parameters such as Jsc, Voc, fill fac-
tor, and power conversion efficiency.

11.3.1 definiTion of SimuLaTion ceLL STrucTure

11.3.1.1 structure definition
The monocrystalline silicon solar cell consists of a p-type silicon substrate, front 
and rear surfaces covered with a passivated nitride layer, a silver front contact stripe, 
and rectangular aluminum rear contacts with a heavily doped region underneath the 
contact metal.

The solar cell structure and simulation domain boundaries are defined based on 
three criteria, which are illustrated in Figure 11.16 together with various geometry 
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parameters. First, the length (along X-axis) of the simulated element is half of the 
front contact pitch, with the assumption that front contact pitch is larger than rear 
contact pitch. Second, the width (along Z-axis) of the simulated element is half of the 
rear contact pitch; therefore only half of the rear contact will be placed along this 
direction. Third, the placement of the first rear contact along X-direction is controlled 
by an offset parameter, and the placement of other rear contacts, if any, is decided 
by the rear contact size and pitch. Figure 11.17 shows definitions of p–n junctions.

The number and location of rear contacts can be controlled through adjustment 
of the geometry parameters. The rear contact area coverage in percentage is then 
calculated as a measure that describes the rear contacts.

11.3.1.2 Meshing strategy
Mesh is one of the most important aspects in determining simulation efficiency and 
accuracy. The general practice is to apply coarse mesh to the whole region first, then 
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fIgure 11.16 Definition of solar cell structure and simulation domain.
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fIgure 11.17 Doping profiles with p-type Si wafer, blanket n-type top surface doping and 
local n+ and p+ junctions around contacts.
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zoom in to areas that require high resolution, and refine the mesh in those regions. 
Fine mesh is necessary whenever there are material interfaces, p–n junctions, and 
contacts. Moreover, specifically for solar cells, it is expected that there is a sharp 
gradient of light-generated carriers within the first 30 to 40 μm from the top surface. 
Therefore, it is recommended to refine vertical mesh spacing toward the top surface 
to resolve the optically generated carrier profile. Figure 11.18 demonstrates the main 
steps to create mesh for a solar cell structure.

11.3.2 modeLing meThodoLogy

To develop an accurate simulation setup for solar cell optimization, all major physi-
cal mechanisms need to be properly modeled.

11.3.2.1  Impact of optical reflectivity on optically 
generated carrier profile

The different optical reflectivity at the rear surface for silicon–aluminum interface 
(i.e., with rear contact) and with passivated silicon–nitride interface (i.e., without 
rear contact) determines the amount of light retention within silicon, and thus the 
amount of optically generated carriers that can be trapped and absorbed in the solar 
cell. Because rear contact regions trap less light through reflection, it is desirable to 
have smaller rear contact area from this point of view.

To simulate this mechanism, two different optical generation profiles must be 
placed in regions with or without the rear contact. No optically generated carriers are 
placed in the region underneath the front contact stripe because of the shading effect. 
Figure 11.19 shows the optical generation profiles in a solar cell, where regions with 
rear contact get less optically generated carriers. Within each region, it is assumed 
that the optical profile is distributed uniformly along the horizontal plain (X–Z plain 
in the simulation).

11.3.2.2 surface recombination rate
Besides optical reflectivity, different interfaces also demonstrate different sur-
face recombination rates. Because the carrier recombination velocity at silicon– 
aluminum interface is much higher than that of silicon–nitride interface, the 
decrease in rear contact area coverage reduces the chance of carrier recombination 
and improves the solar cell performance. This factor is modeled by defining dif-
ferent prefactors of the surface recombination velocity associated with different 
interfaces.

11.3.2.3 contact resistance
Contact resistance is affected by factors such as material properties and the dimen-
sion of the contact. For a given set of material properties, the decrease in rear contact 
area will increase contact resistance and degrade the solar cell performance.

11.3.2.4 Bulk recombination
In the lightly doped silicon substrate, recombination is dominated by the defect-
induced Shockley–Read–Hall recombination. In regions with high doping 
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fIgure 11.18 Step-by-step mesh generation for a solar cell structure.
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concentrations such as the p–n junction at the front surface and the selective dop-
ing areas underneath contact metal, Auger recombination becomes significant. 
Therefore, both bulk recombination mechanisms are modeled as a function of dop-
ing concentration.

With the physical models mentioned above and the capability to control the cell 
structure, we can vary the sizes of different parts of the solar cell, or depth and dop-
ing level of the junctions, or physical properties of silicon and its interfaces, and 
investigate their impact on solar cell performance.

11.3.3 currenT croWding

Consider a solar cell with a 1 mm distance between top contact finger lines and 2.8% 
rear contact area coverage. The simulated cell power conversion efficiency is 20.93% 
(Jsc = 26.93 mA/cm2 and Voc = 687 mV). Figure 11.20 shows the total current flow 
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fIgure 11.19 Optically generated carrier profiles in a solar cell.
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fIgure 11.20 Streamtrace plot to show total current flow between front and rear contacts. 
Cell dimension (L × H × W) is 500 × 150 × 350 μm; rear contact size is 70 × 70 μm, and is 
130 μm away from edge of top contact. Substrate doping concentration is 2.0 × 1016 cm–3.
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inside the solar cell when the applied bias is 0.4 V, close to the normal operating 
condition. Figure 11.21 demonstrates the cross-sectional view of hole current distri-
bution at different locations.

11.3.4 opTimizing efficiency of SoLar ceLL

With the other properties fixed, we vary the rear contact size to change its area 
coverage. Figure 11.22 illustrates the relevant competing physical mechanisms that 
determine design trade-offs.

Figure 11.23 shows calculated cell power conversion efficiency as a function of 
the rear contact area coverage. The nonmonotonic trend is a result of multiple com-
peting physical mechanisms and points toward an optimal design around 5% rear 
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fIgure 11.21 Slices along X-direction show hole current distribution at different cross 
sections.
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fIgure 11.22 Design trade-offs for optimizing size of rear point contacts.
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contact area coverage. Compared with the design with the full backside covered by 
rear contact, the best design offers more than 1% gain in cell efficiency.

For a different set of p–n junctions, or silicon properties, or contact pitches, 
the optimum design will be somewhat shifted, but can be found using the same 
modeling methodology. Variations related to such factors are exemplified in Figure 
11.24, which shows efficiency as a function of substrate doping. When the substrate 
doping level is low, the high bulk resistance causes a bigger problem in solar cell 
with smaller rear contact, because current crowding becomes the dominating con-
straint of the cell efficiency. On the other hand, when substrate doping is high, the 
low bulk resistance is unlikely to play an important role in determining the cell 
performance. Therefore, small rear point contacts are desirable with high substrate 
doping, whereas the full surface rear contact is preferable when the substrate dop-
ing is low.
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fIgure 11.23 Efficiency of a solar cell as a function of rear contact area coverage.
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11.3.5 comparing 3d WiTh 2d and 1d

Next, we compare the 3D simulation results with its simplified 2D and 1D counter-
parts. To minimize the impact of mesh-related numerical noise, the same meshing 
strategy is adopted in all simulations. As demonstrated in Figure 11.25, the mesh for 
the 3D cross section and 2D structures are very similar.

However, because of the nature of 1D simulation which only allows variations 
along one direction (Y-axis), the structure used in 1D simulation is slightly modified 
by extending the front contact to cover the whole top surface and removing the heav-
ily doped region under the front contact. The whole rear surface is also fully cov-
ered by rear contact, making it impossible to change the rear contact area coverage. 
Therefore, a valid comparison among 1D, 2D, and 3D simulations can only be drawn 
from structures with 100% rear area coverage. Figure 11.26 contains two groups of 
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comparison performed with different parameter settings. Both results show that 1D 
simulation calculates cell efficiency that is about 2% lower than the 2D or 3D results, 
which demonstrates that 1D simulation is definitely insufficient to solve problems 
like this.

Comparisons between 3D and 2D simulation results are shown in Figures 11.27 
and 11.28, with different cell properties. Noticeable discrepancies of up to 0.5% 
in simulated cell efficiency are observed when rear contact area coverage is small 
in Figure 11.27, whereas the gaps between 3D and 2D simulation results are much 
smaller in Figure 11.28. Such discrepancies can be explained by the current crowd-
ing effect, which is captured more accurately in 3D simulations. The main geometri-
cal difference between 3D and 2D simulation is that the rear contact has rectangular 
shape in 3D, but it is a stripe of infinite length in 2D simulations. Therefore, the 
current crowding effect is almost doubled in 3D simulation because each contact 
has four corners compared to two corners in the 2D version where current crowding 
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takes place. According to Figure 11.27, the low substrate doping makes current 
crowding a dominating constraint, resulting in a bigger difference between 3D and 
2D simulations.

Based on these observations, we conclude that 2D simulations are mostly good 
enough to produce similar results to 3D simulations, except for certain cases where 
we see up to 0.5% discrepancy in efficiency. However, it is recommended to use 3D 
simulations when current crowding effect cannot be neglected. 

11.3.6 JuncTion opTimizaTion

Efficiency of the solar cell is almost insensitive to particular properties of the heavily 
doped n+ selective emitters, as long as they provide good enough conduction and low 
enough contact resistance. There are no optically generated carriers there because 
the selective emitter is in a shadow of the optically opaque silver contact on the top 
surface. Therefore, carrier recombination is not an issue in the emitters so they are 
usually doped as heavily as possible to provide good contact resistance and good 
conduction.

On the contrary, solar cell performance is very sensitive to the properties of blan-
ket n+ junction. Figure 11.29 illustrates the relevant design trade-offs.

Figure 11.30 shows calculated solar cell efficiency as a function of peak doping 
for the blanket n+ junction. The efficiency exhibits nonmonotonic behavior, decreas-
ing toward low doping because of the high resistance and decreasing toward high 
doping because of the high recombination rate of minority carriers inside the heavily 
doped junction.

The top performance of 21.05% efficiency is achieved at 1019 cm–3 peak doping for 
junctions with depths ranging from 0.6 to 1 μm. Shallower junctions exhibit maxi-
mum performance at a higher doping level, but with somewhat lower efficiency level.

The phosphorus oxychloride (POCL) diffusion used in the industry to make the 
n+ junctions, creates surface doping of about 2 × 1020 cm–3 ± 25%. The 50% doping 
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fIgure 11.29 Design trade-offs for junction optimization.
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range happens because of the process variations. For a typical junction depth of 
0.4 μm, the efficiency is 18.8 ± 0.25% as shown in Figure 11.31.

Figure 11.31 also shows that a better junction with peak doping of 1019 cm–3 and 
junction depth of 0.6 μm can simultaneously boost the efficiency by 2.25% and sig-
nificantly reduce the efficiency variability, from 0.5% down to 0.05%. Reduction of 
variability tightens the efficiency spread and therefore improves parametric yield. In 
terms of process flow, such junctions can be obtained by either adding anneal with 
large thermal budget to the standard POCL process to reduce the surface doping, 
or to etch away heavily doped surface layer, or to use alternative doping techniques 
such as ion implantation or plasma doping.

Another option is to keep the conventional POCL doping process, but make shal-
lower junctions of about 0.1 μm deep. This will increase efficiency by about 1%, but 
will not significantly reduce the variability.

To summarize this section, we discussed several design optimization criteria and 
found optimization space of 4% in terms of efficiency for the junction design, 1% 
for the rear contact size, and 4% for the substrate doping. Moreover, we found that 
1D modeling is not accurate enough, but 2D modeling gives reasonable results most 
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of the time, with the maximum observed discrepancy with 3D modeling of 0.5% in 
terms of cell efficiency.

11.4 conclusIons

We discussed design of optical and electrical aspects of silicon solar cells using 3D 
simulation with comprehensive physical models. Simulation results reveal the signif-
icant impact of surface texture and antireflective layers on sunlight capture. Robust 
mesh and geometry building tools enable to analyze large simulation domains with 
random texture. Simulations with about 100 random pyramids were large enough 
to reproducibly characterize random texture. Detailed comparison of regular and 
random textures reveals the exact reasons behind better optical performance of the 
cell with random texture.

Electrical analysis of the solar cell with rear contact covering anywhere from 
100% down to 1% area reveals significant optimization space of more than 4% in 
terms of efficiency. The large number of competing physical mechanisms leads to 
complex cell behavior with the trade-off points determined by a combination of sev-
eral design parameters.

The performed optical and electrical analyses suggest several possible ways to 
improve the cell performance and tighten its variability.
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12 Radiation Effects on 
Silicon Devices

Marta Bagatin, Simone Gerardin, and 
Alessandro Paccagnella

12.1 IntroductIon

The presence of ionizing radiation may be a significant threat to the correct opera-
tion of electronic devices, both in the terrestrial environment, due to atmospheric 
neutrons and radioactive contaminants inside chip materials, or—to a much larger 
extent—in space, because of trapped particles, particles emitted by the Sun, and 
galactic cosmic rays. Artificial (man-made) radiation generated in biomedical de -
vices, nuclear power plants, and high-energy physics experiments is another reason 
to carefully study radiation effects in electronic components. 

The fundamental fact about ionizing radiation is that it deposits energy in the tar-
get. As a result, radiation can cause a variety of effects: corruption in memory bits, 
glitches in digital and analog circuits, increase in power consumption, speed reduc-
tion, in addition to complete loss of functionality in the most severe cases.

Analysis of radiation effects is necessary when designing electronic systems 
that must operate onboard satellites and spacecrafts, but it is also mandatory when 
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developing high-reliability systems to be used on the ground, such as bank servers, 
biomedical devices, avionics, or automotive components.

In this chapter, we will describe the most relevant radiation environments, and 
then analyze the three main categories of radiation effects: total ionizing dose (TID), 
displacement damage (DD), and single event effects (SEEs). The first two are pro-
gressive drifts in electronic device parameters due to degradation of insulators and 
semiconductor materials, are continuously hit by several ionizing particles, and 
occur mainly in space or due to artificial sources of radiations. In contrast, SEEs 
are due to the stochastic interaction of a single particle having high ionization power 
with the sensitive regions of an electronic device, and occur both in space and in the 
terrestrial environment.

12.2 radIatIon envIronments

Electronic devices must often operate in environments with a significant presence of 
ionizing radiation. To ensure correct operation, one has to precisely know the fea-
tures of the particular environment in which the component is expected to work. We 
start this section by illustrating the space environment, one of the harshest from the 
radiation standpoint. Next, we consider the terrestrial environment, which is char-
acterized by neutrons and alpha particles. Finally, we give some notes on man-made 
environments, such as nuclear power plants and high-energy physics experiments.

12.2.1 Space

As schematically illustrated in Figure 12.1, there are three main sources of ionizing 
radiation in the space environment [1]:

 (1) Galactic cosmic rays
 (2) Particles generated during solar particle events
 (3) Particles trapped inside planets’ magnetosphere

Galactic and
extra-galactic
cosmic rays

Sun
Solar
events

Earth

Trapped
particles

FIGure 12.1 Schematic illustration of three main sources of radiation in space: cosmic 
rays, particles generated during solar events, and particles trapped in Earth’s magnetosphere.
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Galactic cosmic rays are known to originate from outside our solar system, but 
their source and acceleration mechanisms are not yet completely clear. For the most 
part they are made of protons, but they include all elements, and can reach very high 
energies, up to 1011 GeV, which make them very penetrating and virtually impossible 
to shield with reasonable amounts of material. Fluxes of galactic cosmic rays are in 
the order of a few particles per square centimeter per second.

The second category of ionizing particles in space comes from the sun. These 
particles include all naturally occurring elements, from protons to uranium, and 
their flux is dependent on the solar cycle and can reach values larger than 105 par-
ticles cm–2 s–1 with energy > 10 MeV/nucleon. Solar activity is cyclic, alternating 
7 years of high activity followed by 4 years of low activity. The changing number 
of sunspots is one of the most important manifestations of this cycle. During the 
declining phase of the solar maximum, solar particle events occur more frequently. 
These include coronal mass ejections and solar flares. The first are eruptions of 
plasma, originating from a shock wave followed by an emission of particles. Solar 
flares, instead, take place when an increase in coronal magnetic field causes a sudden 
burst of energy. In addition to solar particle events, a continuous, progressive loss of 
mass from the sun occurs, consisting in protons and electrons that acquire enough 
energy to escape gravity. These particles feature an intrinsic magnetic field, which 
can interact with planets’ magnetic field. Interestingly, the solar cycle also modulates 
the galactic cosmic ray flux: the higher the activity of the sun, the lower the flux of 
cosmic rays, thanks to the shielding effects of solar particles. In addition, the sun 
interacts with planets’ magnetosphere, in particular with the Earth’s. Let us now 
focus on the Earth.

The magnetic field associated to the Earth (which has two components: an intrin-
sic one and an external one deriving from the solar wind) is able to capture charged 
particles. These particles, once confined to the Earth’s magnetic field, move in a 
spiral, following field lines and bouncing from one pole to the other. Furthermore, 
they move longitudinally at a slower velocity, in a direction dependent on the sign 
of their charge. Two distinct belts are formed by the particles trapped in the Earth’s 
magnetic field: the outer belt, made for the most part of electrons, and the inner belt 
consisting of both electrons and protons. Fluxes of electrons with energy exceeding 
1 MeV can reach 106 particles cm–2 s–1, and those of trapped protons can be as high 
as 105 particles cm–2 s–1.

A peculiar feature of the Earth’s radiation belts is the South Atlantic Anomaly 
(SAA), where the radiation belts come closest to Earth. The SAA is caused by the 
fact that the magnetic field axis forms an 11° angle with respect to the North–South 
axis, and its center is located not at the Earth’s center, but about 500 km away from it, 
causing a dip in the magnetic field over the South Atlantic area. The SAA is the area 
where most errors and malfunctions occur in satellites placed in low orbits.

Because of the complexity of the environment, the amount of ionizing particles 
hitting a system in space is difficult to assess and is highly dependent on the solar 
cycle and the orbit. In addition, the radiation dose received by a given electronic 
device depends also on its location inside the spacecraft or satellite, because of 
the shielding effect of the surrounding material. In space, it is very important not 
to overdesign electronic systems because of the high cost of launching additional 
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kilograms and the scarcity of power on board. Complex simulation tools and models 
have been made available to help designers predict the dose and design systems with 
appropriate margins.

12.2.2 TerreSTrial environmenT

Atmospheric neutrons and alpha particles from radioactive contaminants in chip 
materials are the two most important sources of soft errors in electronic devices at 
ground level [2, 3].

Even though neutrons are not charged, they can indirectly ionize the target mate-
rial because they are able to trigger nuclear reactions, giving rise to charged second-
ary by-products. These, in turn, may deposit charge in sensitive volumes of electronic 
devices. If the deposited charge is collected by sensitive nodes, disturbances in the 
operation of devices can take place. Atmospheric neutrons originate from the inter-
action of cosmic rays with the outer layers of the atmosphere and are among the most 
abundant (indirectly) ionizing particles at sea level (Figure 12.2). Cosmic rays can 
be divided into primary cosmic rays (mainly protons and helium nuclei), coming 
from the space outside our solar system, and secondary cosmic rays, created from 
primary cosmic rays interacting with the atmosphere. As cosmic rays go through the 
layers of the atmosphere, they interact with nitrogen and oxygen atoms and generate 
a cascade of secondary particles. In this process, many different particles (protons, 
pions, muons, neutrons) and an electromagnetic component are produced. These 
particles can, in turn, have enough energy to create further particle cascades. As cos-
mic rays penetrate into the Earth atmosphere, the number of particles first increases 
and then decreases, when the shielding effect of the atmosphere dominates over the 
multiplication. The atmospheric neutron flux increases with altitude, as shown in 
Figure 12.2, with a peak at about 15 km, and this is the reason why avionics is one of 
the applications where electronics is more threatened by neutrons. The dependence 
of the neutron flux on energy (E) displays a 1/E dependence. From the standpoint of 
radiation effects, there are mainly two neutron energies of interest:
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– Thermal neutrons (energy about 25 meV), which feature a large interaction 
cross section with the boron isotope 10B, often found in intermetal layers of 
integrated circuits or as dopant

– Neutrons with energy exceeding 10 MeV, which can produce nuclear reac-
tions with chip materials, such as silicon and oxygen, giving rise to charged 
by-products

Besides depending on altitude, the neutron flux is also determined by other fac-
tors, such as solar activity, latitude, and atmospheric pressure. The reference neutron 
flux is that of New York City, which is about 14 n cm–2 h–1 for neutrons with energy 
above 10 MeV. Tables are available to calculate neutron flux in other locations.

Alpha particles coming from the decay of radioactive contaminants in integrated cir-
cuits (IC) materials are the second source of radiation-induced effects in electronics oper-
ating at terrestrial level. A large part of the soft errors occurring at sea level are caused 
by the decay of elements such as 238U, 234U, 232Th, 190Pt, 144Nd, 152Gd, 148Sm, 187Re, 186Os, 
and 174Hf, which are all alpha emitters. These elements can be either intentionally used 
in IC fabrication or unwanted impurities. Even though the generated alphas have a small 
ionizing power, soft errors induced by alphas are becoming increasingly more important 
than those induced by atmospheric neutrons, because of the reduction in critical charge 
with each new generation, as the circuit feature size scales down. A typical value for the 
alpha emission level in an integrated circuit is on the order of 10–3 alphas cm–2 h–1.

12.2.3 man-made radiaTion

Some man-made radiation environments are very harsh in terms of ionizing radia-
tion [5]. For instance, doses in excess of 100 Mrad(Si) are expected in the planned 
upgrade of the current Large Hadron Collider (LHC) at CERN, Switzerland, one of 
the largest high-energy physics experiments (for comparison, most NASA missions 
in space are below 100 krad(Si)). As a consequence, these environments require 
custom- made electronics, capable of withstanding high levels of radiation. This is 
usually achieved through dedicated libraries of rad-hard by design components, 
where the layout is carefully studied to avoid the problems of standard designs.

Ionizing radiation is also an issue in nuclear fission power plants and future fusion 
plants under development. For instance, in a fusion reactor such as the international 
thermonuclear experimental reactor (ITER), electronic systems for plasma con-
trol and diagnostics shall be placed near the vessel and bioshield, where they are 
expected to be hit by large fluxes of neutrons (deuterium–tritium reactions produce 
14-MeV neutrons), x-rays, and gamma rays, etc.

12.3 tId eFFects

TID is the amount of energy deposited by ionization processes in the target material. 
TID is measured in rad—1 rad corresponding to 100 ergs of energy deposited in 1 g 
of material by the impinging radiation. As absorption depends on the target material, 
the radiation dose is usually indicated with the target material, for example, rad(Si) 
or rad(SiO2).
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TID mainly has two effects on electronic devices [6, 7]:

– Generation of defects in insulating layers
– Buildup of (positive) trapped charge in insulating layers

Because of TID, metal–oxide–semiconductor field-effect transistors (MOSFETs) 
experience shifts in the threshold voltage, decreases in transconductance, and leak-
age currents. Technology scaling is causing the gate oxide to become increasingly 
thinner, leading to a reduction in the amount of radiation-induced charge trapping 
and interface states. As a result, after the introduction of ultrathin gate oxides, total 
dose issues in low-voltage MOSFETs are mainly related to the thick lateral isola-
tions and oxide spacers. TID effects in MOSFETs are time-dependent, but not dose 
rate–dependent.

In bipolar devices, charge trapping and defect formation can produce decreases 
in gain and leakage currents. A peculiar phenomenon occurring in bipolar devices 
is enhanced low dose rate sensitivity (ELDRS); as the name suggests, degradation is 
larger at low dose rates than at high ones.

The basic mechanisms behind charge trapping and interface state generation in 
oxide layers are schematically depicted in Figure 12.3, which shows the energy band 
diagram of a MOS capacitor on a p-substrate, biased at positive voltage. Radiation 
generates defects in insulating layers through indirect processes, that is, it does not 
directly break bonds, but releases positive particles (holes and hydrogen ions), which 
are responsible for the radiation response of the exposed devices.

When radiation impinges on a dielectric layer, it causes the generation of ener-
getic electron–hole pairs. After a few picoseconds, the generated carriers thermal-
ize, losing much of their energy. The electrons, thanks to their high mobility, are 
quickly swept toward the anode by the applied or built-in potential, whereas the 
heavier and slower holes move inside the oxide in the opposite direction. But before 
they do that, a large part of the e–h pairs recombine. The amount of recombination 
is given by the charge yield, which depends on the electric field, and the type and 
energy of the incident radiation.
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FIGure 12.3 Energy band diagram of a metal oxide semiconductor system on a p-sub-
strate, biased at a positive voltage. (After Oldham, T.R., McLean, F.B., IEEE Trans. Nucl. 
Sci., 50(3), 483, 2003.)
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The surviving holes may be trapped in preexisting deep traps while they migrate 
toward the cathode under the influence of the applied field. Hole transport occurs by 
hopping through localized states. Since they are positively charged, holes are pushed 
toward the Si/SiO2 or the gate/SiO2 interface depending on the sign of the electric 
field. The positively charged holes introduce a local distortion in the electric field, 
which slows down their transport and makes it dispersive (i.e., occurring over many 
decades in time). This type of process is called polaron hopping and is highly depen-
dent on temperature and external field. A polaron is the combination of the hole and 
the accompanying deformation of the electric field. If holes are transported to the Si/
SiO2 interface, they can be trapped in defect sites, whose density is typically higher 
close to the interface. The microscopic nature of these defects has been studied in 
detail. Electron spin resonance (ESR) has shown the presence of E′ centers in silicon 
dioxide, a trivalent silicon associated to an oxygen vacancy, which is considered 
responsible for hole trapping in SiO2. Vacancies are related to the out-diffusion of 
oxygen in the oxide and lattice mismatch at the surface. The amount of trapped 
charge depends on the number of holes that survive recombination, on the number 
of O vacancies, and on the field-dependent capture cross section of the traps. It is 
therefore very dependent on the quality of the oxide, with “hardened” ones show-
ing orders-of-magnitude less radiation-induced charge trapping than “soft” oxides. 
Oxide hardness is strongly influenced by processing conditions: high temperature 
anneals, for instance, can increase the number of oxygen vacancies. Increasing the 
amount of hydrogen during processing also decreases oxide hardness, as discussed 
below.

During the polaron hopping process or when holes are trapped near the Si/SiO2 
interface, hydrogen ions (protons) are likely released (hopping is very slow and intrin-
sically localized, so the probability of such chemical effects is enhanced). Hydrogen 
ions arriving at the interface can generate interface traps. Protons, in fact, may react 
with hydrogen-passivated dangling bonds at the interface, causing the dangling bond 
to act as an interface trap. Interface traps may readily exchange carriers with the 
channel, and are full or empty depending on the position of the Fermi level. Interface 
states are amphoteric: they are donor (positive when empty, neutral when charged) or 
acceptor (neutral when empty, negative when charged), depending on their position 
with respect to the midgap. Traps below midgap are predominantly of the first type; 
traps above midgap are of the second type. The creation of interface traps is much 
slower than the buildup of trapped charge, but features a similar dependence on the 
electric field. The number of created interface traps may need even thousands of 
seconds to saturate after radiation exposure.

The similarities in the field dependence of charge buildup in oxide traps and of 
interface trap generation suggest that both mechanisms are connected with hole 
transport and trapping near the Si/SiO2 interface. Concerning the microscopic nature 
of these defects, ESR measurements have shown that radiation generates Pb centers, 
a trivalent center at the Si/SiO2 interface bonded to three Si atoms with a dangling 
orbital perpendicular to the interface.

Annealing of charge in oxide traps starts immediately and is due to either tunnel-
ing or thermal processes. Indeed, the trapped charge can be neutralized by electrons 
thermally excited from the valence band, in which case the probability of these events 
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is linked to temperature and energy depth of the traps, with higher temperatures 
and shallower traps implying faster annealing. On the other side, trapped charge 
can be neutralized by electrons tunneling through the oxide barrier; in the second 
case, the process depends on the tunneling distance and trap energy spatial position, 
with thinner potential barriers, that is, traps close to the interfaces, leading to faster 
annealing. Of course, the applied bias plays a fundamental role in determining the 
shape of the barrier and the direction of carriers.

On the contrary, interface traps do not anneal at room temperature. Higher tem-
peratures are required to reestablish the broken bonds. As a result, interface traps 
may play a predominant role in low-dose rate environments (such as space).

Trapped charge buildup, interface state generation, and anneal mechanisms are 
not instantaneous and have a strong time dependence. This time dependence can 
lead to “apparent” dose-rate effects, that is, radiation can have a different impact 
depending on the rate at which radiation is delivered. At high dose rates and short 
times, annealing of charge in oxide traps is minimal and at the same time the number 
of interface traps has not saturated: as a result, the trapped charge contribution domi-
nates over interface states. Instead, at low dose rate and long times, interfaces traps 
are prevalent. However, the key point is that if we give the same time to the trapped 
charge to anneal and to the interface traps to build up, the effects are independent of 
the dose rate. Thanks to this fact, radiation experiments on MOSFETs can be carried 
out at high-dose rate, thus reducing the time needed for testing. If irradiation is then 
followed by moderate temperature annealing, one can bound the device response in 
a low dose rate environment. Similar accelerated testing methods are under develop-
ment also for bipolar devices, where, as we will see, the situation is made much more 
complex by true dose-rate effects.

12.3.1 moSFeTS

Positive charge trapping and generation of interface states can severely affect the 
behavior of a MOSFET [8, 9]. This is shown in Figure 12.4, where the Id–Vgs char-
acteristic for an n-channel MOS transistor with thick gate oxide is depicted before 
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and after TID exposure. As shown in the graphs, the effect of positive charge trap-
ping in the gate oxide is to decrease the threshold voltage, that is, to rigidly shift the 
Id–Vgs curve toward lower values of Vgs. On the other hand, the formation of interface 
states decreases both the threshold voltage (by changing the subthreshold swing) and 
the carrier mobility (by adding Coulomb scattering centers). The behavior shown in 
Figure 12.4 is displayed by devices with thick gate oxide (>10 nm), such as power 
MOSFETs, where just a few krad(Si) can cause significant alterations. Ultrathin gate 
oxide transistors are affected by TID in a different way, as we will show later in detail.

Positive trapped charge and interface states cause additive effects in p-channel 
MOSFETs (Figure 12.4) because they both tend to shift the Id–Vgs characteris-
tic toward higher Vgs. On the other hand, the effects tend to cancel in n-channel 
MOSFET. This is the reason for the rebound effect: because of the different time 
constants of charge buildup and interface state formation, the threshold voltage first 
increases and then decreases during exposure to ionizing radiation. Detrapping and 
neutralization of trapped positive charge cause interface traps to be more important 
in low dose rate environments (e.g., space) with respect to high dose ones.

Also flicker noise, also known as low frequency noise (LFN), is affected by TID 
exposure. LFN is caused by trapping and detrapping of charge in defect centers 
located in the gate oxide, whose number can increase because of exposure to radia-
tion, leading to fluctuations in carrier density and mobility.

Technology evolution, in particular thinning of the gate oxide, has been beneficial 
for total dose issues in low-voltage CMOS electronics. The effects and the amount 
of charge trapping are becoming less severe as oxide thickness is scaled down. The 
following formula, valid at low dose and for relatively thick oxides, expresses the 
dependence of the threshold voltage shift on the oxide thickness:
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The trapped charge QOX is proportional to the square of the oxide thickness tox. This 
decrease in charge trapping is even more accentuated for ultrathin gate oxides (tox < 
10 nm), because electrons can more easily tunnel from the channel or the gate into 
the oxide and neutralize trapped holes. Silicon gate oxides for state-of-the-art low-
voltage MOSFETs are only 1–2 nm thick: for these devices, both the generation of 
oxide trap charge and interface traps are not an issue, even at high total doses.

Unfortunately, the reduction of the gate oxide thickness has also some drawbacks. 
Radiation-induced leakage current (RILC) is an increase in leakage through the gate 
oxide after exposure to particles with low ionizing power (e.g., gamma rays, elec-
trons, x-rays). RILC linearly depends on the total dose received and the applied bias 
(hence electric field in the gate oxide) during irradiation. The origin of this phenom-
enon has been found in inelastic trap-assisted tunneling through the thin gate dielec-
trics. RILC may not be an issue in logic circuits, where it generally leads to a small 
increase in power consumption, but it can be a critical issue for Flash memories, 
which are based on charge storage on an electrically insulated electrode (floating 
gate). For Flash, the loss of charge due to RILC may degrade memory cell retention.
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In modern low-voltage MOSFETs, TID issues come from the lateral isolation 
[LOCOS in older devices, shallow trench isolation (STI) in state-of-the-art ones]. 
Not only are these insulating layers still quite thick (100–1000 nm), and hence prone 
to charge trapping, but they are also generally deposited (not thermally grown, as 
for gate oxides). In other words, the quality of these oxides is lower than that of gate 
oxides, meaning that they are more susceptible to TID effects.

The effect of positive charge trapping in STI following TID exposure in a modern 
low-voltage transistor is illustrated in Figure 12.5. The drain current of a MOSFET 
can be considered as the superposition of the current of the “drawn” MOSFET and 
of two parasitic MOSFETs, which have the same gate and channel of the drawn 
transistor and whose gate oxide is the lateral isolation (Figure 12.5a). These para-
sitic transistors are off at normal operating voltage. Yet, because of positive charge 
trapped in the lateral isolation, they may experience a decrease in their threshold 
voltage and start to conduct current in parallel to the drawn transistor (Figure 12.5b). 
These effects are visible only in n-channel MOSFETs (because of the sign of the 
radiation-induced threshold shifts) and are most evident when high electric fields are 
applied to STI.

In addition to intradevice leakage, interdevice leakage can also occur. A conduct-
ing path can be formed between adjacent transistors when charge trapping in the 
isolation causes the inversion of the region underneath. This can lead to a dramatic 
increase in static power consumption of a circuit.

In the past decade, some innovative solutions have been introduced to face road-
blocks in Moore’s law. Nitridation has been applied to the gate oxide, to avoid the 
penetration of boron from the polysilicon gate in p-channel MOSFETs. Interestingly, 
nitrided oxides have shown a higher radiation hardness with respect to conventional 
oxides, because of the barrier effect of the nitrogen layer against hydrogen penetra-
tion, which causes a beneficial reduction in the interface traps generation.
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The impossibility of thinning conventional SiO2 gate oxides much smaller than 
2 nm due to excessive leakage, has been overcome with the use of high-k materi-
als, for instance, hafnium oxide, which has been commercially introduced from the 
45-nm technology node. This has substantially alleviated the issues of undesired 
leakage current from the gate electrode, thanks to the use of thicker layers that do 
not negatively affect the channel control because of their higher dielectric constant. 
As we have previously noted, the thicker the oxide, the more severe are the TID 
effects. Considerable radiation-induced charge trapping has been observed in HfO2 
capacitors with thick oxides irradiated with x-rays. Yet, charge trapping in thinner 
and more mature oxides, suitable for integration in advanced technologies, appears 
much less critical.

Silicon on Insulator (SOI) technology has been recently used for mainstream 
products, whereas until a few years ago it was only used in niche applications, such 
as in the rad-hard market. The beneficial aspects in terms of SEE radiation suscepti-
bility of this technology are offset by a number of negative aspects concerning TID 
sensitivity. In fact, positive charge trapping and interface state generation in the thick 
buried oxide (BOX) leads to leakage currents in partially depleted devices, and to 
variations in front gate characteristics in fully depleted MOSFETs, due to the cou-
pling between the front and back channels.

12.3.2 Bipolar deviceS

Total dose also affects bipolar junction transistors (BJTs). A decrease in current gain 
together with collector-to-emitter and device-to-device leakage are the most critical 
effects [10, 11].

The degradation of these parameters is mainly related to radiation-induced deg-
radation of passivation and isolation oxides, especially when these are close to criti-
cal device regions. The magnitude of the effects is highly dependent on the type of 
bipolar transistor (vertical, lateral, substrate, etc.): vertical PNPs are less sensitive to 
TID effects than other types of bipolar devices, whereas lateral BJTs are among the 
most susceptible ones.

Figure 12.6 shows the current gain degradation occurring in a bipolar device 
exposed to TID. For a given base–emitter voltage, the base current increases with 
received dose; for converse, the collector current remains practically unchanged, 
thus explaining the decrease in gain with increasing TID. Let us analyze in more 
detail the base current in an NPN transistor, which can be thought of as the sum of 
the following three elements:

 (1) Back injection of holes from the base into the emitter
 (2) Recombination of holes in the depletion region at the emitter–base junction
 (3) Recombination of holes in the neutral base

In an unirradiated device, item (1) is usually the most significant. TID exposure 
causes the second term to grow and eventually to dominate, due to an increase in the 
velocity of surface recombination and in the emitter–base depletion region surface 
width.
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The reason for the increased recombination is the formation of interface traps at 
the surface of the depletion region of the base–emitter junction. Traps located in the 
middle of the gap are very efficient recombination centers, able to exchange carriers 
between the conduction and valence bands. In addition, in NPN bipolar devices, pos-
itive net charge trapped in the oxides after total dose irradiation tends to increase the 
base depletion region, further increasing recombination. On the contrary, in lateral 
PNPs, positive charge trapped in the passivation oxide decreases base recombina-
tion (whereas interface trap formation increases the surface recombination velocity). 
Vertical PNPs are harder from a radiation standpoint, as positive trapped charge 
tends to drive the n-doped base to accumulation and the highly doped p emitter to 
slight depletion, causing a reduction in the size of the emitter–base depletion region, 
thus decreasing recombination.

ELDRS, a phenomenon occurring in many bipolar devices, exhibits a larger deg-
radation at low dose rate compared to high dose rate. This means that, contrary to 
MOS components, the effects of total dose in BJTs are dose-rate dependent. ELDRS 
highly complicates the interpretation of radiation test results and their extrapolation 
to operating conditions. Space is a low dose rate environment (typical dose rates are 
in the mrad(SiO2)/s range), whereas laboratory testing is carried out at high dose rate 
(to save time, normally higher than 10 rad(SiO2)/s). As a result, there is a high risk 
of underestimating the degradation in space. This is illustrated in Figure 12.7, where 
the normalized current gain degradation of a bipolar device is plotted as a function 
of the dose rate. As shown, the degradation at dose rates peculiar of space is twice 
the degradation observed during accelerated laboratory testing.

Concerning the physical origin of ELDRS, different models have been proposed 
in the literature. According to the space charge model, the reduced degradation at 
high-dose rate is attributable to the large amount of generated positive charge, which 
acts as a barrier for holes and hydrogen migrating toward the interface. Another 
model explains ELDRS with the competition between trapping and recombination 
of radiation-induced carriers due to electron traps: at low dose rate, there are few free 
carriers in the conduction and valence bands hence trapping dominates; at high dose 
rate, there is a higher density of free carriers hence recombination is more relevant.
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12.4 dIsplacement damaGe

DD is related to the displacement of atoms from the lattice of the target material 
by impinging particles, due to Coulomb interactions and nuclear reactions with the 
target nuclei [12]. DD can be produced by energetic neutrons, protons, heavy ions, 
electrons, and (indirectly) photons.

The displacement creates a vacancy in the lattice and an interstitial defect in a 
non-lattice position. The combination of a vacancy and an interstitial defect is called 
Frenkel pair. Annealing after the creation of the Frenkel pair leads to recombination 
(i.e., the pair disappears) or, to a lesser extent, the creation of more stable defects. 
The ability of an energetic particle to create DD is determined by its nonionizing 
energy loss (NIEL) coefficient. NIEL measures the amount of energy lost per unit of 
length by the impinging particle through nonionizing processes.

Different arrangements of defects can originate from DD, depending on the fea-
tures of the impinging radiation (energy, etc.): point defects, which are isolated defects 
(caused, e.g., by electrons at 1 MeV), or clusters, which are groups of defects close 
to each other (e.g., generated by 1-MeV neutrons). For instance, with particles such 
as neutrons or protons, most of the damage is usually produced by the first displaced 
atom [called primary knock-on atom (PKA)]. If the energy of the PKA is higher than 
a certain threshold, the PKA is able to displace secondary knock-on atoms (SKA), 
which, in turn, can generate further defects, resulting in clusters. This is illustrated in 
Figure 12.8, which shows increasingly larger defect groups, depending on the energy 
of the impinging protons (bottom axis) and on the energy of the PKA (top axis).

Lattice defects are not stable with time. Vacancies move across the lattice, until 
they become stable either because they recombine soon after creation (this hap-
pens with a probability higher than 90%), or because they evolve into other kinds of 
defects. More stable defects include divacancies (formed by two close vacancies) or 
defect–impurity complexes (a vacancy and an impurity close to one another). Both 
short-term annealing, which lasts for less than 1 h after irradiation, and long-term 
annealing, which goes on for several years, are active. They are usually accelerated 
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at high temperature and in the presence of a high density of free carriers. In most 
cases, forward annealing is observed, but reverse annealing (degradation enhance-
ment) is also possible.

Nominally identical devices irradiated with different particles may show different 
features: for instance, lack of dependence on impurity types and oxygen concentra-
tion in samples irradiated with fission neutrons, and strong impurity dependence in 
samples irradiated with electrons. The differences between these two sets of irradi-
ated samples have been attributed to the formation of clusters of defects, as opposed 
to isolated point defects. Clusters are believed to be more effective than point defects 
in reducing recombination lifetime, for a given total number of defects. Indeed, clus-
ters enhance recombination by creating a potential well in which minority carriers 
recombine. In addition, formation of divacancies is much more probable with clus-
ters, because of the close proximity of defects, and dominates over impurity-based 
defects. With point defects, there is no enhancement on the recombination, and diva-
cancies and impurity-related defects are both important.

Although successful, cluster models are not entirely consistent with the results 
obtained using the NIEL concept. NIEL is used to correlate the damage produced by 
different particles. It is the sum of elastic (Coulomb and nuclear) and inelastic nuclear 
interactions that produce the initial Frenkel pairs and phonons. It can be calculated 
analytically from first principles using cross sections and kinematics. Over the years, 
the calculations have been improved, and even though it still has several shortcom-
ings, this approach is very useful because it allows one to reduce the amount of test-
ing, by extrapolating the results obtained with a single particle at a single energy to 
many other conditions. The basic idea is that the number of electrically active stable 
defects, which give rise to parameter degradation, scales with the amount of energy 
deposited through NIEL. Several experimental data support this conclusion. This 
result bears many consequences. Since NIEL and damage are proportional, we can 
conclude that the amount of generated defects that survive recombination is inde-
pendent of the PKA energy. Furthermore, one must assume that radiation-induced 
defects impact on the device characteristics in the same manner and have the same 
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characteristics (in terms of energy levels) regardless of the initial PKA energy and 
of the spatial distribution (isolated defects vs. clusters). Even though these consid-
erations suggest that cluster models are not necessary to explain the experimental 
results, there are cases in which there is no proportionality between NIEL and dam-
age, for instance, at low particle energies, close to the minimum energy needed to 
displace atoms from the lattice, and further work is still needed to develop a compre-
hensive framework for analyzing DD.

DD degrades all devices that rely on bulk semiconductor properties, such as bipo-
lar transistors, solar cells. As an example, we will investigate DD effects in charge-
coupled devices (CCD).

12.4.1 charge-coupled deviceS

DD produces two main effects in CCDs [13]: radiation-induced dark current, lead-
ing for instance to hot pixels, and charge transfer efficiency (CTE) degradation. 
DD-induced dark (or leakage) current arises from radiation-induced defects in the 
silicon bulk inside depletion regions, which give rise to energy levels near midgap 
and thermal generation of carriers. Figure 12.9 shows an example of dark current 
density increase in a CCD after proton irradiation.

The generation of dark current in a CCD develops in the following manner. The 
first energetic particle to hit the array induces DD and dark current in 1 pixel. As more 
particles impinge, additional pixels are damaged. When the particle fluence reaches a 
high-enough level, each pixel has been hit by more than one particle. In this way, the 
CCD exhibits radiation-induced dark current increase in all pixels. There is then a dis-
tribution of dark-current magnitudes over those pixels, with a tail that includes multiple 
events or events that produce dark currents much higher than the mean. The pixels in 
the tail are usually referred to as “hot pixels” or “dark current spikes” (Figure 12.9).
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A second major effect of DD on CCDs is the CTE degradation. This results in a 
loss of signal charge during transfer operations. To express the decrease in the charge 
transfer efficiency, the concept of charge transfer inefficiency (CTI = 1 – CTE) is 
commonly used in the literature. Radiation-induced CTI in an irradiated CCD 
increases linearly with incident particle fluence and is proportional to the deposited 
DD dose. The mechanism underlying this phenomenon is the introduction of tempo-
rary trapping centers in the forbidden energy gap by the impinging radiation. These 
centers are able to trap charge located in the buried channel, causing a reduction in 
the signal-to-noise ratio. CTE degradation in an irradiated CCD device is influenced 
by many parameters, such as clock rate, background charge level, signal charge level, 
irradiation temperature, and measurement temperature.

12.5 sInGle event eFFects

An SEE is caused by the passage of a single, highly ionizing particle (heavy ion) 
through sensitive regions of a microelectronic device. Depending on the conse-
quences an SEE has on the device, it may be classified as “soft” (no permanent 
damage, only loss of information, e.g., a soft error in a memory latch) or “hard” 
(irreversible physical damage, e.g., rupture of the gate dielectric). Other SEEs, such 
as single event latch-up, may be destructive or are not dependent on how quickly 
power supply is cut after the occurrence of the event.

Contrary to the TID and DD effects that we discussed in the previous sections, 
which are cumulative and build up over time, an SEE can occur stochastically at 
any time in a microelectronic device. SEEs are related to the short-time response 
to radiation (<nanoseconds) and only a tiny part of a device (~10s of nanometers) is 
affected, corresponding to the position of the particle strike.

The following is a list and brief description of the main SEEs [14, 15].

•	 Soft effects (nondestructive)
•	 Single event upset (SEU) is a corruption of a single bit in a memory due 

to a single ionizing particle. It is also known as “soft error.” The correct 
logic value can be usually restored by simply rewriting the bit.

•	 Multiple bit upset (MBU) is a corruption of two or more adjacent bits 
due to the passage of a single particle.

•	 Single event transient (SET) is a voltage/current transient induced by 
an ionizing particle in a combinatorial or analog part of a circuit. The 
radiation-induced transient can propagate and be latched by a memory 
element, resulting in a soft error.

•	 Single event functional interrupt (SEFI) is a corruption in the con-
trolling state machine of a chip that leads to functional interruptions. 
Depending on the type of interruption, SEFIs can be recovered by 
repeating the operation, resetting, or power cycling the device.

•	 Hard effects (destructive)
•	 Single event gate rupture (SEGR) is an irreversible rupture of the gate 

oxide of a transistor, occurring especially in power MOSFETs.
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•	 Single event burnout (SEB) is a burnout of a power device due to the 
activation of parasitic bipolar structures, occurring, for instance, in 
insulated gate bipolar transistor (IGBT) or power MOSFETs.

•	 Effects that may or may not be destructive
•	 Single event latch-up (SEL) is the radiation-induced activation of para-

sitic bipolar structures, inherently present in CMOS structures, leading 
to a sudden increase in the supply current.

•	 Single event snapback (SES) is a regenerative feedback mechanism sus-
tained by impact ionization occurring in SOI devices.

The most important factor for SEEs is the rate of occurrence (i.e., how many 
events take place per hour/day/year) in a particular environment. An environment-
independent method to characterize SEEs is the cross section, σ, defined as the num-
ber of observed events divided by the particle fluence received by the device. The 
cross section is a function of the linear energy transfer (LET) of the impinging par-
ticle, which measures the energy loss per unit of length, that is, the ability of a par-
ticle to ionize the material it traverses. LET is usually normalized by the density of 
the target material and is measured in MeV mg–1 cm2. σ increases for increasing LET 
and typically follows a Weibull cumulative probability distribution. A σ-versus-LET 
curve is characterized by two main parameters: the threshold LET (i.e., the mini-
mum LET that is able to generate an SEE) and the saturation LET (LET at which the 
cross section saturates). The threshold LET is usually associated with the concept of 
critical charge, that is, the minimum amount of charge that must be collected at a 
given node of a circuit to generate an event.

SEEs can be generated not only by directly ionizing particles (e.g., heavy ions), but 
also by indirect ionization. Neutrons and protons, for instance, can generate second-
ary particles through nuclear interactions, and these particles, in turn, can trigger the 
event. In recent technologies, particles with increasingly lower LET are sufficient to 
generate SEEs, and SEU from direct proton ionization have been recently reported.

Static random access memory (SRAM) cells and latches in digital circuits are the 
memory elements most sensitive to SEUs and MBUs. DRAM cells are quite robust, 
thanks to the beneficial effect of scaling, which has reduced the cell area without 
decreasing the cell capacitance at a corresponding rate. Floating gate cells were once 
considered immune to SEEs, but now have become sensitive as well, as a result 
of the aggressive scaling. SETs are an issue in circuits working at GHz frequency, 
where the fast clock greatly enhances the probability of latching radiation-induced 
transients. SEFIs occur in all (e.g., field programmable field arrays, microcontroller, 
Flash) but the simplest circuits. In the following discussion, we will present two test 
cases: SRAMs and floating gate cells.

12.5.1 Single evenT upSeTS in SramS

In this section, we will examine one of the most common SEEs, the SEU in an 
SRAM cell [14–17]. SRAMs closely follow Moore’s law and have become the pre-
ferred benchmark to study the soft error sensitivity of a technology.
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In general, the charge generated by an ionizing particle must be collected at a 
sensitive region of a circuit to generate a disturbance. Reverse-biased pn junctions 
are among the most efficient regions in collecting charge, thanks to the large deple-
tion region and high electric field. Figure 12.10 schematically shows the upset of an 
SRAM cell. An ionizing particle strikes one of the reverse-biased drain junctions, 
for instance, the drain of the OFF NMOSFET in the cross-coupled inverter pair in 
the cell (see Figure 12.10). As a consequence, electron–hole pairs are generated and 
collected by the depletion region of the drain junction. This causes a transient cur-
rent, which flows through the struck junction, while the restoring transistor (the ON 
PMOS in the same inverter) sources current in an attempt to balance the particle-
induced current. However, since the restoring PMOS has a finite amount of current 
drive and a finite channel conductance, the voltage drops at the struck node. If the 
voltage reaches below the switching threshold and the drop lasts for a sufficiently 
long time, the feedback causes the cell to change its initial logic state, thereby creat-
ing a SEU (bit flip).

Many factors determine the occurrence or absence of an SEU: radiation transport 
through the back-end layers before the reverse-biased junction, charge deposition, 
and charge collection. In addition, the circuit response is of primary importance.

Charge deposition is mainly determined by the LET of the ionizing particle (obvi-
ously, the higher the LET, the larger the deposited charge). The amount of collected 
charge is also impacted by the ion incidence angle: the larger the angle with respect 
to normal incidence, the larger the collected charge. The cosine law states that the 
effective LET of the impinging particle is inversely proportional to the cosine of the 
incidence angle. However, this is valid only with thin enough sensitive volumes.

Let us now discuss charge collection. Figure 12.11 shows a schematic illustration 
of the temporal evolution of generation and collection phenomena in a reversed-
biased pn junction. Immediately after the particle strike, a track of electron–hole 
pairs is created through the depletion region (Figure 12.11a). The electric field sepa-
rates the e–h pairs and gives rise to a drift current. Since the track is highly conduc-
tive, it creates a distortion in the junction potential, extending the field lines deep into 
the substrate (Figure 12.11b). This is called funnel effect, due to the shape of the field 

(a) (b) (c)
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FIGure 12.10 SEU in an SRAM cell: (a) a heavy ion strikes the drain of OFF n-MOSFET; 
(b) charge is collected and voltage drops at VQ; (c) feedback is triggered and SEU occurs.
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lines, and causes an increase of the region where charge can be collected by drift, 
increasing SEU sensitivity. Yet, the funnel effect plays a significant role in charge 
collection only in junctions where the bias is kept fixed, whereas it has a smaller 
impact in circuits where the junction bias is allowed to change (e.g., SRAM cells). 
Finally, when the first phase dominated by drift of carriers in the depletion region is 
over, carrier diffusion from around the junction still sustains a current through the 
struck node, although of a smaller magnitude. In fact, charge closer than a diffusion 
length from the drift region can be collected (Figure 12.11c) by the junction. In short, 
after charge is generated by the impinging particle, drift and funnel determinate the 
shape of the transient current at earlier times, and the slower diffusion process domi-
nates the response at later times.

Charge collection mechanisms can be even more complicated for deeply scaled 
circuits. ALPEN (ALpha-particle source–drain PENetration effect) can originate 
from a grazing alpha-particle strike through the drain and source of a transistor. 
This can create a disturbance in the potential of the channel, possibly turning on an 
off device.

Parasitic bipolar effects may increase charge collection as transistors are scaled 
down. This occurs when electron–hole pairs are generated inside a well by the 
ionizing particle, and the potential of the well itself is altered. For example, if an 
NMOSFET is located in a p-well, inside an n-substrate, the generated carriers can 
be collected either at the drain/well junction or at the well/substrate one. The source/
well junction becomes forward biased thanks to diffusing holes that raise the poten-
tial of the p-well. Bipolar amplification occurs in the parasitic bipolar structure (the 
source is the emitter, the well is the base, and the drain is the collector), increasing 
the transient current at the drain node, and the possibility of giving rise to an SEU.

The final element is the response of the circuit. The faster the cell feedback time, 
the shorter the duration of a spurious voltage pulse that is able to flip the cell. The 
“weaker” the restoring PMOSFET, the larger the voltage amplitude of the particle-
generated pulse. In other words, a slower cell and a restoring PMOS with high con-
ductance decrease the cell susceptibility to SEUs.

MBUs, that is, the corruption of multiple memory bits due to a single particle, are 
a serious concern when designing Error Correcting Code schemes, and technology 

(a) (b) (c)VDD VDD VDD

n+ n+ n+

p-Sip-Sip-Si

FIGure 12.11 Schematic illustration of charge generation (a) and collection ((b) drift and 
(c) diffusion) process steps following an ion strike on a reverse-biased pn junction.
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scaling is making things worse. As the physical dimensions of transistors are reduced 
to just a few nanometers, the size of the electron–hole pairs cloud created by the 
impinging ions becomes comparable or even larger than the size of a device [17]. As 
a result, multiple nodes are involved at the same time in charge collection processes, 
and charge sharing occurs between adjacent nodes. Scaling has brought about a great 
enhancement of MBUs. Figure 12.12 shows the soft error rate (SER) per bit and MBU 
probability as a function of feature size for SRAMs irradiated with atmospheric neu-
trons. As shown in the graph, for this particular manufacturer, SER decreases for 
decreasing feature size (even though the system SER stays more or less constant, due 
to the increasing number of memory element per chip), whereas the MBU probability 
monotonically increases (and this is a general conclusion valid for all vendors).

A typical neutron cross section for SRAM cells is ~10–14 cm2, which at NYC cor-
responds to a bit error rate of ~10–13 and >3 × 10–11 error bit–1 h–1 at the altitude in 
which commercial aircrafts fly. The error rate in space varies greatly, depending on 
the memory, the orbit, and solar cycle.

12.5.2 SeeS in FlaSh cellS

Floating gate (FG) Flash memories have enjoyed a considerable commercial suc-
cess because of the diffusion of MP3 players, digital cameras, and smartphones, but 
they are also utilized for critical applications, where reliability is of primary impor-
tance. Because of the strong interest of space designers and the absence of rad-hard 
devices with similar features, several studies concerning the radiation sensitivity of 
FG memories have been performed in the past years [18–20].

The information stored in an FG cell (in the form of electrons and/or holes) can 
be corrupted by both total dose and single events (heavy-ion strikes). The effect of 
TID in FG cells is a rigid shift of the threshold voltage distributions toward the neu-
tral peak (i.e., the threshold voltage the cells would have with no net charge stored 
in the FG), meaning that charge is lost from the FG, recombined, or neutralized. 
The effect of heavy-ion exposure is the formation of a secondary peak between the 
programmed and the neutral distribution. The secondary peak contains the cells hit 
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by the ions and its distance from the primary peak depends on the ion LET, whereas 
its variance is determined by cell-to-cell and energy deposition variability. Its height 
depends on the received fluence.

After both TID and heavy-ion irradiation, if the threshold voltage shift experi-
enced by the FG cell is large enough, an error is observed, that is, a programmed cell 
is read as erased, or vice versa. Recently, the synergetic effects of TID and SEE have 
been investigated in FG cells: even a small total dose (few tens of krad(Si)) delivered 
before heavy-ion irradiation can greatly affect the FG heavy-ion error cross section.

TID-induced threshold voltage shifts are due to three phenomena: charge injec-
tion in the FG, photoemission, and charge trapping in the oxides. The shift in the 
threshold voltage is proportional to the amount of dose received, and it increases as 
a function of the electric field in the tunnel oxide.

On the other hand, the physical mechanism to explain the threshold voltage shift 
following a heavy-ion strike is not fully clear. Several models have been proposed 
in the literature. A transient conductive path through the tunnel oxide, able to dis-
charge the FG, has been proposed by some authors, whereas others explain the loss 
of charge through a transient flux of carriers in and out of the FG. To a lesser extent, 
charge trapping in the oxides surrounding the FG also plays a role. This is the reason 
for the error annealing reported in several studies since charge detrapping and neu-
tralization in the hours after exposure cause some of the FG errors to disappear, or, 
in peculiar cases, also to appear.

With technology scaling, less and less electrons (or holes) are needed to store 
data in the ever-smaller memory cells. This is why FG cells have become sensitive 
to particles with increasingly lower LET values: in the latest generations, data in 
Flash cells can be corrupted by atmospheric neutrons as well (i.e., by the low-LET, 
secondary by-products of nuclear interactions). Figure 12.13 illustrates how the raw 
bit error (i.e., without ECC) cross section for neutron-induced errors increases as 
the feature size decreases for multilevel cell (MLC) NAND memories. The neutron 
sensitivity of FG cells programmed at the highest threshold voltage levels (L3, L2) 
is higher than those programmed at the lowest level (L1) and erased cells (L0). At 
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any rate, with the mandatory ECC specified by manufacturers, the bit error rate due 
to neutrons is zero.

In addition to prompt effects and annealing phenomena, long-term effects have 
also been observed after heavy-ion irradiation. A degradation of cell retention 
has been observed after exposure to ions with high LET (relevant only for space). 
Recently, several studies have also been conducted on the interplay between aging 
and total dose, showing that previous TID exposure does not practically affect the 
endurance of a state-of-the-art Flash.

12.6 conclusIons

Atmospheric neutrons and alpha particles coming from radioactive contaminants 
threaten the operation of chips at sea level. Electronics in satellites and spacecrafts 
must deal with a large amount of radiation, which originates from radiation belts, 
solar activity, and galactic cosmic rays.

Radiation effects in electronic components range from soft errors, in which loss 
of information and no permanent damage is produced, to parametric shifts and 
destructive events. They can be categorized as TID, DD, and SSEs. The first two 
classes are cumulative and occur primarily in harsh natural environments such as 
space or due to man-made radiation sources; SSEs also occur at sea level. Design of 
critical applications must carefully consider radiation effects to ensure the required 
reliability levels.
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13 GaN/InGaN Double 
Heterojunction Bipolar 
Transistors Using Direct-
Growth Technology

Shyh-Chiang Shen, Jae-Hyun Ryou, 
and Russell Dean Dupuis

13.1 IntroductIon

III-nitride (III-N) heterojunction bipolar transistors (HBTs) have been a highly antic-
ipated transistor technology since the inception of III-N semiconductors for micro-
electronics in the 1990s. HBTs offer highly compact solutions to high-power radio 
frequency (RF) amplifiers when compared to field-effect transistor (FET)–based 
monolithic microwave integrated circuits (MMICs). The uniform turn-on charac-
teristics enable inherent processing robustness. The wide dynamic range and better 
impedance matching characteristics also make HBTs a favorable choice of device 
technology for linear amplifiers. In addition, GaN-based HBTs provide unparal-
leled added values to ultrahigh power density operations under extreme conditions 
(i.e., highly corrosive, high radiation-doses, and high-temperature environments). 
Despite numerous advantages of III-N-based HBTs, the technology development 
has lagged far behind the III-N-based heterostructure FET (HFET) developments. 
Today, III-N high-electron mobility transistors (HEMTs) have demonstrated their 
feasibility for high power density (>30 W/mm) and compact RF electronics. III-N 
HBTs, on the other hand, are still in a very early stage of technology development. 
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With more than 15 years of active research, however, a few III-N HBTs were dem-
onstrated with reasonable current gain and current drive. Nevertheless, it can be 
expected that the next-generation III-N RF HBT technology, when successfully 
developed, will further increase the power handling capacity by another order of 
magnitude (> 1 MW/cm2) to bring a new paradigm shift in future RF microelectron-
ics and power electronics.

In the early days, the quality of epitaxial materials and structures was problem-
atic and was a focused research topic in III-N HBT development. Researchers have 
been exploring AlGaN-based HBTs and using various emitter or base regrowth tech-
niques to demonstrate junction transistor operations [1–12]. The device performance 
improvement on III-N HBTs using these approaches seemed to be incremental and 
did not lead to significant breakthroughs in feasible circuit applications. These pio-
neering research works, however, offered better insights to the fundamental issues in 
this important technology and laid the fundamentals for further device technology 
development. In general, major technical barriers for npn III-N HBTs are (1) the 
availability of low-defect-density substrates (templates or buffer layers) and high-
crystalline quality epitaxial structures, (2) the availability of low-resistance base 
layer, and (3) a proper fabrication technology for III-N bipolar devices.

In wide-bandgap III-N epitaxy, the relatively low free-hole concentrations in 
the p-type GaN base layer limited the current gain of III-N HBTs. To address this 
issue, a recent work on npn GaN/InGaN HBTs by Makimoto et al. [9, 13] shows the 
advantages of using a narrower-bandgap InGaN base layer on III-N HBTs to reduce 
the p-type contact resistance and the base sheet resistance. To circumvent the prob-
lematic p-type base layer design, pnp InGaN/GaN HBTs were also developed on 
native GaN substrates by the same research group [14]. However, the pnp transistors 
have lower carrier mobility and short minority carrier lifetime characteristics, which 
are unfavorable for RF amplifications. High-performance npn InGaN/GaN HBTs 
remain a critical and challenging device technology that is actively sought.

As the epitaxial material growth technology became more mature, research 
efforts were also focused on physical device design and fabrication processing devel-
opment. Today, many npn GaN/InGaN HBTs use epitaxial regrowth techniques to 
address certain fabrication challenges. For examples, researchers used a base-layer 
regrowth technique in the mesa-etched extrinsic base region to achieve low-contact 
resistance base [15–17]; the emitter regrowth technique was also investigated to 
avoid the dry etching–induced surface type conversion problems in the base con-
tact [18, 19]. These approaches were effective in certain respects, but tremendous 
device performance improvement with these advanced techniques was not clearly 
demonstrated, largely because of the lack of a better understanding of device fab-
rication issues in these new semiconductor materials. The direct-growth npn GaN/
InGaN HBTs, that is, the HBTs being grown in a single epitaxial growth run without 
additional regrowth step during device processing steps, were less explored because 
of a myriad of material and fabrication issues [4, 8, 12]. Recent reports, however, 
demonstrated that direct-regrowth InGaN/GaN HBTs with good current gain (>49) 
and current drive (range of mA) were achievable through careful engineering in epi-
taxial growth and fabrication processing optimizations [20–23]. Using a typical two 
mesa–etching technique, the III-N HBT fabrication processing is directly analogous 
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to the conventional III–V HBT processing. The fabrication cost and complexity of 
III-N HBTs will be reduced accordingly.

In this review, we demonstrated that high current–gain III-N HBTs are feasible 
with the direct-growth HBT approach using a carefully engineered material growth 
and device fabrication techniques developed at Georgia Institute of Technology. 
Through proper control of mesa etching conditions, we successfully reduce the 
surface leakage current components in npn InGaN/GaN HBTs. Leveraged by a 
low-defect GaN/InGaN HBT growth technique, we demonstrate state-of-the-art 
direct-growth GaN/InGaN HBTs with a common-emitter current gain (hfe) > 105, 
a collector current density (Jc) > 7 kA/cm2, and BVCEO > 75 V for devices grown on 
sapphire substrates [23, 24]. The device also shows high-power handling capability 
of Jc × BVCEO = 412 kW/cm2, which is among the highest figure of merit reported for 
III-N HBTs to date.

13.2 Gan/InGan HBt desIGn

A schematic cross-sectional drawing of an npn GaN/InGaN HBT is shown in Figure 
13.1. The “baseline” InGaN-based HBT consists of, from the substrate up, an unin-
tentionally doped (UID) GaN buffer layer, a thick Si-doped n-type GaN (n-GaN:Si) 
subcollector, an n-GaN:Si collector layer, a graded InxGa1–xN base–collector (BC) 
layer, a thin p-InxGa1–xN:Mg base layer, a graded InxGa1–xN base–emitter (BE) layer, 
and an n+-type GaN emitter layer. The design described here is essentially a double-
heterojunction bipolar transistor (DHBT), which may achieve higher breakdown 
field and provide better lattice matching to the GaN buffer layer when compared to 
InGaN collector designs. The bandgap grading layer at the BC junction is applied to 
mitigate the bandgap discontinuity of the GaN/InGaN heterostructure for reduced 
current blocking. The InGaN base layer is used to promote higher free-hole con-
centration in the base layer to reduce the extrinsic base resistance and the Early 
effect. For reference, the free-hole concentration of p > 2 × 1018 cm–3 was achieved 
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Collector

n+-GaN

n+-GaN sub-collector

n-Gan collector

BE grading
(InGaN)

BC grading (InGaN)

p-InGaN

GaN buffer layer (UID)

c-plane sapphire

FIGure 13.1 Schematic drawing of a standard InGaN-based HBTs.
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in single-layer InxGa1–xN calibration samples in our earlier studies [25]. To achieve 
high-quality emitter growth, a graded layer is also inserted at the BE junction to 
provide a better accommodation of strain produced by the lattice mismatch between 
GaN and InGaN for higher emitter injection efficiency [26].

One of the outstanding features for III-N semiconductors is the presence of 
significant polarization fields. In wurtzite-structure III-N materials, the spontane-
ous polarization as well as the strain-induced piezoelectric field exerted additional 
tweaking in the energy band diagram profile and the carrier transport properties. 
Depending on the ordering of atomic arrangement and strain, the polarization fields 
may work in either in the additive or cancellation fashions, as shown in Figure 13.2 
in a simple illustrative manner. For example, if an InGaN layer is grown on top of a 
gallium-faced (Ga-faced) GaN layer along the c-axis (of a hexagonal structure), the 
compressive strain will induce a piezoelectric field that is lined up in the opposite 
direction of the spontaneous polarization field. Similarly, if a strained GaN film is 
grown on a free-standing relaxed InGaN film along the c-axis, the induced piezo-
electric field is pointing in the same direction as that for the spontaneous polarization 
field. In either case, the total polarization field at the InGaN/GaN heterostructure is 
not negligible. The presence of the polarization field in polar semiconductors brings 
significant impact on the device performance and leads to additional complexity in 
III-N HBT epitaxial structure designs. Qualitatively, one may expect that the poten-
tial barrier height for both BC and BE junction will deviate from the nonpolar het-
erojunction theory. The built-in potential at the BC and BE junctions will be altered, 
depending on the strain condition of each constituent epitaxial layer. If the device 
is not designed properly, possible carrier trapping may occur at the heterointerface 
and the emitter injection efficiency and/or the base transport factor could be greatly 
reduced, leading to poor HBT characteristics. It is clear that the polarization engi-
neering in III-N HBTs is a nontrivial topic and the device design optimization will 
not be effective without a clear understanding of the interplay of the polarization 
field in the closely coupled junctions. 
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13.3  Gan/InGan HBt epItaxIal GrowtH 
and FaBrIcatIon tecHnIques

The DHBT structures are grown by metalorganic chemical vapor deposition 
(MOCVD). Trimethylgallium (TMGa, Ga(CH3)3), trimethylindium (TMIn, 
In(CH3)3), and high-purity ammonia (NH3) are used as precursors for GaN and 
InGaN, and silane (SiH4) and bis-cyclopentadienylmagnesium (Cp2Mg, Mg(C5H5)2) 
are used as precursors for the n- and p-type dopants, respectively. The electron and 
hole concentrations are calibrated for n-type and p-type semiconductors, respec-
tively, in test samples before actual HBT epitaxial material growth runs. To reduce 
the threading dislocation density and lattice mismatch issues in III-N material epi-
taxial growth on foreign substrates (e.g., sapphire), all epitaxial structures are grown 
on GaN templates, which consist of ~20 nm low-temperature (Tg = 550°C) GaN 
nucleation layer, and 2.5-μm high-temperature (Tg = 1050°C), high-quality GaN buf-
fer layer. The p-type base layer typically has approximately [Mg] ~4 × 1019 cm–3 and 
the free-hole concentration (pB) are in the order of ~1 × 1018 cm–3. The p-type InGaN 
activation is done at 800°C in the nitrogen environment. The heavily doped emitter 
layer s incorporated to facilitate low emitter contact resistance, to reduce the Mg 
precursor–related memory effect, and to enhance the emitter injection efficiency.

The device fabrication process starts with a two-step chlorine-based mesa etching 
in STS™ inductively coupled plasma (ICP) etching system. E-beam evaporated SiO2 
layers are used as etching masks. The first mesa etching step is to expose the base 
layer, and the second mesa etching stops at the subcollector. After the ICP etching 
steps, these samples are treated in a diluted KOH/K2S2O8 solution to remove the ICP 
etching induced etching damage [27]. Ni/Ag/Pt stacks are patterned and annealed 
for the base contact. Ti/Al/Ti/Au film stacks are typically used for the collector and 
emitter contacts. Low-resistivity contacts are achieved on both emitter and collector. 
The typical sheet resistance (Rs) of the emitter is ~2 kΩ/sq. and the typical specific 
contact resistivity (ρc) is ~5 × 10–5 Ω cm2. For the collector contact, typical Rs and ρc 
values are ~40 Ω/sq. and ~8.0 × 10–5 Ω cm2, respectively. The base ohmic contact, 
however, has yet to be achieved in etched p-type InGaN surface. A Schottky bar-
rier of <2 V was observed after rapid thermal annealing at 500°C and will require 
further processing optimizations. This direct-growth GaN/InGaN HBT fabrication 
technique is compatible with conventional III–V compound semiconductor HBT 
processing.

13.4 state-oF-tHe-art dIrect-GrowtH Gan/InGan dHBts

13.4.1 Impact of IndIum In InGan Base Layer

In this section, the impact of the indium composition in the base layer of the GaN/
InGaN DHBT will be discussed. Two device structures (“Structure A”: GaN/
In0.03Ga0.97N DHBTs and “Structure B”: GaN/In0.05Ga0.95N DHBTs) were chosen for 
the study. For fair comparison, both structures have identical emitter and collector 
design except for the indium composition variation in the base layer, as shown in 
Table 13.1. The only difference between the two structures is the indium content of 
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the base: one with xIn = 0.03, the other with xIn = 0.05 for InxGa1–xN. The 3% InGaN 
base is grown at ~850°C, and the 5% InGaN base is grown using the same TMIn flow 
rate but with reduced temperature, ~825°C, to achieve higher indium incorporation.

Fabricated DHBTs were characterized using a Keithley 4200 semiconductor 
characterization system (SCS-4200) at room temperature. Figure 13.3 shows a set of 
typical common-emitter family curves of structure A and structure B DHBTs that 
have the same emitter area (AE) of 20 × 20 μm2. The structure A device shows IC > 
25 mA (JC > 6.25 kA/cm2) at IB = 500 μA and VCE = 18 V. The offset voltage (Voffset) is 
1.8 V and the knee voltage (Vknee) is 12 V at IB = 100 μA. For comparison, structure B 
DHBT shows IC = 20 mA (JC = 5 kA/cm2) at IB = 500 μA, Voffset = 1 V, and Vknee = 5 V 
at IB = 100 μA. A negative slope in IC at high VCE was observed for IC > 10 mA for the 
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taBle 13.1
summary of layer structure Variations of npn Gan/InGan dHBts used in 
this study

layer

Material

dopant
thickness 

(nm)

Free carrier 
concentration 

(cm–3)
structure a structure B

X X

Emitter cap GaN GaN Si 70 n = 1 × 1019

Emitter 
grading

InxGa1–xN 0–0.03 InxGa1-xN 0–0.05 Si 30 n = 1 × 1019

Base InxGa1–xN 0.03 InxGa1-xN 0.05 Mg 100 p = 2 × 1018

Collector 
grading

InxGa1–xN 0.03–0 InxGa1-xN 0.05–0 Si 30 n = 1 × 1018

Collector GaN GaN Si 500 n = 1 × 1017

Subcollector GaN GaN Si 1000 n = 3 × 1018

Buffer layer GaN GaN 2500 UID

Sapphire Substrate

Note: UID, unintentionally doped.
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structure B device due to the device self-heating. The self-heating effect in structure 
A is not observable for VCE up to 20 V because of the relatively high knee voltage. 
Figure 13.4 shows Gummel plots of these devices at VCB = 0 V. The crossover points 
of IB and IC are 230 nA at VBE = 4.5 V for structure A and 800 nA at VBE = 4.3 V for 
structure B, respectively. Beyond the crossover point, the differential current gain 
(hfe ≡ dIC/dIB) increases monotonically and reaches 60 at VBE = 13 V for the structure 
A device and 50 at VBE = 11 V for the structure B device. The lower Voffset (1 versus 
1.8 V) and the lower Vknee (5 versus 12 V) for structure B (when compared to struc-
ture A) suggests that higher indium composition in the base layer may be beneficial 
to achieve lower base resistance and higher collector current drive. However, struc-
ture A devices have consistently higher current gain than that for structure B devices, 
indicating that GaN/InGaN DHBTs with a 3% InGaN base layer may be preferred in 
achieving higher current gain than those with a 5% InGaN base layer.

To assess the bulk-related recombination current component and the surface 
recombination component, normalized current density (JC/β) can be plotted against 
the emitter’s perimeter/area ratio (LE/AE) to extract the perimeter-dependent surface 
recombination current (KB,surf) and the area-dependent current component (JBulk). 
The relationship of JC/β, KB,surf, and JBulk can be expressed as follows [28]:
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, (13.1)

where β is the DC current gain (IC/IB), LE is the emitter perimeter, and AE is the emit-
ter area. JBulk contains the information of the quasi-neutral-base recombination cur-
rent, the space-charge recombination current, and the emitter back-injection current. 
KB,surf consists of the surface recombination current and the base contact recombina-
tion current.

Figure 13.5 shows a plot of JC/β versus LE/AE for structure A and structure B 
DHBTs, respectively. JC was chosen to be 50 and 100 A/cm2 to exclude self-heat-
ing problems. DHBTs under evaluation have AE = 20 × 20, 40 × 40, 60 × 60, and 
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100 × 100 μm2, respectively, for both structures. KB,surf is evaluated using the linear 
regression fitting of JC/β versus (LE/AE) and JBulk is extracted at the intercept of the 
y-axis (at LE/AE = 0). The calculated KB,surf’s and JBulk’s are listed in Table 13.2. For a 
given JC, structure B devices show lower KB,surf than that for structure A devices. On 
the other hand, JBulk values for structure B are always higher than those for struc-
ture A. For example, at JC = 100 A/cm2, JBulk for structure B is 6.36A/cm2, which is 
3.5 times higher than that for structure A (1.79 A/cm2). On the contrary, KB,surf’s are 
6.1 × 10–4 A/cm for structure B and 1.66×10–3 A/cm for structure A, respectively, at 
the same JC.

The data analysis reveals several device performance observations. First, the 
lower surface leakage current in structure B devices indicates that the surface recom-
bination velocity decreases as the indium composition increases in the base layer, 
which is beneficial for achieving high gain InGaN-based HBTs. In principle, struc-
ture B should provide better injection efficiency and hence a higher current gain as 
the back injection hole current should be suppressed by the increased valence band 
discontinuity at the BE junction when compared to Structure A. However, the recom-
bination current components in the quasi-neutral base and the space-charge regions 
are higher in structure B devices than those in structure A devices. As a collateral 
effect, the achievable current gain seems to be consistently lowered in structure B 
devices. These results suggest that a higher indium composition in the base layer 
may achieve lower base resistance and reduced surface recombination current. These 
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taBle 13.2
summary of extracted JBulk and KB,surf at different Jc for structure a and 
structure B devices

device structure

Jc = 100 a/cm2 Jc = 50 a/cm2

JBulk (a/cm2) KB,surf (a/cm) JBulk (a/cm2) KB,surf (a/cm)

Structure A 1.79 1.66 × 10–3 0.8 1.16 × 10–3

Structure B 6.36 6.1 × 10–4 4.2 2.9 × 10–4
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benefits, however, may be compromised by increased recombination centers because 
of increased defect densities such as dislocations and the V-defect formation [29]. 
An optimized growth technique could be explored to further improve HBT device 
performance by leveraging high indium-containing p-type layers in the future.

13.4.2 Burn-In effect

Hydrogen passivation had been a common issue for MOCVD-grown compound 
semiconductor materials in carbon-doped p-type materials for GaAs-based and InP-
based HBTs [30, 31]. Macroscopically, the hydrogen passivation tends to reduce the 
free hole concentration in p-type semiconductors and leads to short term device insta-
bility. The hydrogen passivation problem in these HBTs was successfully resolved 
by either annealing [32] or postprocessing current stressing [33]. In III-N growth, 
the hydrogen impurities also form complexes with Mg dopant in p-type materials. 
Typically, the hydrogen passivation can be alleviated by a proper annealing process-
ing right after the epitaxial growth to activate the Mg-doped p-type III-N layers 
[34, 35]. In npn III-N HBTs, however, the p-type layer is buried in the n-type emitter 
layer during the post-growth activation. It is possible that the hydrogen passivation 
issue may still not completely be resolved. Alternatively, the postprocessing current 
stressing could be an approach to reduce or eliminate the hydrogen passivation in 
the p-type base layer. We therefore investigated an electric current stressing method, 
known as the “burn-in” step, to explore possible device performance improvement 
beyond the as-grown device performance. 

As shown in Figure 13.6, a structure B DHBT (AE = 20 × 20 μm2) was stressed 
at IB = 200 μA and VCE = 15 V for a period of 50 min to explore the time-dependent 
current and voltage evolution. VBE and IC were sampled every 5 s during the stress-
ing period. It is observed that IC first increases and then reaches a stabilized value of 
9.7 mA beyond t > 30 min. At the same time, VBE drops slightly from 12.4 V at t = 0 to 
12 V for t > 20 min. After 50 min of device stressing, the peak hfe was increased from 
42 to 66 and stayed unchanged afterward for >1 month. The contact properties for 
emitter, base, and collector remain unchanged before and after the burn-in process.
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This phenomenon is a direct analogy to what has been reported in MOCVD-grown 
InP/InGaAs or InGaP/GaAs HBTs [36–38]. To investigate the burn-in effect, struc-
ture B devices with AE = 40 × 40, 60 × 60, and 100 × 100 μm2 were stressed at their 
respective peak current gain points until maximal IC was achieved. Recombination 
current components were then extracted and compared with those obtained before 
the device burn-in at JC = 100A/cm2, as shown in Figure 13.7. The results show 
that KB,surf remains approximately unchanged before and after the current stressing. 
However, JBulk is reduced from 6.2 A/cm2 to 3.8A/cm2 after the burn-in. Since the 
junction properties and the growth-related defect densities at the space-charge region 
may remain unchanged under the relatively low current stressing, the reduction in 
JBulk through the device burn-in suggests that the hydrogen passivation in the p-type 
region is alleviated. To further verify this hypothesis, small-signal capacitance–volt-
age (C–V) measurements were performed on the BE junction before and after the 
device burn-in. The free-carrier concentration of the lightly doped semiconductor 
layer (pB) in the one-sided abrupt junction can be estimated as [39]:

 

1 1 2
2 2C A q p

V V= ⋅ −
ε εs 0 B

bi( ),  (13.2)

where ε0 is the free-space permittivity, A is the junction area, Vbi is the built-in poten-
tial that includes the heterojunction bandgap discontinuity, and εs is the relative per-
mittivity of the lower-doped side of the junction. pB can be determined by the slope 
of the 1/C 2 curve for the reverse-biased BE junction. It was observed that, before the 
burn-in step, pB is 8.76 × 1017 cm–3 and the value is increased to 1.16 × 1018 cm–3 after 
the device burn-in, which corresponds to a 25% increase in the free-hole concentra-
tion after the burn-in procedure. The result clearly indicates that the postprocessing 
current stressing method is effective in further improving the III-N HBTs’ perfor-
mance by inducing a higher percentage of free-hole concentration in the base layer, 
and hence reducing the electron trap centers arising from the hydrogen-passivated 
magnesium.
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In a further study, we also found that both structure A and structure B devices 
showed significant increase in current gain (by >80%) after the device burn-in. At 
a given IB, the collector current drive is greatly improved after the device burn-in. 
Reduced knee voltage is also observed after the device burn-in, providing direct 
evidence of the base resistance reduction due to increased free-hole concentration.

13.4.3 HIGH-performance Gan/InGan dHBt

The device burn-in procedure offers a simple and effective approach to exploit stable 
HBT operation. A structure A device (AE = 20 × 20 μm2) was first run through the 
burn-in step at IB = 200 μA and VCE = 15 V. After the burn-in, it is shown in Figure 
13.8 that the peak hfe of 105 is achieved. In addition, VBE at which the peak current 
gain occurs is reduced from 13 to 10 V, suggesting the base resistance is reduced 
with the increased free hole concentration in the neutral base region through the 
burn-in. The high peak β value also suggests that the recombination current compo-
nents, including the growth defect–related recombination centers and the surface-
state-related recombination current, are effectively reduced in the HBT. It should 
also be noted that the improvement of device characteristics through the burn-in 
procedure have been consistent for both structure A and structure B GaN/InGaN 
DHBTs.

To explore the high-power performance of the InGaN-based DHBT, quasi-static 
pulsed I–V characteristics were also studied. Figure 13.9 shows a set of common-
emitter family curves of a structure A HBT. The pulsed-mode measurement (pulse 
width = 500 μs, duty cycle = 5%) is carried out for IB > 250 μA using an Agilent 
1505B digital curve tracer. It is shown that the achievable peak JC is > 7.2 kA/cm2 for 
IB > 700 μA at VCE = 25 V. Voffset is as low as 1.8 V. Vknee is 12.5 V at JC = 2 kA/cm2. 
The measured BVCEO is larger than 60 V. However, a negative slope for JC in the high 
VCE was also observed even in the quasi-static pulsed mode measurement. It is appar-
ent that the self-heating is still severe under the quasi-state measurement because 
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of the poor thermal conductivity of the sapphire substrate under the extremely high 
power density in a small emitter area (>200 kW/cm2). Nevertheless, the maximum 
power density (JC × VCE) of 243 kW/cm2 is reached at VCE = 39 V and JC = 6.2 kA/ cm2. 
This value is one of the highest achievable power density reported on similar devices 
to date.

Large-area multifinger devices are also evaluated. The multifinger device under 
measurement has 24 emitter fingers, each with an emitter area of 6 × 60 μm2, or 
a total AE = 12,163 μm2. As shown in Figure 13.10, a maximal IC of greater than 
200 mA is achieved without thermal runaway or permanent device damage. A peak 
β = 30, a maximum JC = 1.62 kA/cm2, and a maximum DC power = 3.76 W were 
recorded. The lower β in HBTs with larger AE suggests that, even though the surface 
recombination paths have been suppressed, it is still not negligible in these multifin-
ger devices with long perimeters. This observation is consistent with conventional 
III–V HBTs and will provide clear path for further device performance improvement 
in the future.

8

7

6

5

4

3

2

1

0
0 5 10 15 20 25 30

VCE (V)

J C
 (k

A
/c

m
2 ) AE = 20 × 20 µm2

IB = 0.25 mA to 0.7 mA, step = 0.05 mA, pulse
IB = 0.02 mA to 0.14 mA
step = 0.02 mA, DC

4035

FIGure 13.9 Common-emitter I–V characteristics of a GaN/InGaN npn DHBT with AE = 
20 × 20 µm2. 

0
0

50

200

150

100

5 10 15 20 25 30
VCE (V)

I C
 (m

A
)

AE = 12,163  µm2

LE = 3,742  µm
Fingers:
60 × 60 µm
× 24

IB = 3.5 mA to 6 mA
step = 0.05 mA, pulse

IB = 0 to 3 mA
step = 0.2 mA, pulse

4035

FIGure 13.10 Common-emitter I–V characteristics of a multifinger device.



373GaN/InGaN Double Heterojunction Bipolar Transistors

13.5 tecHnoloGy deVelopMent trends For III-n HBts

In summary, high-performance GaN/InGaN HBTs are demonstrated using a single 
epitaxial growth and much improved device fabrication processing. The vertical 
integration of high-quality epitaxy technology and robust fabrication processing 
techniques provide a paradigm for successful III-N HBT technology development. 
Currently, the reported results achieve the highest current gain and current density 
being demonstrated to date for direct-growth npn GaN/InGaN DHBTs on sapphire 
substrates. It is expected that the device performance will further be improved if 
substrates with lower dislocation defect densities such as SiC or free-standing GaN 
substrates are used.

Figure 13.11 shows a competitive device performance comparison of reported 
III-N–based HBTs developed in a handful of research groups throughout the years. 
These devices include npn direct-growth GaN/InGaN DHBTs [4, 12, 20–24, 40, 41], 
npn regrown base GaN/InGaN DHBTs [9, 15–17], npn regrown emitter AlGaN/GaN 
HBTs [3], and direct-growth pnp AlGaN/GaN HBTs [14]. It is seen that the prog-
ress of AlGaN/GaN npn HBTs have been stagnant for years with the inability to 
achieve high-quality epitaxial growth for bipolar junction transistor materials and 
immature processing techniques. At present, InGaN-based HBTs either by regrowth 
or direct-growth approaches have been proven to be viable in achieving good cur-
rent gain and good current drive for III-N HBTs. AlGaN/GaN pnp transistors are 
also promising for high-current, high-breakdown switching applications. There are, 
however, few groups in the world (e.g., GT, UIUC, UCSD, UCSB, and NTT) that can 
achieve good III-N HBT performance with the common emitter current gain > 100 
and JC > 7 kA/ cm2, indicating that more efforts need to be injected to forge further 
technological development in this promising transistor technology for next-generation 
microelectronics: advancement in the base layer design and material growth tech-
nique play a critical role to the success of this technology; robust device processing 
technique and detailed study on the ohmic formation and minimized etching dam-
age on the etched III-N surface also need further study to understand optimal ohmic 
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contact formation in the plasma-treated p-type semiconductor surface. Nevertheless, 
new research progresses in GaN/InGaN HBTs seems to enlighten III-N research 
communities that, after many years of learning curves, III-N HBTs are eventually 
poised to exploit further device performance improvement for new applications in 
ultrahigh power circuits and ultracompact electronic systems.
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14.1 IntroduCtIon

During the past two decades, significant progress has been made in the microwave 
and millimeter-wave performance of high electron mobility transistors (HEMTs) 
based on GaAs and InP material technologies. However, with the increasing demand 
for higher-output power density and efficiency devices, there was a continuous drive 
to explore alternate semiconductor technology beyond Si, GaAs, and InP. For very 
high power applications, the channel layer material of the HEMT should have as 
high a bandgap as possible so that large voltages can be applied without the device 
breaking down. In recent years, two types of wide bandgap materials have received 
considerable attention for high power transistor applications: SiC and GaN. In this 
chapter, we focus mainly on GaN-based HEMTs that have emerged as an excellent 
technology for high power applications.

GaN is a direct bandgap semiconductor commonly use to fabricate bright blue 
and white light-emitting diodes (LEDs), blue and ultraviolet (UV) lasers, and high-
power and high-frequency operation electronic devices. The compound is a very 
hard material that has a Wurtzite crystal structure. Its wide bandgap of 3.42 eV 
gives rise to special properties (see Table 14.1) that are very attractive for applica-
tions in optoelectronic, high-power, and high-frequency devices. For example, GaN 
makes violet (405 nm) laser diodes possible, without the need for nonlinear optical 
frequency-doubling. Low-wavelength laser diodes are very much useful for storing 
high-density data in a media. Its sensitivity to ionizing radiation is low (like other 
group III nitrides), making it a suitable material for solar cell arrays for satellites. 
Table 14.1 compares the inherent material properties of various semiconductors. It 
is evident that both SiC and GaN have the necessary attributes (e.g., high break-
down field, electron velocity) that make them very suitable for high power applica-
tions [1].

Among the wide bandgap semiconductors, namely, SiC and GaN, GaN has the 
additional advantage of having two-dimensional electron gas (2DEG) with high 
electron mobility and high saturation velocity by forming a heterojunction with ter-
nary or quaternary materials (AlGaN/GaN, InAlN/GaN, InAlGaN/GaN, AlGaN/
GaN/AlGaN double heterostructures, etc.). Because GaN transistors can operate at 
much higher temperatures (>600°C) and voltages (>135 V) than GaAs transistors 
(<12 V), they make ideal power amplifiers at microwave frequencies ranging from 
L-band to W-band. In the past decade, GaN-based RF power devices have made 
substantial progress in many aspects such as material growth, device structure, and 
processing technology. Since the first demonstration of AlGaN/GaN HEMTs by 
Asif Khan et al. [2], the growth technology has improved significantly and achieved 
GaN HEMTs on SI-SiC with RF power density as high as 40 W/mm at 4 GHz [3] 
and 30 W/mm at 8 GHz [4], which is 10 times higher than that achieved with GaAs 
HEMT technology [5]. At the same time, the device fmax of >300 GHz have also 
been achieved, extending the application of GaN devices to millimeter wave and 
beyond [6]. Very recently, Kikkawa et al. (Fujitsu) demonstrated W-band (80 GHz) 
low-noise amplifiers with NFmin < 4 dB using GaN monolithic microwave integrated 
circuit (MMIC) on SI-SiC substrates [7]. Fujitsu has also demonstrated W-band 
(76.5 GHz) GaN MMICs (CPW) amplifier with a total power of 1.3 W (31.3 dBm) 
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Comparison of Material Properties of Various semiconductors used for transistor Applications

Properties si GaAs (AlGaAs/GaAs) InP (InAlAs/InGaAs) 4H-siC Gan (AlGan/Gan) diamond

Lattice constant 5.43 5.65 5.87 4.36 3.19 3.57

Bandgap (eV) 1.11 1.42 1.35 3.26 3.42 5.45

Electron mobility (cm2/V.s) 1500 8,500 (10,000) 5,400 (10,000) 700 1,000 (2,000) 4,600

Saturation Velocity (×107 cm/s) 1 1 (2.1) 1 (2.3) 2 1.5 (2.7) 2.7

2DEG density (cm–2) NA <4 × 1012 <4 × 1012 NA 1–2 × 1013 NA

Breakdown filed (MV/cm) 0.3 0.4 0.5 2 >3.3 >5.5

Dielectric constant 11.8 12.8 12.5 10 9 5.68

Thermal conductivity (W/cm K) 1.5 0.45 0.68 3.3–4.5 1.3 20–150
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and 10 dB of gain for the first time on SiC substrate using Y-shaped 0.12-μm gate 
technology [8]. Figure 14.1 shows the RF power density for different operating fre-
quencies in GaN HEMTs on different substrates. Until now, most of the record high 
device performances were achieved on Ga-face AlGaN/GaN HEMTs. The N-face 
GaN/AlGaN HEMTs have also shown very promising results and are attracting con-
siderable research interest (see Section 14.2.2.4). Apart from high-frequency and 
high-power operations, GaN HEMTs devices were also tested at high-temperature 
operations [9–17].

High-power operation devices suffer from self-heating effects that affect the 
device performance [18]. To improve the thermal management, National Research 
Laboratories (NRL), USA, and Group4 Laboratories have jointly demonstrated 
X-band GaN HEMTs on diamond substrate by a wafer bonding method [19]. The 
GaN-on-diamond HEMT showed a peak output power of 2.79 W/mm and a peak 
power-added efficiency (PAE) of 47% when biased at VDS = 25 V. The same GaN-
on-SiC device demonstrated a peak output power of 3.29 W/mm with a PAE of 31% 
when biased at VDS = 20 V, which was limited by a gate-leakage current. The ther-
mal resistance of devices on SiC was observed to be 12°C/(W/mm), whereas with a 
diamond substrate, it was observed to be 6°C/(W/mm). More research is required to 
extract high output power from GaN HEMTs on diamond substrate.

As GaN electronic device technology on SiC substrate has almost matured and 
started migrating from university, research institute, and industry research laborato-
ries into foundries and products, wide bandgap semiconductors are attracting inter-
est in a wide range of applications such as power switching devices [20–22], wireless 
communication infrastructure (base stations) [23–26], and high-performance mili-
tary electronics (e.g., satellite communications) [27–29]. In June 2008, two of the 
biggest III–V companies (Cree Inc. and TriQuint Semiconductors) have responded 
to the needs of the defense industry to push the power and frequency of RF transis-
tors—and look set to move to GaN production on 4-in. wafers [30].
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14.2 deVICe tyPes And struCtures

In this section, the salient features and progress of conventional AlGaN/GaN HEMTs 
will be discussed. In addition, some of the advanced GaN-based devices offering 
enhanced performance will also be presented.

14.2.1 Conventional Gan HeMts witH Cap layer

One of the biggest advantages of GaN devices is the availability of AlGaN/GaN 
heterostructures. Figure 14.2 shows a typical AlGaN/GaN HEMT structure that can 
be grown by metalorganic chemical vapor deposition (MOCVD) or molecular beam 
epitaxy (MBE). Unlike conventional III–V based HEMTs, such as AlGaAs/GaAs 
HEMTs, there is no dopant in the typical nitride based HEMT structure, and all the 
layers are undoped. The carriers in the 2DEG channel are induced by piezoelectric 
polarization of the strained AlGaN layer and spontaneous polarization, which are 
very large in wurtzite III nitrides. Carrier concentration >1013 cm–2 in the 2DEG, 
which is five times larger than that in AlGaAs/GaAs material systems, can be rou-
tinely obtained. The portion of carrier concentration induced by the piezoelectric 
effect is about 45–50%. This also makes nitride HEMTs excellent candidates for 
pressure sensor and piezoelectric-related applications. The changes in the two-
dimensional (2D) channel of AlGaN/GaN HEMTs are induced by spontaneous and 
piezoelectric polarization, which are balanced with positive charges on the surface. 
The sheet carrier density and 2DEG mobility increases with the increase in Al con-
tent in the barrier layer [31].

For the Ga-face AlGaN/GaN HEMTs structure, at the surface of a relaxed GaN 
buffer layer or a strained AlxGa1–xN barrier as well as at the interfaces of an AlxGa1–
xN/GaN heterostructure, the total polarization changes abruptly, causing a fixed 2D 
polarization sheet charge. Therefore, the sheet charge density in the 2D channel of 
AlGaN/GaN HEMT is extremely sensitive to its ambient. Research groups have 
also demonstrated the feasibility of AlGaN/GaN heterostructures-based hydrogen 

i-GaN or n-GaN (Cap)

i-AlGaN (Barrier)

i-GaN (Buffer/chennel)

LT-GaN or AlN (Nucleation)

Substrate (Sapphire, Si, or SiC)

FIGure 14.2 Schematic diagram of undoped and AlGaN/GaN HEMT structure.
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detectors with extremely fast time response and capable of operating at high tem-
peratures (500–800°C), eliminating bulky and expensive cooling systems [9–17].

There are several choices for the types of substrates used for the growth of AlGaN/
GaN HEMT structures. SiC is the best choice from the epitaxial growth viewpoint 
because its lattice constant is very close to that of AlGaN and GaN. In addition, 
SiC has excellent thermal conductivity (5 W/K cm), which is important for heat 
dissipation purposes particularly for very high power applications. Unfortunately, 
SiC is very costly and limited in substrate size (~3-in. diameter) and hence not-cost 
effective from the mass manufacturing point of view. The alternate choice of sub-
strate used very commonly is sapphire, which is much cheaper than SiC substrates. 
Although not perfectly lattice matched (+16%) to GaN, good AlGaN/GaN HEMT 
epitaxial structures can still be grown on 4-in. sapphire substrates with the incorpo-
ration of an optimized low temperature grown GaN buffer layer [32, 33]. However, 
one of the severe drawbacks of the sapphire substrate is that it has very poor thermal 
conductivity (0.5 W/K cm). As a result, AlGaN/GaN HEMTs grown on sapphire 
typically have worse power performance compared to those grown on SiC sub-
strates. For microwave applications, semi-insulating SiC substrates are commonly 
used to avoid any parasitic loss. However, semi-insulated SiC substrates are costly 
and come in smaller sizes (<4 in.). To reduce the cost, Kikkawa et al. utilized n-SiC 
as a substrate for GaN-based electronic devices with 10-μm-thick AlN buffer, which 
exhibited good device performance [34]. This n-SiC substrate reduces 76% of the 
cost when compared to SI-SiC substrate. More recently, high-resistivity silicon (HR-
Si) substrates (wafer diameter = 2–8 in.) have also been explored for GaN HEMT 
growth by MOCVD [18, 35] and MBE [36]. HR-Si substrates are cheaper compared 
to SiC substrates and are available in larger sizes (>8 in. diameter). It also has better 
thermal conductivity (1.5 W/K cm) compared to sapphire. Hence, it is very suitable 
for cost-effective large-volume production purposes. However, it is important to note 
that there is a very huge lattice mismatch (>–16%) with a large difference in the ther-
mal expansion coefficient between Si and GaN (>50%), which makes the epitaxial 
growth extremely challenging. Fortunately, this problem has been overcome through 
the introduction of a carefully designed buffer and optimized growth [18, 35, 36].

Currently, AlGaN/GaN HEMT has reached the maturity level that sees them being 
manufactured for large volume applications [19–29]. The conventional AlGaN/GaN 
HEMTs on different substrate have already reached excellent electrical properties 
at room temperature: sheet resistance, ~400 Ω/sq.; 2DEG mobility, ~1500 cm2/V s; 
and sheet carrier density, ns ~ 1 × 1013 cm–3. To increase ns further, modulation doped 
heterostructure can be used with silicon (5 × 1018 cm–3) doping in the AlGaN sup-
ply layer [37]. Kikkawa et al. [38] also demonstrated low drain current collapse 
with n-GaN screening layer/cap layer and Si3N4 passivation. The collapse related 
traps were screened/passivated from 2D electron gas by the addition of thin cap 
layers (n-GaN, i-GaN, p-GaN, and In0.05GaN) on a modulation-doped AlGaN/GaN 
HEMTs [39, 40]. When compared with HEMTs without cap layer, improved device 
performance was demonstrated with and without SiO2 passivation using thin i-GaN 
cap layer [41]. Coffie et al. [42] observed low drain current collapse in unpassivated 
GaN HEMTs with low breakdown voltage using 50 nm-thick p-GaN cap/screening 
layer covering only source–gate and gate–drain spacing.
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14.2.2 advanCed Gan HeMts

In addition to standard AlGaN/GaN HEMTs, continuous research efforts are being 
carried out on exploring new device structure designs and processes to further 
improve the device performance. In this section, some of the recent advancements in 
these device structures and processes will be discussed.

14.2.2.1 HeMts with Aln spacer Layer
So far, the conventional AlGaN/GaN has exhibited reasonably good electronic prop-
erties. To further improve AlGan/GaN HEMT performance, the insertion of a thin 
AlN interfacial layer was proposed by Shen et al. [43]. The reason for the improve-
ment of 2DEG mobility is that a thin AlN layer can produce a large effective band 
offset between AlGaN and GaN at both sides of AlN (ΔEc), which can reduce the 
alloy disorder scattering by suppression of the carrier concentration from the GaN 
Channel into the AlGaN layer. Meanwhile, the large ΔEc also results in the increase 
of 2DEG concentration. As summarized by Nanjo et al. [44] and Arulkumaran 
et al. [45], the insertion of a thin AlN spacer layer between the AlGaN barrier layer 
and GaN channel layers effectively increases the 2DEG concentration and electron 
mobility because of the enhanced 2DEG confinement [46, 47]. By inserting the AlN 
spacer layer, 2DEG mobility increased from 1500 to 2000 cm2/V s. Similar enhance-
ments in 2DEG mobility were also observed and reported by Wang et al. [48] and 
Miyoshi et al. [49]. This AlN spacer layer concept has also been adapted to improve 
2DEG mobility in lattice matched InAlN/GaN HEMTs [50]. The reduced drain cur-
rent collapse was observed when a thin AlN spacer layer is used in conventional 
AlGaN/GaN HEMTs [46]. To achieve high-speed, high-power switching devices, 
very high figure of merit (=BVgd

2/RDS[ON]) of 2 × 108 V2 Ω–1 cm–2 with low specific on-
resistance of 0.45 mΩ cm2 was demonstrated using AlGaN/GaN HEMTs on HR-Si 
substrate with 1.2-nm-thick AlN spacer layer [51]. 

14.2.2.2 double Heterostructure HeMts
The most efficient and direct way of increasing the operational frequencies is to 
reduce the gate length (Lg). However, reducing Lg to values where the gate-to- 
channel aspect ratio is below 20–30 normally results in short-channel effects such 
as the threshold voltage shift and low breakdown voltages. This is a consequence 
of the increased subthreshold drain–source leakage currents. Apart from the gate-
to-channel separation, the short-channel effects and the loss of gate modulation in 
small-gate devices can also result from the poor confinement of the electrons in the 
2DEG channel. For AlGaN/GaN HEMTs, two practical approaches were used to 
achieve better confinement. One approach is the double heterostructure (DH) design 
where electrons are confined in a thin InGaN channel layer sandwiched between 
the AlGaN barrier and the GaN buffer layers of the heterojunction [52]. The other 
approach is by using a thin InGaN back-barrier layer [53, 54]. 

AlGaN/GaN/AlGaN DH HEMTs on silicon substrate with high breakdown volt-
age and low on-resistance have been demonstrated. Compared to the conventional 
AlGaN/GaN structure, the channel mobility–concentration profile in DH-HEMT 
shows significant improvement in the carrier confinement and suppression in 
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parasitic channel formation. It has the ability to suppress subthreshold current leak-
ages, which, in turn, can improve the device off-state breakdown (BVgd), and main-
tain good gate-to-channel aspect ratio with smaller gate size. A linear dependency 
of the breakdown voltage on the buffer thickness and on the buffer aluminum con-
centration was found. A breakdown voltage as high as 830 V and an on-resistance as 
low as 6.2 Ω mm were obtained in devices processed on 3.7-μm buffer thickness and 
a gate–drain spacing of 8 μm [55]. Recently, the increase in BVgd (700 V) with low 
specific on-resistance values (0.68 mΩ cm2) were also observed via the introduction 
of back barrier AlGaN and multiple grating field plates in the conventional AlGaN/
GaN HEMT structure [56].

Devices made of AlGaN/GaN/AlGaN/GaN multilayer show high current drive, 
low buffer leakage, and fast frequency response. Distinct double-channel behavior 
can be observed in DC and RF small-signal characteristics. Large-signal charac-
terization of the double-channel HEMTs suggests that trapping/detrapping of sur-
face states in the gate-to-drain spacing region is mainly responsible for the current 
collapse. Moreover, double-channel AlGaN/GaN/AlGaN heterostructures were 
also used to improve the off-state breakdown voltage of 110 V for 60-nm-long gate 
HEMTs by keeping the fT as high as 118 GHz [57]. DH HEMT also demonstrated a 
state-of-the-art power added efficiency (PAE) of 53.5% and an associated power gain 
of 9.1 dB at a drain bias of 20 V at 30 GHz [58]. Thus, double-channel HEMTs are 
promising for high-frequency and high-power applications such as millimeter-wave 
communication systems.

14.2.2.3 Lattice Matched InAln/Gan HeMts
In AlGaN/GaN HEMT, higher aluminum content can be used to improve the 
polarization-induced surface charge density and the carrier confinement. However, 
when the aluminum content exceeds 30% in the barrier layer, the onset of AlGaN 
relaxation [31] will reduce the electron mobility significantly. Alternatively, GaN 
HEMTs based on a new heterostructure namely InAlN/GaN can be used to avoid 
such strain-related problems. This is because InAlN with an extremely high Al con-
tent of 0.83 is lattice-matched to GaN. A barrier layer with high Al composition 
leads to not only a large band offset at the heterointerface but also an increase in 
polarization charges [50]. Very high sheet carrier density of 2.7 × 1013 cm–2 has been 
reported in lattice matched InAlN/GaN heterostructures. The large polarization also 
enables thin-barrier structures to keep a high-density two-dimensional electron gas. 
Therefore, in the case of short-gate InAlN/GaN HEMTs, significant enhancement 
in high-frequency characteristics can be expected because of the suppression of the 
short channel effects.

The first significant DC characteristics of unstrained InAlN/GaN HEMTs were 
obtained on Si substrate [59], with a maximum DC output current at room tempera-
ture of IDmax = 1.8 A/mm and gmmax = 180 mS/mm at a gate bias Vg = +5 V. Recently, 
the electron mobility improvement associated with a high 2DEG density resulted in 
more than 2.0 A/mm using a lattice matched InAlN/GaN HEMT on sapphire with 
13 nm barrier and 0.25 μm gate length. This value is about twice as high as that of 
AlGaN/GaN HEMTs [60]. The small-signal microwave performance of InAlN/GaN 
HEMTs is also very comparable with that of AlGaN/GaN HEMTs at a similar gate 
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length that exhibited fT = 53 GHz and fmax = 95 GHz for 0.2-μm gate length. The 
same holds for the small-signal performance for MISHEMTs with a high-k gate 
dielectric such as Al2O3 [60]. The device RF power of greater than 5 W/mm at 4 
GHz was recently achieved with a lattice matched structure using a SiN passivation 
without field plate technology at VDS = 30 V. Very recently, a record high IDmax of 2.8 
A/mm at Vg = +2V and gmmax = 690 mS/mm was achieved on 100 nm gate In0.17AlN/
GaN HEMT with ALD grown Al2O3 passivation [61]. Very recently, Sun et al. [62] 
achieved fT = 205 GHz, fmax = 191 GHz, IDmax = 2.3 A/mm at Vg = 0 V and gmmax = 
575 mS/mm in 55 nm gate In0.14AlN/GaN HEMTs [62]. A record high operating 
temperature of 1000°C was achieved on InAlN/GaN HEMTs [63]. Thus, the lattice 
matched InAlN/GaN HEMTs can be usable for millimeter communication systems 
at elevated temperatures.

14.2.2.4 Quaternary Barrier HeMts
In conventional AlGaN/GaN HEMTs, further improvement in device performance 
can be expected by increasing the Al content of the AlGaN barrier layer [31, 33]. 
However, with further increase in Al content, the increasing lattice mismatch between 
AlGaN and GaN will reduce the critical thickness of a fully strained AlGaN bar-
rier, resulting in uncontrolled local relaxation at the heterointerface via generation 
of misfit dislocation and cracks. To solve the problem, quaternary Al0.22In0.02GaN 
was proposed [64, 65] to replace AlGaN as the barrier because of the following two 
advantages. First, the quaternary barrier can allow the independent adjustments of 
the bandgap and lattice constant, by which the built-in strain can be controlled below 
the critical value before the occurrence of relaxation. Second, larger polarization 
in the quaternary AlInGaN barrier via significant Al incorporation increases mainly 
the spontaneous polarization. This is because theoretical calculation predicted that 
the spontaneous polarization was as large as the piezoelectric polarization in wurtz-
ite group III nitrides.

The spontaneous polarization-induced high-density 2DEG was also observed 
on lattice-matched AlInGaN/GaN heterojunction interface [65], which was a direct 
experimental evidence of aforementioned theoretical prediction. Up to now, although 
numerous researches have been conducted with respect to quaternary AlInGaN, 
most of them were concentrated on the luminescence applications of AlInGaN [66] 
rather than on its electronics applications [67–69]. Liu et al. [68] achieved low gate 
leakage current and smaller drain current collapse in Al0.22In0.02GaN/GaN HEMTs 
when compared to the conventional Al0.2Ga0.8N/GaN HEMTs. By varying the Al 
content in AlxIn0.02GaN (x = 10%, 17%, 22%, and 31%) barrier layer, it is possible to 
shift the Vth toward the positive direction for the achievement of E-mode devices [69]. 
Thus, quaternary barrier HEMTs is promising for both high-performance D-mode 
and E-mode devices.

14.2.2.5 n-Face Gan/AlGan HeMts
In spite of the impressive device performance, Ga-face AlGaN/GaN HEMTs are 
still limited by parasitic resistances, particularly the high source and drain ohmic 
contact resistances [3, 6, 70–72]. Several efforts have been undertaken to reduce the 
ohmic contact resistance for Ga-face AlGaN/GaN HEMTs, but it has been difficult 
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to achieve values lower than 0.20 Ω mm [45, 51, 73]. However, N-face GaN has 
recently attracted a lot of attention for potential device applications, especially in 
fabrication of ultralow contact resistance HEMTs [74]. This is because metal con-
tacts can be made directly on the GaN surface avoiding the large bandgap AlGaN 
barrier. Moreover, the wider bandgap AlGaN layer, which is located below the GaN 
channel layer in N-face devices, provides a natural back barrier to the channel elec-
trons when the transistor is biased near pinch-off. This, in turn, will improve the 
confinement of the carriers, particularly in deep submicrometer devices, and thus 
enhance the RF performance of GaN devices [75]. Unintentionally doped N-face 
GaN grown by MOCVD has a higher oxygen background doping than Ga-face GaN 
because of the large difference in the adsorption energy for oxygen (1.3 eV/atom) 
between the N- and Ga-face surfaces [76]. The selectivity of oxygen doping results 
in a dramatic difference in the electrical conductivity between the two different 
polarities: Ga-face GaN is semi-insulating, whereas N-face GaN has an n-type car-
rier concentration of ~1019 cm–3 when grown simultaneously within the same reactor 
[77]. In order to obtain semi-insulating N-face GaN, it is necessary to compensate 
for the oxygen background doping by Fe doping [78]. Although promising results 
were demonstrated, HEMTs having an N-polar channel may have drawbacks such 
as a low Schottky barrier height that requires dielectrics to reduce the gate leakage 
current [75].

N-face GaN/AlGaN HEMT structures were grown either on 4° miss-cut toward 
the a-plane Sapphire or C-face 4H-SiC substrates by MOCVD. The typical N-face 
GaN/AlGaN HEMT structure consists of (from the substrate) GaN with delta 
doping, 25 nm of Al0.33Ga0.67N, 5nm of GaN channel, 25 nm of Al0.1Ga0.9N, and 
5 nm of Si3N4. To suppress the gate leakage current, the in situ grown thin SiN 
and Al0.1GaN cap layers were utilized [79]. The grown N-face GaN HEMTs by 
MOCVD on sapphire substrate exhibited 2DEG mobility of 1100 cm2/V s with a 
sheet carrier density of 9 × 1012 cm–2. Slightly higher 2DEG mobility of 1200 to 
1700 cm2/V s with sheet carrier density of ~1 × 1013 cm–2 were also demonstrated 
on C-face 4H-SiC substrate by plasma-assisted MBE (PAMBE) [80, 81]. Contact 
resistance as low as 0.16 Ω mm has also been demonstrated on N-face GaN by n+-
GaN cap layer with nonalloyed ohmic contact [74]. Recently, through the bandgap 
engineering, ultralow nonalloyed ohmic contact resistance of 27 Ω μm (=0.027 Ω 
mm) was also achieved on N-face GaN/AlGaN HEMTs using InGaN regrowth by 
PAMBE [81].

Rajan et al. [79, 82]* first demonstrated N-face HEMTs with fT and fmax of ~20 and 
~45 GHz, respectively, with Lg = 0.7 μm. Wong et al. [80] reported the first RF large 
signal power performance: Pout = 4.5 W/mm with 34% PAE at 4GHz, VDS = 40 V. 
Dora et al. [83] introduced a single 3-nm AlN back barrier in between the delta-
doped GaN and channel GaN to reduce the alloy scattering. This single-layer AlN 
back-barrier structure showed room-temperature 2DEG mobility of 1350 cm2/V s 
with sheet carrier density of 7.7 × 1012 cm–2. The device IDmax is 700 mA/mm at Vg = 
+1 V with a two terminal breakdown voltage >45 V at 1 mA/mm. The fT and fmax 

* Rajan et al. first demonstrated N-face HEMTs with fT and fmax of ~20 GHz and ~45 GHz, respectively, 
with Lg = 0.7 μm.
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of these devices are 17 and 37 GHz, respectively. Wong et al. [75, 84] demonstrated 
minimal large signal dispersion with Pout of 8.1 W/mm and PAE = 54% at 4 GHz. 
To further increase the 2DEG density, two AlN layers (dual back-barrier) were intro-
duced between the GaN spacer and achieved sheet carrier density of 1.1 × 1013 cm–2 
with 2DEG mobility of 1400 cm2/V s. A device based on this structure also exhibited 
good performance with IDmax of 1000 mA/mm, gmmax = 200 mS/mm, fT = 17 GHz 
and fmax = 58 GHz. At 10 GHz, the device achieved Pout = 5.7 W/mm with PAE of 
56% at 28 V; and Pout = 5.1 W/mm with PAE of 53% at 28V. These preliminary 
results showed the good potential of N-face GaN HEMTs for future high-power, 
high-frequency applications.

14.2.2.6 Field Plate Assisted Gan HeMts
Normally, AlGaN/GaN HEMTs are able to operate at very high drain bias condi-
tions > 48 V. However, because of the generation of high electric potential between 
the gate–drain region, the devices will suffer from drain current collapse and pre-
mature device breakdown. To suppress these undesirable effects, SiN passivation 
or SiO2/SiN passivation has been utilized. Because of high electrical potential in 
the gate–drain region, the material breakdown strength was not able to reach the 
theoretical limit of 3.3 MV/cm [1]. Many applications such as base stations, satellite 
communications, automobile, industry, and military are in need of very high break-
down voltage solid-state devices to achieve higher power density. To achieve this, 
many research groups have tried to achieve this by adding an additional metal plate 
on top of the gate extended to the drain region or “field plate” (FP). This FP is sepa-
rated by a dielectric layer (e.g., SiN). The added FP helps to distribute the generated 
potential in the gate–drain region. By implementing the field plate, state-of-the-art 
power densities have been achieved in AlGaN/GaN HEMTs on sapphire, SI-SiC, and 
silicon substrates [85–87]. To increase the breakdown voltage, gamma-gate, single 
FP, double FP, multiple FP, tapered FP, gate-terminated FP, and source-terminated 
FP have also been investigated [4].

Recently, the power performance of GaN-based FETs has been remarkably 
improved by using the FP structure. Cree Inc. demonstrated a total output power of 
280 W with a power density exceeding 40 W/mm using FP technology [3]. In this 
structure, however, increased gate–drain capacitance (Cgd) leading to reduced gain 
has been one of the issues. A method that proved to be effective in reducing Cgd is by 
the introduction of the source-terminated FP [4, 88]. The dual-FP structure, which 
combines a conventional FP and a source-terminated FP, was also applied to AlGaN/
GaN FETs to simultaneously improve collapse, breakdown, and gain characteris-
tics [88]. Recently, about 65% of PAE has been achieved by implementing source- 
connected FP in GaN on Si HEMTs [89].

Recently, significant research efforts worldwide have also been focusing on the 
development of high-power switching devices [20–22, 51, 72, 90] to replace Si-based 
LDMOS. Recently, the breakdown voltage of 700 V with low on-state resistance of 
0.68 mΩ cm2 has been demonstrated using multiple grating field plates on AlGaN/
GaN/AlGaN DH field effect transistors [56]. The field plate technology is an impor-
tant tool for the enhancement of breakdown voltage, device output power with gain, 
and efficiency.
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14.2.2.7 Gan Metal–Insulators–semiconductor HeMts
Insulated-gate AlGaN/GaN HEMTs, that is, GaN-based metal–insulator–semicon-
ductor (MIS)-HEMTs, have recently attracted considerable attention [21, 75, 91–99]. 
This is because it has been shown to be capable of substantially reducing the large 
gate leakage current, which is generally observed in conventional HEMTs. There are 
different types of gate insulators used for the fabrication of GaN MISHEMTs: SiO2 
[91–93], Si3N4 [91, 93–95, 99], SiON [93], Al2O3 [96, 97], AlN, AlON, and ZrO2 [98]. 
Arulkumaran et al. [91] achieved low-interface state density from PECVD grown 
SiO2/GaN MIS diodes. Khan et al. [92] demonstrated the first GaN MISHEMT 
using SiO2 as an insulator. About 4 orders-of-magnitude low gate leakage current 
was observed when compared with conventional AlGaN/GaN HEMTs [92]. An 
improved DC and small-signal characteristics were observed by keeping a thin layer 
of Si3N4 under the gate electrode. Si3N4 was deposited by PECVD with N2 gas and 
without NH3 gas. The SiN with NH3 exhibited improved both DC and small-signal 
characteristics [95].

Excellent DC and RF performance was observed on subnanometer (~30 nm) 
gate length SiN/AlGaN/GaN MISHEMTs with fT = 193 GHz [99]. Recently, Al2O3/
AlGaN/GaN MISHEMTs exhibited the state-of-art high-frequency (10 GHz) noise 
characteristic with the minimum noise figure of 1.5 dB [96]. High linearity has also 
been demonstrated using Al2O3 gate-based AlGaN/GaN MISHEMTs on HR-Si sub-
strate [97]. The maximum oscillation frequency greater than 200 GHz has also been 
demonstrated by MISHEMT approach on lattice matched InAlN/GaN heterostruc-
tures [62].

For the demonstration of high IDmax E-mode operation of threshold voltage 
between 2 to 4 V, triple cap layer [n-GaN (2nm)/i-AlN (2nm)/n-GaN (2nm)] struc-
ture has been used on the conventional Al2O3/AlGaN/GaN MISHEMT structure 
[8]. To achieve the E-mode operation, gate recess plus 20-nm-thick Al2O3 as a gate 
dielectric has been utilized. Using this structure, an IDmax of 600 mA/mm, Vth of 
3 V, BVgd > 1600 V with Rds[on] of 12 Ω mm, and a very small drain current collapse 
was achieved. For the demonstration of millimeter-wave operating devices, 0.12-μm 
Y-shape gates were used with impressive maximum oscillation frequencies in the 
range between 205 and 300 GHz [8]. The improved device fT is believed to be attrib-
utable to the lower parasitic gate capacitances as compared to standard T-shape gate.

14.3 deVICe FABrICAtIon

As shown in Figure 14.3, a typical fabrication process of AlGaN/GaN HEMTs con-
sists of: (1) mesa isolation; (2) ohmic contact formation; (3) EBL mark formation 
and annealing; (4) pad interconnection metallization; (5) gate formation; (6) device 
passivation; (7) substrate thinning and via-hole formation. 

14.3.1 Mesa isolation

At present, there are three methods to achieve device isolation. The more widely 
used method is by dry etching process using chlorine (Cl2)-based plasma. For the 
fabrication of planar devices, implantation by different ion species (P/He, O2, and 
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Ar) [100–102], and high-temperature annealing in an oxygen atmosphere [103] were 
used. However, mesa isolation by ion implantation needs to be able to withstand 
subsequent ohmic contact annealing. Regardless of the method used, in order to 
achieve good transistor characteristics, low buffer leakage current is essential. The 
buffer leakage current is closely determined by the material quality of the GaN 

AlGaN/GaN HEMT
structure

Step 1: Mesa isolation

Step 2: Ohmic contact
metallization

Step 3: EBL mark
formation and annealing

Step 4: Pad interconnection
metallization (optical litho)

Step 5: Gate formation (EBL)

Step 6: Device passivation

FIGure 14.3 Process flow for GaN HEMT fabrication.



390 Nano-Semiconductors: Devices and Technology

buffer layer. Several mesa etching processes have been described in the literature. 
A Cl2/BCl3 inductively coupled plasma (ICP)-RIE plasma dry etch was used by 
Arulkumaran et  al. [13–16]. A Cl2-based ECR process was also used for device 
isolation by Eastman et al. [104]. The typical etch depth was 200 nm. A medium RF 
power (10 W) BCl3–based RIE etch process was also described Arulkumaran et al. 
[40, 105]. The addition of CH4 to BCl3/H2/Ar during ICP-based RIE improves the 
anisotropy of the etch and reduces the mask erosion [106]. For good device isolation 
behavior, the typical buffer leakage currents between the mesa structures have to be 
≤1.0 nA at voltages of ±100 V. This is equivalent to resistances of 10 MΩ cm and 
above [107].

14.3.2 oHMiC-ContaCt ForMation

After the mesa isolation, the wafer will go through optical lithography for ohmic con-
tact formation. To achieve high performance devices, low contact resistance values 
are of paramount importance. The usual contact scheme in AlxGa1–xN/GaN HEMT 
structures typically utilizes a bilayer of Ti and A1 as contact metals because of their 
low work functions (4.33 and 4.28 eV, respectively). The true ohmic behavior of Ti/ Al 
begins when annealing (900°C for 30 s) allows the A1 to diffuse through the Ti to the 
underlying semiconductor. Although it may seem that A1 alone would be sufficient 
to provide ohmic behavior, the contacts are greatly improved by the presence of Ti. 
Upon annealing, the Ti interacts with the semiconductor surface to form TiN. This 
reaction consumes nitrogen atoms leaving nitrogen vacancies that act as donors in the 
semiconductor, making the barrier thinner and easier to tunnel through. In addition, 
TiN fortunately has a very low work function (3.74 eV). The most common ohmic 
metallization in use today utilizes Ti/Al/Ni/Au [45, 51, 68–72]. In this scheme, the Ti/
A1 bilayer creates the ohmic contact, the Ni separates the intermixing of A1 and Au. 
The Ti/Al/Ni/Au ohmic contact scheme typically yields contact resistances of Rc = 
0.2–0.75 Ω mm and specific contact resistivity of ρc = 1 × 10–6 Ω cm2. Figure 14.4 
shows the cross-sectional TEM image of the annealed ohmic contact with AlGaN/
GaN HEMT structure. Besides the good electrical characteristics, it is also desirable 
to have smooth surface morphology for the ohmic contact to facilitate subsequent 
gate formation process by electron beam lithography (EBL).

High temperature (800–900°C for 30 s) rapid thermal annealing (RTA) of 
Al-based ohmic metallization will lead to the formation of rough surface morphol-
ogy (see Figure 14.5), which is not desirable. To improve the surface morphology 
of the ohmic contacts, researchers have also tried to explore Al-free ohmic-metal 
scheme such as Ti/Mo/Ni/Au, Si/Ti/V/Ni/Au, since Al is the major cause of surface 
roughness [71, 72]. To reduce the access resistance, silicon implantation [44, 108, 
109], ohmic-recess etching [45, 47, 90], and regrowth of silicon doped GaN [110, 111] 
were also used. For silicon implantation in the ohmic contact, activation of silicon 
ions required an annealing temperature of up to 1500°C [108]. Through Si implanta-
tion, the contact resistance of Ti/Al/Ni/Au contacts achieved was as low as 0.02 Ω 
mm, at a dose of 5 × 1015 cm–2 [109].

To improve the ohmic contact in AlN/GaN insulated gate FETs, Kawai et al. 
[110] introduced for the first time regrown n+-GaN on source and drain regions after 
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selectively removing 4-nm-thick AlN insulator [108]. In this case, Ti/Al/Au contacts 
are deposited and annealed at 900°C at 30s in N2 atmosphere. The contact resistance 
value of 0.22 Ω mm was achieved with the regrowth method. Very recently, HRL 
demonstrated extremely low access resistance of 0.07 Ω mm and 0.09 Ω mm was 
achieved for E-mode and D-mode GaN HEMTs, respectively, using MBE regrowth 
of n+-GaN [111]. Through this, a 75% increase in gm (700 mS/mm) was achieved 
when compared with a previous report. Lee et al. [112] demonstrated low contact 
resistance values (0.04 Ω mm) on InAlN/GaN HEMTs using ion implantation with 
80–85% of dopant activation by annealing.

Au
Au

TD

TD

Al

Al

Al-Ni

Ti

Ti/Al/Ni/Au
Ohmic contact

Annealied at 850˚C for 30 s

20 nm
GaN

AlGaN

FIGure 14.4 Cross-sectional TEM picture of annealed Ti/Al/Ni/Au ohmic contact on 
AlGaN/GaN HEMT structure.

FIGure 14.5 Surface morphology of rapid thermal annealed ohmic contacts to AlGaN/
GaN HEMT.
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14.3.3 Gate ForMation by ebl

To achieve excellent microwave performance with high output power, a shorter gate 
is essential for the modulation of the 2DEG. However, a shorter gate can result in 
larger gate resistance for a given gate metal thickness, which will degrade the device 
performance and the power gain of the device at high frequency. To obtain a shorter 
gate footprint together with smaller resistance, a T gate (or mushroom gate) is typi-
cally used. Several technologies such as trilayer resist process, multiple EBL, x-ray 
lithography, and deep UV phase shifting mask lithography have been developed for 
the fabrication of mushroom gate structure.

After the ohmic contact formation followed by align key formation for pattern 
recognition by etching process, a layer of polymethylmethacrylate (PMMA) (dis-
solved in chlorobenzene, 2.0 wt%) was coated and baked, followed by a layer of 
MMA–PMMA copolymer (dissolved in ethyl lactate, 11.0 wt%) photoresist coated 
and baked. Then, an electron beam writing system was used to open the required 
gate patterns. The top MMA–PMMA’s sensitivity to the electron beam was higher 
than that of the bottom PMMA, resulting in the mushroom shape gate. After expo-
sure, the sample was developed using a methyl-iso-butyl-ketone (MIBK)/isopropa-
nol (IPA) = 1:3 solution at room temperature. A Ni/Au bilayer metal was subsequntly 
deposited using electron beam evaporation system. Finally, after normal liftoff, the 
T shape or mushroom shape gate metal was formed. Figure 14.6 shows SEM pictures 
of the T-gate. Γ-shaped gate, instead of symmetrical T-shaped gate, has also been 
used to attain a larger gate-to-drain spacing, and thus increase the device breakdown 
voltage. These Γ-shaped gates were also formed using a similar EBL approach with 
the support of the SiN dielectric layer.

As a general trend, the Schottky contacts on AlGaN barrier were higher than 
those on GaN. Nitronex, Cree, Fujitsu/Eudyna, RFMD, UCSB, NTU, and NEC 
reported the use of Ni/Au [24, 34, 36, 45, 88, 99]. The underlying Ni layer acts as the 
Schottky metal, whereas the thick Au helps to reduce the parasitic gate resistance. 
Triquint reported the use of Pt/Au for high-power e-beam defined field-plate gates 
[89]. Nagoya Institute of Technology used Pd/Au as a gate metal [13, 18, 31–33, 37, 

0.3 µm

FIGure 14.6 Top view of SEM picture of the fabricated 0.3 μm gate on AlGaN/GaN 
HEMT structure.



393GaN HEMTs Technology and Applications

39–41, 68–72, 113]. Other gate-stack options, such as Ir or W, can be useful espe-
cially for high-temperature operation. The high-temperature suitability studies were 
done by furnace annealing at different temperatures [78, 113].

After the gate formation, a post-gate annealing (400°C for 5 min in N2 atmo-
sphere) can be used to stabilize the gate. Studies have shown that the gate leakage 
current even decreases up to 3 orders of magnitude with this post-gate annealing 
process [71]. This post-gate annealing also improved the small-signal parameters 
such as fT and fmax.

For the fabrication of MISHEMTs, thin dielectric layers such as SiO2, Si3N4, 
SiON, Al2O3, HfO2, and Ta2O5 will be deposited before the gate formation. A thin 
layer of insertion in between the gate dramatically suppressed the gate leakage cur-
rent [21, 91–95] by maintaining the high device linearity [97]. The performance of 
GaN MISHEMTs has already been discussed in Section 14.2.2.7.

14.3.4 deviCe passivation

The passivation layer reduces the active trap concentration at the surface of GaN 
or AlGaN. The deposited dielectric saturates dangling bonds at the ungated semi-
conductor surface to vacuum. With the application of optimized interface passiv-
ation, the interface neutralizes the net surface charge, in both static and dynamic 
sense. The net surface charge arises from a polarized cap layer (i-GaN or n-GaN) or 
AlGaN barrier and from the residual surface states resulting from dangling bonds, 
absorbed ions, or charge surface residual materials (e.g., oxides and nitrides [113]). 
Much attention has been focused on the reduction of surface states using different 
passivation dielectrics. SiO2, Si3N4, and SiON are shown to be able to suppress these 
states [114–117]. Silicon nitride is the most popular dielectric for the III-N material 
system. Most research groups are using SiN as a passivation layer to mitigate the 
drain current collapse, reduction of frequency dispersion, changes in leakage current 
with breakdown voltage, and also to protect the active region from atmospheric air. 
Moreover, SiN passivation enhances the sheet carrier density, which was confirmed 
by Hall measurements [118, 119].

Various methods and recipes are available for the deposition of Si3N4. For exam-
ple, PECVD, ECR-PECVD, ICP-PECVD, CAT-CVD, and MOCVD have been used 
[99, 116]. SiN, grown under NH3-rich conditions at higher temperature gives the best 
power performance of the devices [120]. The effects of passivation on device perfor-
mance are discussed in Section 14.4.

14.3.5 substrate tHinninG and via-Hole ForMation

High power AlGaN/GaN HEMTs for microwave applications are processed on sap-
phire, semi-insulating SiC, and high-resistivity silicon substrates that are typically 
300 to 600 μm thick. To boost the performance of these transistors, vertical metal 
interconnects (vias) with low inductance between the source pads on the front and 
the ground electrode on the backside are required. These vias can also provide an 
additional advantage of dissipating the heat in the gate–drain region. Furthermore, 
since a thermally and electrically grounded drain is not required as well as the 
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complicated air-bridge fabrication process, this can simplify the fabrication process 
and increase the device reliability as air-bridge structures regularly deform at high 
temperature [121].

SiC and sapphire are both very hard materials and chemically inert, which make 
them very difficult to etch for vias formation. To avoid the via etching step, research 
groups have tried flip chip technology in AlGaN/GaN HEMTs or MMICs on sap-
phire substrates [122]. Up to now, only advanced ICP etching has been able to pro-
vide significant etching rates of ~1.0 μm/min. The fabrication of vias through SiC 
and sapphire substrates requires time-consuming mechanical thinning to a thickness 
of ~100 μm [123], thereby diminishing the advantageous excellent heat spreading 
from the substrate. Moreover, plasma etching requires processing of a resistant mask 
[124]. To overcome these issues, a nanosecond pulsed UV laser has been applied to 
drill through substrates to form the vias and bind microholes into single crystalline 
SiC substrate [125].

There is also significant interest in the use of Si substrates because of its lower 
costs and its capability for scaling to larger wafer diameters. Specifically, the lower 
substrate cost, the same tooling factors as those used in the silicon industry (back 
side processing, die attach technology), and scalable processing for large diameter 
wafers allow for economical manufacturing of devices and monolithic integrated 
circuits. Enhancement of heat dissipation from devices, through vias with copper 
plating, commonly used in silicon manufacturing processes, has also been imple-
mented on AlGaN/GaN HEMTs on Si substrate by Chen et al. [126].

To avoid back-side alignment process, Panasonic has tried using source-via holes 
formation by etching the GaN/Si structure from the front side of the wafer [127]. 
They have also tried the front-side via-hole formation using laser drilling in GaN 
HEMTs on sapphire substrate [20]. After the via formation, a layer of electrically and 
thermally conductive metal is deposited on the backside of the substrate. Typically, 
a gold layer with a thickness of ~3–5 μm is used. Besides gold, copper has also been 
used because of its high thermal conductivity and lower cost compared to gold. After 
backside metallization, the entire wafer is to be diced up for subsequent packaging. 
GaAs and InP substrates are brittle and have a natural cleaving plane (110), which 
can be easily scribed into dies. In contrast, sapphire and SiC are very hard materials 
that require diamond wheel sawing tool for dicing purposes. For Si (111) substrate, 
because of the lack of natural cleaving plane in the (110) plane, a diamond wheel dic-
ing tool is also required to dice the chips for packaging.

14.4 deVICe PerForMAnCe

GaN-based HEMTs have achieved excellent device performance since it was first 
reported in 1993. To date, GaN HEMTs hold the best power performance record 
among all semiconductor transistor technologies [3–5]. More recently, they have 
also been making excellent progress in terms of low-noise and millimeter-wave 
performance [7, 8]. However, GaN-based HEMTs also suffer from several anoma-
lous effects such as current-collapse and RF dispersion. In this section, the effect of 
device passivation on GaN HEMT DC and RF performance and their temperature-
dependent characteristics will also be discussed.
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14.4.1 eFFeCts oF passivation

14.4.1.1 dC and Pulse I–V Characteristics
Figure 14.7 shows typical (a) drain current–voltage (IDS–VDS) and (b) transfer char-
acteristic of 40-μm-wide unpassivated AlGaN/GaN HEMTs. A maximum drain 
current density (IDmax) and a gmmax of 717 mA/mm at Vg = +2 V and 212 mS/mm 
at VD = 4 V, respectively, were observed for a 2.5-μm drain–source gap AlGaN/
GaN HEMTs. The unpassivated devices suffer from severe current collapse. AlGaN/
GaN HEMTs also suffer from RF dispersion, which can be overcome through proper 
surface passivation to achieve a high device output power. Many researchers have 
tried the Si3N4 passivation layer to reduce current collapse in AlGaN/GaN HEMTs 
[128–134]. To date, the effect has usually been discussed in terms of charged surface 
states that deplete the channel in the extrinsic gate–drain (G–D) region of the transis-
tor [117, 128, 131]. Both passivation and surface doped/undoped screening/cap layers 
to AlGaN surface have been shown to mitigate dispersion/current collapse effects in 
GaN HEMTs [11, 13, 115, 116]. Until now, it has been not very clear if the cause for 
the current collapse in AlGaN/GaN HEMTs is attributable to surface-related traps, 
bulk-related traps, or a combination of both [132]. The drain current (ID) collapse 
effect is due to the G–D region passivation in AlGaN/GaN HEMTs as the G–D 
region also plays a vital role in ID collapse and breakdown voltage (BV). The identi-
fication of an additional trap level at +0.61 eV was responsible for the severe current 
collapse in sapphire-based AlGaN/GaN HEMTs [131]. Severe current collapse of 
AlGaN/GaN HEMTs was also observed when the G–S access region was stressed 
[133]. A detailed study of the G–D passivation effects was reported by Palmour et al. 
[123]. Si3N4 with a thickness of 120 nm was deposited by silane/NH3-based PECVD 
at 300°C. In this study, four types of AlGaN/GaN HEMTs were fabricated on Si 
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substrates as shown in the inset of Figure 14.8. They are (a) unpassivated (device A) 
and fully passivated (device B), (b) G–D passivated only (device C), and device C 
with additional full passivation (device D).

For the evaluation of ID collapse behavior after passivation, pulsed IDS–VDS mea-
surements (pulse width = 200 ns with a pulse period of 1 ms) were carried out with 
electrical stresses applied to the G–S region and to the G–D region separately. The 
G–S (gate–lag measurements) and G–D (drain–lag measurements) electrical stresses 
were applied by varying gate quiescent voltages for a fixed drain quiescent voltage 
[(VGS0, VDS0) = (–4 to +1, 0)V] and by varying drain quiescent voltages for a fixed gate 
quiescent voltage [(VGS0, VDS0) = (0, 0 to 20) V], respectively. When applying G–S 
stress, the surface states act as electron traps located in the access regions between the 
metal contacts. The trapped electrons deplete the 2DEG in the access region of the 
device, thereby limiting the current. When applying G–D stress, the deep/bulk/buffer 
related traps are responsible for the depletion of 2DEG followed by ID collapse [129].

Figure 14.8 shows the IDS–VDS characteristics of (a) devices A and B and (b) 
devices C and D. Both the ID density (IDmax = 503 to 611 mA/mm) and the extrinsic 
transconductance (gmmax = 206 to 228 mS/mm) of the devices increased after Si3N4 
passivation. Figure 14.9 shows the normalized ID of devices A, B, C and D, which 
were electrically stressed in the G–S and G–D regions separately. From this graph, it 
is clear that device A suffers severely from ID collapse due to the surface- and bulk-
related traps [115, 116, 131, 134]. With reference to device A, about 24% and 17% 
of ID collapse suppression in device C and 61% and 30% of ID collapse suppression 
in device D was observed when the devices were electrically stressed in the G–S 
[(VGS0, VDS0) = (–4,0) V] and G–D [(VGS0, VDS0) = (0,20) V] regions, respectively. 
About 81% and 47% of ID collapse suppression in device B was observed while 
stressing the device in the G–S and G–D regions, respectively. From this, we found 
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that the ID collapse related surface traps are effectively passivated for about 81%. The 
remaining ID collapse of 19% may have been influenced by bulk/buffer-related traps. 
Although devices B and D are fully passivated with SiN, the discrepancy between 
the devices could be the difference in bulk trap density of the devices. The surface 
traps may have completely passivated. Because of this, the full Si3N4 passivation 
suppressed more than 80% of the ID collapse in device B. To suppress the ID collapse 
completely, the device structure needs to be free from surface-related and bulk/buffer- 
related traps [128].

The passivation of Si3N4 reduces the breakdown voltage (BV) of devices B, C, 
and D. The decrease in BV is attributable to the increase in gate leakage current 
[135]. The increase in gate leakage current after low temperature deposited Si3N4 
passivation [136] and the decrease of BV have also been previously reported [117]. 
To enhance the breakdown voltage, combination of SiO2 and Si3N4 was utilized by 
Ha et al. [137].

The effects of passivation in the G–S and G–D regions on ID collapse in AlGaN/
GaN HEMTs were studied. Both the IDmax and gmmax of the devices increased after 
Si3N4 passivation. The unpassivated HEMTs showed severe ID collapse (96%). The 
devices with G–D passivation and additional full passivation of G–D passivated 
devices suppressed only 14% of the ID collapse. However, device B with full passiv-
ation suppressed more than 80% of the ID collapse. From this, we conclude that the 
AlGaN/GaN HEMTs with full passivation (including G–S and G–D access region) 
is required to effectively suppress the ID collapse. The ID collapse of HEMTs with 
full passivation of Si3N4 is dominantly affected by bulk/buffer traps rather than the 
surface-related traps [128].
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14.4.1.2 rF Characteristics
Device passivation has a substantial impact on device microwave performance. 
Figure 14.10 shows the cutoff frequencies for unpassivated and passivated 0.3 μm 
gate AlGaN/GaN HEMT fabricated on high-resistivity Si substrate with fT = 12 
GHz and fmax = 28 GHz. The fmax/fT = 2.3 suggests that there is no buffer or sub-
strate-based charge coupling effects that normally occur on poor buffer GaN and 
conducting silicon substrate. The fT × Lg is 9.44 GHz μm, which is good com-
pared to the highest value (12.6 GHz μm) reported for Si3N4 passivated AlGaN/
GaN HEMTs on thinned (~150 μm) HR Si substrate. Si3N4 passivation also helps 
improve high frequency noise measurement. Improved noise performance by Si3N4 
passivation was also reported by Liu et al. [138]. About 25% of improvement in 
the minimum noise figure (0.52 dB, from 2.03 to 1.51 dB) and 10% in the associ-
ate gain (1.0 dB, from 10.3 to 11.3 dB) were observed after SiN passivation. The 
improved microwave small signal and noise performance was mainly attributable to 
the increase in intrinsic transconductance (gm0) and the decrease in extrinsic source 
resistance (Rs) [138].

Kikkawa et al. [38] demonstrated GaN HEMTs free of current collapse and 
gm dispersion by Si3N4 passivaton. In contrast to SiN passivation, SiO2 passivated 
HEMTs show slow switching speed with high breakdown voltage (BVgd) due to the 
occurrence of deep traps [128]. To improve the breakdown voltage of the device, 
bilayer passivation with thin layer of Si3N4 followed by thick layer of SiO2 has also 
been used. This bilayer passivation method helps to increase the breakdown volt-
age as well as to mitigate the current collapse in the transistor [139]. Besides Si3N4 
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and SiO2, polymer-based (polyimide and BCB) passivation materials have also been 
used, although less common [140, 141]. The polyimide-passivated HEMTs exhibited 
7.65 W/mm at 18 GHz [140].

Si3N4 with the lowest etch rate provides the best power densities in AlGaN/GaN 
HEMTs [142]. The in situ deposition of Si3N4 on AlGaN/GaN HEMT structure at 
high temperature (980°C, growth rate = 1 nm/s) in an MOCVD reactor revealed 
better performance devices [143]. The deposition occurs at 980°C using disilane and 
ammonia at a growth rate of 1nm/s. The in situ grown SiN by MBE helps to suppress 
DC-RF dispersion and improve RF power performance [144]. The buffered HF etch 
rate (~0.4 nm/s) is much lower than the etch rate (~56 nm/s) for PECVD grown SiN, 
which indicates that the MBE grown SiN had a higher density. Higher-density SiN 
film is good for low RF-DC dispersion. Based on these results, SiN passivation sup-
presses drain current collapse, which leads to improved device output power. 

14.4.2 teMperature-dependent CHaraCteristiCs

Apart from high-frequency and high-power applications, GaN HEMTs are also suit-
able for high-temperature applications. For the evaluation of device characteristics at 
high temperature, temperature-dependent DC and RF characteristics are essential. 
Recently, InAlN/GaN HEMTs with operating temperature as high as 1000°C in the 
vacuum have also been reported [63]. In this section, the effect of temperature on 
GaN HEMT performance is presented.

14.4.2.1 dC Characteristics
To realize reliable GaN technology at high temperatures, it is essential to charac-
terize and understand their behaviors at elevated temperatures. The silicon-doped 
metal semiconductor field-effect transistors on sapphire substrate have good pinch-
off characteristics at 400°C and are operational up to 500°C [19]. Superior pinch-
off characteristics at 400°C in AlGaN/GaN HEMTs on SiC substrates have been 
observed by Maeda et al. [10]. AlGaN/GaN HEMTs were tested up to 425°C in an 
oxidizing environment for reliability purposes [145]. Daumiller et al. [146] evaluated 
the stability of AlGaN/GaN HFETs under high-temperature stress up to 800°C. The 
comparative study of two different substrate (sapphire and SiC)-based GaN HEMTs 
devices at elevated temperatures were also reported [13].

The decrease in ID and gm with the increase in temperature has been observed. The 
decreased ratio of gm and ID was similar for both HEMTs on sapphire and SI–SiC 
substrates at and above 300°C. HEMTs on SiC substrates showed better DC char-
acteristics after being subjected to thermal stress up to 500°C. Although SiC-based 
HEMTs showed better characteristics up to the temperature of 300°C, compared 
with sapphire-based HEMTs, similar DC characteristics were observed on both at 
and above 300°C. For high-temperature applications ≥300°C, additional cooling 
arrangements are essential for both devices [13]. Temperature-dependent DC and RF 
measurements were also studied for GaN HEMTs on HR-Si substrate [14].

Figure 14.11 shows the IDmax and gmmax and fT and fmax of AlGaN/GaN HEMTs on 
HR-Si substrate as a function of temperature. With respect to the values of gmmax and 
IDmax at 25°C, about 17% increase in gmmax (=171 mS/mm) and IDmax (=514 mA/mm) 
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and 36% decrease in gm (=93 mS/mm) and IDmax (=283.4 mA/mm) were observed 
on AlGaN/GaN HEMTs at −50°C and 200°C, respectively. A similar degradation 
trend has been observed by Arulkumaran et al. [13]. The increase and decrease of 
IDmax and gmmax values with temperature are reflected in the device microwave per-
formance. Through the temperature-dependent gate and drain leakage current mea-
surements, the breakdown mechanism was identified by Arulkumaran et al. [135].

14.4.2.2 rF Characteristics
The resistivity of the buffer/substrate layer has an important role on frequency 
response. Use of high-resistivity buffer layer doubled the fmax to 21 GHz from 10 GHz 
for a conventional buffer. In several studies [14–16], the temperature dependence of 
both DC and small-signal characteristics of AlGaN/GaN HEMTs on HR-Si substrate 
has been reported. Lee et al. [17] have also studied the high-temperature microwave 
power performance of AlGaN/GaN HEMTs on SI-SiC substrate [17]. Similarly, the 
device temperature also affects the frequency and RF output power behavior of GaN 
HEMTs on HR-Si substrate [13–15]. 

As shown in Figure 14.11, fT and fmax decrease significantly (~35%) with the mea-
surement temperature, on account of the decrease in 2DEG mobility and saturation 
velocity [13]. Compared to values measured at room temperature, about 4% and 10% 
increase in fT and fmax and 23% and 39.5% decrease in fT and fmax were observed 
when measured at –50°C and 200°C, respectively. The decrease of fT and fmax with 
the increase in temperature is attributable to the decrease in 2DEG mobility and 
effective electron velocity (Veff = 2πfTLg). An approximately 35% degradation of fT 
with temperature (187°C) has been reported in AlGaN/GaN HEMTs on sapphire. 
From this, it is clear that the degradation of fT in AlGaN/GaN HEMTs on HR Si with 
temperature is smaller than the fT degradation reported in AlGaN/GaN HEMTs on 
sapphire [11]. This is possibly due to the higher thermal conductivity of Si substrate 
when compared to Sapphire substrate.
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The temperature dependence of RF power performance was first reported by 
Arulkumaran et al. [15]. Figure 14.12 shows (a) the device output power (Pout) and (b) 
PAE for different frequencies (3, 6, and 8 GHz) characteristics of passivated AlGaN/
GaN HEMTs measured, VDS = 20V and Vg = –1.0 V. The Pout and PAE of AlGaN/
GaN HEMTs increased after Si3N4 passivation. A maximum CW Pout of 2.26 W/mm 
was observed at a drain bias of 20 V with a PAE of 39.4%. An enhancement of about 
80% in Pout was observed on surface-passivated AlGaN/GaN HEMTs. A direct cor-
relation has been observed between the enhancement of Pout and the suppression of ID 
collapse [13]. The initial Pout of AlGaN/GaN HEMTs at VDS = 20 V were 1.79 W/mm 
for 3 GHz, 1.41 W/mm for 6 GHz, and 1.21 W/mm for 8 GHz. The corresponding 
initial PAE and associated gain were 29.9% and 10.66 dB for 3 GHz, 23.8% and 9.97 
dB for 6 GHz, and 20.7% and 9.23 dB for 8 GHz, respectively. The power character-
istics of the devices were measured and compared at 25°C and 200°C. The device 
Pout decreased at 3.79 mW/°C mm for 3 GHz, 4.33 mW/°C mm for 6 GHz, and 4.27 
mW/°C mm for 8 GHz, respectively. The Pout of HEMTs on SiC at 10 GHz decreased 
at 3.34 mW/°C mm [17]. A slightly higher (0.93 mW/°C mm) rate of decrease in 
Pout was observed in our devices when compared to HEMTs on SI-SiC [17]. This is 
possibly due to the smaller thermal conductivity of Si substrate (kSi = 1.5 W/cm K) 
when compared to SiC substrate (kSi = 5.0 W/cm K). The temperature dependence of 
Pout is also not much affected by measurement frequency [15]. At 200°C, the devices 
showed a Pout of 1.16 W/mm, a PAE of 22.8%, and an associated gain of 7.52 dB 
for the microwave frequency of 3 GHz. No considerable degradation was observed 
in Pout, PAE, and Gain of GaN HEMTs after high-temperature stress followed by 
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load-pull measurements at room temperature [15]. Based on these measurement 
results, it is clear that GaN HEMTs are promising for high-temperature applications.

14.5 Gan HeMt APPLICAtIons

As discussed in previous sections, GaN HEMTs have many attributes that make them 
very attractive for high-frequency and high-power applications. From the amplifier 
point of view, GaN-based HEMTs have many advantages over existing technologies 
(e.g., Si, GaAs, and InP) [5]. The high output power density allows the fabrication of 
much smaller size devices with the same output power. Higher impedance due to the 
smaller size allows for easier and lower loss matching in amplifiers. The operation 
at high voltage due to its high breakdown electric field not only reduces the need for 
voltage conversion, but also provides the potential to obtain high efficiency, which 
is desirable for amplifiers. The wide bandgap also enables it to operate at high tem-
peratures. At the same time, HEMT offers better noise performance compared to 
MESFETs. 

The wide bandgap semiconductors are being used as discrete devices in hybrid 
assemblies and in MMICs. Although the majority of applications are for power 
amplification, the wide bandgap semiconductors, particularly GaN, also provide 
significant advantages for robust low noise receivers and switching power supplies. 
Numerous companies are developing GaN MMICs for applications ranging from 
L-band through W-band. Figure 14.13 shows the GaN high power amplifiers (HPA) 
power data as a function of frequency (L-band to W-band). Most GaN MMICs were 
demonstrated on SI-SiC substrate. The highest power of 550 W at 3.55 GHz was 
achieved in 0.25-μm gate GaN MMIC (28.8 mm) by Cree Inc. Only one report (by 
Mitsubishi Electric., Japan) has demonstrated GaN PA on sapphire substrate, which 
showed output power as high as 35 mW at K-band (21.6 GHz) [147]. The potential of 
GaN has been recognized for some time, but the materials and processing technolo-
gies have only recently reached a level of maturity where device performance can 
be tested and demonstrated experimentally. Progress in this area has largely been 
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driven by a strong market for LEDs and lasers based on GaN and AlGaInN grown 
on SiC substrates, and these developments are now extending to RF device applica-
tions. Indeed, most high-performance GaN devices are also grown on SiC substrates. 
Apart from SiC substrate, good GaN devices were also grown and demonstrated on 
low-cost silicon substrate. Nitronex has observed the highest output power of 154 W 
at 2.14 GHz with a PAE of 65% on HR-Si substrate [148].

Table 14.2 shows the state-of-the-art microwave output power and PAE of GaN 
MMICs achieved to date. Power level as high as 5.2 W at W-band (95 GHz) in GaN 
MMIC on SI-SiC substrate has been achieved, which is the highest among any semi-
conductor devices currently available.

14.5.1 Gan Hybrid aMpliFiers

For base station applications, a number of manufacturers have reported reliable, 
high-power large periphery discrete transistors. GaN hybrid power amplifier capable 
of delivering 200 W of power at 2.1 GHz for W-CDMA applications has been dem-
onstrated by Eudyna [149]. To provide margin for reliable operation, these hybrid 
amplifiers are designed/optimized to operate at relatively lower power densities (3.0 
to 4.0 W/mm) (i.e., backed off from the peak power densities). CREE Inc. has also 
demonstrated compact, high-power microwave amplifiers taking advantage of the 
high voltage and high power density of GaN HEMTs [150]. The devices used had 
28.8-mm periphery with through-via holes used under the source ohmic contacts 
for minimum grounding inductance and elimination of air bridges. A peak power of 
550 W (57.40 dBm) was achieved by Cree Inc., USA, at 3.45 GHz with a 66% drain 
efficiency and 12.5 dB associated gain. An outstanding power efficiency combina-
tion of 521 W and 72.4% is obtained at 3.55 GHz [151]. Such power levels, accom-
panied by high efficiencies, are believed to be highest at about 3.5 GHz for a fully 
matched, single-package solid-state power amplifier, attesting to the great potential 
of GaN HEMT technology.

14.5.2 Gan MMiCs

For MMIC design, two possible techniques—microstrip and coplanar waveguide 
(CPW)—have been used. Each approach has its inherent advantages and both are 
capable of yielding high-performance MMIC HPAs. CPW-based MMICs avoid the 
additional fabrication steps associated with backside processing (wafer thinning and 
via hole etching) and take full advantage of thermal spreading in the high ther-
mal conductivity SiC substrates to maintain low device channel temperatures and 
reliable operation. High power, high efficiency, high gain, multistage CPW GaN 
MMICs have been demonstrated from L through Ka bands in a fraction of the foot-
print of GaAs pHEMT MMICs of comparable output power. CPW devices may also 
be the preferred approach for the heterogeneous integration of GaN and silicon tran-
sistors since silicon technology typically relies on topside metallization schemes for 
interconnects.

With the successful demonstration of manufacturable SiC through wafer via hole 
process, microstrip GaN MMICs are also being designed and fabricated. The GaN 



404
N

an
o

-Sem
ico

n
d

u
cto

rs: D
evices an

d
 Tech

n
o

lo
g

y

tABLe 14.2
state-of-the-Art Power Performance of Gan MMIC at different Frequencies (L-Band to W-Band)

Frequency (GHz) Lg (μm) Pout (W) PAe (%) Gain (dB) Company substrate year

1.5 0.25 500 17.8 Eudyna, Japan SI-SiC June 2006

2.0 0.25 10 84 Cree, USA SI-SiC July 2005

2.14 0.25 368 70 Nitronex, USA HR-Si September 2006

3.45 0.25 550 66 12.5 Cree, USA SI-SiC December 2006

3.55 0.25 521 71 Cree, USA SI-SiC December 2006

5.0 0.25 232 32 8.3 Mitsubishi, Japan SI-SiC August 2007

10 0.25 32 33.3 8.3 Cree, USA SI-SiC June 2002

10 0.30 5.2 80 11 IAF, Germany SI-SiC July 2005

16 0.25 24.2 22 12.8 Cree, USA SI-SiC July 2005

25 0.25 10.7 Panasonic HR-Si July 2010

30 0.18 8.05 31 4.1 Cree, USA SI-SiC December 2006

34 0.18 11 Cree, USA SI-SiC December 2006

35 0.18 4 23 13 Army Research Lab SI-SiC June 2006

76.5 0.12 1.3 10 Fujitsu, Japan SI-SiC October 2010

80.5 0.10 0.316 14 17.5 HRL, USA SI-SiC December 2006

85 0.10 0.5 17 12 HRL, USA SI-SiC October 2008

88 0.10 0.842 14.7 9.3 HRL, USA SI-SiC May 2010

95 0.10 5.2 HRL, USA SI-SiC May 2010
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microstrip MMIC design approach leverages the experience and infrastructure (e.g., 
design and modeling methodologies) of GaAs microstrip MMICs. The via technol-
ogy, and particularly individual source finger via holes, provides an added degree 
of freedom in device and component grounding (as opposed to high density of air 
bridge grounding straps used in CPW designs). However, these advantages come at 
the expense of reduced thermal spreading in the thinner (50–100 μm) SiC substrate. 
Nevertheless, GaN MMICs with similar levels of performance as compared to the 
CPW approach have been achieved, and it is up to the MMIC designer to determine 
which approach provides the best solution for a given application.

GaN HEMTs have also proven to be very attractive and viable as a power source 
for millimeter-wave applications [151–155]. Similar to microwave frequencies, 
microstrip and CPW MMICs have been demonstrated. Cree Inc. showed the perfor-
mance of a microstrip Ka band GaN MMIC power amplifier capable of delivering 
11 W of output power [153]. They have also announced an amplifier with a 1.5-mm-
wide device produced 8.05 W output power at 30 GHz with 31% PAE and 4.1 dB 
associated gain [154]. The output power matches that of a GaAs-based MMIC with 
a 14.7-mm-wide output device but with a 10-times smaller size. A GaN W-band 
MMIC has also been demonstrated by HRL Laboratories on SI-SiC substrate [155]. 
The W-band MMIC is based on an MBE grown device structure and relies on indi-
vidual source via holes, similar to GaAs pHEMTs, to achieve 2.1 W/mm at 80.5 
GHz. Very recently, Fujitsu has demonstrated a W-band (76.5 GHz) GaN MMICs 
(CPW) amplifier with a total power of 1.3 W (31.3 dBm) and 10 dB of gain for 
the first time on SiC substrate using Y-shaped 0.12-μm gate technology [8]. This is 
believed to be the highest power generated from a GaN transistor at millimeter-wave 
frequencies to date. Although there is a long history of microstrip and CPW GaAs 
pHEMT, MHEMT, and InP HEMT devices and circuits operating at millimeter 
wave frequencies, these devices cannot support the power, linearity, and efficiency 
requirements of next-generation systems such as radars, satellite communications, 
and active self-protect systems. The demonstration of GaN devices and MMICs with 
high power densities and usable gain will enable the proliferation of solid-state solu-
tions at millimeter-wave frequencies.
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15 Surface Treatment, 
Fabrication, and 
Performances of 
GaN-Based Metal–
Oxide–Semiconductor 
High-Electron 
Mobility Transistors

Ching-Ting Lee

15.1 IntroductIon

GaN-based semiconductors have been intensively investigated because of their 
inherent advantages including wide and direct energy band gap, high electron drift 
velocity, high breakdown field strength, and superior thermal and chemical stabili-
ties. Because of the significant progress in GaN-based semiconductor film deposition 
techniques, and research on its physical properties, device design, and fabrication 
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techniques, GaN-based semiconductors have been widely used in various applica-
tions, including optoelectronic devices, electronic devices, ultraviolet photodetec-
tors, and gas sensors.

There has been tremendous interest in GaN-based semiconductors and its appli-
cations in high-frequency and high-power electronic devices due to their intrinsic 
advantages. Using a Schottky barrier gate, the metal–semiconductor field-effect 
transistors (MESFETs), heterojunction FETs (HFETs), and high-electron mobil-
ity transistors (HEMTs) have been reported [1–3]. For example, high-performance 
AlGaN/GaN metal semiconductor HEMTs (MESHEMTs) have been demonstrated 
for various applications. However, the large gate leakage current through the 
Schottky barrier, which is a serious problem for devices operating at higher tem-
peratures, and current collapse phenomenon, degrade the performances of AlGaN/
GaN MESHEMTs [4, 5]. The long-term thermal stability of Schottky contacts to 
III–V nitride-based semiconductors has not been achieved at high temperatures. 
Furthermore, the performances of these devices are degraded because of high 
parasitic resistance. To suppress gate leakage current, inserting chemically stable 
insulating layers (known as gate oxide or insulator) between the gate electrode and 
semiconductor to form metal–insulator–semiconductor FETs (MISFETs) or metal–
oxide–semiconductor FETs (MOSFETs) has been widely investigated. Various insu-
lating layers and deposition techniques have been used to fabricate MOSFETs and 
MOSHEMTs.

Although high performances of MOSFETs and MOSHEMTs have been demon-
strated, further improving device performance is still needed to meet the require-
ments in high-frequency and high-power applications. Apart from improving wafer 
epitaxial quality, the other two issues of the device technology are also important in 
performance improvement of GaN-based MOSFETs and MOSHEMTs. One is about 
the metal/semiconductor interface, which determines the ohmic behaviors of the 
devices and hence, high-power handling and high-temperature operation capability, 
long-term thermal stability, and reproducibility. The other is oxide/semiconductor 
interface, which is important to the electrical performances of MOSHEMTs. Both 
issues are related to the state of the interface, such as defect state density and con-
taminations on the III–V nitride semiconductor surface, on which the performances 
of the resultant devices depend on intimately. This is the reason that extensive efforts 
have been continuously devoted to understand and improve the state density of the 
interfaces.

In this chapter, we mainly concentrate on these two issues. In Section 15.2, the 
ohmic contacts to the GaN-based semiconductors, especially conventionally used 
metal systems, and the mechanisms forming these ohmic contacts, are discussed. 
In Section 15.3, the newly developed gate oxides for MOS structures are introduced. 
Furthermore, new surface chemical treatment techniques are introduced in Section 
15.4, which modify the state density of the semiconductor surface and consequently 
improve the resultant contacts and the performances of MOS devices. GaN-based 
MOS devices and MOSHEMTs using these techniques are demonstrated and dis-
cussed in Sections 15.5 and 15.6, showing attractive performances. It is concluded 
finally that recent progresses in surface chemical passivation have great potential for 
future applications.
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15.2 ohmIc contacts on Gan-Based semIconductors

The ohmic contacts of metal/semiconductors are important for various semicon-
ductor devices. As with GaN-based MOSHEMTs, ohmic contacts are a necessary 
portion of the devices, and considerably affect device performances. Contact char-
acteristics could potentially be influenced by several parameters. Among them, the 
state density of the semiconductor surface, in which the atomic arrangement at the 
surface and correspondingly, surface energy states play the most important role. 
Surface state density and carrier distribution near the surface have received much 
attention because of their crucial influence on contact behaviors. For surface chem-
istry and physics, the reaction between contact metals and semiconductor surfaces 
form a compound with new electronic properties, and the contamination layer at 
the interface and the reconstruction of the semiconductor surface leads to new elec-
tronic states. Carrier concentration at the surface layer is a decisive parameter for 
ohmic contact characteristics. These characteristics influence the performances of 
the resulting devices involving the relevant contacts.

A major challenge for achieving high-performance GaN-based devices is real-
izing reliable, low-resistance ohmic contacts, which is important for high-power 
and low-noise applications. Furthermore, semiconductor devices for high-power and 
high-temperature applications require high Ohmic contact stability. A wide variety 
of ohmic contact systems, including conventional metals and transparent conduct-
ing oxide films, have been reported for n-type GaN. A relatively simple change in 
ohmic metallurgy provides benefits in direct current (DC) and radio frequency (rf) 
performances of the resulting devices. Conventional metallization gives high contact 
resistance, and therefore limits the performance of the GaN-based devices. Research 
on ohmic contacts for GaN has attracted much interest for a long time.

Ti-based contacts have been used to form low-resistance ohmic contacts for 
AlGaN/GaN HEMTs. For example, ohmic contacts of Ti/Ag were fabricated on n+ 
Si-doped GaN films with various doping concentrations [6]. Specific contact resis-
tivity decreased with increasing carrier concentration. Good ohmic characteristics 
were observed with carrier concentration higher than 1 × 1018 cm–3 without anneal-
ing. A specific contact resistivity of 6.5 × 10–5 Ω cm2 was obtained without thermal 
annealing at a doping concentration of 1.7 × 1019 cm–3; the barrier height of Ti on 
n-type GaN was calculated to be 0.067 eV. Even rare earth metals, which have tre-
mendous affinity for oxygen and are difficult to process but possess many interesting 
properties as dopant in semiconductors [7], were examined as ohmic materials. For 
example, bilayer Nd/Al as ohmic contact metals was deposited on GaN by electron 
beam evaporation. Contact performance and surface roughness were shown to be 
dependent on annealing temperature [8].

Among conventional ohmic systems, the Ti/Al bilayer system is widely used 
ohmic contact to n-type GaN. In early attempts to achieve better ohmic perfor-
mances of Ti/Al contacts to n-type GaN, higher temperature annealing was conven-
tionally used. Both TiN and AlN interfacial layers were observed in alloyed ohmic 
structures using high-resolution transmission electron microscopy (HRTEM) [9, 10]. 
The main drawback of the Ti/Al system is that it generally has to be annealed at a 
higher temperature to remove the native oxide formed on the GaN surface during 
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exposure to air [11, 12], since native oxide acts as a barrier for carrier transport 
from metal to semiconductor. However, except for the degradation of the epitaxial 
structure of the resultant devices, the high temperature annealing process may cause 
severe degradation of ohmic contacts because Ti and Al layers are prone to oxida-
tion during fabrication and operation [13]. The formation of Al2O3 on the Al surface 
leads to increase contact resistance. Moreover, because of the low melting point of 
Al, the Ti/Al layer tends to ball up, and the conductance of Ti/Al metal degrades due 
to thermal annealing. Surface roughness, decomposition, and spiky interface would 
be induced during thermal annealing. Therefore, the performances and reliability of 
the resultant devices would be degraded because of the nonuniform current flow and 
damaged microstructures. To evade the disadvantages caused by the thermal anneal-
ing process, nonalloyed Ti/Al ohmic contacts to n-GaN were reported [14]. However, 
the associated specific contact resistance of ~10–3 to 10–4 Ω cm2 is not low enough for 
application in devices. To avoid this oxidation propensity at elevated temperatures, 
the Ti/Al layers were proposed to be passivated with a low resistivity metal. Gold 
(Au) has low resistivity and does not react with oxygen; hence, it is conventionally 
used to form Ti/Al/Au ohmic contact for both source and drain in GaN heterostruc-
ture FETs [15]. The ohmic alloy process is usually performed at high temperatures; 
thus, for the metallization system Ti/Al/Au, Au would penetrate and diffuse through 
the Ti/Al layers to the GaN layer during the thermal annealing process. Hence, a 
barrier layer is added between Al and Au for metallic multilayer ohmic contacts to 
GaN-based semiconductors. In a typical example, the Ti/Al/platinum (Pt)/Au multi-
layer contacts to AlGaN/GaN heterostructures [16, 17], and Pt serves as the barrier 
layer to block the penetration of Au. Before the deposition of the ohmic metallization 
systems, samples were cleaned in HCl/H2O (1:10) solution for 3 min to remove the 
native oxide on the n-type GaN surface. Ti/Al/Au (25/100/200 nm) and Ti/Al/Pt/Au 
(25/100/50/200 nm) were, respectively, evaporated on the cleaned n-type GaN using 
an electron beam evaporator, and excess metal was removed using liftoff technique. 
The ohmic metallization alloy process was performed using a thermal furnace 
annealed in N2 ambient at various temperatures and times. The specific contact resis-
tances as a function of the annealing time at various temperatures for Ti/Al/Au and 
Ti/Al/Pt/Au multilayer in contact with Si doped n-GaN were compared. For the Ti/
Al/Au system, the lowest specific contact resistances, 5 × 10–6, 7 × 10–6, and 9 × 10–6 
Ω cm2, were obtained after 750, 850, and 950°C anneals, respectively. The associated 
lowest specific contact resistance occurred at annealing times of 15, 10, and 10 min 
for annealing temperatures at 750, 850, and 950°C, respectively. The thermal stabil-
ity endurances for ohmic contacts in the Ti/Al/Au metallization system, annealed at 
750, 850, and 950°C, were about 60, 15, and 10 min, respectively. Similarly, for the 
Ti/Al/Pt/Au metallization system, the lowest specific contact resistances, 8 × 10–6, 
7 × 10–6, and 7 × 10–6 Ω  cm2, were obtained after 750, 850, and 950°C anneals, 
respectively. Thus, the lowest specific contact resistance in the Ti/Al/Au and Ti/Al/
Pt/Au systems annealed at the same temperature, is similar. However, the thermal 
stability endurance for ohmic contacts in the Ti/Al/Pt/Au system annealed at 850 and 
950°C were about 540 and 60 min, respectively. It is longer than 600 min for anneal-
ing at 750°C. The long-term thermal stability of the Ti/Al/Pt/Au system is much bet-
ter than that of the Ti/Al/Au system. This demonstrated that the Pt layer could act as 
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a barrier for the penetration of Au, which effectively improved the thermal stability 
of Ti/Al/Pt/Au in ohmic contact with Si-doped n-type GaN layers. Similar results 
were obtained for Ti/Al/Pt/Au multilayer in contact with Si-implanted n-GaN [17]. 
The long-term thermal stability of ohmic contacts is important for the reliability of 
resulted devices.

Ohmic contacts to n-type GaN with low specific-contact resistance and long-term 
thermal stability have been demonstrated. However, it is difficult to achieve low 
specific contact-resistance ohmic contacts to p-type GaN because of the limited hole 
concentration of the epitaxial p-GaN and the lack of available metal with a higher 
work function compared with p-GaN. Recently, various ohmic metals for p-type 
GaN have been investigated [13]. Among them, Ni/Au ohmic contacts to p-GaN 
formed by annealing in air or oxygen ambient have been widely studied [18]. Their 
ohmic performance greatly depends on annealing temperature. It was reported that 
thermal annealing in an oxygen-containing ambient allows the Au/Ni bilayer to form 
ohmic contacts on p-GaN with contact resistance as low as 10−6 Ω cm2 [18–20]. 
Several mechanisms were proposed to rationalize the formation of oxidized Au/Ni 
ohmic contacts on p-GaN [20, 21]. To understand the ohmic contact formation mech-
anisms, microstructural characterization and thermal aging of Au/Ni contacts with 
p-GaN annealed in air were carried out [21–23]. These reports suggested that the 
formation of crystalline p-NiO plays an important role in lowering ohmic- contact 
resistance. However, by directly depositing a p-NiO layer on the p-GaN using a sput-
ter-deposition technique, the formed structure of Au/sputtered NiO/p-GaN did not 
show ohmic behaviors, and the obtained specific-contact resistance was lower than 
10–2 Ω cm2 [20]. This result implied that the p-type NiOx performed a grotesque 
function in the ohmic formation.

The mechanism of ohmic contact formation for the Au/Ni/p-GaN structure 
annealed at various temperatures in air ambient was investigated using x-ray pho-
toelectron spectroscopy (XPS) analysis [24]. The results clearly indicated that Ni 
out-diffused through the Au layer, and Au in-diffused through the Ni layer. From the 
XPS spectra, the out-diffused Ni was oxidized into NiOx on the surface of the sample 
annealed in an air environment at various temperatures. The Ni and in-diffused Au 
did not react with the p-GaN layer during the annealing process. However, the metal-
lic Ni layer at the Ni/p-GaN interface was oxidized into NiOx for samples annealed in 
the air ambient at 500 and 600°C with x values of 1.0 and 1.3, respectively. However, 
Ni still existed at the interface of the Ni/p-type GaN annealed at 400°C for 10 min. 
According to the thermionic-emission model, the barrier height of the annealed Au/
Ni/p-type GaN structure could be obtained from the corresponding specific-contact 
resistance. The obtained barrier heights were 0.42, 0.21, and 0.31 eV for the contact 
treated at 400, 500, and 600°C (corresponding to contacts of Ni/p-GaN, NiO/p-
GaN, and NiO1.3/p-GaN), respectively. These results indicated that a lower barrier 
height was achieved because of the formation of NiOx. The hole concentration of 
p-type NiO and p-type NiO1.3 was 2.6 × 1016 and 2.0 × 1018 cm–3, respectively. The 
lower hole concentration of the p-type NiO would reduce the valence-band bending 
of the p-GaN, as well as the barrier height for holes crossing from the p-NiO to the 
p-GaN. It is thus confirmed that the formation of NiO is an important role in lower-
ing the specific-contact resistance of Au/Ni/p-GaN ohmic contacts annealed in an 
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air ambient [24]. Using the reported Fermi level (0.13 eV above the top of the valence 
band) of p-GaN with a hole concentration of 2 × 1017 cm–3 at 300 K, the energy-band 
diagram of the Au/NiOx/p-GaN structure can be deduced as shown in Figure 15.1 
[24]. According to the energy-band diagram, the total built-in potential energy (qVbi) 
between the p-NiOx and the p-GaN can be obtained, which is the difference of the 
work function wGaN of the p-GaN and the work function w

xNiO  of the p-NiOx.
To elucidate the mechanisms responsible for forming oxidized ohmic contacts to 

p-GaN, the interfacial reactions and properties of the oxidized Au/Cu, Cu/Au, Au/
Co, and Co/Au contacts to p-GaN were explored. Upon annealing at a temperature 
of 400–500°C in air, both Au/Cu/p-GaN and Cu/Au/p-GaN samples transformed 
to the CuO/Au/p-GaN structure and showed ohmic behaviors with specific contact 
resistance in the range of 5–9 × 10−3 Ω cm2. For the N2-annealed Au/Cu/p-GaN 
and air-annealed Au/p-GaN samples, the current-voltage (I–V) curves appeared non-
linear. The major mechanisms responsible for forming oxidized Au/Cu and Cu/Au 
ohmic contacts to p-GaN could be attributed to the removal of carbon contamination 
on the GaN surface and the favored out-diffusion of Ga atoms to the Au contact layer 
due to the formation of Au–Cu solid solution and GaO. Both are promoted by the 
formation of CuO. The failure to form oxidized Co/Au and Au/Co ohmic contacts 
to p-GaN could be ascribed to the formation of a small amount of Co oxide at the 
Au/p-GaN interface, which would result in an increase in the Schottky barrier height 
(SBH) [25].

To enhance light incidence and extraction efficiencies, such as light-emitting 
diodes (LEDs), photodetectors, and solar cells, both the performances of high trans-
parency and low contact resistance are required. The indium–tin oxide (ITO), zinc 
oxide (ZnO), and ITO/ZnO multilayers have been widely used as transparent con-
ducting electrode (TCL) contacted with GaN-based semiconductors [26, 27]. The 
ITO/ZnO (32/10 nm) multilayers were deposited on n-type GaN using magnetron 
sputter system. Figure 15.2a and b show the as-deposited and annealed structure of 
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FIGure 15.1 Energy-band diagram of the Au/NiOx/p-type GaN structure. (After Lee, C.T. 
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the ITO/ZnO multilayers measured by secondary ion mass spectroscopy (SIMS), 
respectively. Figure 15.3 shows the associated current–voltage characteristics of the 
as-deposited and heat-treated contacts, measured over ohmic pads with a spacing 
of 25 μm of the transmission line method (TLM) pattern. The ohmic performance 
of the ITO/zinc oxide (ZnO) multilayers deposited on n-type GaN layer could be 
obtained. By using the TLM, the specific contact resistance could be calculated. The 
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best thermal annealing condition achieved for ohmic contact was 5 min at 500°C 
in hydrogen ambient. The specific contact resistance was 3 × 10–4 Ω cm2. Ohmic 
formation mechanisms would be attributed to the ITO/n-ZnO/n-GaN isotype con-
junction and the reduction of conduction band offset due to quantum confinement 
effects in the thin ZnO buffer layer. However, when the samples were annealed for 
10 min at 500°C in hydrogen ambient, they exhibited Schottky characteristics. This 
could be attributed the degradation of quality of the thin ZnO layer and the ZnO/
GaN interfacial reaction [26].

15.3 Gate oxIdes: materIals and deposItIon methods

III–V nitride-based MESFETs and MESHEMTs, composed of a Schottky bar-
rier gate layer, have been intensively investigated. However, the Schottky gate of 
MESFETs and MESHEMTs suffered from a large gate leakage current and a small 
breakdown voltage. Generally, the power-handling capability and noise figure of 
III–V nitride-based electronic devices were influenced by breakdown voltage and 
gate leakage current [28]. To obtain high-power and low-noise devices, such as those 
used in transreivers of monolithic-microwave integrated circuit (MMIC), reduced 
gate leakage current and increased breakdown voltage are required. In contrast to 
MES structures, MOS or MIS structures have demonstrated promising high break-
down voltage and low gate leakage current, recently.

For fabricating GaN-based MOS devices with excellent performances, an impor-
tant task is, as with the other MOS devices, forming a proper gate insulator/semicon-
ductor structure. Substantial efforts have focused on exploring insulator materials 
and deposition methods. Various insulating layers and insulator multilayer stacks 
have been used as insulating gate oxides, and the performances of the resultant MOS 
devices have been demonstrated [29–32]. In most reported cases, the gate insulator 
layers, both single and multilayer stacks, of the GaN-based MOS devices were depos-
ited externally onto the semiconductor surface by physical vapor deposition (PVD) 
and chemical vapor deposition (CVD) methods. The performances of the resulting 
III–V nitride-based MOS devices have also been demonstrated [32–34]. The gate 
insulators of GaN-based MOS devices were conventionally deposited externally 
onto the semiconductor surface. However, the properties of the grown foreign insu-
lating layers and the formed interfaces with the semiconductors were greatly influ-
enced by growth conditions. The formed oxide/semiconductor interface is frequently 
contaminated by the impurities originally existing on the surface of semiconduc-
tors before depositing oxide layers. A possible way to solve the problem is to find a 
method to directly form an oxide layer on the semiconductor surface via a chemical 
reaction with the semiconductor. Thus, the formed oxide/semiconductor interface 
locates inside the semiconductor and is free from contamination originally on the 
semiconductor surface. In addition, chemical processes could remove the original 
contaminants during film deposition. In the Si-based microelectronic industry, the 
excellent properties of SiO2 and SiO2/Si interface play a key role for Si-based devices 
and Si complementary MOS (CMOS) integrated circuits. The excellent properties of 
SiO2 and SiO2/Si interface is attributable to the direct formation of SiO2 on Si via 
chemical reactions with the Si, such as using wet oxidization or thermal oxidization.
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Recently, the photoelectrochemical (PEC) oxidation method, utilizing a light 
beam to illuminate III-V-based compound semiconductors immersed in an elec-
trolyte solution, has been successfully used to directly grow oxide films on III-V 
compound semiconductors [35–37]. MOS devices with thus-formed oxide film as 
the gate insulator have also been constructed [38, 39], which will be discussed in 
Section 15.5. The resultant MOS devices demonstrated good performances [36–39]. 
As expected, thus-formed Ga oxide/GaN interface is free from foreign contaminants 
and has less interface state density. The average interface state density of 5.1 × 1011 
and 1.2 × 1012 cm−2 eV−1 for the PEC oxidized AlGaN and SiO2/AlGaN, respectively, 
have been obtained [40]. Ga2O3 oxide film can be grown on n-GaN in a diluted 
aqueous solution of potassium hydroxide (KOH) with a pH value of 11–13 using the 
PEC oxidation method [41]. However, the as-grown Ga2O3 oxide film is easily dis-
solved by developers. Therefore, the associated MOS device is difficult to fabricate 
using the standard photolithography technique. To overcome the difficulty, the as-
grown oxide was annealed to improve stability [40]. An alternative method has been 
developed, in which SiO2-Ga2O3 gate insulator stack was proposed to serve as gate 
insulator [38]. In this case, Ga2O3 film was first formed on n-type GaN surface by 
using the PEC oxidation method, where H3PO4 solution with a pH value of 3.5 was 
used as electrolyte and He–Cd laser as the illumination optical source. Then SiO2 
layer was deposited using the plasma-enhanced CVD (PECVD) system. Using the 
thus-formed bilayer stack gate insulator, GaN-based MOS devices were fabricated 
and they showed good performances. The detailed description of the PEC technique 
will be given in the next section.

15.4 surFace treatment oF Gan-Based semIconductors

For GaN-based electronic devices, optoelectronic devices and gas sensors, high-
quality and reliable metal–semiconductor contacts and oxide–semiconductor inter-
faces are crucial for gaining satisfactory performances. However, the surfaces of 
GaN-based semiconductors are very active in chemisorption, which leads to the for-
mation of native oxide and high surface state density on the surface. Even for the 
precleaned surface, native oxides would be reproduced on the surface before metal 
deposition. GaN-based semiconductors are inevitably contaminated due to various 
reasons and possess high density of surface states, which limits further performance 
improvement of the resultant device.

To obtain a low specific contact resistance ohmic contact, native oxide has to 
be removed. For this purpose, high-temperature annealing was conventionally per-
formed. However, it may cause a severe degradation of the ohmic contacts and the 
device’s structure. Besides, surface roughness, decomposition, and spiky interface 
would be induced during the thermal annealing process. Therefore, the perfor-
mances and reliability of the resultant devices would be degraded because of the 
nonuniform current flow and damaged microstructures. To avoid the disadvantages 
caused by the thermal annealing process, nonalloyed Ti/Al ohmic contacts to n-type 
GaN were reported previously [14]. However, the obtained specific contact resis-
tance of ~10−3 to 10−4 Ω cm2 is not low enough for application in devices. To achieve 
better oxide–semiconductor interface, the contaminants existing on the surface 
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of GaN-based semiconductors have to be removed. To solve this problem, a wide 
variety of surface treatments via chemical, photochemical, and physica1 methods 
have been investigated. However, the conventional etching and cleaning processes 
cause new problems. For example, the physical methods would cause surface dam-
age and produce new defect states; hydroxyl (O–H) ions derived from the chemi-
cal solutions would be bonded on the surface during surface etching, consequently 
preventing it from forming the required surface and interface of the devices. When 
fabricating electronic devices, it is desirable to satisfy all surface bonds covalently, 
removing or shifting surface states out of the band gap and into the valence and 
conduction bands. Considering this aspect, chemical methods are inherently more 
favorable. A variety of chemical solutions, such as KOH, H3PO4, HCl, HF, (NH4)2Sx 
solution, dilute hydrochlorine solution, aqua regia, and so on, have been used to 
remove the native oxide on the surface and to passivate the surface of III–V nitride 
semiconductors [42–46]. Here, we introduce several chemical treatment techniques 
that have been successfully applied to achieve high-quality surfaces of GaN-based 
semiconductors.

15.4.1 Sulfidation Method

Sulfide solutions have been widely used for the surface treatment and passiv-
ation of compound semiconductor surfaces. Among the sulfide treatment meth-
ods, (NH4)2Sx surface treatment is the most common method for passivating III–V 
compound semiconductors. The performance improvement of devices resulted 
from using sulfur-passivated zinc blende III–V compound semiconductors were 
reported previously [47, 48]. Passivation mechanisms were also investigated [49, 
50]. Recently, per formance improvement of the resultant devices has been demon-
strated for sulfur-passivated wurtzite hexagonal III–V nitride compound semicon-
ductors [32, 51].

Intensive investigations have been conducted for Ti/Al on n-GaN contact sys-
tem. The function of surface chemical treatment by using (NH4)2Sx and KOH were 
compared [52]. To remove the native oxide on the Si-doped n-type GaN surface, the 
wafer of group A was treated with 1 M KOH solution at 70°C for 30 min, whereas 
group B was treated with (NH4)2Sx solution at 60°C for 20 min. Ti/Al (50/150 nm) 
ohmic contact metal layer was then deposited using an electron beam evaporator. The 
current–voltage (I–V) curves of the resulting contacts, both nonalloyed and alloyed 
(300°C, 5 min) are shown in Figure 15.4 [52]. The nonalloyed Ti/Al contacts to group 
B had a linear I–V curve (as shown by curve a in Figure 15.4), whereas contacts to 
group A had a nonlinear curve (as shown by curve b in Figure 15.4). Using the TLM 
model, a low specific contact resistance of 5.0 × 10–5 Ω cm2 was deduced for the 
Ti/Al nonalloyed ohmic contacts of the (NH4)2Sx-treated samples (group B). The 
induced electrons would be accumulated on the sulfurated GaN layer. Moreover, 
according to the reported fitting curve (ρc versus ND

−1/2) of the specific contact resis-
tance ρc as a function of the electron concentration ND, an associated specific contact 
resistance of ρc = 3.8 × 10−5 Ω cm2 can be calculated for the electron concentration 
of 8.2 × 1019 cm−3. For the Ti/Al nonalloyed ohmic contacts with (NH4)2Sx-treated 
n-type GaN, the measured specific contact resistance of ρc = 5.0 × 10−5 Ω cm2 agreed 
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well with this estimated value of 3.8 × 10−5 Ω cm2 [52]. Figure 15.5 shows the asso-
ciated average electron concentration as a function of temperature of the n-type 
GaN with and without (NH4)2Sx treatment. The average electron concentration of 
the (NH4)2Sx-treated n-type GaN was higher than that of the n-type GaN without 
(NH4)2Sx treatment. This is contributed by the accumulation of induced electrons on 
the thin sulfurated GaN layer. The induced electrons are attributable to the sulfur 
atoms occupying nitrogen vacancies. An increase in the induced electron concentra-
tion could play an important role in lowering the specific contact resistance of Ti/Al 
contacts with the (NH4)2Sx-treated n-type GaN layer.

To study the passivation mechanism, after the native oxide on the GaN surfaces 
was removed using a chemical solution of HCl:H2O (1:1) for 5 min, the as-etched 
samples were dipped into a 60°C (NH4)2Sx solution for 30 min, and then were imme-
diately rinsed with deionized (DI) water and blown dry with N2. The as-etched and 
(NH4)2Sx-treated specimens were then immediately analyzed by XPS. The Ga2P 
core level of XPS spectra for the as-cleaned and (NH4)2Sx-treated GaN surfaces are 
shown in Figure 15.6a and b, respectively [53]. It is found that native oxide existing 
on the GaN surface could not be completely removed by chemical solution. However, 
the native oxide could be completely removed and Ga–S bonds were formed on 
the (NH4)2Sx-treated GaN surface. Figure 15.7 shows the S2P core level of XPS 
spectrum of the (NH4)2Sx-treated GaN. Elemental sulfur and disulfides (m–s–s–m, 
where s is sulfur and m is the metal Ga) could be found. This result indicated that 
the nitrogen-related vacancies were occupied by sulfurs, which were responsible for 
the surface passivation.

The nitrogen vacancies were occupied by sulfurs, which acted as donors [54]. 
The experimental results of Hall measurements under various temperatures and the 
analysis of the simple resistance model demonstrated the speculation about the exis-
tence of a surface accumulation layer. Because of the dominance of the tunneling 
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current in semiconductors with higher carrier concentration, an increase in induced 
electron concentration could play an important role in lowering the specific con-
tact resistance of Ti/Al contacts with the (NH4)2Sx-treated n-GaN layer [52]. 
Furthermore, when the native oxide was completely removed, the Ti/Al contact to 
GaN exhibited better ohmic performance because the deposited Ti was in intimate 
contact with the cleaned GaN surface to form TiN. Therefore, the nonalloyed ohmic 
formation for Ti/Al intimate contacts to (NH4)2Sx-treated n-GaN was performed 
[42]. However, when the (NH4)2Sx treatment time was too long, a sulfur layer accu-
mulated on the GaN surface. This sulfur layer would disturb the intimate contact 
between the deposited Ti and GaN surface, and thus the ohmic contact formation 
was impeded. A suitable (NH4)2Sx surface treatment time is important for produc-
ing good ohmic contact with low specific contact resistance. The optimal treatment 
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conditions would depend on the history of the GaN surface. With the optimized 
treatment, a specific contact resistance, as low as 3.0 × 10−6 Ω cm2, was obtained 
for Ti/Al contact with n-GaN annealed at a low temperature of 300°C [53]. Such 
low specific contact resistance is attributable to the complete removal of the native 
oxide and the occupation of the nitrogen-related vacancies by sulfur resulted from 
the (NH4)2Sx surface treatment.

To realize the passivation function of the (NH4)2Sx-treated n-GaN, the surface 
state density and SBH of Ni/Au to (NH4)2Sx-treated n-GaN were studied by capaci-
tance–voltage (C–V) and photoluminescence (PL) measurements [55]. The obtained 
SBH was 1.099 eV, higher than the 0.856 eV for Ni/Au contacts to n-GaN Schottky 
diode. The SBH of 1.099 eV is very close to the Schottky limit of 1.10 eV for Au/ Ni/
n-GaN. The surface state density of the (NH4)2Sx-treated n-GaN surface is reduced 
one order compared with the original surface. The reduction of surface state density 
by (NH4)2Sx treatment is attributed to the formation of Ga–S bonds, which reduces 
the nitrogen-related vacancies, and is attributed to the decrease in dangling bonds 
on the gallium polar face grown by the MOCVD system. An additional donor level 
with an activation energy of 59 meV resulted in the (NH4)2Sx-treated n-GaN near 
the surface, which was associated with sulfur donors substituting for nitrogen [56]. 
The electron concentration within the thin sulfur-passivated layer in n-GaN near the 
surface at room temperature increased from its original value of 6.9 × 1017 to 9.7 × 
1019 cm−3, which is in agreement with the previously reported value (calculated by a 
simple resistance of the TLM) in one study [52].

(NH4)2Sx treatment is used to passivate InGaN surface [57], because InGaN is a 
promising candidate for reducing ohmic contact resistance due to its smaller band 
gap energy than GaN. XPS results revealed that the native oxide and organic con-
tamination on the InGaN surface were removed by (NH4)2Sx surface treatment. XPS 
measurements for as-cleaned and (NH4)2Sx-treated InGaN surfaces demonstrated 
that Ga–O, In–O, and C–O bonds were apparently removed using (NH4)2Sx surface 
treatment. O–H bonds were observed by XPS on the sulfur-passivated InGaN sur-
faces, which implied that the O–H species presented on the InGaN surface could 
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FIGure 15.7 S2p core level of XPS spectrum for (NH4)2Sx-treated GaN samples. (After 
Lin, Y.J. et al., J. Electron. Mater., 30(5), 532–537, 2001.)
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not be removed by the surface treatment. The existence of Ga–S and In–S bonds, 
but not N–S bonds, was deduced from XPS, indicating that the dangling bonds 
were passivated, and nitrogen vacancies were occupied by S atoms. It was expected 
that the surface states existing on the (NH4)2Sx-treated InGaN surface were signifi-
cantly reduced. Therefore, although the residual O–H species impeded the ohmic 
and Schottky contact formation of metals with InGaN, removing native oxide and 
reducing surface states could dramatically improve the performances of the resultant 
devices.

Before any metal deposition, chemical treatment of the AlGaN surface can be 
used to decrease contact resistance. Using HF to remove the AlOx and using (NH4)2Sx 
to remove the GaOx existing on the AlGaN surface, nonalloyed ohmic contact of Ti/
Al to n-AlGaN was formed [58]. Figure 15.8 shows a comparison of the as-grown, 
the annealed and the HF/(NH4)2Sx-treated samples. The specific contact resistance 
of 1.9 × 10−3 Ω cm2 was obtained for HF/(NH4)2Sx-treated samples. The treatment 
created a large number of donor-like states (SN and VN) near the n-AlGaN surface 
region. The energy level of SN and VN is higher than the surface Fermi level ESF. 
Consequently, they are ionized (forming positive charges), resulting in the shift of 
the ESF toward conduction band edge (Ec) and the reduction in surface band bending 
(SBB) as well as an increase in electron affinity (χ). These changes cause nonalloyed 
ohmic contact formation in Ti/Al contacts to n-AlGaN.

For n-GaN-based compound semiconductors, useful ohmic contact metals and 
surface treatment methods have been proposed to obtain excellent ohmic perfor-
mances. However, comparable ohmic performance for p-type GaN could not be eas-
ily achieved because of the inherent difficulty of heavily doped p-GaN and activating 
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high hole concentration. In principle, Ga vacancies in GaN-based compound semi-
conductors can potentially function as acceptors [59]. To obtain a lower ohmic 
resistance for applications of high power devices, more Ga vacancies have to be 
generated, which can be realized in general by completely removing the native oxide 
on the surface of p-GaN-based semiconductors. For the purpose, (NH4)2Sx surface 
treatment and preoxidation process have been used to treat the p-type GaN surface 
[18, 60]. Before the deposition of Ni/Au (20/100 nm) metals using an electron beam 
evaporator, the surface of the as-cleaned Mg-doped GaN (p-type GaN) samples was 
treated in various ways. The first set (group A) was maintained in the as-cleaned 
condition. The second set (group B) was dipped in a yellow (NH4)2Sx solution (6% S) 
at 60°C for 30 min, then rinsed with deionized water (DI) water and immediately 
blow dried with N2. The third set (group C) was first oxidized by thermal annealing 
at 750°C for 30 min in an air ambient, treated with a yellow (NH4)2Sx solution at 
60°C for 30 min, rinsed immediately with DI water, and blow dried with N2. Figure 
15.9 shows the I–V characteristics of the Ni/Au metals pads with a gap spacing of 
25 μm in the TLM pattern, for the as-deposited Ni/Au contacts to the p-type GaN 
samples in groups A, B, and C annealed at 500°C for 10 min in an air ambient. The 
associated I–V curves of the Ni/Au metals pads with a gap spacing of 25 μm are 
shown in Figure 15.9 [18]. The linear I–V curves indicate an ohmic performance in 
which no apparent current flow barrier could be obtained. The specific contact resis-
tance, calculated by TLM model, for the samples in groups A, B, and C, was 6.1 × 
10−3, 5.0 × 10−5, and 4.5 × 10−6 Ω cm2, respectively. The specific contact resistance 
of group C improved by 1 order of magnitude compared with group B. According to 
these experimental results, the preoxidation process of p-type GaN in an air ambi-
ent, before (NH4)2Sx surface treatment, is important in terms of Ni/Au contacts to 
p-type GaN layers and can become a key technique for alloyed ohmic contact of 
Au/Ni p-type GaN. By using the XPS measurement, the Ga/N atomic concentra-
tion ratio for groups B and C, relative to group A, were 0.57 and 0.48, respectively. 
Since the native oxide was composed of Ga and O, Ga vacancies were produced 
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below the native oxide layer. As a result, after the complete removal of native oxide 
using (NH4)2Sx solution, the Ga/N ratio for group B was less than 1, due to the Ga 
vacancies existing in the oxidation-free p-type GaN surface. Since the Ga/N ratio of 
group C is smaller than that of group B, we can deduce that more Ga vacancies exist 
on the p-type GaN surface of group C. Based on these results, we inferred that the 
preoxidation process would strengthen the production of GaOx on the surface of the 
p-type GaN layer. More Ga vacancies would be induced on the p-type GaN surface, 
after which the produced GaOx and native oxide could be completely removed using 
(NH4)2Sx solution. Increased hole concentration on the surface of group C thus made 
it possible to obtain high ohmic contact performance more easily for Ni/Au contacts 
to the p-type GaN layer.

15.4.2 Chlorination Method

For the chlorine surface treatment of n-type or p-type GaN, dilute HCl (1HCl+10–
30H2O) solution was used as the electrolytic solution [61–63]. The sample to be 
treated was placed in the electrolytic solution underneath Pt anodic electrode. By 
applying a voltage of 20 V to the Pt electrodes, the HCl(aq) was electrolyzed into H+ 
ions and Cl– ions. The chlorine was then produced underneath the Pt anodic elec-
trode as described by the following chemical reaction [64]:

 2Cl– ⇆ Cl2 + 2e–. (15.1)

The chlorine produced tended to adhere to the n-type GaN surface and to react with 
Ga dangling bonds of the Ga-terminated n-GaN layer. The GaClx was formed via 
the following process:

 2Ga3+ + xCl2 + 6e– ⇆ 2GaClx. (15.2)

The produced halides GaClx could be dissolved in the surrounding acidic solution 
easily [102]. Ga vacancies were introduced to the n-GaN surface layer because of the 
formation of GaClx. Since holes could be induced by Ga vacancies [44, 59, 60], the 
associated net electron concentration on the n-GaN surface was thereby decreased. 
On the other hand, the HClO could be produced in the solution via the following 
process:

 Cl2 + H2O ⇆ HCl + HClO. (15.3)

The HClO, in turn, oxidized the n-type GaN to form GaOx via the following process 
[64]:

 xHClO + Ga ⇆ xHCl + GaOx. (15.4)

The resultant GaOx generated on the n-GaN surface then induced more Ga vacan-
cies. As a result, the reduction of surface states could be achieved by removing Ga 
dangling bonds and the passivation of nitrogen vacancies by forming GaOx on the 
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chlorine-treated n-GaN surface. In addition, the nonradiative recombination rate could 
also be minimized by reducing surface states; this in turn helped enhance the PL 
intensity and carrier lifetime. Using He–Cd laser as an excitation source, the PL spec-
tra at room temperature of the n-type GaN with and without chlorination treatment are 
shown in Figure 15.10 [62]. It can be found that the PL intensity of the chlorine- treated 
n-type GaN sample is larger than that of the n-type GaN sample without chlorination 
treatment. The larger PL intensity of the chlorine-treated n-type GaN is attributed to 
the effective passivation of surface states by the formation of GaOx [62].

To investigate the carrier recombination dynamics and related carrier lifetime 
of the n-type GaN with and without chlorination treatment, a focused picosecond 
Ti:sapphire laser with a wavelength of 266 nm was used as an excitation source for a 
time-resolved photoluminescence (TRPL) system. The associated TRPL curves for 
the energy band edge of 3.4 eV are shown in Figure 15.11 [62]. It can be found that 
the carrier lifetime of the n-type GaN with and without chlorination treatment is 0.65 
and 0.44 ns, respectively. The total recombination rate is split into a sum of radiative 
and nonradiative recombination rates. The carrier lifetime τ, radiative lifetime τr, and 
nonradiative lifetime τnr are related as follows:

 

1 1 1
τ τ τ

= +
r nr

. (15.5)

Since the PL intensity of the chlorine-treated n-type GaN is larger than that of 
the n-type GaN without chlorination treatment as shown in Figure 15.10, the radia-
tive recombination rate of the former is expected to be larger than that of the lat-
ter. Furthermore, the recombination rate of chlorine-treated n-type GaN is smaller 
because of its longer carrier lifetime. Therefore, we can conclude that the nonradia-
tive recombination rate of the n-type GaN without chlorination treatment is larger. 
A larger nonradiative recombination rate is attributed to the enhanced recombina-
tion via surface states. Based on the PL and TRPL measurements, the surface state 
density of the n-type GaN can be reduced by using chlorinated surface treatment.
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FIGure 15.10 Photoluminescence spectra of n-type GaN with and without chlorination 
treatment. (After Chen, P.S. et al., J. Appl. Phys., 101(2), 024507-1–024507-4, 2007.)
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Chlorination treatment is a promising technique for the p-type GaN surface treat-
ment [61]. As previously reported [63], the depth of the chlorination treatment can 
be deduced to be about 1 nm derived from the measured XPS results. The ratio of 
Ga/N and Ga/O varied with the depth underneath the GaN surface. In particular, 
the relative ratio of Ga/N at the surface for chlorine-treated samples was half the 
value of the samples without chlorination treatment and the relative ratio of Ga/O 
for the chlorine-treated sample was 0.2 times that of the sample without chlorination 
treatment. The results indicated that, as discussed at the beginning of the section, 
chlorine treatment induced Ga vacancies on the p-type GaN surface and therefore, 
increased the hole concentration. At the same time, N vacancies and related sur-
face states were reduced. The chlorine treatment was used in multiple-quantum-well 
(MQW) InGaN/GaN LEDs, demonstrating higher light-output power and decrease 
in the reverse leakage current due to the passivation of N vacancies and related sur-
face states by chlorine surface treatment [63]. A relatively higher ohmic performance 
with a specific contact resistance of 6.1 × 10−6 Ω cm2 was obtained for Ni/Au metal 
contact on the chlorine-treated p-GaN [61].

15.4.3 PeC Method

The PEC technique was originally developed to etch III–V compound semiconduc-
tors [65, 66]. In this method, a galvanic cell is formed by immersing a semiconductor 
working electrode, Pt counter electrode, and a reference electrode in the electrolytic 
solution, such as phosphorus acid (H3PO4) or KOH solution. For PEC etching to take 
place, above-band gap illumination is used to generate free electron–hole pairs in the 
semiconductor near the semiconductor/electrolyte interface. The photon-generated 
carriers are to be consumed dissolving the semiconductor and reducing an oxidizing 
agent in the electrolyte, respectively [67]. Deep UV light source, such as a 253.7-nm 
mercury (Hg) line source and a 325-nm He–Cd laser, was used for PEC etching of 
GaN. The illumination intensity was kept at a proper level for an acceptable etching 
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FIGure 15.11 Time-resolved PL spectra of n-type GaN with and without chlorination 
treatment. (After Chen, P.S. et al., J. Appl. Phys., 101(2), 024507-1–024507-4, 2007.)
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rate and to avoid heating problems. Compared with other techniques, the PEC oxi-
dation method has several advantages, such as low cost, capacity to work at room 
temperature and atmosphere ambient, and contamination-free and damage-free 
interfaces. Hence, the PEC etching/oxidation method has received more attention for 
fabricating GaN-based devices recently.

In the typical PEC system, a He–Cd laser is used as the illuminating light source. 
An aqueous solution of H3PO4 with a pH value of 3.5 was used as the electrolytic 
solution. The schematic energy-band diagram for the electrolytic solution/n-GaN is 
shown in Figure 15.12 [37]. Where the work function WE of the electrolytic solution 
depends on the pH value of the solution and can be obtained from the equation [68]:

 WE (eV) = 4.25 + 0.059 × pH value = 4.457 eV. (15.6)

The work function WS of the n-GaN used in the experiment is expressed as:

 WS (eV) = χ + (EC – EV), (15.7)

where χ = 4.1 eV is the electron affinity of the n-type GaN, and EC − EF = 0.039 eV 
is the energy difference between the conduction band edge Ec and Fermi level EF for 
the n-type GaN with an electron concentration of 5.0 × 1017 cm−3. A built-in electric 
field was induced within the depletion region due to the work function difference 
between the electrolytic solution and the n-type GaN. By using He–Cd laser with a 
wavelength of 325 nm, electron–hole pairs were generated on the n-type GaN layer. 
The built-in electric field transported the generated electrons and holes to the n-GaN 
inside and the electrolytic solution/n-GaN interface, respectively. Since the holes 
were accumulated at the interface between the electrolytic solution and the n-type 
GaN, the n-GaN was oxidized via the following reaction: 

 2GaN + 6h+ + 3H2O ⇆ Ga2O3 + 6H+ + N2, (15.8)
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H3PO4
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FIGure 15.12 Schematic energy band structure for H3PO4 solution/n-type GaN. (After 
Lee, C.T. et al., J. Electron. Mater., 34(3), 282–286, 2005.)
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where h+ is hole. In the process, the formation and the etching of the Ga2O3 by the 
electrolytic solution took place at the same time and competed with each other. With 
a pH value of about 3.5, the oxidation rate is larger than the etching rate, and the 
Ga2O3 layer can be grown directly on the GaN surface. The composition of thus-
formed Ga oxide was identified as Ga2O3 analyzed by using energy-dispersive spec-
trometry (EDS) measurement. The growth rate of the Ga2O3 film was almost linearly 
proportional to the He–Cd laser intensity. In the XPS analysis of the grown Ga2O3 
film, O–P bonds were found. This indicated that the element P of the H3PO4 solution 
diffused into the grown Ga2O3 film during the oxidation process. A small amount 
of P existing in the grown Ga2O3 film was also observed from EDS measurement. 
Furthermore, as determined by XRD measurement, the as-grown film was of an 
amorphous structure and gradually transformed into a crystalline structure upon 
an annealing process. The thickness of the grown film also decreased with thermal 
annealing time and temperature. This experimental result indicated that low-density 
amorphous Ga2O3 densified during the annealing process. According to the atomic 
force microscope (AFM) measurement, the surface roughness of the grown film 
decreased with thermal annealing time and temperature [37].

The PEC oxidation method was also used to treat AlGaN. Correspondingly, the 
obtained oxides comprised Ga2O3 and Al2O3. The relevant reaction is as follows [40]:

 2AlGaN + 12h+ + 6H2O ⇆ Al2O3 + Ga2O3 + N2 + 12H+. (15.9)

XRD measurement was used to determine the structure of the formed oxide. In the 
XRD pattern of the as-grown oxidized film, the peak of ε-Al2O3 (32.63°) and Ga2O3 
(43.08° and 47.61°) can be clearly observed. Oxidized film without thermal anneal-
ing can be easily dissolved in developer, acid solution, and alkaloid solution; thus, it 
is difficult to use these oxide films for fabricating related devices. When the oxidized 
film was annealed in O2 ambient at 700°C for 2 h, its crystalline structure changed. 
As demonstrated by XRD results, Ga2O3 was transferred to β-Ga2O3 (57.56° and 
59.23°) and the ε-Al2O3 phase was transferred to α-Al2O3 (52.55°) [40].

The bonding configuration of the as-oxidized and post-annealed films can be 
deduced from XPS results. Figure 15.13 shows the XPS spectra and the associated 
curve-fitting spectra for the core level O1s of the oxidized AlGaN without and with 
annealing treatment. As shown in Figure 15.13, the O1s band consisted of three 
bands of binding energies of 530.8, 531.4, and 532.7 eV, which are known to be 
related with O–Ga, O–Al, and O–P bonds, respectively. The first two bands are 
more intense and correspond to the main components of the oxidized AlGaN film 
of Ga2O3 and Al2O3. The P in the oxidized film, as revealed by the O–P band in 
the spectrum, should originate from the H3PO4 chemical solution. The composition 
related to the O–P bonding structure was not found in the XRD pattern; thus, it can 
be deduced that the content of P is very small. For the oxidized AlGaN film annealed 
in O2 ambient at 700°C for 2 h, the spectrum shown in Figure 15.13 revealed that the 
same bands exist in the film and the signal intensity of all three bands is enhanced. 
It can be deduced that more oxygen would bind with P, Ga, and Al atoms and form 
more POx, Ga2O3, and Al2O3 bonds during the annealing process in O2 ambient. The 
compositions of the oxidized AlGaN layers were also measured using the SIMS. 
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Figure 15.14 shows the obtained depth profiles [40]. Combining the results of SIMS, 
XPS, and XRD measurements, it can be concluded that the AlGaN layer was oxi-
dized using the PEC oxidation process.

Both the β-Ga2O3 and α-Al2O3 crystalline phases show better stability and abil-
ity of anti-etching in developer, acid solution, and alkaloid solution. It indicates that 
the oxidized AlGaN films have better quality after the annealing treatment. Another 
important property related to thus-formed oxide layer is the better quality of the 
formed oxide/semiconductor interface. By using the photo-assisted C–V method, a 
low average interface-state density of 5.1 × 1011 cm−2 eV−1 was obtained. This will 
be discussed in the next section, where the GaN-based MOS devices are discussed.

Next, we turn to the discussion on the p-type GaN, which is a different situation. 
It is difficult to etch or oxidize p-type GaN-based semiconductors using the tradi-
tional PEC etching/oxidation method owing to the high work function of p-GaN. To 
overcome the obstacle, a bias-assisted PEC oxidation method was developed to form 
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FIGure 15.13 XPS spectra of oxidized AlGaN layer with and without annealing treat-
ment. (After Huang, L.H., Lee, C.T., J. Electrochem. Soc., 154(10), H862–H866, 2007.)
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an oxide insulator layer on p-type GaN surface directly [69–71]. Figure 15.15 illus-
trates the bias-assisted PEC oxidation system [69]. H3PO4 solution (pH = 3.5) and 
He–Cd laser (wavelength = 325 nm, power density = 10 mW cm−2) were used for the 
electrolytic solution and the light source in the bias-assisted PEC oxidation process, 
respectively. The laser beam not only created electron–hole pairs, but also induced 
the surface photovoltage (SPV) effect [70] to enhance the PEC oxidation reaction. To 
balance the high work function of the p-type GaN layer, a forward bias of 4 V was 
applied to the Pt anode in contact with the p-GaN layer. A larger applied bias or a 
higher laser power density could enhance the oxidation rate.

The as-grown oxidized p-GaN layers were characterized by SIMS and XPS mea-
surements, confirming that the p-GaN could be oxidized using the bias-assisted PEC 
oxidation method. By annealing the oxide films at 700°C in O2 ambient for 2 h, 
the oxidized p-GaN film was converted from amorphous to the β-Ga2O3 crystal-
line phase. These oxide films are chemically stable and could therefore withstand 
etching by developer, acid solutions, and alkaline solutions. These results indicated 
that GaN-based p-MOS devices could be fabricated using the bias-assisted PEC oxi-
dation method. GaN-based p-type MOS devices are needed to make GaN-based 
CMOS devices and integrated circuits.

15.5 Gan-Based metal–oxIde–semIconductor devIces

Metal–oxide–semiconductor (MOS) diodes are important not only for its wide uti-
lization in investigating semiconductor surface properties, but also for its variety of 
applications in semiconductor systems. In particular, for MOSHEMTs concerned 
in this chapter, MOS diode is the key part of the device. To reduce gate leakage 
current, increase breakdown voltage, and operate more reliably at a high tempera-
ture for MOSHEMTs, MOS structures are being widely investigated. In this section, 
GaN-based MOS devices are discussed, especially the effects of aforementioned wet 
chemical treatments on the properties of oxide/semiconductor interfaces.

He-Cd laser,
(325 nm, 10 mW/cm2) Power supply

Pt anode
electrode

P-type GaN Teflon stage

Pt cathode
electrode

H3PO4 electrolytic solution (pH = 3.5)

FIGure 15.15 Schematic configuration of bias-assisted PEC oxidation system. (After 
Chiou, Y.L. et al., Semicond. Sci. Technol., 25(4), 045020-1–045020-5, 2010.)
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As discussed Sections 15.3 and 15.4, the PEC method can be used to grow Ga 
oxide layer on the GaN surface via chemical reaction with the GaN surface. The 
MOS structure with thus-formed Ga oxide as gate insulator has been fabricated. 
The schematic configuration of the MOS device discussed here is shown in Figure 
15.16. The epitaxial layers used in the MOS devices were grown on c-plane (0001) 
sapphire substrates using a metalorganic chemical deposition system (MOCVD). To 
fabricate MOS devices, the epitaxial layer was first etched by aqua regia for 10 min 
to remove native oxide from the n-type GaN surface. Ohmic metals Ti/Al/Pt/Au 
(25/100/50/200 nm) were evaporated using an electron beam evaporator. After the 
liftoff process, concentric ohmic contact rings (inner radius = 150 μm, outer radius = 
400 μm) were patterned and then thermally annealed by rapid thermal annealing in 
N2 ambient at 700°C for 1 min. To grow the Ga oxide layer on n-type GaN by PEC 
method, the etched samples were oxidized in a chemical solution of H3PO4 with a 
pH value of 3.5 by illuminating them with He–Cd laser. The thickness of the grown 
Ga2O3 layer was 100 nm, according to the α-step measurement. A 200-nm-thick Al 
circular pattern with a radius of 100 μm was defined using photoresist and aligned 
on the center of the Ga2O3 layer [39]. Figure 15.17 shows the typical I–V character-
istics of the MOS devices. The forward and reverse breakdown voltages were 28 
and 57 V, respectively. The breakdown voltage is defined as the voltage in which a 
rapid increase in leakage current occurs. An extremely low reverse leakage current 
of 200 pA operated at −20 V was achieved. When a forward bias is applied, many 
electrons in the n-type GaN accumulate at the interface between the Ga2O3 layer and 
the n-GaN. However, when a reverse bias is applied to the MOS devices, few hole 
carriers accumulate at the Ga2O3/n-GaN interface. Therefore, the reverse breakdown 
voltage is larger than the forward breakdown voltage. This carrier accumulation phe-
nomenon can also explain why the reverse leakage current is smaller than the for-
ward leakage current, as shown in Figure 15.17 [39].

The density of the interface states of the Ga2O3/n-GaN is an important param-
eter of the interface, which affects the device performance considerably. It can be 
deduced from the C–V characteristics of MOS devices. However, for n-GaN semi-
conductors at room temperature, the generation rate of holes in the deep depletion 
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FIGure 15.16 Schematic configuration of MOS devices. (After Lee, C.T. et al., Appl. Phys. 
Lett., 82(24), 4304–4306, 2003.)
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bias region of the MOS capacitor is extremely slow. The inversion layer cannot be 
formed within the timeframe of the C–V measurement. Therefore, in n-type GaN, 
change in the charge of the interface states, by the capture of holes and the emission 
of electrons, is negligible at room temperature. In this case, the photo-assisted C–V 
method [72] is effective in studying the interface state density, where photons are 
used to change the occupation of the interface states.

The applied bias voltage was first swept from a forward bias of +10 V to a reverse 
bias of −20 V in dark. Then, the MOS device was illuminated using He–Cd laser to 
generate electron–hole pairs in the GaN, whereas the reverse bias remained at −20 V. 
The holes generated within the inversion layer were captured by the interface states, 
which changes the charge distribution. Figure 15.18 shows the resultant capacitance 
raised to a high-frequency inversion value. The He–Cd laser illumination was then 
turned off, and the bias was swept back toward the forward bias of +10 V in dark. 
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Since holes in the inversion layer were gradually expelled and recombined with 
electrons, the associated capacitance gradually increased before the applied voltage 
reached the forward bias, as shown in Figure 15.18. The voltage shift, ΔV = 2.4 V, is 
attributable to the different charging conditions of deep-lying interface states with 
and without He–Cd laser illumination. The interface state density Dit can be esti-
mated by [73]:

 
D

C V
AqEit

ox

g

= ∆
 (15.10)

where Cox = 18 pF and A = 3.14 × 10−4 cm2 are the accumulation capacitance and 
the capacitor area, respectively. Eg = 3.4 eV is the GaN energy gap. The calculated 
interface state density from the C–V characteristics shown in Figure 15.24 is 2.53 × 
1011 cm−2 eV−1. This low interface state density indicates that the MOS devices 
with PEC-grown Ga2O3 dielectric layer are suitable for applications in GaN-based 
MOSFETs and MOSHEMTs.

Section 15.4.3 introduced that AlGaN layer could also be oxidized by PEC method 
and discussed the oxidation process. Thus, the formed oxide is expected to be suit-
able as gate oxide in MOS structure. Figure 15.19 shows the schematic configuration 
of the AlGaN MOS devices, where the gate oxide composed of Ga2O3 and Al2O3 
was grown by using the previously mentioned PEC oxidation process, followed by 
annealing at 700°C for 2 h in O2 ambient. After the annealing process, the thickness 
of the oxidized AlGaN layer was reduced from 65 to about 45 nm. According to the 
previous report [16], the ohmic performance of Ti/Al/Pt/Au can be maintained in the 
annealing process of the oxidized AlGaN layer.

To estimate the interface state density of the oxidized AlGaN layer, the photo-
assisted C–V method [72] was used. The C–V measurement was performed at 1 MHz 

Al 200 nm
200 µm

50 µm

Ti/Al/Pt/Au
(25/100/50/
200 nm)

Al2O3, Ga2O3

n-Al0.1Ga0.9N, 800 nm

Undoped GaN layer, 0.5 µm

GaN nucleation layer, 100 nm

Sapphire substrate

FIGure 15.19 Structure of AlGaN MOS devices. (After Huang, L.H., Lee, C.T., J. 
Electrochem. Soc., 154(10), H862–H866, 2007.)
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in dark by sweeping bias voltage from 7 to −18 V. At the reverse bias of −18 V, the 
AlGaN MOS device was illuminated by Xe lamp with a selected wavelength of 325 
nm and power density of 63 mW/cm2 for 1 min to generate electron–hole pairs. The 
Xe lamp illumination was then turned off, and the photo-assisted C–V measurement 
was carried out again by sweeping the applied voltage from −18 to 7 V in dark. 
When the MOS device was biased with a positive forward voltage, the measured 
capacitance resulted from the oxide layer. When a reverse bias was applied, a deple-
tion layer was caused in the interface region between the oxidized AlGaN layer and 
the n-type AlGaN layer. Therefore, the total capacitance consists of the oxide and 
semiconductor capacitors in series. At a reverse voltage of −18 V, electron–hole pairs 
were generated by the optical excitation of the Xe lamp. The surface states were 
filled by the capture of holes generated in this depletion layer. The Xe lamp was then 
turned off and the bias voltage was swept back toward the forward bias in dark. The 
generated holes in the depletion region were gradually recombined with electrons; 
thus, the capacitance increased correspondingly before the applied voltage reached 
forward bias. The change in total charges would make the C–V curve to shift a volt-
age of ΔV. The average interface state density Dit can be estimated from Equation 
15.10. For the C–V curve of the AlGaN MOS devices, Cox = 68 pF, ΔV = 1.37 V, A = 
3.14 × 10−4 cm2, Eg = 3.63 eV, and q is the electron charge. With these data, the aver-
age interface state density Dit = 5.1 × 1011 cm−2 eV−1 was obtained.

Figure 15.20 shows the measured I–V characteristics of the AlGaN MOS devices. 
The breakdown voltages corresponding to the forward bias and the reverse bias were 
10 and −30 V, respectively. The leakage current was 45 nA and 69 pA at the bias volt-
ages of 5 and −15 V, respectively. Similar to the previous case discussed, the lower 
forward breakdown voltage and the larger forward leakage current are caused by the 
carrier accumulation effects.

For the III–V nitride-based CMOS devices and integrated circuits, both n- channel 
and p-channel MOS devices are required. However, for p-type GaN, applying the 
conventional PEC technique meets difficulties. For this case, as discussed in Section 
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15.4.3, a bias-assisted PEC oxidation method was developed to directly oxidize the 
p-GaN layer to form gate oxide insulators of p-GaN MOS devices. After anneal-
ing in O2 ambient at 700°C for 2 h, a chemically stable β-Ga2O3 crystalline phase 
was obtained. Figure 15.21 shows the I–V characteristic of the p-type GaN-based 
MOS devices measured at room temperature. According to the I–V characteristics 
shown in Figure 15.21, the inversion and accumulation breakdown voltages were 
48.72 and 15.54 V, respectively. Since the oxide layer of the MOS device was 42 
nm, the corresponding inversion and accumulation breakdown fields of the p-type 
GaN MOS devices were 11.6 and 3.7 MV cm−1, respectively. To illustrate the gate 
leakage current more clearly, the enlarged associated I–V characteristic is shown in 
Figure 15.22. It could be seen that the inversion leakage current was smaller than the 
accumulation leakage current [69]. Figure 15.23 shows the measured photo-assisted 
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C–V characteristic of the p-GaN MOS devices. The average interface-state den-
sity obtained by the photo-assisted C–V measurement was 4.18 × 1011 cm−2 eV−1. 
According to the C–V characteristics shown in Figure 15.23, the fixed oxide charge 
(Nf) existing within the oxide films could be estimated using the following equation 
[74]:

 Nf = ΔVFB × Cox/q × A (15.11)

where ΔVFB (=1.7 V) is the flat-band voltage difference between the flat-band voltage 
VFB obtained from the ideal C–V curve and the flat-band voltage obtained from the 
C–V curve measured without photoillumination, Cox (=72 pF) is the oxide capaci-
tance, q is the charge element, and A (=3 × 10−4 cm−2) is the gate area. The negative 
fixed oxide charge Nf of 2.4 × 1012 cm−2 could be obtained. According to the C–V 
curves shown in Figure 15.23, the interfacial state ledges could not be observed. 
The interfacial state ledges were induced by some interface traps that screened the 
applied biases and varied the surface potential of GaN. Therefore, it indicated that 
there were few of those kinds of traps in MOS devices with a gate insulator grown 
by damage-free PEC oxidation technology [69]. According to these results, the bias-
assisted PEC oxidation method is a manufacturable technology and is expected to be 
a promising method for fabricating high-performance p-type MOS devices in III–V 
nitride-based CMOS integrated circuits.

15.6 Gan-Based moshemts

GaN-based MOSHEMTs with conventional gate oxides have been widely investi-
gated. In this section, we focused on newly developed GaN-based MOSHEMTs that 
used new gate oxide or chemically passivated oxide/semiconductor interface for fur-
ther performance improvement of the GaN-based MOSHEMTs.
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To achieve excellent performances of GaN-based MOSHEMTs, high-quality 
oxide/semiconductor interface is an important issue. As noted before, PEC oxidation 
can be successfully used to etch and oxidize GaN-based semiconductors, forming 
gate oxides of a contaminant-free oxide/GaN interface [37, 69]. Using the PEC oxi-
dation method, III–V nitride-based MOSHEMTs with the gate oxide layer directly 
grown on Al0.15Ga0.85N semiconductor were reported, previously [29, 75]. Figure 
15.24 shows the schematic configuration of the AlGaN/GaN MOSHEMTs. The 
MOSHEMTs structure consisted of a 100-nm-thick Al0.15Ga0.85N (AlGaN hereafter) 
layer, a 0.3-μm-thick undoped GaN channel layer, a 1.5-μm-thick semi-insulating 
carbon-doped GaN buffer layer, and a 20-nm-thick AlN nucleation layer grown on a 
sapphire substrate using an ammonia-molecular-beam-epitaxy system. The HEMT 
layer shows a sheet resistance of 726 Ω/sq., a sheet electron density of 6.93 × 1012 
cm−2, and a Hall mobility of 1240 cm2/V s. The semi-insulating carbon-doped GaN 
was used to reduce buffer leakage current and to enhance the OFF-state breakdown 
voltage of the MOSHEMTs [76].

During the fabrication of the AlGaN/GaN MOSHEMTs, both (NH4)2Sx surface 
treatment and PEC oxidation technique were applied [29]. After typical surface 
cleaning, the wafer was dipped into (NH4)2Sx solution (S = 6%) at 60°C for 20 min 
to completely remove the native oxide on the AlGaN surface. The ohmic metals 
of Ti/Al/Pt/Au (25/100/50/200 nm) were then evaporated using an electron beam 
evaporator. Furthermore, the ohmic contact of the source and drain electrodes was 
performed using a rapid thermal annealing system at 850°C in N2 ambient for 2 min. 
The gate oxide layer for the AlGaN/GaN MOSHEMTs was formed by PEC method 
in a 6 × 10−5 mol l−1 H3PO4 solution (pH = 3.5) with He–Cd laser illumination, fol-
lowed by an annealing in O2 ambient at 700°C for 2 h. As reported previously [16], 
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FIGure 15.24 Schematic configuration of AlGaN/GaN MOSHEMTs. (After Huang, L.H. 
et al., Appl. Phys. Lett., 93(4), 043511-1–043511-3, 2008.)
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this annealing procedure did not degrade the ohmic performance of the resulted 
source and drain electrodes.

The RF performances of the AlGaN/GaN MOSHEMTs with directly grown 
insulator using PEC oxidation method were measured and studied [75]. The sche-
matic configuration of the AlGaN/GaN MOSHEMTs is shown in Figure 15.24. 
Figure 15.25 shows the associated direct current (dc) and transfer characteristics 
of the resulted AlGaN/GaN MOSHEMTs measured at room temperature. For the 
fabricated AlGaN/GaN MOSHEMTs with 40-nm-thick insulator grown by PEC oxi-
dation method, the threshold voltage (Vth) was −9 V, the saturation drain–source cur-
rent IDSS was 580 mA/mm, and the maximum extrinsic transconductance gm(max) was 
76.72 mS/mm for device operated at VGS = −5.1 V and VDS = 10 V. The forward and 
reverse breakdown voltages were 25 and larger than −100 V, respectively. Even for 
operation at VGS = −60 and 20 V, the gate leakage current was only 102 and 960 nA, 
respectively. Figure 15.26 shows the short-circuit current gain (|h21|) and maximum 
available/stable power gain (MAG/MSG) as a function of frequency derived from S 
parameters measured at VDS = 10 V. The unity gain cutoff frequency ( fT) and maxi-
mum frequency of oscillation ( fmax), determined at the condition of 0 dB gain of the 
|h21| and MAG/MSG, were 5.6 and 10.6 GHz, respectively. The good performances 
of the AlGaN/GaN MOSHEMTs are attributed to the chemical surface treatment 
and PEC oxidation, which lead to better ohmic behaviors and low interface-state 
density (5.1 × 1011 cm−2 eV−1) estimated by using a photo-assisted C–V method.

When using MOSHEMTs as oscillators or mixers in high-performance micro-
wave amplifiers and transreceivers, the flicker noise or 1/f noise limits the phase noise 
characteristics and causes performance degradation of electronic systems. Generally, 
flicker noise performances of MOSHEMTs are better than those of MESHEMTs fab-
ricated using the same epitaxial structure [77, 78]. For the AlGaN/GaN MOSHEMTs 
as shown in Figure 15.24 except with 35-nm-thick insulator directly grown using 
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PEC oxidation method, Figure 15.27 shows the drain–source current (IDS) as a func-
tion of the drain–source voltage (VDS) of the AlGaN/GaN MOSHEMTs measured at 
room temperature [79]. The pinch-off voltage (Voff) and saturation drain–source cur-
rent (IDSS) were −9 V and 665 mA/mm, respectively. Figure 15.28a and b shows the 
normalized noise power spectra of the AlGaN/GaN MOSHEMTs measured in the 
linear region (VGS = 0 to −8 V and VDS = 2 V) and the saturation region (VGS = 0 to −8 V 
and VDS = 10 V) with frequency ranging from 4 to 10 kHz [79]. The low-frequency 
noise is fitted well by 1/f law up to 10 kHz. By using mobility fluctuation model 
[80, 81], Hooge’s coefficient αs, in which the flicker noise is dominated by the series 
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resistance Rs, and Hooge’s coefficient αch, in which the channel resistance Rch is a 
dominant factor of the flicker noise, can be calculated from the following equation:

 
α µs s DS g s DDS DS

= = ⋅ ⋅ −( )





S f fN I S f f L L q R II I( ) ( )2 2

SS
2  (15.12)

 
α µch ch DS g ch DSDS DS

= = ⋅ ⋅ S f fN I S f f L q R II I( ) ( )2 2 2  (15.13)

where S fIDS
)(  is the noise power density, f is the frequency, Ns is the total electron 

number of the ungated channel, Nch is the total electron number of the gate- controlled 
channel, Lg is the gate length, L is the drain–source space, q is the elementary charge, 
μ is the carrier mobility, and IDS is the drain–source current. According to the experi-
mental results shown in Figure 15.36a and b, the Hooge’s coefficient αch and αs esti-
mated in the linear region (VDS = 2V) corresponded to VGS = −8 V and VGS = 2 V at 
a frequency of 100 Hz were 8.69 × 10−6 and 9.29 × 10−5, respectively. In the satura-
tion region, (VDS = 10 V) corresponded to VGS = −8 V and VGS = 2 V, the αch and αs 
estimated at a frequency of 100 Hz were 1.61 × 10−4 and 2.08 × 10−3, respectively. 
When the transistors operated at a large drain–source bias, the self-heating effect 
would result and the carrier mobility would be decreased owing to the increase in the 
carrier scattering probability [82]. Furthermore, the carrier scattering phenomenon 
was an important factor of the flicker noise of transistors [83]. Therefore, the noise 
performance of the AlGaN/GaN MOSHEMTs operated in the linear region was bet-
ter than that operated in the saturation region. According to the results mentioned 
above, the MOSHEMTs are suitable for application in low-noise performance elec-
tronic systems. The exponent γ values of the 1/f γ noise power density were extracted 
from the experimental results shown in Figure 15.28a and b. The dependencies of 
the γ values on VGS for the MOSHEMTs operated at VDS = 2 V (linear region) and 
VDS = 10 V (saturation region) were shown in Figure 15.29 [79]. All γ values were 
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close to unity and independent of applied gate–source biases. The tendency observed 
tallied with the rule stipulated in Hooge’s formula [83, 84].

In Figure 15.28a and b, it could be seen that the normalized noise power density 
increases with the decrease in gate bias. The possible sources of the low frequency 
noise include contact noise, bulk noise, and gate leakage current. In AlGaN/GaN 
MOSHEMTs, the specific contact resistance is 8.7 × 10−6 Ω cm2 and the gate leakage 
current is 5 orders of magnitude smaller than the saturation current. In other words, 
flicker noise is dominated by bulk noise. The total low frequency noise (SRt

) between 
the source and drain region can be expressed as

 
S S SR R Rt ch s

= +  (15.14)

where SRch
 and SRs

 are the noise spectral densities originating from the channel resis-
tance Rch and the series resistance Rs in ungated regions, respectively. The total resis-
tance (Rt) of the MOSHEMTs can be expressed as [81]:

 
R R R R L V Wq n Vt s ch s g off ch G= + = + ( )µ  (15.15)

where Lg is the gate length (1 μm), Voff is the pinch-off voltage, W is the width of 
the channel (50 μm), nch is the carrier concentration of 2DEG at VG = ∣Voff∣, and VG = 
VGS − Voff is the effective gate bias. When gate bias is negative (VGS < 0 V), the chan-
nel resistance is larger than the series resistance. Therefore, the total low frequency 
noise is dominated by the channel resistance. The normalized noise spectral density 
can be expressed as [80, 81]:
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Equation 15.16 shows that the normalized noise power density was influenced by the 
effective gate voltage VG of the AlGaN/GaN MOSHEMTs. When the applied gate-
source voltage VGS was a much higher positive voltage, the channel resistance was 
much smaller than the series resistance. The dependence of the normalized noise 
power density on the effective gate bias VG can be expressed as 

 
S f I S R fN V V VI RDS sDS s s s G GS off( ) ( ) ( )2 2 0 0≅ = ∝ = −α  (15.17)

where Ns is the total number of electrons of the ungated channel and αs is Hooge’s 
coefficient in which the flicker noise is dominated by Rs. When the applied gate–
source voltage VGS was a negative voltage, the channel resistance was much larger 
than the series resistance. The normalized noise power density as a function of effec-
tive gate bias VG can be expressed as 

 
S f I S R fN V V VI RDS chDS ch ch ch G GS off( ) ( ) ( )2 2 1≅ = ∝ = −− −α 11  (15.18)

where Nch is the total number of electrons of the gate-controlled channel and αch 
is Hooge’s coefficient in which the Rch is the dominant factor of the flicker noise. 
In the intermediate gate–source voltage region between the much higher positive 
gate–source voltage and the negative gate–source voltage, S f IIDS

/ DS( ) ( )2  ∝ V m
G

−  was 
a relationship in this transition region. From the normalized noise power density 
shown in Figures 15.28 and 15.35, the magnitude of S f IIDS

/ DS( ) ( )2  decreased when 
VGS varied from −8 to 0 V, and maintained a similar value with the increase in VGS 
when VGS > 0 V. Figure 15.30a and b shows the normalized noise power density as a 
function of effective gate bias of the MOSHEMTs operated in the linear region and 
the saturation region, respectively. S f IIDS

/ DS( ) ( )2  was a function of VG
−1 , VG

−3, and VG
0  

corresponding to the three regions of VG ≤ 3 V (VGS ≤ −6 V), 3 V ≤ VG ≤ 9 V (−6 V ≤ 
VGS ≤ 0 V), and VG ≥ 9 V (VGS ≥ 0V), respectively. If S f IIDS

/ DS( ) ( )2  was a function of 
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VG
−1, Rch was larger than Rs and SRch

 was the dominate noise source. If S f IIDS
/ DS( ) ( )2  

was proportional to VG
−3, Rch was smaller than Rs, but the flicker noise was originated 

by SRch
. If S f IIDS

/ DS( ) ( )2  was a function of VG
0, Rs was larger than Rch and SRs

 was the 
dominate noise source.

In general, the power-handling capability of the conventional devices suffered 
from a small breakdown voltage, large gate leakage current, and current collapse 
[85]. Surface passivation and a field plate were used to reduce current collapse 
[86, 87]. However, the high-frequency performances would be degraded by the addi-
tional gate capacitance caused by the field plate. To enhance the power-handling 
capacity, a recessed gate structure was used successfully in GaN-based devices fab-
ricated using a plasma dry etching method. However, the plasma dry etching process 
inevitably damages the gate-recessed region and degrades the performances of the 
resulting devices [88, 89]. Furthermore, it is difficult to etch GaN-based semiconduc-
tors by using a conventional wet etching method because of their excellent chemical 
stability. To solve the problem, PEC wet etching and oxidation methods were used to 
fabricate gate-recessed AlGaN/GaN MOSHEMTs [90].

The schematic configuration of the gate-recessed AlGaN/GaN MOSHEMTs is 
shown in Figure 15.31 [91]. In the gate-recessed AlGaN/GaN MOSHEMTs, the 
AlGaN layer was recessed by the PEC wet etching method. The PEC oxidation 
method was then used to directly grow an oxide film on the recessed surface of the 
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FIGure 15.31 Schematic configuration of gate-recessed AlGaN/GaN MOSHEMTs. 
(After Chiou, Y.L. et al., J. Electrochem. Soc., 158(5), H477–H481, 2011.).
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AlGaN layer as the gate dielectric layer and to passivate the surface. To fabricate 
AlGaN/GaN MOSHEMTs, mesa isolation (215 × 375 μm2) was performed using a 
300-nm-thick Ni mask in a reactive ion etching system. The etching process etched 
through AlGaN and undoped GaN layers down to the semi-insulating carbon-doped 
GaN layer using BCl3 etchant. The etched thickness of the carbon-doped GaN layer 
was about 0.3 μm. After the Ni mask was removed, the samples were cleaned using 
trichloroethylene, acetone, and methanol, respectively. To remove the native oxide 
existed on the undoped AlGaN surface completely, the cleaned samples were dipped 
into an (NH4)Sx (S = 6%) solution at 60°C for 20 min. Using a standard photolithog-
raphy technique and a liftoff process, the Ti/Al/Pt/Au (25/100/50/200 nm) multilayer 
was deposited as the ohmic metals of the source and drain electrodes (separated 
6 μm) of the MOSHEMTs using an electron beam evaporator. To perform ohmic 
contacts, the samples were then annealed at 850°C for 2 min in a N2 ambient using 
a rapid thermal annealing system. To perform the gate recess structure, the PEC wet 
etching method, using a He–Cd laser (wavelength = 325 nm, power density = 10.0 
mW/cm2) and a H3PO4 solution (pH value = 0.7), was used. The depth of the recess 
region was about 8 nm. Using a He–Cd laser (wavelength = 325 nm, power density = 
10.0 mW/cm2) and a H3PO4 solution (pH value = 3.5), the PEC oxidation method 
was then carried out, to directly oxidize the recessed region of the AlGaN layer. The 
thickness of the grown oxide layer was 30 nm. According to the experimental result, 
one-third of the 30-nm-thick grown oxide layer was consumed from the AlGaN 
layer. The grown oxide films were then annealed at 700°C in an O2 ambient for 2 h. 
After the annealing process, the β-Ga2O3 and α-Al2O3 mixed stable oxide film was 
obtained. The high properties of the Ti/Al/Pt/Au ohmic metallization contacts in 
the source and drain regions were maintained after the annealing process [16]. The 
annealed oxide layer can work as a gate insulator and AlGaN surface passivation. 
Using a standard photolithography technique and a liftoff process, two-finger Ni/
Au (20/100 nm) metals with 1 μm length and 50 μm width were deposited using an 
electron beam evaporator. The planar gate MOSHEMTs were also fabricated using 
the same epitaxial structure and the same process except without the PEC wet etch-
ing gate recess process. The combination of the PEC wet etching and oxidation pro-
cesses does not induce damage on the recessed AlGaN surface and passivates the 
AlGaN surface [90].

Figure 15.32 shows the drain–source current (IDS) as a function of the drain–source 
voltage (VDS) of the planar gate and gate-recessed AlGaN/GaN MOSHEMTs under 
various gate–source voltages (VGS). The saturation drain–source currents (IDSS) at VGS= 
0 V of the planar gate and the gate-recessed AlGaN/GaN MOSHEMTs were 509 and 
642 mA/mm, respectively. The on-resistance of the planar gate and gate-recessed 
AlGaN/GaN MOSHEMTs operated at VGS = 0 V was 7.41 and 6.06 Ω mm, respec-
tively. The threshold voltages of the planar gate and the gate-recessed AlGaN/GaN 
MOSHEMTs were −8.5 and −8 V, respectively. Since the same thickness of undoped 
AlGaN was used, the thickness of the gate-recessed AlGaN/GaN MOSHEMTs was 
thinner than that of the planar gate AlGaN/GaN MOSHEMTs due to the gate recess 
process. The difference in threshold voltage between the planar gate AlGaN/GaN 
MOSHEMTs and the gate-recessed AlGaN/GaN MOSHEMTs was attributable to 
the associated effective AlGaN thickness. When the AlGaN/GaN MOSHEMTs 
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operated at VDS = 10 V, the dependence of extrinsic transconductance (gm) on VGS 
is shown in Figure 15.33. The gm(max) values of the planar gate MOSHEMTs and the 
gate-recessed MOSHEMTs were 78 and 86 mS/mm, respectively. It can be seen 
that the gm(max) of gate-recessed AlGaN/GaN MOSHEMTs increased, because the 
separation between the oxide/semiconductor interface and the 2DEG channel was 
reduced and the gate controllability was enhanced.

Figure 15.34 shows the typical IGS–VGS characteristic of the planar gate and 
the gate-recessed AlGaN/GaN MOSHEMTs. The gate–source leakage currents 
of the planar gate and the gate-recessed AlGaN/GaN MOSHEMTs operated at 
VGS = −100 V were 9.32 × 10−6 and 4.63 × 10−6 A, respectively. It can be found that 
the gate leakage current of the gate-recessed AlGaN/GaN MOSHEMTs was bet-
ter than that of the planar gate MOSHEMTs. This fact indicated that the PEC wet 
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etching method used for making the gate recess not only did not induce any damage 
on the AlGaN surface and was able to passivate the recessed surface. The inset in 
Figure 15.34 shows the OFF-state breakdown behaviors of the planar gate and the 
gate-recessed AlGaN/GaN MOSHEMTs measured at the pinch-off region of VGS = 
−10 V. The OFF-state breakdown voltage of the planar gate MOSHEMTs was 80 V, 
and the corresponding value of the gate-recessed AlGaN/GaN MOSHEMTs was 
larger than 100 V. Obviously, the OFF-state breakdown voltage of the gate-recessed 
AlGaN/GaN MOSHEMTs was much better than that of the planar gate one. This 
behavior was attributed to the improvement in the electric field distribution at the 
drain side of the gate edge. By using the gate-recessed structure, since the electric 
field shifted into the AlGaN layer, a high OFF-state breakdown voltage of the result-
ing devices could be obtained.

Figure 15.35a and b shows the normalized low frequency noise power density 
( S IIDS DS

2 ) as a function of frequency, where SIDS
 is the noise spectral density of the 

drain–source current (IDS) at a constant drain-source voltage (VDS), of the planar gate 
and the gate-recessed AlGaN/GaN MOSHEMTs operated in the linear region (VDS = 
1 V and VGS = 2 to −8 V) and the frequency range from 4 Hz to 10 kHz, respectively 
[91]. Both the measured low frequency noise results of the planar gate and the gate-
recessed MOSHEMTs were well fitted with the 1/f (flicker noise) function in the low 
frequency region. Therefore, the dominant low frequency noise source is the flicker 
noise. As shown in Figure 15.35a and b, the similar normalized low frequency noise 
power density in the planar gate and the gate-recessed MOSHEMTs was found. 
Because the low frequency noise was significantly influenced by the surface damage 
and the induced defects [89], this phenomenon of similar normalized low-frequency 
noise power density clearly indicated that the PEC wet etching process used for 
performing gate-recessed structure did not induce any damage or defects on the 
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gate-recessed region of the AlGaN surface. By using the mobility fluctuation model 
[80, 81], Hooge’s coefficient α of the planar gate and gate-recessed AlGaN/GaN 
MOSHEMTs in the linear region (VDS = 1 V) at f = 100 Hz and VGS = –6 V was 
7.64 × 10−4 and 2.14 × 10−4, respectively. Because the low frequency noise is highly 
sensitive to the quality of the semiconductor surface, the better Hooge’s coefficient 
α of the gate-recessed MOSHEMTs indicated that the PEC etching process did not 
damage the AlGaN surface and did not induce additional defects. Furthermore, the 
undesired original damages and native defects were first removed by the PEC wet 
etching process and then passivated by the PEC oxidation process. Consequently, 
the associated Hooge’s coefficient α value was improved compared with only the 
passivation function of the PEC oxidation process in the planar gate MOSHEMTs. 
Figure 15.36 shows the short-circuit current gain (∣h21∣) and the MAG/MSG as a 
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function of frequency derived from the S parameters measured from the AlGaN/
GaN MOSHEMTs [91]. The unit gain cutoff frequency ( fT) and maximum frequency 
of oscillation ( fmax) were determined from 0 dB of the ∣h21∣ and MAG/MSG data. The 
fT and fmax of the planar gate MOSHEMTs were 5.8 and 11.0 GHz, respectively. The 
fT and fmax of the gate-recessed MOSHEMTs were 6.5 and 14.3 GHz, respectively. 
As mentioned above, the maximum extrinsic transconductance of 86 mS/mm for the 
gate-recessed AlGaN/GaN MOSHEMTs was larger than 78 mS/mm of the planar 
gate AlGaN/GaN MOSHEMTs. For the gate-recessed AlGaN/GaN MOSHEMTs, 
an increase in gate capacitance can be ascribed to the reduction of the separa-
tion thickness between the oxide/semiconductor interface and the 2DEG channel. 
Consequently, the IDS and gm of the gate-recessed MOSHEMTs can be enhanced 
by the increase in gate capacitance. Therefore, the obtained better high-frequency 
performances of the gate-recessed AlGaN/GaN MOSHEMTs were attributed to the 
resulting higher maximum extrinsic transconductance.

15.7 conclusIons

Compared with GaN-based MES-HEMTs, GaN-based MOSHEMTs have better 
high-power performances because of their large breakdown field, large gate volt-
age swing, small gate leakage current, and suppressed current collapse phenom-
enon. With regard to their power-handling capacity, MOSHEMTs are particularly 
useful in high-power systems. To further improve the performances of GaN-based 
MOSHEMTs, intensive efforts have been continuously devoted to investigate the 
various aspects of the devices. Apart from improving the epitaxial growth of the 
structure, the metal/semiconductor and oxide/semiconductor contacts in device fab-
rication are another two aspects that have been intensively studied.

In this chapter, recent progresses in improving the ohmic behaviors of metal/
semiconductor contacts and the qualities of oxide/semiconductor interfaces via 
surface treatment were systematically discussed. The relevant chemistry and phys-
ics are introduced. Based on newly developed chemical wet etching and oxidizing 
techniques, MOSHEMTs have been fabricated, demonstrating their great benefit to 
ohmic behavior and the performances of MOSHEMTs. It is concluded that recent 
progresses in surface chemical passivation have great potential for fabricating high 
performance III–V nitride-based MOS devices and integrated circuits in the near 
future.
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16 GaN-Based HEMTs 
on Large Diameter 
Si Substrate for Next 
Generation of High Power/
High Temperature Devices

Farid Medjdoub

16.1 IntroductIon

Increasing demand for high power amplifiers in wireless communication systems 
and radars has stimulated new developments in solid state device structures. One 
emerging area had been gallium nitride (GaN)-based FETs. Its large bandgap, high 
breakdown field, high electron mobility, and ability to form heterojunctions in the 
(In, Al, Ga)N material matrix make this material attractive in comparison to conven-
tional gallium arsenide pseudomorphic-HEMTs (high electron mobility transistors). 
In the past decade, outstanding performance has been demonstrated with AlGaN/
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GaN HEMTs, yielding in the highest microwave power handling capability of all 
solid-state device configurations up to now [1].

GaN-on-silicon has become the most promising technology for next-generation 
power devices to overcome intrinsic Si limits for high temperature operation, high 
efficiency at high operating voltage, and high frequency. The possibility to design 
advanced heterostructures based on a complete semiconductor family (i.e., the III-
nitrides (In, Al, Ga)N) allows to define new device concepts, showing exceptional 
electrical properties. The design of advanced GaN devices for power applications 
can be further improved owing to the use of an in situ grown SiN passivation. This 
in situ SiN layer is shown to be a key parameter for device stability at elevated tem-
peratures, significantly enhancing the device reliability in high temperature acceler-
ated lifetime tests. The demonstration of depletion and enhancement-mode devices 
with  breakdown voltages above 600 V, more than an order of magnitude reduc-
tion in  conduction loss as compared to the most advanced Si MOSFETs (metal–
oxide–semiconductor field-effect transistors), and the ability to operate under higher 
switching frequencies have already been achieved. GaN-on-Si HEMTs that yield 
extremely high output power density exceeding 10 W/mm at 2 GHz together with 
high temperature stability beyond 300°C have been shown.

The key criterion for market adoption will remain the cost: this wide bandgap 
material offers a reasonable market perspective in terms of cost/performance ratio, 
because of the unique possibility to grow advanced heterostructure on large diameter 
Si substrates, up to 150 mm and in the near future, 200 mm. Additionally, the pos-
sibility of developing a process compatible with CMOS standard technology opens 
very good perspective in further cost reduction by leveraging on Si economy of scale.

Besides the wide bandgap, the main advantage of the AlGaN/GaN heterostructure 
had been the polarization-induced two-dimensional electron gas (2DEG)-channel 
charge density. Two polarization effects contribute: (1) the difference in spontane-
ous polarization of GaN and AlGaN, respectively, and (2) the piezo-polarization 
induced by the strain of the lattice mismatched heterostructure. At 30% Al content, 
the two contributions are roughly equal. However, the device performances may still 
be further improved by substituting the AlGaN barrier by InAlN. Indeed, as can 
be seen from the composition diagram of the III nitride materials matrix (Figure 
16.1), InAlN can be grown lattice matched to GaN [2]. Thus, at this composition 
stress and piezo-polarization are not present, potentially improving the stability of 
the heterostructure.

Even without piezo-polarization, the 2DEG channel sheet charge density induced 
by the difference in spontaneous polarization is larger than typical AlGaN/GaN het-
erostructures. This should result in a higher output current density and, if the break-
down conditions can be preserved, even higher power density. The high Al-content 
places the InAlN alloy closer to AlN than the AlGaN alloy used in AlGaN/GaN 
FETs. AlN possesses the highest spontaneous polarization in the materials matrix 
and a Curie temperature well above 1000°C, indicating high chemical/thermal 
stability. In comparison, GaN decomposes in atmosphere at 650°C [3], although 
grown mostly at around 1000°C. Thus, InAlN/GaN heterostructure FETs may dis-
play higher chemical/thermal stability than their AlGaN/GaN counterparts, poten-
tially allowing operation at higher temperatures and improving robustness. A high 
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chemical stability may also result in an improved control of the surface instabilities, 
which have been plaguing polarization dipole induced channels. At the same time, it 
may also allow us to implement thinner barriers.

In this chapter, an overview of the potentialities for a large range of applications 
of GaN-on-Silicon novel heterostructures is described. In particular, it will be shown 
that these devices could create a breakthrough for high power/high frequency appli-
cations and survive in harsh environments not achievable with standard Si technol-
ogy. Finally, reliability aspects, crucial before technology industrialization, will be 
considered and detailed in the last part. 

16.2  Gan-on-si devIces for HIGH 
Power at HIGH frequency

Vacuum tubes are used in the vast majority of high power amplifiers operating at 
millimeter-wave frequencies. However, this incumbent technology is under threat 
from solid-state power amplifiers (SSPAs) that are smaller, cheaper, more reliable, 
and quicker to build. Although these SSPAs could be constructed from GaAs and 
InP HEMTs, these devices can only operate at low voltages and low powers. These 
limitations mean that multiple amplifiers or MMICs must be combined in order to 
deliver the output powers required, which leads to highly complex systems operating 
at relatively low efficiencies. GaN HEMTs can deliver high powers at higher volt-
ages, and promise simple, efficient millimeter-wave power amplifiers.

AlGaN/GaN-based HEMTs have attracted widespread research and design 
interest because of their capability for high-power operation at high-frequencies. 
Traditionally, high-speed AlGaN/GaN HEMTs have mostly been fabricated on insu-
lating sapphire or semi-insulating SiC substrates. High-resistivity (HR) Si substrates 
have established themselves as a commercially viable alternative in the lower fre-
quency end of the microwave spectrum because of their low costs, high-crystalline 
perfection, and adequate thermal conductivity at junction operating temperatures. 
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However, HR-Si is not resistive enough to be considered semi-insulating (with resis-
tivity below 20 kΩ cm), and potential substrate loading and/or parasitic conduction 
through the buffer layers due to cross-doping effects might affect device perfor-
mance at higher frequencies. Nevertheless, it has been recently demonstrated that 
millimeter-wave AlGaN/GaN HEMTs grown on (111) HR-Si offer excellent micro-
wave power performances with good noise figures and cutoff frequencies reaching 
today more than 100 GHz [4, 5].

16.2.1 DC CharaCteristiCs

One of the main advantages of the InAlN/GaN heterostructure is the high interfa-
cial sheet charge density, which should enable extremely high current level density. 
The first significant DC characteristics of unstrained InAlN/GaN HEMTs have been 
obtained on Si substrate [6], yielding a maximum DC output current at room temper-
ature of IDS = 1.8 A/mm at a gate bias VG = +5 V with a peak transconductance gm = 
180 mS/mm. Recently, the electron mobility improvement associated with a high 
2DEG density has enabled researchers to achieve more than 2 A/mm (Figure 16.2) 
using a lattice matched InAlN/GaN HEMT on sapphire with 13 nm barrier and 
0.25 μm gate length. This value is about twice as much as that obtained with the 
commonly used AlGaN/GaN FETs [7].

The low surface potential allows downscaling of the barrier layer to the tunneling 
limit toward enhancement mode of operation. Figure 16.3 shows the output char-
acteristics of devices with a gate length of 0.25 μm, fabricated on lattice matched 
heterostructures with 8- and 5-nm barrier layers, respectively (adding a 1.0 nm AlN 
smoothing layer).

The influence of barrier thickness is also noticeable by the changes in threshold 
voltage and transconductance. Figure 16.4 shows the dependence of the threshold 
voltage on the total barrier layer thickness. Scaling of the threshold voltage is indeed 
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inversely proportional to the total barrier thickness. Enhancement mode of operation 
(VTH = 0 V) can be predicted for a barrier thickness of approximately 2 nm, which 
would then be in combination with an extremely high channel sheet charge and max-
imum open channel current density. With thinner barrier, the peak transconductance 
is also increased, as shown by the transfer characteristics in Figure 16.5. For the 
5-nm barrier a peak transconductance of 505 mS/mm is obtained (Lg = 0.25 μm), 
which represents one of the highest of GaN-based FETs. Even higher transconduc-
tances can be expected with thinner barriers. However, to take advantage of such a 
structure, ultrashort gate length (below 100 nm) must be used in order to achieve the 
aspect ratio as mentioned in the next part. The depletion caused by the residual sur-
face potential of 0.4 eV (which acts also as parasitic current limiter) would, however, 
still need to be overcome.
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16.2.2 DynamiC CharaCteristiCs

In order to achieve high frequency performance, it is necessary to reduce the HEMT 
gate length while keeping an optimum aspect ratio (gate length on gate to channel 
distance), which has to be typically above 5 in the case of traditional GaAs and InP-
based HEMT devices [8]. Lately, it has been demonstrated that the achievement of 
optimal frequency performance for GaN-based technology required a significantly 
higher aspect ratio of approximately 15 in order to mitigate the short channel effects 
at high drain bias [9]. For AlGaN/GaN devices, conventional barrier thicknesses are 
around 25 nm. This prevents the use of ultrashort gate length lower than 100 nm 
without the apparition of short channel effects. A possibility to overcome this draw-
back is the use of a gate recess. However, the dry etching necessary for a gate recess 
of AlGaN is difficult to implement and degrades the surface underneath the gate, 
which may be detrimental for the Schottky diode quality and device reliability. 
Therefore, InAlN/GaN HEMTs will allow high aspect ratios with sub-100 nm gate 
lengths, while maintaining a high sheet carrier density. The current gain cutoff fre-
quency FT for different gate lengths of InAlN/GaN devices with 13 nm barrier thick-
ness has been measured in order to emphasize the advantage of a high aspect ratio. 
Unlike typical AlGaN/GaN devices, an increase in FT with the reduction of gate 
length even with sub-100 nm gate length is observed and not masked by parasitics 
(see Figure 16.6).

Likewise, in AlGaN/GaN HEMT structures the large signal performance is basi-
cally affected by the polarization dipole characteristics and surface-related instabili-
ties such as current compression or power slump, even when the buffer layer is stable. 
Many of the phenomena can be associated with surface charging effects between 
gate and drain commonly called “virtual gate” effect [10]. Here, the origin of the 
instability is seen in the charging and discharging dynamics of the deep surface 
donor. In part, the charging path may be via generation/recombination in the bar-
rier layer or via lateral surface leakage. This surface leakage may be strongly (gate 
to drain) field dependent and appears often as lateral charge injection from the gate 
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metal contact into the adjacent surface of the drift region. Both effects are usually 
identified by pulsing the gate or drain bias, respectively. Gate pulsing will therefore 
be mostly sensitive to traps in the barrier and buffer layers; drain bias pulsing will 
be especially sensitive to surface effects. At high drain bias, high fields develop in 
the gate–drain drift region and there may be a threshold, when lateral surface charge 
injection and “drain-lagging” appears. 

Pulse experiments reveal the same characteristics as seen in AlGaN/GaN HEMTs 
and depend essentially on the passivation technology used. First microwave power 
measurements have still shown conservative results [11]. Nevertheless, more than 
10 W/mm at 10 GHz has been recently obtained with a lattice matched structure 
using a SiN passivation layer at a drain bias VDS = 30 V (Figure 16.7). At 2 GHz, 
a 1-mm single GaN-on-Si device could deliver an output power exceeding 10 W 
(Figure 16.8) while showing high robustness over time, as can be seen in the last 
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part of this chapter. It has to be pointed out that this result has been performed with 
an open channel current level far below the potential of the structure (approximately 
1.2 A/mm). Consequently, there is still room for improvement of InAlN/GaN HEMT 
power performance.

16.3  Gan on sIlIcon devIces for HarsH envIronment

Semiconductor materials have become the main basis for many sensing applications, 
especially because of the possibility of integrated signal conditioning in a smart sen-
sor arrangement, also leading to new fabrication technologies for such microsystems 
and microelectromechanical systems. However, the vast majority of such integrated 
sensor systems is silicon based, limited by Si mechanical, chemical, optical, thermal, 
and electronic material properties. All fields of applications, which cannot be made 
accessible by standard silicon micromachining technologies, are in general labeled 
harsh and hostile environments. Nevertheless, there is an increasing need for the 
development of robust solid-state devices and smart sensor systems that can operate 
under such conditions.

Because of their superior thermal, chemical, and mechanical stability, only wide 
bandgap semiconductors such as SiC, GaN, or diamond can meet the requirements 
for such environments. InAlN heterostructures on GaN (and AlN) that can be grown 
on Si substrate has been evaluated for smart sensors under extreme conditions. The 
focus has been on high temperature stability (above 400°C), but could be extended to 
highly corrosive and toxic gases and highly corrosive and hazardous liquids. Areas 
of application span therefore from life sciences and environmental control to the high 
temperature engine control and management, exhaust fume treatment, high energy 
chemical synthesis, and deep well drilling.

Out of the three wide bandgap semiconductors in question, nitride semiconduc-
tors (mostly based on GaN) and their heterostructures have a unique advantage. 
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They possess high thermal stability, high chemical inertness, and a high spontane-
ous polarization. In a recent experiment, a group at Ulm University had been able 
to show an extremely high thermal and chemical stability of lattice matched InAlN/
GaN FETs by their operation at 1000°C (in vacuum), indicating also a high thermal/
chemical stability of the InAlN surface. Thus, it appears that this material can offer 
a unique possibility in both electronics and sensing under extreme conditions, which 
have not been explored up to now. Therefore, it can allow us to make possible smart 
sensors under harsh environments for the first time.

The short-time temperature stability of InAlN/GaN HEMT structures under DC 
operation has been tested in vacuum in a temperature ramping experiment [12].

Here, the temperature was ramped up in 100°C steps with a time interval of 10 min 
at each temperature, where the DC output characteristics were taken with tungsten 
carbide test needles in the vacuum chamber. The temperature had been calibrated 
by several methods (thermocouple reading, pyrometer, and melting point detection). 
At very high temperatures, where the thermal losses are highest, the temperature 
of the chip surface has been calibrated by melting of the Au contact metallization 
at 1063°C. This was then compared to the thermocouple reading located within the 
substrate holder. Figure 16.9 shows the device under test at 1000°C.

Figure 16.10 shows the output characteristic under open channel condition at VG = 
+2 V and pinch-off at VG = –8 V for operations at RT, 600°C, and 800°C. It can be 
seen that ohmic and Schottky contacts are both highly stable. Schottky diode leak-
age does not prevent transistor operation even at 1000°C (see Figure 16.11). In the 
linear region, the channel resistance is gradually increasing, indicating a reduction of 
mobility with temperature. Up to 600°C, residual barrier characteristics are still vis-
ible in the source and drain contact characteristics, which are overcome only at the 
highest operating temperature of 800°C. At 600°C, the maximum output current is 
also only slightly reduced, indicating that operation up to this temperature may still 
be velocity saturation dominated. At 800°C pinch-off is softened. Indeed, opera-
tion at 1000°C shows severe bypass conduction through the buffer layer. It seems 
therefore that the high-speed performance at high temperature is influenced by two 
major factors: (1) reduction in mobility, so that velocity saturation will only domi-
nate at reduced gate length; (2) buffer layer leakage through trap activation resulting 
in a low output resistance. In particular, the second effect will effectively limit the 

fIGure 16.9 HEMT device under test at 1000°C in a vacuum chamber.



470 Nano-Semiconductors: Devices and Technology

microwave performance of the device severely as was the case for the high tempera-
ture performance of GaAs FETs [13]. It is therefore a challenge to develop GaN buf-
fer layer configurations, which remain semi-insulating at these high temperatures.

Figure 16.12 shows DC characteristics before and after the temperature cycling 
test up to 1000°C. The original current level is restored. A slight decrease in trans-
conductance is observed due to a small degradation of the ohmic contacts. Thus, no 
major permanent degradation was observed. This high thermal stability is attributed 
to the chemical stability of the InAlN barrier layer and to the absence of strain 
into the InAlN/GaN heterostructure. High-resolution transmission electron micros-
copy (HR-TEM) and energy-dispersive x-ray spectroscopy (EDX) of the interface 
between the Ni/Au Schottky contact and the InAlN/GaN heterostructure have been 
performed upon cooling from 1000°C (Figure 16.13). No presence of Ni and Au 
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has been detected in the InAlN layer, which means that no noticeable interdiffusion 
occurred at such a high temperature.

Unlike AlGaN/GaN devices, where contacts have been stable up to the highest 
temperature of operation (800°C [3]), but the 2DEG density and maximum channel 
current density have started to degrade first, the lattice matched InAlN/GaN hetero-
structure appears to be extremely stable. No degradation of polarization fields in the 
two materials, the heterojunction, or the 2DEG density is observed. Recent materials 
studies have indeed confirmed the outstanding thermal stability of the InAlN/GaN 
heterostructure [14].
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16.4  Gan Power transIstors on sIlIcon 
substrate for swItcHInG aPPlIcatIon

Although GaN-based materials have been applied to optical devices and commer-
cialized, such as blue light-emitting diodes or blue laser diodes (LDs), electron 
devices using GaN-based materials for power switching application had not been 
a familiar topic. However, several types of device structure have been reported by 
several researchers. One candidate is a lateral structure, and another candidate is a 
vertical structure in the same manner as the Si power devices. Furthermore, those 
device characteristics were improved recently because of the improvement of both 
the device structure and the growing technique of GaN-based materials. Therefore, 
GaN-based electron devices can operate under high-frequency and high-temperature 
conditions, resulting in lower loss and higher power switching characteristics com-
pared with those observed when conventional Si devices are used [15, 16].

GaN-based materials have excellent figures of merit for utilizing electron devices, 
such as power transistors or power diodes. Table 16.1 indicates the figures of merit 
for Si, GaAs, SiC, and GaN derived from physical constants of each material. Since 
Baliga derived a figure of merit (BFOM), which is a very important factor in the 
power device field, GaN material is definitely superior to other semiconductors.

Power switching devices could also benefit from ultrathin Al-rich barrier materi-
als grown on Silicon substrate. Indeed, the main device requirements are high break-
down together with low on-resistance (RON) (e.g., high maximum current density) 
and no current collapse at high bias conditions. Furthermore, these devices should 
be cost-effective and operate in a normally off configuration for circuit simplicity 
and safety reasons. In this part, the possibility of achieving all the mentioned fea-
tures while using ultrathin barrier layer AlN/GaN/AlGaN double heterostructures 
(DHFETs) grown on a 4-in. Si substrate is shown. The enhancement-mode (E-mode) 
operation can be obtained by using an in situ SiN cap layer to prevent 2DEG deple-

table 16.1
electrical Properties of wide bandgap semiconductors compared with si 
and Gaas

material Eg (ev) εs μn (cm2/vs) Ec (mv/cm)
νsat 

(107 cm/s) ni (cm−3) bfoma

Si 1.12 11.8 1350 0.3 1.0 1.5 × 1010 1

GaAs 1.42 13.1 8500 0.4 2.0 1.8 × 106 17

4H-SiC 3.26 10 720 2.0 2.0 8.2 × 10−9 134

6H-SiC 2.86 9.7 370 2.4 2.0 2.4 × 10−5 115

2H-GaN 3.44 9.5 900 3.0 2.5 1.0 × 10−10 537

Note: Eg, bandgap; εs, dielectric constant; μn, electron mobility; Ec, critical electric field; νsat, saturation 
velocity; ni, intrinsic carrier density.

a BM = εμEc3, BFOM was normalized by the BM of Si.
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tion from the surface. Thus, high 2DEG density can be maintained and the local 
removal of the in situ SiN under the gate results in E-mode FETs.

16.4.1 Ultrathin Barrier DeviCe Design anD FaBriCation

The double heterostructures (see Figure 16.14) were grown by metal–organic chemi-
cal vapor deposition (MOCVD) on a highly resistive (>5000 Ω cm) 4-in. Si (111) 
substrate. Epilayers consist of a 2-μm-thick Al0.18Ga0.82N buffer layer, which favors 
the electron channel confinement and enables the enhancement of the device break-
down voltage as compared to the commonly used GaN buffer [17]. On the top of the 
Al0.18Ga0.82N layer, a 150-nm-thick GaN channel layer has been grown followed by 
a 2.0-nm ultrathin AlN barrier layer and a 6.0-nm-thick in situ Si3N4 cap layer. The 
in situ SiN layer is used not only to prevent cracks and strain relaxation due to the 
high tensile stress of the AlN barrier layer with the GaN channel layer, but also to 
neutralize the surface charges and thus compensate for the surface depletion of the 
2DEG [18].

Room-temperature Hall measurements show an electron sheet concentration of 
2.1 × 1013 cm–2 and a mobility of 870 cm2/Vs resulting in a sheet resistance of 355 
Ω/sq. Contactless sheet resistance measurements indicate a high uniformity over the 
4-in. wafer with a deviation of ±2.2%.

Device isolation can be obtained by mesa definition using a chlorine plasma etch-
ing or by ion implantation. Ohmic contacts are formed directly on top of the AlN 
barrier layer by etching the in situ Si3N4 layer. A standard Ti/Al/Mo/Au metal stack 
has been used, followed by a rapid thermal anneal at 850°C in N2 ambient. Using 
linear transmission line model (TLM) structures, excellent ohmic contact resistance 
(RC = 0.36 Ω mm) are measured, considering the fact that diffusion mechanism 
through high Al content barrier is generally problematic. Material sheet resistance 
determined from TLM structures was 360 Ω/sq, in good agreement with the Hall 
measurements. Next, 50 nm plasma enhanced CVD Si3N4was deposited. Gate 
lengths of 2 and 3 μm were defined by optical lithography. SiN under the gate was 
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fIGure 16.14 Schematic cross section of fabricated AlN/GaN/AlGaN DHFETs.
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removed through the opening of the resist pattern using a low power SF6 plasma 
so that implantation of fluorine ions F– is avoided. Indeed, it has been shown that 
F – ions introduce shallow traps under the gate region and might cause DC to RF dis-
persion [19]. This, in turn, leads to device instability. Ni/Au gate metals were depos-
ited using another photolithography step. Because the AlN barrier layer is extremely 
thin, the removal of the Si3N4 under the gate generates a full depletion of the 2DEG 
underneath the gate metal (e.g., no electron flow at a gate bias of 0 V), and thus nor-
mally off devices can be achieved. The gate–source and gate–drain spacing were 
1 and 8 μm, respectively, and device width was 200 μm. Finally, the devices were 
passivated with 200 nm plasma enhanced CVD Si3N4.

16.4.2 resUlts anD DisCUssion

Figure 16.15 illustrates a typical transfer characteristic of 2 × 100 μm normally 
off AlN/GaN/AlGaN DHFET plotted on a linear scale and semi-linear scale (see 
inset) at VDS = 10 V. The gate length is 2 μm. The threshold voltage obtained by 
linear extrapolation of the ID–VGS curve is +0.18 V. The transconductance gm peaks 
reproducibly above 300 mS/mm in spite of the large gate length (maximum gm = 
315 mS/mm for the presented device). This high value results from the very short 
gate to channel distance.

The devices present gate and drain leakage currents below 10 μA/mm, indicating 
that no electron tunneling occurs through the thin barrier layer.

In Figure 16.16, off-state breakdown voltage at VGS = 0 V and output characteris-
tics ID–VDS (inset) of a 2 × 100 μm AlN/GaN/AlGaN DHFET are shown. The gate 
bias has been swept from +2 V down to 0 V in 1-V step. The device off-state break-
down voltage defined at 1 mA/mm is 580 V at VGS = 0 V for a gate–drain distance 
of only 8 μm. The maximum current density Imax is as high as 0.48 A/mm at VGS = 
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+2.0 V resulting in on-state resistance RON of 6.2 Ω mm. The device active area A 
included both the source–drain region and the source–drain contact regions [A = 
(Ls + Lsd + Ld) × Wg], where Lsd is the source drain distance, Wg is the gate width, 
Ls is the source contact, and Ld is the drain contact. The translated specific RON is 
1.25 mΩ cm2. This performance compares favorably to the state of the art, as can 
be seen in Figure 16.17. This graph represents the benchmarking of breakdown volt-
age as a function of specific on-resistance for GaN-based normally off transistors. 
This result reflects the advantages of the unique combination of high 2DEG density 
together with an ultrathin barrier layer combined with the in situ SiN cap layer.
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It has to be pointed out that Imax is limited by the gate voltage swing (up to VGS = 
+2.0 V) and not by the 2DEG density since no current compression is observed in 
the output characteristics (see Figure 16.16). Therefore, increasing the gate forward 
breakdown voltage would further improve the maximum current density and thus 
yield even lower RON values. A further improvement could be achieved by increasing 
the AlGaN buffer thickness as this leads to a significant enhancement of the device 
breakdown voltage [20].

Pulsed measurements of 2 × 100 μm AlN/GaN/AlGaN DHFETs have been per-
formed using 400 ns pulse width and 1 ms period (Figure 16.18). In the pulse mea-
surement routine, the reference bias point (VGS0 = 0 V, VDS0 = 0 V) is chosen in order 
to simultaneously eliminate the thermal and trap effects. This bias point is compared 
to the quiescent bias point (VGS0 = –2 V, VDS0 = 50 V), where the voltage applied to 
the gate was fixed to –2 V (deep pinch-off), whereas the drain was pulsed from 0 to 
50 V in order to highlight the so-called drain lag effect. It clearly appears that no 
dispersion is observed up to VDS = 50 V, and that only a minor change in the dynamic 
on-resistance is observed. These results indicate that the presented AlN/GaN/AlGaN 
DHFETs do not suffer from surface traps up to 50 V drain bias and confirm that the 
AlGaN buffer does not introduce any noticeable trapping.

For statistical relevance, more than 200 devices have been characterized on-wafer 
(Figure 16.19). The current density at VGS = +2 V, the on-resistance and the threshold 
voltage of AlN/GaN/AlGaN DHFETs have been monitored for two different gate 
lengths (Lg = 2 and 3 μm). All measured devices appear to be fully normally off 
with a threshold voltage mean value VTHmean = +0.12 ± 0.07 V. A significant increase 
in current density from a mean value IDmean = 350 ± 35 mA/mm for Lg = 3 μm to 
IDmean = 410 ± 40 mA/mm for Lg = 2 μm is observed. This is reflected in essence in 
the decrease of on-resistance from a mean value RONmean = 1.85 ± 0.3 mΩ cm2 for 
Lg = 3 μm to RONmean = 1.35 ± 0.2 mΩ cm2 for Lg = 2 μm. Further reduction of Lg will 
allow achieving lower on-resistance.
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16.5 relIabIlIty asPects

In contrast to the large amount of publications reporting impressive performance 
of GaN-based devices, the number of reliability studies is relatively limited. In the 
reliability analysis of power switching devices, for instance, it should be considered 
that during the normal switching operation the transistor is continuously switched 
from an off-state at a high drain voltage to an on-state in low impedance. In the first 
case, the transistor has to withstand a high electric field peak under the gate edge at 
the drain side, which might cause stability problems such as a considerable increase 
in leakage currents. In the second case, the device degradation might be induced by 
the high current density in the channel and through the Schottky gate (for large gate 
bias). Consequently, despite the intrinsic high voltage and current capabilities, reli-
ability issues might limit the operating bias.

In this section the stability of 5 μm gate–drain spaced GaN-on-Si HEMTs was 
tested in both on- and off-state conditions with the ambient temperature set at 200°C. 
For the off-state condition the drain voltage was set to 200 V. The on-state condition 
was defined at a drain voltage of 5 V while +2 V was applied to the gate. Under such 
harsh conditions, only small signs of degradation were noticed during the on- and 
off-state stress. As will be discussed in the subsequent sections, these outstanding 
results are attributable to the combination of several factors such as high-quality 
epilayers, in situ Si3N4 cap layer, and an optimized gate technology. Furthermore, 
some preliminary RF reliability data at 2 GHz of GaN-on-Si at a drain bias as high 
as 50 V will be presented.

16.5.1 thermal staBility enhanCement via In SItu si3n4 Cap layer

The 2DEG of GaN-based HEMTs is generally obtained by the growth of a thin 
AlGaN layer on top of a GaN layer. The piezoelectric polarization of the AlGaN 
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barrier layer, which is induced by the lattice mismatch with the GaN channel layer, 
has a crucial role in defining the 2DEG properties.

The strain of the AlGaN layer might be changed by modifying the Al contents 
or by applying an external electric field. It is reported that an excessive intrinsically 
or extrinsically induced strain of the AlGaN layer results in crystallographic defects 
causing a degradation of the DEG properties [21]. For these reasons, the AlGaN layer 
is considered one of the weakest points of GaN-based technology. Recently, it has 
been shown that the use of a SiN cap layer on top of the barrier layer might enhance 
the robustness of the entire structure [22].

In this section, the thermal stability of three structures nominally identical except 
for the cap layer has been compared. These structures consist of a GaN buffer layer 
epitaxially grown by MOCVD on Si substrate followed by 22 nm of Al0.3Ga0.7N 
layer. Finally, structure A was capped with a 3-nm Si3N4 layer, structure B was ter-
minated with 2 nm GaN layer, and structure C was left uncapped as a reference. Both 
cap layers were deposited in situ in the MOCVD chamber.

The thermal stability of the structures was evaluated via a temperature step-stress 
experiment in vacuum. The temperature was ramped up from 500°C to 900°C every 
30 min using a step of 100°C. After each step, the oven was cooled down in order 
to perform room-temperature Hall measurements necessary to identify irreversible 
material degradation such as a drop of the carrier concentrations. As can be observed 
in Figure 16.20, only structure A (capped with Si3N4) preserved the electrical and 
structural properties of the heterostructure up to 900°C. For the other two structures 
(capped with GaN and uncapped), the electron concentration drops at 700°C while 
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cracks as well as significant increase of the surface are observed. This degradation is 
attributed to the strain relaxation of the AlGaN barrier layer, resulting in the reduc-
tion of the 2DEG concentration. In a reported experiment, an uncapped epi-structure 
consisting of an unstrained In0.17Al0.83N barrier layer subjected to a similar thermal 
test has shown stability above 900°C, which indicates the key role of strain in mate-
rial degradation.

This experiment indicates that the Si3N4 is effective in strengthening the AlGaN 
barrier layer by preventing the relaxation phenomena. This cap layer certainly plays 
a key role in the device reliability enhancement under harsh conditions (high electric 
field/high junction temperature).

16.5.2 reliaBility test on power switChing DeviCes

16.5.2.1 device and test description
For the on- and off-state stress experiment, the epitaxial layer was also grown by 
MOCVD on 4-in. Si (111) substrate. The layer stack consisted of a 2-μm-thick AlGaN 
buffer layer, a 150-nm GaN channel layer, and a 25-nm Al0.35Ga0.65N barrier layer, 
followed by a 50-nm-thick in situ Si3N4. The 50-nm Si3N4cap layer allows defining 
the gate field plate by etching through the in situ SiN layer cap layer.

Device isolation was obtained by N2 implantation. The ohmic contacts were fab-
ricated after selectively removing the in situ Si3N4 layer by ICP. The ohmic contact 
metallization was formed by depositing Ti/Al/Mo/Au followed by rapid thermal 
annealing at 850°C. The same etching recipe was also used to define the gate foot 
in the in situ dielectric layer. The gate metallization was Ni/Au (20 nm/200 nm). 
Devices were passivated with 200-nm-thick PECVD (plasma-enhanced CVD) Si3N4 

layer. The device geometries used for this study were: gate length LG = 1.5 μm with 
an overhang of 1 μm; gate–source spacing LGS = 1.5 μm; gate–drain spacing LGD = 
5 μm; device width W = 0.2 mm.

Several devices were subjected to off-state stress (VGS = –7 V) at very high drain 
voltage (VDS = 200 V) at a chuck temperature (TCHUCK) of 200°C. In such a test, 
the transistor under stress has to withstand an extremely high electric field. Typical 
reported degradation signs are a sudden increase in gate and drain leakage currents, 
a drop in saturated drain current (IDSS), and an increase in trapping phenomena. For 
this reason, an exhaustive DC and pulsed characterization was performed at room 
temperature before and after stress. Additionally, the gate, drain, and source leakage 
currents were monitored during the stress, whereas the IDSS was extracted every 10 h 
without cooling down the system. The failure criterion was defined as a 10% drop in 
IDSS or an increase of drain/gate leakage current above 1 mA/mm.

Another batch of devices was tested under on-state stress condition. In this case, 
gate voltage was fixed at +2 V, whereas the drain was biased at 5 V. Also in this 
experiment, the chuck temperature was fixed at 200°C. Under such conditions, the 
junction temperature (TJ), estimated via simulations calibrated by Raman spectros-
copy, was 280°C. Also in this case, an exhaustive device characterization was per-
formed at room temperature before and after stress. Here, the failure criterion was 
defined as a 10% drop in IDSS.
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16.5.2.2 off-state stress
Figure 16.21a shows the evolution of IDSS at 200°C and, in Figure 16.21b the drain 
leakage current during the stress is plotted. For the whole set of devices, both param-
eters remained stable and far from the failure levels defined above. The initial IDSS 
variation (inset Figure 16.21a) was attributed to temporary trapping effects due to the 
severe bias condition used; in fact, it was observed only in measurements performed 
immediately after the stress at high temperature.

By comparing the DC characteristic before and after the stress (Figure 16.22), 
only negligible differences appear, indicating a remarkable robustness of this tech-
nology. In particular, important parameters such as threshold voltage and RON are 
unaffected by the stress. The only minor changes were reported on the reverse gate 
diode characteristics, which is attributed to the stabilization of the gate Schottky 
contact (i.e., burn-in).

The comparison of pulsed I–V measurements performed before and after the stress 
is useful to detect the formation of stress-induced traps. The DC output character-
istics are compared with the dynamic characteristics obtained by pulsing both gate 
and drain from the quiescent bias point VGS = –7 V and VDS = 50 V before and after 
stress. Clearly, in spite of the harsh stress conditions, trapping effects on the dynamic 
RON or IDSS were not noticeable. The outstanding robustness of these devices under 
high electric field conditions has been obtained through a meticulous optimization 
process that involved both material and process technology. The high material qual-
ity is reflected in the negligible DC-to-RF current dispersion phenomena present in 
these devices. Moreover, as discussed earlier, the in situ Si3N4 deposition technique 
enhances the thermal stability of the AlGaN layer, thus preventing the formation of 
crystallographic defects within the considered stress conditions.

Concerning the process technology, it has been observed that the gate process 
step has a considerable impact on the final device yield and reliability. Additionally, 
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the gate edge definition has a key role in the overall device robustness since it is the 
location where the electric field is concentrated. For this reason, it is important to 
obtain a rounded gate edge that avoids local electric field crowding and spread the 
electric field at the gate edge toward the drain using T-shape gates.

16.5.3 reliaBility test on rF DeviCes

So far, very few groups have demonstrated high power density (Pout > 10 W/mm) 
GaN-on-Si HEMTs beyond the 2 GHz frequency operation as seen from devices 
on SiC substrate for instance. The main reason is the much lower thermal dissipa-
tion of Si as compared to SiC material. Another challenge is the parasitic RF loss, 
which degrades high frequency RF performance. This is caused by a conductive 
layer at the interface between the buffer layer and the high resistive Si substrate that 
is difficult to control. This problem is related to Ga diffusion into the Si substrate at 
the epi/substrate interface. In addition, only few reliability reports about GaN-on-Si 
devices are available. This is why it is remarkable that the possibility of fabricating 
GaN HEMTs on Si substrate delivering more than 10 W/mm while offering excellent 
thermal stability above 300°C ambient temperature has been recently demonstrated.

A temperature storage test has been performed on state-of-the-art GaN-on-Si 
devices in order to identify the effect of high ambient temperature (e.g., high channel 
temperature) and evaluate the stability of technology building blocks. For this 
purpose, the sample has been stored in an oven at 325°C for 768 h. Fifty devices of 
2 × 100 μm gate width have been monitored. The maximum current remained fully 
stable over time, showing that the 2DEG is completely unaffected at this temperature 
(Figure 16.23). This confirms the outstanding thermal stability and the capability of 
GaN-on-Si HEMTs to withstand junction temperature above 300°C.

RF stress test (Figure 16.24) at 2 GHz was also performed on-wafer to evaluate 
the device robustness. Load-pull measurements were monitored over 700 h at a drain 
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bias of 50 V. Also at high frequency, no noticeable degradation was observed. The 
remarkable electric field handling was attributed to the in situ SiN cap layer that 
prevents the strain relaxation of the barrier layer.

Finally, high reliability associated to outstanding performance can be obtained 
through a meticulous material and gate process optimization. It is also believed that 
the strengthening of the barrier layer by using a high-quality in situ Si3N4 cap layer 
plays a key role in enhancing the final device robustness under harsh conditions.
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16.6 conclusIons

The significant advancements achieved in the GaN-on-silicon heterostructures 
growth technique by MOCVD have enabled researchers to demonstrate high sheet 
carrier density together with high mobility. These material properties have indeed 
resulted in record device characteristics. Small signal characteristics show that the 
AlGaN/GaN HEMT scaling limit can be overcome and ultrashort gate lengths 
(below 100 nm) may be possible while keeping a high aspect ratio in conjunction 
with a high sheet carrier density. Thus, the system promises unique output power up 
to very high frequencies in a planar configuration.

In the lattice matched composition, the materials system is chemically extremely 
stable. This has allowed FET operation at 1000°C in vacuum for the first time. In 
this first short time experiment, it could be seen that neither the ohmic contacts, nor 
the Schottky contacts or the heterostructure itself had degraded. This may eventu-
ally translate into high reliability and robustness under very high power operation. 
Material strength promises therefore new applications in harsh environment, inac-
cessible with standard Silicon technology. With the aim of reaching even higher 
2DEG channel sheet charge concentration, the reduction of In content in the InAlN 
barrier layer while maintaining high mobility is an attractive growth challenge for 
the future.

As a result, GaN HEMTs could certainly be a replacement technology vying for 
market share from established products. Their compact size, lower cost, and high 
performance will increase system efficiency and reduce costs. Cost savings will be 
transferred to customers, and this will drive increased sales that will eventually lead 
to the growth of new markets for these devices.
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17 GaAs HBT and Power 
Amplifier Design for 
Handset Terminals

Kazuya Yamamoto

17.1 IntroductIon

GaAs-based heterojunction bipolar transistor (GaAs HBT) power amplifiers (PAs) 
are widely used not only for GSM (Global System for Mobile Communications) 
handsets but also for CDMA (code division multiple access) handsets and wireless 
LAN/MAN (local area networks/metropolitan area networks) terminals [1–37]. The 
reason is that, compared to conventional GaAs FETs GaAs high electron mobility 
transistors (HEMTs), GaAs HBTs possess high power density with single voltage 
operation and excellent reproducibility leading to low cost and high yield. Without 
using fine process technologies, GaAs devices fabricated on the basis of bandgap 
engineering usually have the advantages of high frequency, high output power, high 
breakdown voltage, and high efficiency characteristics over fine process comple-
mentary metal–oxide–semiconductor (CMOS) ones. Moreover, GaAs standard pro-
cesses offer substrate vias together with MIM capacitors and thick metal inductors 
fabricated on semi-insulating substrates with a resistivity of 1 MΩ cm or higher. 
The substrate vias make available common-emitter and common-source ampli-
fier topologies without emitter or source bond wires, thereby helping realize high 
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performance and small-size PAs. These advantages allow GaAs device manufactur-
ers to provide the PAs with high power performance and relatively low cost. As a 
result, GaAs-based PAs are still now playing the important role of wireless handsets 
and wireless LAN/MAN terminals.

This chapter first introduces the basics of GaAs-based HBTs used for handset 
terminals and then gives comprehensible design examples of CDMA PAs as a rep-
resentative of linear PAs while focusing on the relationships between the distortion 
characteristics, bias circuits, and output matching conditions.

17.2 BasIcs of Gaas-Based HBts

17.2.1 PrinciPle of oPeration

This subsection gives an introduction of the GaAs-based HBT basics that are indis-
pensable to PA designers. Figure 17.1a and b illustrates a typical HBT cross section 
and its lineup of conduction and valence bands under a forward bias condition. In 
Figure 17.1a, some electrons injected from the emitter are recombined with some 
holes at the surface between the emitter and base as well as at the bulk interface 
between the emitter and base, where IBh denotes hole injection base current, IBb 
denotes base current for recombination at the bulk interface, and IBs denotes base 
current for the surface recombination at the interface [38–40]. However, most of the 
electrons work as collector current (IC) without the recombination at the interface. 
Therefore, the total base current (IB) and DC current gain (β) are given by

 IB = IBh + IBb + IBs (17.1)

 β = IC/IB = IC/(IBh + IBb + IBs) (17.2)

The current gain (β) is categorized into the following three cases. In the case of no 
recombination (IBb = IBs = 0), Equation 17.2 is expressed by
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where Ne is the n-type carrier concentration of the emitter, Pb is the p-type carrier 
concentration of the base, vb

e is the average electron velocity in the base, vb
h is the 

average hole velocity, and Ege and Egb are the bandgaps of the emitter and base. 
ΔE(=Ege – Egb) shows the difference in barrier height between electrons and holes. 
For homojunction bipolar transistors (BJTs) such as pure Si, ΔE = 0. As a result, 
Equation 17.3 is rewritten as
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Assuming that v vb
e

b
h = 10, β of more than 100 requires Pb/Ne of 0.1 or less. This 

means that the base carrier concentration of <1018 cm–3 is limited for the emitter car-
rier concentration of >1019 cm–3, thereby degrading high-frequency characteristics 
(e.g., maximum oscillation frequency, fmax) of the transistor. The approximate rela-
tionship between fT and fmax is well known by

Total base current: IB = IBh + IBb + IBs

IBh: Hole injection base current, IBb: Base current for recombination in the base bulk layer,
IBs: Base current for surface recombination at the interface.
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fIGure 17.1 (a) Cross section of typical HBT and (b) its band lineup under a forward bias 
condition.
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where fT is the cutoff frequency (transition frequency). This relationship indicates 
that the limited base carrier concentration does not allow base sheet resistance to be 
reduced, leading to degraded fmax. In contrast, for the heterojunction junction case, 
the base carrier concentration higher than that of the emitter is allowed for reduction 
in the base resistance, because a typical current gain (β) of >100 can be obtained by 
ΔE > 0 (Ege > Egb). Thus, HBT can deliver higher fmax by reducing base resistance. 
Typical carrier concentrations of commercial GaAs HBTs are as follows: 1 × 1017 
to 2 × 1018 cm–3 for the emitter (Si dopant), 1–5 × 1019 cm–3 for the base (C dopant), 
0.1–5 × 1016 cm–3 for the collector (Si dopant), and 1–5 × 1018 cm–3 for the subcollec-
tor (Si dopant). Here, please note that the base concentration of GaAs HBTs is 1 or 2 
orders of magnitude higher than that of Si BJTs.

The second is the case where base bulk recombination is dominant, and β is 
expressed as
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where WB denotes the thickness of the base and LB denotes the diffusion length in 
the base. Since many HBT manufacturers have optimized surface passivated films 
and ledge structure in order to reduce the surface recombination, most of GaAs 
HBTs for commercial applications correspond to this case. Figure 17.2 shows an 
experimental relationship example between β and base thickness (WB). The calcula-
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fIGure 17.2 Experimental relationship between β and base thickness (WB).
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tion based on Equation 17.6 shows good agreement with the experiments of β and 
WB.

In the last case, where the surface recombination is dominant, β is given by
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where n is known as an ideality factor of the p–n junction. When n = 1, the junction 
is ideal without recombination. On the other hand, when n = 2, the junction current 
is a perfect recombination current. Practical HBTs usually offer the ideality factor 
(n) between 1 and 2.

17.2.2 Dc anD rf characteristics

Two different kinds of emitter materials—AlGaAs and InGaP—are mainly used for 
GaAs-based HBTs. The AlGaAs emitter material was used for GSM handset power 
amplifiers at the first time, and then the InGaP emitter material, which has a higher 
reliability [41–43], was widely adopted for linear power amplifiers for use in CDMA 
and WiMAX applications. The main difference between AlGaAs HBTs and InGaP 
HBTs will be described in the next subsection.

Figure 17.3 shows examples of DC measurements of a unit finger InGaP HBT with 
an emitter size of 4 × 20 μm2—(a) Ic–Vce curves, (b) forward Gummel plots, (c) for-
ward bias curves for the emitter-to-base (EB) junction and the base-to- collector (BC) 
junction, (d) reverse bias curves for the EB and BC junctions, and (e) breakdown 
characteristics (BVceo and BVcbo). In Figure 17.3a, the decrease in collector current at 
high Ib and Vce is due to thermal dissipation. Different from Si BJTs, forward early 
voltage (VAF) is usually much higher or infinite, because a heavily doped base layer 
prevents the base width from being modulated by Vce. As shown in Figure 17.3c, the 
ideality factors (n) are about 1 for the EB junction and about 1.8 for the BC junc-
tion. This means that surface recombination is quite dominant in the BC junction, as 
expressed by Equation 17.7, whereas it is successfully suppressed by the optimized 
passivation and ledge structure in the EB junction. Figure 17.3d indicates that break-
down voltages of the EB and BC junctions are about 5–6 and 23–24 V, respectively. 
Since in power HBTs for handset use, the collector thickness is basically designed 
to be much thicker than the emitter one in order to deliver high output power with 
large voltage swing, the BC breakdown voltage is about 4–5 times higher than the 
EB one. As shown in Figure 17.3e, BVceo is 13–14 V and BVcbo is 23–24 V. When 
a common emitter–based power HBT is driven through a bias circuit having finite 
output impedance, the breakdown voltage of the power HBT, the so-called BVcex, 
ranges from BVceo to BVcbo.

Small-signal RF characteristic examples for a single finger InGaP HBT with an 
emitter size of 4 × 20 μm2 are shown in Figure 17.4a and b, where Gmax represents 
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fIGure 17.3 DC measurements of a unit finger InGaP HBT with an emitter size of 4 × 20 
μm2: (a) Ic–Vce curves, (b) forward Gummel plots, (c) forward bias curves for emitter-to-base 
(EB) junction and base-to-collector (BC) junction, (d) reverse bias curves for EB and BC 
junctions, and (e) breakdown characteristics (BVceo and BVcbo).
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the maximum stable gain (MSG) or maximum available gain (MAG), H21 represents 
forward current gain, Gu represents Maison’s unilateral gain, and K is the stability 
factor. As predicted by Equation 17.5, thanks to low base resistance, fmax is relatively 
higher than fT.

In power amplifier design, it is very important to understand the large-signal 
characteristics of power HBTs. The most important large-signal characteristics that 
circuit designers need to grasp are maximum output power and maximum efficiency, 
which can be delivered from the HBTs. The representative experiment to measure 
delivered power and efficiency directly is load-pull measurement. Figure 17.5a illus-
trates a setup example of load-pull measurement for 32-finger InGaP HBTs with a 
unit emitter size of 4 × 20 μm2. Figure 17.5b shows the input–output power mea-
surements under the output power (Po) matching and power-added efficiency (PAE) 
matching impedance conditions. Figure 17.5c and d depicts the measured Po and 
PAE contours. For the measurement, a supply voltage and a quiescent current were 
3.5 V and 35 mA. The operating frequency was set at 1.95 GHz. During the mea-
surement, a source impedance was fixed at gain matching impedance. As can be 
seen in Figure 17.5c and d, the Po matching impedance is slightly different from the 
PAE matching one, because power devices usually have an on-state resistance rep-
resented by knee voltage for FETs or a saturation region for HBTs [44]. Figure 17.5b 
clearly indicates that under the Po matching condition, the maximum output power 
is about 1 dB higher than that under the PAE matching one, whereas PAE under the 
efficiency matching condition is 6% higher than that under the Po matching one. 
Since the maximum output power and efficiency are delivered from the HBT with 
different output impedances, circuit designers need to determine an optimal output 
impedance while taking into account overall amplifier performance, overall circuit 
size, thermal issues, and so on.
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17.2.3 role of Ballasting resistors anD VsWr ruggeDness

In a power amplifier, a multifinger HBT is often used for a power stage in order to 
offer a target output power, because a large single emitter HBT cannot handle a large 
collector current due to current crowding effect caused by base sheet resistance. It is, 
therefore, essential to operate a multifinger HBT with uniform current distribution 
[45, 46]. There are two solutions to realize the uniform operation. One is to keep 
a perfectly thermal isolation, and the other is to add optimum ballasting resistors. 
Since the former is not practical because of unnecessarily occupied area leading to 
increased cost, the latter is usually applied to a multifinger HBT design.

A measurement setup and I–V curve example for two-finger HBTs (4 × 20 μm2 × 
2 fingers), which are laid out close to each other, are shown in Figure 17.6a and b. 
We can see that the total collector current decreases suddenly at a collector voltage 
of more than 7 V owing to the thermal nonuniform operation [45]. The decrease is 
often called “current gain collapse.” In contrast, Figure 17.7a and b demonstrates I–V 
curve measurement examples for two-finger HBTs with an emitter ballast resistance 
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of 1.2 Ω/finger and a base ballast resistance of 120 Ω/finger, where Figure 17.7a 
shows the case of AlGaAs HBT and Figure 17.7b shows the case of InGaP HBT. 
Compared to Figure 17.6b, uniform current operation is achieved over a wider I–V 
plane, thanks to appropriate ballasting resistance. The measurements reveal that 
the AlGaAs HBTs with base ballast are the most stable although their current gain 
decreases with higher collector voltage. In other words, for AlGaAs HBTs, base bal-
last is more effective in realizing uniform operation than emitter ballast [45]. We can 
understand this phenomenon by considering the different temperature dependence in 
β between AlGaAs HBT and InGaP HBT, as shown in Figure 17.8a and b. The figure 
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indicates that AlGaAs HBT provides larger temperature dependence of β, whereas 
both HBTs have almost the same temperature coefficient of base-to-emitter voltage 
(Vbe), about –1.2 mV/°C [45, 47]. The large β-temperature dependence of AlGaAs 
HBT enhances a base ballasting effect, leading to a uniform operation even under 
higher collector voltages. In contrast, for InGaP HBTs, both emitter and base ballast-
ing resistors do not give significant improvement of uniform operation. Regarding 
InGaP HBT, therefore, strongly temperature-dependent ballasting resistors may be 
needed so as to realize the same current uniformity as is delivered by AlGaAs HBT 
[48, 49]. Figure 17.9 compares the measured I–V curves for 60-finger AlGaAs HBTs 
and InGaP HBTs with their base ballasting resistance of 50 Ω/finger. Thus, the bal-
last resistor design plays an important role in multifinger HBTs for high power appli-
cations. In this respect, however, we should note that excessive ballast resistance may 
give a significant degradation of RF performance such as maximum output power, 
efficiency, and power gain.

As mentioned above, current gain collapse and breakdown voltage limitation 
such as BVceo constrain area of safe operation (ASO) or safe operation area (SOA) 
for HBTs. In over 2 W high power handset applications such as GSM, an HBT 
power amplifier often experiences tough operation exceeding ASO, because the 
GSM system has basically no isolator between the PA and the antenna, and the 
PA is directly supplied from a battery without a regulator [50]. As a result, under 
oversupplied (e.g., >5 V) and strong load mismatching (e.g., >10:1 VSWR) condi-
tions, voltage and current swing of the final stage in the GSM PA exceeds the 
limitation of ASO shown in Figure 17.10, resulting in permanent failure [46]. This 
failure was one of the inevitable issues that HBT PAs for handset use encountered 
initially. To address the issue, the following three different kinds of circuit topol-
ogy approaches have been proposed: (1) active feedback (Figure 17.11a), (2) sup-
ply voltage (Vc) control scheme (Figure 17.11b), and (3) supply current (Ic) control 
scheme (Figure 17.11c).
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The active feedback circuit (AFB) [50, 51], which consists of a Vbe multiplier and 
a diode-connected transistor, works as a limiter of Vc swing under strong load mis-
matching conditions as shown in Figure 17.10, because the feedback circuit turns on 
quickly at Vc exceeding the designed Vc swing, thereby limiting voltage and current 
swing within ASO. The AFB does not turn on as long as the swing does not exceed 
the designed Vc. Hence, the AFB has almost no influence on maximum output power 
and efficiency under a 50-Ω matching condition. Thus, the AFB can enhance the 
VSWR ruggedness of GSM HBT PAs.

As shown in Figure 17.11b and c, Vc and Ic control schemes are also the most effec-
tive ways to improve VSWR ruggedness [45, 52, 53]. Different from a direct bias-
voltage control shown in Figure 17.12a [45], Vramp control (shown in Figure 17.12b 
and c) makes gradual output power control possible. As a result, both the schemes 
allow output power to be easily predicted only with a simple calibration. Since both 
schemes always provide precise control for supply voltage (Vc) or supply current (Ic) 
depending on required output power, the PA has no experience of excessive voltage 
swing (Vc) or excessive current swing (Ic) even under any oversupplied and strong 
load mismatching conditions. Thus, Vc and Ic control schemes help substantially 
improve VSWR ruggedness for conventional ballast-designed InGaP HBTs as well 
as for conventional base-ballast AlGaAs HBTs.

The last part of this subsection gives a brief introduction of some reports on HBT 
structures that have improved VSWR ruggedness besides circuit design approaches. 
It is well known that the ASO of HBTs is related with the strength of electric field at 
the base-to-collector interface. The HBT that adopts composite collector structure 
helps relax the electric field concentration at the collector, thereby improving the 
limit of ASO [54, 55]. 
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17.3  LInear Power amPLIfIer desIGn 
for Handset termInaLs

This section and the next section present comprehensible design examples of CDMA/
WiMAX PAs, based on the basics of HBTs briefly discussed in the previous section. 
In particular, this section focuses on the relationships between the distortion charac-
teristics, bias circuits, and output matching conditions. The next section demonstrates 
recent circuit design technologies, together with circuit design and measurement 
results—a switchable-path W-CDMA PA, low-reference-voltage operation N-CDMA 
PAs, and WiMAX PAs with step attenuation and power detection.

In response to increased data rate and data capacity, advanced wireless communi-
cations systems such as W/N-CDMA and orthogonal frequency division multiplexing 
(OFDM) systems handle nonconstant envelope signals with relatively high peak-to-
average power ratios (PAPR). For the power amplifiers, therefore, not only high effi-
ciency operation, but also high linear operation, is strongly required.

A typical block diagram of a CDMA power amplifier and its peripheral circuits 
is illustrated in Figure 17.13. The PA amplifies the modulated signal from the Si-RF 
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LSI (large-scale integration) up to a specific output power level, and then transmits 
it to the antenna port through the isolator, duplexer, and antenna switch. Figure 17.14 
shows an example for original spectra and their regrowth of CDMA modulated sig-
nals, where Figure 17.14a shows the input signal (RFin) of the PA and Figure 17.14b 
shows the spectral regrowth at the PA output (RFout) caused by the distortion of 
the PA. Because this regrowth involves signal quality degradation and may give 
unwanted signal interference to adjacent channels, the regrowth levels (signal distor-
tion levels) are strictly restricted by air-interface specifications of each system. These 
distortion levels are often characterized as adjacent channel power ratio (ACPR), 
adjacent channel leakage power ratio (ACLR), or error vector magnitude (EVM). 
In addition to the requirements for low distortion characteristics, there are strong 
requirements for smaller and thinner package size at a low cost. In the linear power 
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amplifier design, therefore, it is essential to realize low distortion characteristics with 
simple circuit topology suited for smaller size.

In HBT PAs, bias circuits play the important role of distortion characteristics 
as well as temperature dependence of quiescent current. This is much different 
from the usual FET amplifier design, because linear HBT PAs consume base cur-
rent from the order of several μA to several mA. In contrast, the FET amplifiers 
hardly consume gate current, and hence the FET amplifier allows us to use very 
simple bias circuit such as a resistive divider. This section describes the bias circuit 
design and the relationships between the bias circuits, distortion characteristics, 
output matching conditions while introducing circuit simulations useful for practi-
cal design.

17.3.1 Basic Bias circuit toPology

Typical input–output characteristics of a two-stage HBT PA—for example, the PA 
depicted in Figure 17.13—are shown in Figure 17.14c. Operating collector currents, 
Ic1 and Ic2, vary widely with output power levels. With regard to Ic2 of the second 
stage collector current, Ic2 varies from quiescent current of about 40 up to 380 mA at 
a target output power of 28 dBm. Taking into account a PAPR of about 3.5 dB in the 
3GPP W-CDMA specification, the bias circuit also needs to supply the second power 
stage, Tr2, with base current corresponding to a peak collector current of about 600 
mA. In addition, the bias circuit should have less temperature dependence for quies-
cent current in order to suppress power gain variation over temperature.

There are two basic bias circuit topologies that can satisfy these requirements, as 
shown in Figure 17.15. One is a current–mirror-based topology with a β-helper (Trb2 
in Figure 17.15a), and the other is an emitter–follower-based topology (Trb1 in Figure 
17.15b). In the figure, the emitter finger numbers of the power stage, the emitter fol-
lower, and the β-helper are determined to attain the target output power. Please note 
that both topologies need a reference voltage (Vref) that is independent of battery volt-
age variation. The voltage, Vref, is usually generated from a Si low- voltage drop-out 
regulator (LDO), as depicted in Figure 17.13. Figure 17.15c compares the simulated 
temperature dependence of quiescent current between the emitter– follower-based 
and current–mirror-based topologies. The two topologies can provide temperature 
insensitivity characteristics for quiescent current. As shown in the figure, the emit-
ter–follower-based topology basically has the advantage of consuming less reference 
current, Iref, over the current–mirror-based one, because DC current gain, β, is usually 
larger than the current/mirror ratio. This chapter, therefore, focuses on the emitter–
follower-based bias circuit design.

Regarding the temperature dependence of quiescent current in the emitter–fol-
lower-based topology, there are two kinds of typical control schemes: base current 
control (Figure 17.16a) and emitter current control (Figure 17.16b). Here, please note 
that in the emitter current control in Figure 17.16b, two diode-connected transistors, 
Trb2 and Trb3, are used for reducing control sensitivity of Ia2. As shown in the simu-
lation results of Figure 17.16c, appropriate temperature-dependent current sources, 
Ia1 and Ia2, can give almost no temperature-dependent characteristics of quiescent 
current for the two schemes. An actual design example of Figure 17.16b is the circuit 
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schematic previously shown in Figure 17.15b. In the schematic of Figure 17.15b, Trb2 
and Trb3 work as a temperature-dependent current source [56].

17.3.2 Bias DriVe anD aM-aM/aM-PM characteristics

As described in the previous subsection, distortion characteristic such as ACPR or 
ACLR is one of the important factors characterizing linear power amplifiers for 
CDMA/OFDM systems. In the design, however, it is time-consuming for circuit 
designers to simulate such distortion characteristics directly, and the simulation 
result does not give the designers comprehensible relationships between the distor-
tion and the circuit parameters. Instead, AM-AM/AM-PM characteristics at funda-
mental frequencies are often used for predicting ACPR, ACLR, or EVM because the 
characteristics are basically comprehensible and such ACPR or ACLR characteris-
tics can be calculated on the basis of the AM-AM/AM-PM characteristics [57–62]. 
To explain it briefly, in the linear PA design, it is essential to realize the flat AM-AM/
AM-PM characteristics over a wider output power range.

Before describing the relationships between bias circuit and distortion charac-
teristics, in this subsection, let us consider the basic relationship between bias drive 
and AM-AM/AM-PM characteristics. Figure 17.17a and b shows the schematics of 
voltage- and current-drive power stages, and their simulated output transfer charac-
teristics. In Figure 17.17c, gain versus output power represents AM-AM characteris-
tics, and phase shift versus output power represents AM-PM characteristics. We can 
see that the phase shift between current and voltage drives is opposite to each other. 
Regarding the gain behavior, the current drive gives gain compression characteris-
tics together with lead-phase characteristics. In contrast, while keeping lag-phase 
characteristics, the voltage drive offers weak gain expansion characteristics until 
strong gain compression is observed.

The simulation results of the input impedance (Zin) shown in Figure 17.17a and 
b are plotted in Figure 17.18a together with operating current. Figure 17.18b shows 
the simulated voltage- and current-waveforms at the node, P, in that case. As shown 
in Figure 17.18a, in the case of current-drive, as the output power increases, the 
imaginary part of Zin, which corresponds to the reciprocal of the input capacitance, 
increases in the minus direction. On the other hand, in the case of voltage-drive, as 
the output power increases, the imaginary part of Zin increases in the plus direction. 
Figure 17.18b helps us understand the input capacitance variation. In the case of the 
current drive, the peak base voltage (Vp) increases greatly in the turn-off direction 
during the period (A) with the increase in output power, whereas in the case of volt-
age drive, the increase in Vp in the turn-off direction is very small with the increase 
in output power. In contrast, the turn-on period (B) of the voltage drive becomes 
longer with the increase in output power. Junction capacitance is dominant during 
the period (A), whereas diffusion capacitance is dominant during the period (B). In 
addition, the junction capacitance decreases with the decrease in base voltage. As a 
result, the input capacitance rapidly decreases in the current-drive mode, whereas 
the capacitance gradually increases in the voltage-drive mode as shown in Figure 
17.18a. This rapid decrease in input capacitance causes impedance mismatch, thus 
resulting in the power gain decrease in the current-drive mode, as shown in Figure 
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17.17c. In contrast, in the voltage-drive mode, the gradual gain increase is observed 
as shown in the figure, because the operating current, Ic1, increases rapidly with the 
increase in input power, as shown in Figure 17.18a.

To give an analytical verification of the behavior described above, we have used a 
well-known hybrid-π type model as shown in Figure 17.19. The extracted parameters 
for each finger are listed in the table, where the HBT used for the extraction was 
fabricated in-house InGaP HBT processes [63, 64]. Using these parameters, we can 
implement the following small signal–based analysis. In Figure 17.19, S21 of the HBT 
block between P and Q is expressed by
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where the following approximation was used: Rx is negligible and gm >> ωCpi. 
Equation 17.8 indicates that the increase in Cpi gives the delay of phase shift and the 
decrease gives the lead as shown in Figure 17.18a. Thus, the analytical formula and 
simulation presented in this subsection can clearly explain the difference in the gain 
and phase shift behavior between the current- and voltage-drive modes.

17.3.3 Bias circuits anD aM-aM/aM-PM characteristics

This subsection describes the detailed relationships between the bias circuit, output 
matching, and AM-AM/AM-PM characteristics. Understanding the relationships is 
most useful for the actual design of linear PAs for use in CDMA and OFDM systems.

First, let us consider the emitter–follower-based bias circuit and its power stage 
for the second stage that operates in the voltage-drive mode, as shown in Figure 
17.20. Taking into consideration the peak/average power ratio of about 3.5 dB, output 
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matching is set to power matching so as to deliver a saturated output power of more 
than 31 dBm, where the emitter finger numbers for the power stage and emitter fol-
lower were set at 54 and 8. The quiescent current (Icq), reference voltage (Vref), and 
bias supply voltage (Vcb) were set at typical values (of PA products) of 30 mA, 2.85 V, 
and 2.85 V, respectively. Figure 17.21a compares the simulated AM-AM/AM-PM 
characteristics between the ideal voltage drive (Figure 17.17b) and the emitter–fol-
lower-based drive without base feed resistance, Rbb1 (Figure 17.21a), under the same 
output matching condition. The figure indicates that the emitter–follower-based bias 
circuit without Rbb1 works as a closely ideal voltage drive mode. However, the gain 
expansion and phase shift of the two seem relatively large. Hence, as demonstrated 
below, several ways to suppress them are often needed for practical design.

The simulated dependence of Rbb1 is shown in Figure 17.21b and c. Figure 17.21b 
indicates that higher feed resistance (Rbb1) is effective in suppressing the gain expan-
sion and phase shift, although overloaded resistance (Rbb1 = 50 Ω) creates a gain dip 
in the middle power range. As can be seen in Figure 17.21c, the operating current 
decreases with the increase in Rbb1, thereby suppressing the gain expansion. The 
behavior of voltage- and current-drives mentioned earlier helps us understand the 
effect of Rbb1, because loading Rbb1 makes the bias mode gradually change from volt-
age drive and current drive.

Figure 17.22 compares the simulated output characteristics between the bias cir-
cuit with the decoupling capacitor for the reference node, Cref, and that without Cref. 
As clearly shown in the Figure 17.22b and c, the decoupling capacitor, Cref, substan-
tially suppresses the node voltage variation of Vrefa, thus resulting in the improve-
ment of linear power levels. The reason is that the decrease in DC base voltage, Vb1, 
with Cref is smaller than that without Cref. However, because the use of Cref enhances 
the gain expansion and phase shift, we need an appropriate selection of Rbb1 and 
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an optimum output matching condition in order to deliver flat AM-AM/AM-PM 
characteristics.

Next, we consider the first stage design of the bias circuit and matching condi-
tion. In the linear PAs, the first stage usually takes charge of gain- and phase-shift 
compensation for the second stage in addition to the role of a driver stage. The gain 
expansion and lag-phase shift should therefore be compensated using the inverse 
characteristics of the first stage. Figure 17.23 shows the simulated AM-AM/AM-PM 
characteristics for the first stage, where in the figure the characteristics with Rbb1 = 
50 Ω are compared to that without Rbb1 under the same power matching condition. 
The emitter–finger numbers for the first stage and its emitter follower are listed in 
Figure 17.20. As can be seen in Figure 17.23a, the gain expansion can be suppressed 
using Rbb1, although there is a relatively large gain dip. We can predict that from 
the viewpoint of the previous basic relationship, this gain dip probably occurs in 
the transition range between current- and voltage-drive modes. As described earlier, 
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the dip is mainly attributable to the input impedance variation, especially the input 
capacitance variation of the power HBT.

Figure 17.23b and c shows the simulated output characteristic comparison 
between the power-matching and gain-matching load conditions. In the figure, 
the characteristics of the bias circuit with the collector load resistance, Rcb, are 
also plotted for the comparison. The gain matching load condition basically pro-
vides gain compression and lead-phase characteristics like the current drive mode, 
because the increase in the operating current is suppressed as shown in Figure 
17.23c. In other words, the behavior involving this suppression is considered as an 
analogy with constant current drive. In addition, the use of Rcb limits the output 
current (Ib1) of the emitter–follower (Trb1) while involving the decrease in the col-
lector node voltage of Trb1. Under the gain matching condition, therefore, the use 
of Rcb gives stronger gain compression and more lead-phase shift, as shown in 
Figure 17.23c.
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17.3.4 harMonic terMinations anD aM-aM/aM-PM characteristics

In this subsection, the relationships between harmonic impedance terminations and 
AM-AM/AM-PM characteristics at fundamental frequencies are described in detail, 
because in addition to the bias drive, bias circuits, and output matching at funda-
mental frequencies, harmonic impedance terminations affect the AM-AM/AM-PM 
characteristics.

Figure 17.24 depicts the circuit schematic for the second power stage and its bias 
circuit that were used to study the influence of harmonic termination on AM-AM/
AM-PM characteristics. The load impedances for the power stage at fundamental 
and second harmonic frequencies, which were used for the study, are illustrated in 
Figure 17.25. Here, it should be noted that AM-AM/AM-PM characteristics obtained 
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by commercial harmonic balance simulators usually involve harmonic impedance 
terminations. As shown in the figures, only two second harmonic impedances 
(Z(2fo): open- and short-circuited) were investigated for simplification while a fun-
damental frequency impedance was set at Z( fo) = 3.1 – j0.4 Ω. The simulated results 
for the schematic of Figure 17.24 between two different kinds of second harmonic 
terminations are compared in Figure 17.26. As can be seen in Figure 17.26a, the 
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impedance, B (Z(2fo): open-circuited), gives a lead-phase shift like the current-drive 
mode or gain-matching condition even under the same fundamental frequency’s 
output matching condition as used in Figure 17.22a. In contrast, the impedance, 
C (Z(2fo): short-circuited), gives a lag-phase shift like the voltage-drive or power-
matching condition (Figure 17.26a).

Figure 17.26b and c indicates that the two different phase shifts (lead and lag) 
are caused by the different reactance behavior of Zb1 and the different DC base volt-
age behavior (Vb1). The different DC base voltage behavior results from the different 
waveforms shown in Figure 17.26d. The different harmonic terminations have a great 
influence on base-voltage- and current-waveforms as well as collector voltage- and 
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current-waveforms. The DC base voltage and the reactance of input impedance versus 
input power characteristics are consequently dependent on the second harmonic imped-
ance terminations. In this respect, however, the relationships between the reactance, DC 
base voltage, and phase shift are the same as those described in Section 17.3.2.

With regard to the first power stage and its bias circuit, the circuit schematic and 
load impedances at fundamental and second harmonic frequencies are depicted 
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in Figures 17.27 and 17.28. Figure 17.29 shows the simulated comparisons for the 
schematic of Figure 17.27 between three different kinds of second harmonic ter-
minations. The simulation results of Figure 17.29 are similar to those of Figure 
17.26. As shown in Figure 17.29a, lead-phase shifts are obtained for three dif-
ferent second harmonic terminations, although the gain characteristics offer both 
expansion and  compression. As described earlier in Section 17.3.2, these lead-
phase shifts can be explained using the output power versus reactance of Zb1 in 
Figure 17.29b.

Thus, we can find that besides the bias drive, bias circuits, and fundamental fre-
quency’s load impedance, harmonic impedance is also one of the important design 
factors determining AM-AM/AM-PM characteristics.
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17.3.5 circuit Design exaMPle for tWo-stage PoWer aMPlifier

This subsection gives the circuit design description of a two-stage power amplifier 
example for 0.85-GHz band (band V) W-CDMA applications. Based on the key 
design relationships described earlier, we can design a W-CDMA two-stage power 
amplifier shown in Figure 17.30. As can be seen in the figure, the interstage and 
output matching circuits including collector feeders are comprised of L, C, and trans-
mission line elements. Figure 17.31a and b shows the simulated load impedances for 
second and first stages at fundamental and second harmonic frequencies. The second 
harmonic impedances of the second and first stages, the points H and I, are located 
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near the points C and G in Figures 17.25 and 17.28, respectively. For the overall ampli-
fier, therefore, we can expect that the first and second stages basically deliver the 
AM-AM/AM-PM characteristics which correspond to the points G and C. The over-
all characteristics are shown in Figure 17.32, where the gain and phase shifts between 
the nodes from IN to Vb2 and between the nodes from Vb2 to OUT are also plotted for 
comparison. As shown in the figure, we can see that the lag-phase shift for the sec-
ond stage is successfully cancelled out by the lead-phase shift for the first stage. The 
simulated influences of the base feed resistance, Rbb1, for the first stage and the col-
lector bias resistance, Rcb2, for the second stage are compared in Figure 17.33. As the 
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relationships obtained will predict, the additional Rbb1 gives a lead phase shift, while 
loading the Rcb2 gives a lag phase shift.

Figure 17.34 shows the simulated and measured overall output characteristics of the 
two-stage amplifier for 0.85-GHz band (band V) W-CDMA applications. In Figure 
17.34a, the distortion characteristics of ACLR (5-MHz offset) are calculated on the 
basis of the simulated AM-AM/AM-PM characteristics. Good flatness of the overall 
gain and phase shift is obtained, thanks to the appropriate compensation for relatively 
large gain and phase shift of the second stage. As shown in Figure 17.34b, the calcu-
lated power gain and ACLR agree well with the measured ones. Under the 3GPP-R99 
compliant W-CDMA test condition of 3.4 V, measurement reveals that the fabricated 
PA module delivers an output power of 28 dBm, a power gain of 28.5 dB, and PAE of 
more than 40% while keeping good ACLR characteristics of less than –40 dBc.

Finally, another design and measurement example for a 1.9-GHz band (band I) 
W-CDMA two-stage PA is given based on ballast design consideration. Figure 17.35 
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shows package photos for W-CDMA PAs. The module substrates of the PAs are 
encapsulated with plastic mold for pursuing low cost. Figure 17.36 compares the sim-
ulated maximum available gain/maximum stable gain (MAG/MSG) characteristics 
for the first stage, where the same two-stage topology shown in Figure 17.30 is used 
for the Band I PA. As shown in the figure, we can see that compared to base ballast, 
emitter ballast use for the first stage with eight fingers is well suited for offering suf-
ficiently high gain at around 2 GHz. Regarding the second stage, relatively low base 
ballast resistors are used for avoiding efficiency degradation due to undesired voltage 
drop across emitter ballast resistance.

Power measurements for the 3 × 3 mm2 W-CDMA Band I PA in Figure 17.35 
are shown in Figure 17.37. The PA was designed using the optimization procedure 
described here. The figure indicates that the PA can deliver a 27.3-dBm output power, 
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a 27.6-dB power gain with 51.5% PAE while satisfying ACLR of less than –38 dBc 
and next adjacent channel leakage power ratio (NACLR) of less than –55 dBc at 1.95 
GHz and a 3.5-V power supply.

17.4 summary

This chapter gives the easy-to-understand HBT basics and then their power ampli-
fier design while focusing on the relationships between the distortion characteris-
tics, the bias circuits, and output matching conditions. Because the basics are very 
fundamental, the author expects that all HBT circuit designers will acquire them 
before starting circuit design of power amplifiers. The author also expects that the 
circuit design techniques presented here will help circuit designers understand linear 
power amplifier design, and lead to further evolution of low-cost, small-size wireless 
terminals.
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18 Resonant Tunneling and 
Negative Differential 
Resistance in III-Nitrides

Vladimir Litvinov

18.1 IntroductIon

GaN-based wide bandgap semiconductors present a powerful, although not fully 
explored, platform for emerging electronic devices capable of delivering high power 
operation at room temperature. Negative differential conductivity (NDC) in semi-
conductors is at the origin of various proposals for compact submillimeter and 
terahertz wave sources. The output power of a device depends on the current and 
voltage swings in the NDC region. High-power operation requires the use of materi-
als capable of withstanding large current/voltage swings. Therefore, wide bandgap 
semiconductors, for example, GaN, are the material of choice for the active region of 
superlattice (SL) sources designed for high power operation. In addition, the perfor-
mance of GaN-based electronic and optoelectronic devices is less sensitive to high 
dislocation density compared with their GaAs–InAs counterparts.

This chapter focuses on perspectives in high frequency generation with GaN-
based structures: single-layer diodes, multiquantum wells, and SLs. Physical 
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mecha nisms of NDC specific to each type of structures, along with experimental 
attempts to fabricate a GaN-based microwave source, will be discussed.

18.2 sIngle-layer devIces

Electron velocity overshoot and corresponding critical electric fields in bulk 
(Al,In,Ga)N samples have been studied by Monte Carlo simulations in Refs. [1, 2]. 
Experimental results [3–9] indicate the presence of NDC in bulk GaN p-i-n diodes. 
Based on these results, theoretical modeling of oscillator operation has been per-
formed analytically [10, 11], with Monte Carlo simulation [12], and using a commer-
cial semiconductor device simulator [13]. Simulations have predicted output power 
of several hundreds of milliwatts in the millimeter and submillimeter frequency 
regions. The origin of NDC in bulk GaN has been attributed to nonparabolicity 
effects in the Γ-conduction band rather than to the intervalley hot electron transfer 
that occurs in traditional GaAs and InP Gunn diodes [14, 15]. Electron velocity in 
a bulk GaN structure indicates the onset of NDC at 180 kV/cm, as shown in Figure 
18.1a. Figure 18.1b illustrates I–V characteristics in a ballistic p-i-n GaN mesa struc-
ture of 10 μm in diameter [9].

NDC along with voltage oscillations have been reported in several studies [16, 17]. 
The I–V characteristics with an NDC region and bias oscillations are illustrated in 
Figure 18.2.

A strong field causes device heating and contact breakdown despite the fact that 
pulse measurements were used in the experiment and special contact treatment was 
applied to avoid metal electromigration in the contacts. Figure 18.2b illustrates volt-
age oscillations that occur at a threshold electric field of 360 kV/cm. It should be 
noted that the NDC parts of all observed I–V characteristics in different samples do 
not demonstrate significant current and voltage swings, so it is unlikely that the high 
power oscillations can be extracted from the diode. Fabrication of diodes of smaller 
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tures (open circles) [8]. (b) Current–voltage characteristics in a ballistic GaN p-i-n diode. 
(From Dyson, A. et al., Phys. Status Solidi C, 4, 528, 2007. With permission.)
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cross section and smaller active layer thickness is expected to reduce heating. This 
effort remains to be done. 

18.3 resonant tunnelIng dIodes

Even at the time of its first observation in GaAs-based heterostructures [18], resonant 
tunneling was recognized as an important mechanism that could be harnessed for 
oscillating devices capable of operation in the millimeter to submillimeter frequency 
range. The operating principle of these devices is based on the NDC that originates 
from resonant tunneling. Resonant tunneling diodes (RTD) have been fabricated and 
intensively studied for many decades [19–26]. NDC in III–V double-barrier RTD 
persists up to room temperature [19, 20, 27], making the structures competitive 
among other solid state coherent high-frequency sources.

Since GaAs RTD-based oscillators produce microwave output power only at a 
microwatt level, it is imperative that we explore wide bandgap semiconductors such 
as GaN–InN–AlN alloys because they can sustain high temperature and high power 
operation. This has already been demonstrated in the case of several important 
applications such as transistors, light-emitting diodes, and lasers [28–30]. Shallow 
RTD-type structures grown close to the surface may play an important role in field 
emission applications where GaN-coated tips serve as large-area and low turn-on 
voltage electron emitters [31].

Owing to the large conduction band offsets available in GaN-based heterostruc-
tures, this system would provide much more flexible tuning of resonant tunneling as 
compared to their GaAs-based counterparts.

Below, we review the vertical transport properties of GaN-based RTD-like struc-
tures with respect to electrical instabilities that can be used in oscillating device 
applications. What distinguishes GaN-based RTDs from those of the GaAs system, 
in addition to the former being wide bandgap, is the presence of polarization charge 
and associated electric field that have substantial impact on the expected results. 
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Fittingly, the discussion here will begin analyzing the band structure, with the inclu-
sion of polarization effects.

Device modeling [32–34] has been performed taking into account the piezoelec-
tric and spontaneous polarization. This modeling showed standard tunneling I–V 
characteristics with a well-defined NDC region, similar to those in GaAs-based 
devices but distorted by electrical polarization.

The transmission coefficient was calculated by the transfer matrix method using 
Airy functions as a basis set. The reference energy is the conduction band edge of 
the left GaN contact. The biased flat-band resonant tunneling diode reveals the bias 
dependent transmission coefficient shown in Figure 18.3b.

Band offsets and polarization-induced internal electric fields in all three layers 
have been calculated with the method described in Refs. [35, 36]. Polarization fields 
shift confinement energy levels in DBRT as compared to those calculated in a flat-
band approximation. The role of applied voltage Vext is seen from a simple example 
of tunnel transmission in Figure 18.3b. The results shown in Figure 18.3 clearly indi-
cates that one should not expect resonances in the I–V characteristics to be concomi-
tant with the energy levels in an unbiased DBRT since the applied voltage distorts 
the band profile thus shifting the resonances. Obviously, both polarization fields and 
applied voltage distort the DBRT band profile, and thus change the resonant energies 
with impact on any tunneling process.

As stated earlier, the polarization-induced internal electric fields are expected to 
make the I–V characteristics asymmetric with respect to the polarity of the applied 
voltage. However, this is not the only reason for the asymmetric I–V traces to occur. 
The structure can be highly asymmetric because of the depletion region formed on 
the right (top) GaN contact [37]. In this context, the depletion region at a doping level 
of Nd = 1018 cm–3 is shown in Figure 18.4b.

To highlight the role of polarization fields, we present the transmission coefficient 
in a highly doped structure where the depletion region is short and somewhat irrel-
evant (Figure 18.5).
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Figure 18.5 compares and contrasts tunneling with and without polarization fields 
taken into account. It is, therefore, clear that the polarization fields considerably 
influence the tunneling characteristics and have notable implications on the I–V 
characteristics of the GaN-based resonant tunneling diodes.

18.3.1 Current–Voltage CharaCteristiCs

The tunneling current through the structure can be described as
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where T is the transmission coefficient and fe and fc are the electron distribution 
functions in bulk GaN emitter and collector, respectively. After integration over the 
directions of the in-plane momentum, the current takes the form
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The limits of the in-plane momentum integration ymax(Ez) are determined by the 
regions where both incident and outgoing electron moments are real.

The large depletion region shown in Figure 18.4b prevents tunneling from the 
right contact to the left contact and it results in the asymmetric I–V curve illustrated 
in Figure 18.6a.

If the top contact is doped to 5 × 1018 cm–3, the depletion region becomes narrower 
and less relevant, and the polarization fields are screened, so the I–V curve becomes 
almost symmetric, as shown in Figure 18.6b.

From a theoretical standpoint, nothing prevents the resonant tunneling from being 
observed, whether the polarization fields are present or not. However, the depletion 
region and polarization fields may shift the NDC region toward the higher applied 
voltage (see Figure 18.6a), which might result in contact breakdown.

On the experimental front, the structure and the I–V characteristics of the first 
GaN-based RTD’s reported by Kikuchi et al. [38] are shown in Figure 18.7.
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The structure shown in Figure 18.7 and those reported in Refs. [39–41] were 
grown by plasma-assisted molecular beam epitaxy (MBE) with precautions taken 
in order to prevent dislocation penetration from the metal–organic chemical vapor 
deposited (MOCVD) template.

An NDC region was reported in an MBE-grown structure on a bulk GaN sub-
strate [41] (see Figure 18.8). It was anticipated that the low dislocation density might 
help NDC formation.

It should be noted that the results shown in Figure 18.7 have not been confirmed 
by any other group and may represent anomalies in contacts. Results illustrated in 
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Figure 18.8 (curves F1–F5) do not necessarily prove the expected resonant tunnel-
ing was observed since the peak-to-valley ratio could not be resolved. Thus, the 
very existence of NDC as measured and its relation to the quality of interfaces and 
contacts are still controversial. It is clear that high-quality structures are needed to 
minimize or preferably eliminate the extraneous current so that the tunneling pro-
cess will be dominant.

The main point of confusion is that although an NDC region in I–V traces has 
already been reported [38, 40, 41], it is not the only unstable behavior observed. 
In some instances, hysteresis in the I–V curve when the voltage sweeps in opposite 
directions [39, 42] and current jumps [37] were clearly observable in the I–V char-
acteristics (see Figure 18.9). Figure 18.9 shows I–V traces typical of S-type charac-
teristics where current instabilities mark the NDC regions on the horizontal voltage 
scale. The origin of these instabilities as well as the reported NDC in the literature 
needs to be determined.

To date, GaN-based RTDs have demonstrated quite rich behavior in terms of the 
type of I–V characteristics that have been attributed to resonant tunneling in polar-
ization-distorted DBRT and strong electron scattering by defects of various types. 
It is widely recognized that interface quality, dislocations, and electron traps in the 
barriers strongly influence the tunneling process. Defects in barriers that trap or 
release electrons as the voltage sweep changes in amplitude and polarity are assumed 
to be responsible for the hysteresis in the I–V characteristics.

It should be noted that the presence of traps is not the only possible reason for 
the hysteresis. Even though the NDC region has not been explicitly observed in the 
structure characterized in Figure 18.9, the S-type behavior provides for hysteresis 
and also implies that NDC does exist in the bistable region. Under applied voltage 
the total current is not fixed as various current channels (including leakage through 
electrically active threading dislocations) may contribute to the total current when 
the voltage changes. In a system with S-type characteristics, providing that the cur-
rent is not fixed, the system jumps from one stable current state to another, making 
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the NDC region unobservable [43]. The stable states present inhomogeneous current 
distributions across the device mesa. Recently, two stable current states were found 
in another AlN/Ga/AlN device [44]. The microscopic origin of the S-type charac-
teristics in GaN/AlGaN RTDs still remains to be explained but might be associated 
with both tunneling and electron heating. Electron heating is caused by fast electron 
scattering by ionized defects accompanied by slow phonon-assisted energy relax-
ation. For further information, various mechanisms of S-type behavior in homoge-
neous semiconductors are studied in Ref. [45].

18.4 superlattIces

NDC in semiconductor SLs [46] is at the origin of various proposals for compact 
submillimeter wave sources. Basically, two types of oscillators have been the subject 
of intensive study. The first is a Gunn-type source in which the NDC in dc-biased 
SLs results in the formation of traveling electrical domains. A microwave source 
of this type operating at 147 GHz was fabricated with InGaAs/GaAs SL [47, 48]. 
Another type of SL source, the Bloch oscillator [46] that exploits the existence of 
high-frequency dynamic NDC, is projected to oscillate at close to the Bloch fre-
quency Ω0 = eaE0τ/ (where a is the SL period, E0 is the electric field due to an 
external dc bias, and τ is the carrier momentum relaxation time). The frequency Ω0 
is in the terahertz (THz) range in GaAs-based SLs.

Two main obstacles prevent continuous Bloch oscillations from occurring in SL. 
First, the dephasing time of electrons is shorter than the period of the electron Bloch 
oscillation. Basically, Bloch oscillations have been observed when dc-biased SL was 
under external pulse optical excitation, and the output power of the THz pulses does 
not exceed 0.1 nW [49–51]. An increase in output power by increasing the optical 
excitation power has been reported in Ref. [52]. Also, the high external magnetic 
field parallel to the SL axis is proposed to increase the power as the magnetic field 
freezes out lateral electron motion, diminishing in-plane scattering and thus making 
emission more coherent [53]. Second, the dc-NDC makes the system unstable with 
respect to the formation of traveling electric field domains, thereby creating low-field 
regions and preventing electrons from oscillating at the Bloch frequency [54]. In 
order to provide the conditions for Bloch oscillations, the domain formation instabil-
ity has to be suppressed. Electrical domains appear because the SL is unstable with 
respect to small fluctuations of the internal electric field. The external ac-driving 
force may suppress this instability, providing conditions favorable for Bloch oscilla-
tions. The electron dynamics in an SL under the influence of a large-signal ac field 
are discussed in Refs. [54–56].

There is another possibility of submillimeter wave generation in a diffusive 
regime [57]. Large-signal ac-driving force with frequency ω < Ω0 < τ−1 makes the 
dynamic conductivity negative at frequency 2ω, Re σ2ω < 0, thus providing condi-
tions for 2ω-generation in the region where dc conductivity and dynamic conduc-
tivity at frequency ω are both positive. In this regime, neither the oscillations at 
the driving frequency nor electrical domains develop. In a low-mobility SL, the 
THz-range frequency falls into the region ωτ < 1. Experimental data on frequency 
doubling and tripling in GaAs/AlAs SL [58] can be attributed to negative dynamic 
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nonlinear conductivity. This explanation is consistent with the observed thresh-
old behavior in dc and ac electric fields that would not exist in a stable nonlinear 
media.

The diffusive regime discussed above has important implications in devices made 
of GaN-based material. If the source is made of a GaN-based SL, one would expect 
high output power, high breakdown voltage, high temperature operation, and lower 
sensitivity to dislocations. These are not attainable with GaAs devices. The regime 
of Bloch oscillations Ω0τ > 1 requires large dc bias and is hardly achievable in GaN/
AlGaN systems because the electron mobility is at least 10 times lower than that in 
GaAs-based SL. At the same time, the conditions for 2ω and 3ω harmonics genera-
tion are less demanding and make the GaN/AlGaN SL a possible candidate for high-
power terahertz sources. If Bloch oscillations are not achievable, this regime might 
be the one that delivers THz oscillations of miniband electrons.

18.4.1 Domain osCillations anD sl-BaseD high FrequenCy sourCes

Practical examples of high-frequency SL sources operate in dc-biased SLs where 
traveling dipole domains and self-sustained current oscillations occur. To date, 
the highest millimeter wave operating frequency has been reported in an InGaAs/
InAlAs SL oscillator placed in a waveguide [47]. I–V characteristics and spectral 
emissions are shown in Figure 18.10.

Peak power was observed to be 80 μW at a frequency of 147 GHz, which is close 
to the ratio of the domain velocity and the sample length.

A III-nitride material system for high-frequency sources was proposed in Ref. 
[36], where the oscillation frequency in AlGaN/GaN and InGaN/GaN SLs was esti-
mated using a simple cosine miniband electron spectrum without accounting for 

15
(a) (b)

10

5

0

–5

–80

–90

–100

–110

–120

–10

–15 –0.5 0 0.5
Voltage (V) Frequency (GHz)

1.0

C
ur

re
nt

 (m
A

)

Po
w

er
 (d

Bm
)

147.0 147.3 147.6

FIgure 18.10 InGaAs/InAlAs traveling domain oscillations. (a) Current–voltage charac-
teristics. (b) Spectral content of output power. (From Schomburg, E. et al., Electron. Lett., 35, 
1491, 1999. With permission.)



533Resonant Tunneling and Negative Differential Resistance in III-Nitrides

the polarization fields. Real wurtzite (0001)AlGaN/GaN SL is an intrinsic Stark SL 
where the polarization fields affect the dynamics of miniband electrons. Polarization 
in an SL stems from the bulk spontaneous polarization and lattice mismatch–induced 
piezoelectric component. As a result, the electron energy dispersion in a short-period 
GaN/AlGaN Stark SL deviates from the simplified cosine miniband and this affects 
the field–mobility relation and thus the performance of the SL source: oscillation 
frequency and power efficiency.

18.4.2 ConDuCtion BanD ProFile anD FielD–moBility relation

The miniband energy dispersion with the polarization taken into account was cal-
culated using a tight-binding approximation developed for short-period SLs in Refs. 
[35, 36]. This method allows the inclusion of polarization fields into the scheme and 
agrees well with the Kronig–Penney calculations when a flat-band approximation is 
assumed.

A typical electron dispersion in an AlGaN/GaN SL is shown in Figure 18.11b. 
The dispersion in Figure 18.11b accounts for the energy dependence of the effec-
tive mass (non-parabolicity in an initial electron spectrum before the SL potential is 
applied). The first miniband, shown in Figure 18.11b, has a more complex behavior 
than the simple cosine law since the spatial size of the single-period wave function 
is larger than the SL period. Two spatial harmonics describe the miniband spectrum 
shown in Figure 18.11b: E k E b ak c ak E kz z( ) cos( ) cos( ) ( )

�
�= − + +0 2 , where kz  and 



k⊥ 
are the growth direction and in-plane electron wave vector, respectively.

Electron mobility in a non-cosine miniband is given as [57]:

 μ(F) = μ0[W(1) – 2χW(2). (18.3)
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and F is the dc electric field.
Once the field–mobility relation in SL is established, one can use a standard simu-

lation package enabled to treat Gunn-type devices. Mobility from Equation 18.3 can 
be fitted to a standard model normally used for Gunn diode simulations:
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 (18.4)

where μ0 is the low-field mobility, vsat is the saturation velocity, and Fcrit is the critical 
field. The sets of fitting parameters μ0, vsat, Fcrit, and δ were found for AlGaN/GaN 
SLs with various Al contents, and well/barrier thickness.

At room temperature, the dominant relaxation process in bulk GaN is associated 
with the polar optical phonons [59, 60]. There are no reliable data on the relaxation 
rate in GaN SLs. A reasonable choice is based on the value estimated for AlGaAs 
SLs (0.4 ps [61]) and the fact that the actual value should be shorter because of the 
lower mobility and the additional electron–electron scattering at high average cur-
rent. In the calculations below, it is assumed that the typical momentum relaxation 
time in GaN-SL is concentration independent and close to 0.1 ps. 

18.4.3 CirCuit Design

Simulation was done with the Silvaco semiconductor simulator. To provide oscilla-
tions in a short active region, the SL is included in the circuit shown in Figure 18.12.

RC

CSL

Vext

L

SL

FIgure 18.12 Superlattice in a resonance circuit.
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The circuit contains the intrinsic SL capacitance CSL, the external inductance 
L, and series resistance Rc that includes the contact resistance. Current oscillations 
occur when the appropriate choice of external inductance and series resistance are 
made in order to approximately match the intrinsic oscillation frequency to the reso-
nance frequency of an external circuit. We keep the series resistance in the range 
typical for the contact resistance: R = 10–6 – 10–8 Ω cm2 [62]. In order to achieve 
oscillations, every change in the series resistance, voltage, and SL parameters, is 
accompanied with the slight variation in lump-element inductance, keeping it close 
to L = 1.2 × 10–17 H cm2.

18.4.4 traVeling eleCtriCal Domains

The structure under study comprises L = 0.12-μm-long AlGaN/GaN SL (50 periods, 
db = 9 Å, dw = 15 Å). The SL with Al content of x = 0.42 has the following character-
istics: Fcrit = 100 kV/cm, δ = 2, μ0 = 50 cm2/Vs, vsat = 10 cm/s. Complete screening of 
the polarization fields (flat-band SL) leads to a 10% decrease in the miniband width 
(low-field mobility). That slow change allows the carrier concentration dependence 
of the SL parameters to be neglected.

Both sides of the sample are connected to highly doped (1019 cm–3) 0.01-μm-thick 
layers to provide good ohmic contacts. Additional p-doped layer (p = 1.5 × 1017 cm–3 
in Figure 18.13) prevents spillover of electrons from the metal contact. The lattice 
temperature is assumed to be 300 K.

The spatial electron density and time evolution of the electrical domains in a 4.7-V 
biased SL is shown in Figure 18.13.

18.4.5 Power osCillations anD their sPeCtral Content

To start oscillations, the bias should be increased from zero to a value higher than 
2LFcrit, where L is the total SL length. The higher the mobility, the higher the 
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frequency of oscillations; however, high mobility results in high current through the 
structure, which may damage the ohmic contacts. Simulations were performed keep-
ing the average current close to 100 kA/cm2. Current and voltage temporal oscilla-
tions, shown in Figure 18.14, start when the anode voltage increases from zero to 
4.7 V. 

The Fourier analysis of the power spectrum is illustrated in Figure 18.15.
The oscillation frequency, illustrated in Figure 18.15, increases with the average 

current through the device. For, instance, a current of 800 kA/cm2 results in the 
main harmonic of 400 GHz. The reason we can discuss that high current density is 
that the GaN material system withstands higher voltage and current than its GaAs 
counterpart.

18.4.6 Power eFFiCienCy

Device performance depends on parameters of the external lump-element circuit. We 
have studied the effect of inductance and series resistance on power characteristics of 
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the device. At an anode voltage of 5V, the average current Iav, the full current swing, 
and frequency are shown in Figure 18.16 as functions of the external inductance.

We assumed that the lump resistance is not included in the circuit in Figure 
18.12 and the series resistance is caused by the contacts, Rc. We define the power 
delivered to the load as Pac = 1/2I0V0, where I0, V0 are amplitudes of the AC signal 
in the SL.

The power efficiency η = Pac/IavVav and oscillation frequency depend on series 
resistance and voltage. Figure 18.17 illustrates oscillation frequency and power 
efficiency vs. series resistance and bias voltage at different doping levels in the 
p-layer (see Figure 18.13). As shown in Figure 18.17, there is an optimal bias voltage 
(approximately 5.6 V) that corresponds to the tradeoff between frequency and power 
efficiency. Interception of the load line with the dc I–V characteristics at larger bias 
voltage implies that lower speed electrons take part in oscillations, decreasing 
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the oscillation frequency. It is clear from data shown in Figure 18.17b, that lower 
p-doping in an additional layer favors high-frequency oscillations and high power 
efficiency.

On the descending part of the I–V curve (negative resistance region), the electron 
mobility decreases with the voltage. The load line with higher load resistance inter-
sects the I–V curve at lower voltage, corresponding to higher mobility. This means 
that high series resistance favors high oscillation frequency, as illustrated in Figure 
18.17.

Therefore, GaN-based SL submillimeter wave sources promise high power per-
formance with 5% intrinsic efficiency. Increase in frequency occurs at the cost of 
power efficiency. The frequency of the output signal is tunable by applied voltage 
and series resistance.

18.5  FabrIcatIon and dc characterIzatIon 
oF alxga1–xn/gan sl dIodes

Fabrication and characterization of the SL diode are reported in Ref. [63]. AlxG1–xN/
GaN SL layers were grown on sapphire by MOCVD. The SLs comprise 50 periods 
of AlGaN/GaN layers with different miniband widths by choosing different well 
(GaN) and barrier (AlGaN) thicknesses. Samples had 15 Å/15 Å or 10 Å/30 Å thick 
AlGaN/GaN layers with Al content of 34% and 28%, respectively. The SLs were 
embedded between GaN buffer layers with Si doping (4 × 1018 cm–3), which were also 
used to form ohmic contact.

Figure 18.18 shows a cross-sectional and top view of the diode structure.
The room temperature current–voltage characteristics were measured with volt-

age swept from –10 to 10 V at 0.1 V step size in the continuous wave mode.
The current–voltage measurements reveal negative differential conductance at 

room temperature. The narrow NDC region (~0.2 V) changes for different DC mea-
surement runs, as seen in Figure 18.19. This makes RF measurements aimed at con-
veying current oscillations to an external circuit difficult.

It is reasonable to expect that as high-quality bulk GaN substrates become avail-
able, further research will be undertaken and will perhaps lead to NDC in RTD and 
(or) SL capable of microwave oscillations.

Observation of NDC or other types of instability under DC or pseudo-DC con-
ditions alone may not be sufficient. Attainment of high frequency oscillations in 
a cavity, for example, would contribute credence to the NDC observations. In the 
quest to obtain a current instability region, it would be useful to fabricate cubic or 
nonpolar GaN-based structures, where polarization fields play no role. This would 
make a comparison of I–V curves in (100) GaAs structures possible. Growth of the 
free-standing cubic GaN structures for various electronic devices is discussed in 
Ref. [64].

When the vertical transport in GaN/AlGaN RTD and SL is fully understood, it 
will create a background for the further development of semiconductor coherent high 
frequency sources. 
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Optoelectronics 
Using III-Nitride 
Semiconductors

P. K. Kandaswamy and Eva Monroy

19.1 IntroductIon to ISB optoelectronIcS

The evidence of intersubband (ISB) absorption was first detected in 1982 by Ando, 
Fowler, and Stern in transistor-like structures [1], following which West and Eglash 
reported absorption of infrared radiation in GaAs quantum well (QW) systems [2]. 
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At this time, the important technological consequence this observation would lead 
was never really foreseen—not until the development of quantum well infrared pho-
todetectors (QWIPs) by Levine [3] and the historic development of quantum cascade 
lasers (QCLs) by Prof. Capasso’s group [4]. This technology is a serious competi-
tor to interband (IB) optoelectronics for the fabrication of sources and detectors in 
the infrared (IR) spectral region. Indeed, mid-IR ISB devices are currently in the 
market, providing solutions for night vision, process monitoring in chemical indus-
tries, and a variety of chemical and biological sensors (pollution detection, chemical 
forensics, chemical and biological warfare, medical diagnostics).

ISB transitions are a unique property of the quantum confined systems; here, the 
transitions happen between two confined levels of the conduction (or valence) band. 
The optical matrix element for a transition between subbands i and j is given by pij = 
〈ψj ∣ ε × p ∣ψi〉, where ε is the polarization vector of the light electric field, p is the 
momentum operator, and ψi,j are the wavefunctions of the initial and final states. 
According to the envelop wavefunction approximation, the electron wavefunction 
can be expressed as the product of the Bloch wavefunction u(r), which depends on 
crystalline periodicity, and the envelope wavefunction f(r), which depends on the 
QW dimension and varies slowly at the scale of the crystalline lattice. In a QW 
structure, where the heterostructure potential varies only along the growth axis, z, 
the wavefuction can be expressed by

 ψ φ( ) ( ) ( ) ( ) exp ( )r u r f r u r
A

i z= = ( )1
k .r/ / / / , (19.1)

where A is the area, k// and r// are the wave and position vectors in the QW plane, and 
ϕ(z) is the envelope function for the subband in the z confinement direction.

Since the wavefunction is composed of two components, Bloch and envelope, pij 
can be split as

 pij = ε × 〈uj∣p∣ui〉〈fi(r)∣fj(r)〉 + 〈uj∣ui〉〈fj(r)∣ε × p∣ fj(r)〉. (19.2)

If the initial and final states lie in a different band, the overlap integral of the 
Bloch function is 〈ui ∣ uj〉 = 0, leaving behind the first term, which hence repre-
sents the IB transitions. On the other hand, when i and j lie in the same band, then 
〈ui∣p∣uj〉 = 0 and 〈ui∣uj〉 = 1. Therefore, the second term of 19.2 describes the ISB 
transitions, whose optical matrix element is:

 f r f r
i E E m

ei j
j i

ij( ) ( )ε µp =
−( ) 0



, (19.3)

where e is the electron charge, m0 is the fee electron mass, Eij is the confinement 
energy and the ISB dipole moment is given by μij = e〈fi(z)∣z∣fj(z)〉ε × z, where z is 
the unit vector along the z-direction. In symmetric QWs, z is odd, which places a 
constraint allowing only transitions between opposite parity envelope functions such 
as i – j = ±1, ±3, ±5, . . . . This is not valid in asymmetric QWs for which all transi-
tions are allowed. The ISB transitions exhibit huge dipole length of about 18% of 
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the QW width for light polarized perpendicular to the layers. It must be mentioned 
that oscillator strength with strong dependence on ISB dipole moment depends only 
the electron effective mass: Materials with lighter effective mass, m*, exhibit larger 
oscillator strength (note that m*GaAs = 0.067, m*GaN = 0.22). To understand the impor-
tance of ISB mechanism, it is necessary to know that its dipole matrix element is 
much stronger than IB mechanism. 

The ISB mechanism offers many potential advantages with several degrees of 
freedom for design of devices. Besides the flexibility to tune the wavelength by vary-
ing the width of the QW, there are several design approaches based on longitudinal 
optical (LO)-phonon resonance to control the lifetime of the electrons at a particular 
state, in order to optimize the performance of lasers, photodetectors, and modula-
tors. Moreover, a cascade structure allows reuse of transiting electrons several times 
generating multiple photons thereby increasing the gain significantly. On the other 
hand, the inherent strong dipole moment leads to giant optical nonlinearity. In addi-
tion, ISB transitions are relatively temperature insensitive, since they mainly depend 
on the band offset between two materials.

However, ISB optoelectronics present a few drawbacks; the devices respond only 
to p-polarized light, imposed by the selection rules. This condition rules out nor-
mal incidence operation, demanding special device architectures. The design of the 
active region is quite complex, as the number of parameters influencing the processes 
are many. For example, the free carrier absorption, control of electron distribution 
and lifetime management has a combined effect on gain spread across the active 
region. The dominant nonradiative recombination mechanism is LO-phonon emis-
sion, which implies short carrier lifetimes in excited state thus minimizing the prob-
ability of lasing. Lastly, the growth of such structures is a challenge as it involves 
very thin layers of QWs along with high risks of interface roughness.

19.2 III-nItrIde MaterIalS for near-Ir optoelectronIcS

ISB transitions in semiconductor QWs have proven their capability for optoelectron-
ics in the mid- and far-IR spectral regions. ISB photodetectors present advantages in 
comparison with IB devices in terms of speed and reproducibility. Furthermore, 
QCLs are a new and rapidly evolving technology with advantages such as their 
intrinsic wavelength tailorability, high-speed modulation capabilities, large out-
put powers, operation above room temperature, and fascinating design potential. 
These features make them particularly promising for applications in Terabit optical 
data communications or ultraprecision metrology and spectroscopy. As previously 
noted, QCL devices operating in mid-IR range have already established their pres-
ence in wide ranging applications. The extension of ISB optoelectronics toward the 
near infrared spectral region is interesting for the development of ultrafast pho-
tonic devices for optical telecommunication networks, as well as for application in 
a variety of chemical and biological sensors. Material systems with large enough 
conduction band offsets to accommodate ISB transitions at these relatively short 
wavelengths include InGaAs/AlAsSb [5], (CdS/ZnSe)/BeTe [6], GaInNAs/AlAs 
[7], and GaN/Al(Ga,In)N QWs [8–15]. In the case of III-nitride heterostructures, 
their conduction-band offset—about 1.8 eV for the GaN/AlN system [11, 15–18]—is 
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large enough to develop ISB devices operating in the fiber-optics transmission win-
dows at 1.3 and 1.55 μm. A specific advantage of III-nitrides is their extremely 
short ISB absorption recovery times (~140–400 fs [19–21, 23, 24]) due to the strong 
electron–phonon interaction in these materials, which opens the way for devices 
operating in the 0.1–1 Tbit/s bit-rate regime. Furthermore, the remote lateral valleys 
lie very high in energy (>2 eV above the Γ valley [25, 26]), which is a key feature 
to achieve ISB lasing. Finally, devices would benefit from other advantages of III-
nitrides: Their outstanding physical and chemical stability enables them to operate 
in harsh environments, and their biocompatible and piezoelectric nature renders 
them suitable for the fabrication of chemical sensors. Moreover, III-nitride semi-
conductors are the most “environment-friendly” technology available in the market.

19.2.1 ElEctronic StructurE

It is well known that the optical properties of nitride QWs are strongly affected by 
the presence of an internal electric field [27]. This field, inherent to the wurtzite-
phase nitride heterostructures grown along the [0001] axis, arises from the piezo-
electric and spontaneous polarization discontinuity between the well and barrier 
materials. Modeling of quantum confinement in nitride QWs should therefore go 
beyond the flat-band approximation and account for the internal electric field in the 
QW and in the barriers. As an example, Figure 19.1 presents the band diagram of 
GaN/AlN superlattices with different QW thickness (1 and 2 nm), calculated using 
the nextnano3 8-band k.p Schrödinger–Poisson solver [28]. The material parameters 
applied for the simulation are summarized in Table 19.1. In a first approximation, the 
structures were considered strained on the AlN substrate. The potential takes on a 
characteristic sawtooth profile due to the internal electric field. The electron wave 
functions of the ground hole state, h1, the ground electron state, e1, and the excited 
electron states, e2 and e3, are presented. The conduction band structure, in narrow 
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QWs (~1 nm) the energy difference between e1 and e2 is mostly determined by the 
confinement in the QW, whereas for larger QWs (>2 nm), this difference is mostly 
determined by the electric field [or quantum confined stark effect (QCSE)], since 
both electronic levels lie in the triangular part of the QW potential profile. 

taBle 19.1
Material parameters used in theoretical calculations

parameters Gan aln refs.

Lattice constants [nm] [29]

a 0.31892 0.3112

c 0.51850 0.4982

Spontaneous polarization (cm–2) –0.029 –0.081 [27]

Piezoelectric constants (cm–2) [27]

e13 –0.49 –0.60

e33 0.73 1.46

Elastic constants (Gpa) [30, 31]

C11 390 396

C12 145 140

C13 106 108

C33 398 373

Dielectric constant 10 8.5 [32]

Luttinger parameters [33]

A1 –5.947 –3.991

A2 –0.528 –0.311

A3 5.414 3.671

A4 –2.512 –1.147

A5 –2.510 –1.329

A6 –3.202 –1.952

A7 0 0

EP
/ / (eV) 14a 17.3

EP
⊥ [eV] 14a 16.3

Deformation potentials [eV] [32]

ac1 –4.6 –4.5

ac2 –4.6 –4.5

D1 –1.70 –2.89

D2 6.30 4.89

D3 8.00 7.78

D4 –4.00 –3.89

D5 –4.00 –3.34

D6 –5.66 –3.94

Band offset [eV] 1.8 [15]

a Data corrected to achieve a good fit with the experimental results.
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A detailed description of the evolution of the e1–h1 as well as the ISB transitions 
e2–e1 and e3–e1 with the QW thickness and strain state is presented in Figure 19.2a 
and b and compared with the respective experimental data from GaN/AlN superlat-
tices (SLs) strained on AlN. The strain due to the lattice mismatch should affect both 
the e1–h1 IB and the e2–e1 ISB transitions. Regarding the IB transition, the energy 
shift is mostly due to the strain-induced modification of the bandgap [34]. In con-
trast, the increase in the e2–e1 ISB energy difference in the SL with a larger in-plane 
lattice parameter is related to the enhancement of the electric field in the QW, due to 
the larger piezoelectric coefficients of AlN barrier in comparison to GaN well (see 
Table 19.1). From the plots in Figure 19.2, we see that the experimental results show 
very good fit with the theoretical calculations, which is an important step toward 
design of more complex ISB devices.

19.2.2 Growth and Structural ProPErtiES

Because of the rather large electron effective mass of GaN (m* = 0.2m0), layers as 
thin as 1–1.5 µm are required to achieve ISB absorptions at 1.3–1.55 μm. To date, 
plasma-assisted molecular-beam epitaxy (PAMBE) seems the most suitable growth 
technique for this application, because of the low growth temperature, which hinders 
GaN–AlN interdiffusion [35]. The growth of GaN (0001) by PAMBE is extensively 
discussed in the literature [36–38]. Deposition of two-dimensional (2D) GaN lay-
ers requires Ga-rich conditions, and hence growth optimization translates into the 
determination of the adequate metal excess and growth temperature. At a substrate 
temperature higher than 700°C and for a certain range of Ga fluxes corresponding 
to slightly Ga-rich conditions, the Ga excess remains on the growing surface in a 
situation of dynamical equilibrium, that is, the Ga coverage is independent of the 
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Ga exposure time. It is possible to stabilize a Ga amount from below 1 up to 2.5 
ML. However, smooth surfaces can only be achieved with a Ga coverage of 2.5 ± 
0.1 ML [36, 38], when the Ga excess arranges into a so-called “laterally contracted 
Ga bilayer,” which consists of two Ga layers adsorbed on the Ga-terminated (0001) 
GaN surface.

The surface morphology of GaN/AlN SLs strongly depends on the Ga/N ratio, 
even within the Ga bilayer growth window [39]. The strain fluctuations induced by 
alternating GaN and AlN layers favor the formation of V-shaped pits with {10–11} 
facets [40, 41]. These defects are minimized by increasing the Ga flux, so that growth 
is performed at the limit of Ga accumulation on the surface [39]. This is explained 
by the strong decrease in the (0001) surface energy with increasing III/V ratio [42], 
which favors two-dimensional growth. These growth conditions delay GaN lattice 
relaxation, to the point that residual in-plane strain in the range of 0.2–0.3% is still 
measured in 1-μm-thick GaN layers [36].

In the case of AlN, 2D growth also requires metal-rich conditions. However, 
Al does not desorb from the surface at the standard growth temperature for GaN. 
Therefore, to eliminate the Al excess at the surface, it is necessary to perform peri-
odic growth interruptions under nitrogen. An alternative approach to achieve 2D 
AlN growth consists of using Ga as a surfactant, with the Al flux corresponding to 
the Al/N stoichiometry—this allows us to stabilize the surface and delay the lattice 
mismatch relaxation [43]. Since the Al–N binding energy is much higher than the 
Ga–N binding energy, Ga segregates on the surface and is not incorporated into the 
AlN layer [44]. Note that it is always favorable to perform growth of both GaN and 
AlN at Ga bilayer growth conditions to avoid degradation of layer quality.

Figure 19.3 shows a 〈1120〉 zone axis transmission electron microscopy (TEM) 
image of a GaN/AlN SL. The interfaces are abrupt at the atomic layer scale, and GaN–
AlN interdiffusion is not observed [35]. In SLs grown by the method described above, 
the large misfit stress between the substrate and the SL is relaxed mostly by generation 
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fIGure 19.3 High-resolution cross-sectional TEM image of a GaN/AlN (1.5 nm/3 nm) SL 
taken along 〈1120〉 zone axis. (After Kandaswamy, P.K. et al., J. Appl. Phys., 104, 093501, 
2008.)
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of edge-type threading dislocations. The final strain state of the superlattice, reached 
after 10–20 periods, is independent of the substrate. Once the influence of the sub-
strate becomes negligible, a periodic partial relaxation of QWs and barriers has been 
reported, and it is related to the presence of basal and prismatic stacking faults [43].

ISB absorption at 1.55 μm has also been reported in GaN/AlN SLs synthesized by 
metalorganic vapor phase epitaxy (MOVPE) [45, 46]. A critical parameter to achieve 
these results is the reduction of the growth temperature from the 1050–1100°C 
required for 2D GaN layers to 900–950°C, in order to minimize the GaN–AlN 
interdiffusion. Moreover, Nicolay et al. [47] have identified the substrate-induced 
strain as a factor influencing the heterointerface stability during MOVPE growth. 
Therefore, growth under compressive strain improves the interface quality result-
ing in a blue shift of the ISB absorption. Recently, Bayram et al. [46] have reported 
ISB absorption in the 1.04 to 2.15 μm spectral range from GaN/AlN SLs grown by 
MOVPE by combining low temperature growth and a pulsed growth technique [46].

19.2.3 oPtical charactErization

19.2.3.1 IB characterization
Figure 19.4 shows the low temperature (T = 7 K) photoluminescence (PL) spectra 
of GaN/AlN multiquantum-well (MQW) structures with 3-nm-thick AlN barriers 
and QW nominal thickness varying from 1.0 to 2.5 nm (4 to 10 ML). As expected, 
the PL peak energy is blue shifted by the quantum confinement in the thinner QWs 
(~1 nm) and strongly red shifted when increasing the QW thickness because of the 
QCSE. Assuming periodic boundary conditions, this internal electric field in the 
QWs, FW, is proportional to the difference in polarization (spontaneous and piezo-
electric) between the GaN in the QWs and the AlN in the barriers, ΔP, following the 
equation:
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where εB, εW, and ε0 are the dielectric constants of the barriers and of the wells and 
the vacuum permittivity, and lB and lW are the barrier and QW thickness, respec-
tively. In the inset of Figure 19.4, the PL peak energy from GaN/AlN MQWs with 
different thickness is compared to theoretical calculations of the e1–h1 transition 

assuming εB = εW = εr and 
∆P

ε ε0

10
r

MV/cm=  [15].

An important feature of the PL spectra is the presence of nonperiodical peaks 
or shoulders (see Figure 19.4), which cannot be attributed to Fabry–Perot interfer-
ences. These PL peaks are located approximately at the same energies in the differ-
ent samples, as indicated in Figure 19.4. These discrete energy positions correspond 
to the expected values of the e1–h1 line in QWs whose thickness is equal to an integer 
number of GaN monolayers [39]. For the very narrow QWs analyzed in this study, 
a variation of the thickness by 1 ML implies an important shift of the PL (about 
150 meV for QWs of 4–5 ML). This value is larger than the full width half-maximum 
(FWHM) of the PL lines, and hence results in well-resolved PL peaks instead of 
broadening the emission lines.

19.2.3.2 ISB absorption
The ISB absorption of a series of 20-period Si-doped AlN/GaN MQW structures with 
~3 nm AlN barriers and different GaN QW thickness was investigated using FTIR 
[15]. As an example, Figure 19.5 shows the ISB absorption of Si-doped AlN/GaN 
MQWs with various QW thicknesses. The samples show a pronounced transverse-
magnetic (TM)-polarized absorption, attributed to the transition from the first to the 
second electronic levels in the QW (e1→e2), whereas no absorption was observed for 
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TE-polarized light within experimental sensitivity. The spectra present a Lorentzian-
like shape with a line width that remains in the 70–120 meV range for QWs doped at 
5 × 1019 cm–2, and the ISB absorption efficiency per reflection attains 3–5%. A record 
small linewidth of ~40 meV has been achieved in nonintentionally doped structures. 
For large QWs (>8 ML), the e1→e3 transition is observed, as indicated in Figure 19.5. 
This transition is allowed in nitride QWs because of the internal electric field in the 
well that breaks the symmetry of the potential. As observed in the PL measurements, 
the ISB absorption also spectra presents a multipeak structure, which can be attrib-
uted to monolayer thickness fluctuations [15].

19.2.4 Polarization-inducEd doPinG

In nitride heterostructures, the magnitude of the ISB absorption depends not only on 
the Si doping level in the QWs, but also on the presence of nonintentional dopants 
and on the carrier redistribution due to the internal electric field. In order to evalu-
ate the contribution of the internal electric field induced by the cap layer to the ISB 
absorption, we have synthesized a series of 40-period nonintentionally doped GaN/
AlN (1.5 nm/1.5 nm) MQW structures where we varied the Al mole fraction of the 
50-nm-thick AlxGa1–xN cap layer. All the structures were grown on AlN-on-sapphire 
templates.

Measurements of ISB absorption in these samples, summarized in Figure 19.6, 
confirm a monotonous increase and broadening of the absorption when increasing 
the Al mole fraction of the cap layer. These results are consistent with the simula-
tions of the electronic structure in Figure 19.7, where we observe that the use of AlN 
as a cap layer lowers the conduction band of the first GaN QWs below the Fermi level 
(dash-doted line at 0 eV in the figures), whereas the use of GaN as a cap layer results 
in the depletion of the MQW active region. Therefore, we conclude that the internal 
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electric field induced by the cap layer can result in a significant (even dominant) con-
tribution to the infrared absorption in GaN/AlN MQW structures.

19.2.5 Gan/aln Quantum dotS

GaN/AlN quantum dot (QD) structures can be synthesized by PAMBE by GaN 
deposition under compressive strain and with a Ga/N flux ratio below unity. Under 
these conditions, growth starts two dimensional until the deposition of a 2-ML-thick 
wetting layer. Because of the lattice mismatch between AlN and GaN, further GaN 
deposition leads to the formation of three-dimensional islands (Stranski-Krastanov 
growth mode). These GaN QDs are well-defined hexagonal truncated pyramids with 
{1–103} facets. The QD size can be tuned by modifying the amount of GaN in the 
QDs, the growth temperature, or the growth interruption time (Ostwald Ripening). 
By adjusting the growth conditions, QDs with height (diameter) within the range of 
1–1.5 nm (10–40 nm), and density between 1011 and 1012 cm−2 can be synthesized 
[48]. To populate the first electronic level, silicon can be incorporated into the QDs 
without significant perturbation of the QD morphology.

Unlike other III–V QDs (e.g., InGaAs), with dominant in-plane transition dipole 
(s-pxy), the Si-doped GaN QD superlattices exhibit strong p-polarized intraband 
absorption at room temperature due to strong z-direction dipoles (s-pz), which can be 
tuned from 0.740 eV (1.68 μm) to 0.896 eV (1.38 μm) as a function of the QD height 
[48]. The broadening of the absorption peak remains below 150 meV and can be as 
small as ~80 meV for the most homogeneous samples.

19.2.6 alinn/Gan SyStEm

Because of the lattice mismatch between GaN and AlN, GaN/AlN SLs present risk 
of cracking, and a high dislocation density that can lead to device failure. An alter-
native material approach to overcome this problem is the use of AlInN alloys as a 
substitute for Al(Ga)N. In fact, In compositions between 17% and 18% in AlInN 
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can be grown lattice-matched to GaN. At this lattice-matched condition, AlInN is 
equivalent to AlGaN with 46% Al content in terms of refractive index contrast (of 
6% at 1.55 μm with GaN) and bandgap. AlInN lattice-matched to GaN exhibits an 
electric field as large as 3 MV/cm solely generated due to spontaneous polarization 
discontinuity and 1% increase in In induces a 0.4 MV/cm increase in electric field. 
Therefore, AlInN is a promising material to form distributed Bragg reflectors and 
thick waveguide layers, since it allows defect-free growth of thick structures. 

The conduction band offset at a lattice-matched AlInN/GaN heterointerface is in 
the range of 0.66 eV. Therefore, this material system in not adapted for near-IR ISB 
optoelectronics. However, ISB absorption in the MIR wavelengths has been reported 
at 420 meV for 1.8 nm Al0.85In0.15N/GaN:Si SLs, with a linewidth of ~150 meV rep-
resented (see Figure 19.8) [13].

An alternative to manage the strain in the structure while retaining access to the 
near-IR range is possible by adding small concentrations of In, approximately 5–7% 
in barrier and ~1% in the QW forming an AlInN/GaInN SL [8]. This material system 
maintains a certain degree of strain and reduces the probability of crack propagation 
in comparison to GaN/AlN. However, it is difficult to control precisely the In mole 
fraction, and the simulation of the electronic structure remains a challenging task.

19.2.7 SEmiPolar iii-nitridES

The already high design complexity in terms of modeling ISB devices such as QCLs 
further increases when we handle materials with huge internal electric field like 
polar III-nitrides. A simple solution to this problem would be to use nonpolar crys-
tallographic orientations such as m-plane {1–100} or a-plane {11–20}, but epitaxy of 
these orientations is an arduous task, because of the strong anisotropy of the surface 
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properties, resulting in high density of crystalline defects. An alternative approach is 
the growth on semipolar planes, which are those (hkil) planes with at least two non-
zero h, k, or i Miller indices and a nonzero l Miller index.

Near-IR ISB absorption has been reported on semipolar (11–22)-oriented GaN/
AlN SLs grown by PAMBE [49]. The band structures of these semipolar GaN/AlN 
QWs strained on GaN and AlN are represented in Figure 19.9. In comparison to 
polar QWs, semipolar structures exhibit quasi-square potential profiles with sym-
metric wavefunctions due to the reduced electric field of 0.6 and 0.55 MV/cm for 
QWs strained on AlN and GaN, respectively. The significant reduction of electric 
field in comparison is because spontaneous and piezoelectric polarization differ-
ences at the interfaces have opposite signs (note that the dominant piezoelectric com-
ponent in SL strained on GaN results in a negative electric field).

The evolution of ISB transition energy with well thickness is represented in Figure 
19.10. In semipolar structures, the reduction in the internal electric field results in a 
red shift of the ISB energy. The experimental data were obtained from identical 
polar and semipolar samples consisting of 40 periods of GaN/AlN with 3 nm AlN 
barriers. The absorption FWHM ~80–110 meV is comparable to the polar structures.
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19.2.8 cubic iii-nitridES

Another approach to circumvent the problems associated to polarization is the use 
of III-nitride semiconductors crystallize in the zinc-blend structure. The LO phonon 
energy in cubic GaN is almost the same as in wurtzite GaN (92.7 meV [50]), whereas 
the effective mass is much smaller. The electron effective mass smaller in cubic GaN 
(m* = 0.11–0.17m0 [51, 52]) than in wurtzite GaN (m* = 0.2m0), which should result 
in higher gain and lower threshold current in QCLs.

The cubic orientation can be selected by PAMBE using 3C-SiC substrates. ISB 
absorption in the 1.40–4.0 μm spectral range has been reported in cubic GaN/AlN 
SLs [53, 54], in agreement with theoretical calculations assuming a conduction band 
offset of 1.2 eV and an effective mass m* = 0.11m0 (see Figure 19.11).

19.3 devIceS operatInG In near-Ir

19.3.1 all-oPtical SwitchES

Thanks to their ultrafast recovery time of ISB absorption (in the 150–400 fs range 
[21, 55]), GaN/AlN QWs or QDs have been proposed as active medium for all-optical 
switches (saturable absorbers) operating at multi-Tbit/s data rates at telecommunica-
tion wavelengths. These ultrafast all-optical devices are of great interest for optical 
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time division multiplexed systems. The switching is based on the saturation of the 
ISB absorption by an intense control pulse, eventually becoming transparent to the 
signal pulse and vice versa for absence of control pulse. All-optical switching at 1.55 
μm with sub-picosecond commutation time has been demonstrated by several groups 
[23, 56–58]. Considerable work have been done to reduce the switching energy, and 
recently all-optical switches based on GaN/AlN QWs with control switching energy 
as low as 38 pJ for 10 dB contrast have been demonstrated [57].

The intraband absorption saturation of GaN/AlN QDs has been probed by Nevou 
et al. [58], obtaining values in the range 15–137 MW/cm2 (0.03–0.27 pJ/μm2). The 
large error bar is a consequence of the focusing uncertainty in the sample. However, 
even the upper estimate of the saturation intensity for QDs is smaller than the cor-
responding value for GaN/AlN QWs [57], which makes them good candidates for 
multi-Tbit/s all-optical switching devices. 

19.3.2 infrarEd PhotodEtEctorS

Photoconductive QWIPs have been demonstrated [59]. However, these devices pre-
sent a low yield because of the large dark current originated by the high density 
of threading dislocations in heteroepitaxial III-nitrides (~109 cm–2). The problem of 
leakage current is solved for photovoltaic devices that operate at zero bias [45, 60, 
61]. Their operation principle is based on a nonlinear optical rectification processes 
in an asymmetric QW [61]. Recently, a strong performance enhancement (responsiv-
ity increase by a factor of 60) of these detectors has been achieved by using QDs 
instead of QWs in the active region [62], as illustrated in Figure 19.12. The improve-
ment is attributed to the longer electron lifetime in the upper QD states and the 
increased lateral electron displacement.

Lateral quantum dot infrared photodetectors (QDIPs) have been fabricated in 
samples consisting of 20 periods of Si-doped GaN/AlN QDs. The devices exhibit 
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photocurrent only for TM-polarized light, following the intraband s-pz selections 
rules [63, 64]. The appearance of photocurrent due to bound-to-bound intraband 
transitions within the QDs is attributed to lateral hopping conductivity [65]. The 
responsivity of these devices is about 8 mA/W at 300 K.

As an alternative to QWIPs/QDIPs, quantum cascade detectors (QCDs) have been 
proposed [60]. QCDs are photovoltaic devices composed of several periods of an 
active QW coupled to a short-period SL that serves as extractor. Under illumination, 
electrons from the ground state are excited to the upper state of the active QW and 
then transferred to the extractor region where they experience multiple relaxations 
toward the next active QW. This results in a macroscopic photovoltage in an open 
circuit configuration, or in a photocurrent if the device is loaded on a resistor. As a 
major advantage, the dark current is extremely low, which is particularly favorable 
to enhance the signal/noise ratio. Another appealing feature of QCDs is that their 
capacitance can be reduced by increasing the number of periods, which enables high 
frequency response.

GaN/AlGaN QCDs operating at telecommunication wavelengths have been 
reported [67, 68]. These devices take advantage of the polarization-induced inter-
nal electric field in the heterostructure to design an efficient AlGaN/AlN electron 
extractor where the energy levels are separated by approximately 90 meV forming 
a phonon ladder. The peak responsivity of GaN/AlGaN QCD at room temperature 
is as high as ~10 mA/W (~1000 V/W) [68]. Microdetectors containing 40 periods 
of active region with the size 17 × 17 μm2 exhibit the –3 dB cutoff frequency at 11.4 
GHz [69]. However, the speed of these QCDs is governed by the RC constant of the 
device and not by an intrinsic mechanism. Pump and probe measurements of these 
devices showed relaxation times in the range of 300 fs, which points to an available 
bandwidth of 500 GHz (Figure 19.13).
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ISB photodetectors based on cubic GaN/AlN SLs have also been fabricated and 
tested [70]. These devices exhibit photovoltaic effect that is overtaken by the dark 
current for temperatures above 215 K. The photoresponse is consistent with ISB 
transition phenomena, but the mechanism behind the photovoltaic behavior remains 
unknown.

19.3.3 ElEctro-oPtical modulatorS

The first electroabsorption ISB modulation experiments on AlN/GaN SLs were 
based on the electrical depletion of a five period AlN/GaN (1.5 nm/1.5 nm) SL grown 
on a thick GaN buffer. The absorption spectrum of such a sample presents two dis-
tinct peaks related to ISB transitions in the SL and in the two-dimensional electron 
gas located at the interface of the lowest SL barrier and the underlying GaN buffer. 
The ratio of those two absorption peaks can be adjusted by applying an external 
field, which influences the overall band structure and, more specifically, the free car-
rier density in the SL [71]. To increase the modulation depth, the interaction of light 
with the active medium should be enhanced, which can be achieved in a waveguide 
geometry [72]. In this configuration and for only three active GaN/AlN QWs operat-
ing at 1.55 μm wavelength, the modulation depth as high as 14 dB was observed for 
–9 V/+6 V voltage swing.

The intrinsic speed limit can be considerably improved if instead of transferring 
carriers over the whole active region, active QWs could be emptied into a local reser-
voir. This is the principle of the coupled-QW well modulator: The electromodulation 
originates from electron tunneling between a wide well (reservoir) and a narrow well 
separated by an ultrathin (~1 nm) AlN barrier. Room-temperature ISB electromodu-
lated absorption at telecommunication wavelengths has been demonstrated in GaN/
AlN coupled QWs with AlGaN contact layers [73, 74]. The –3 dB cutoff frequency 
limited by the RC time constant is as high as 1.4 GHz for 10 × 10 μm2 mesas, and 
could be further improved by reducing the access resistance of the AlGaN contact 
layers.

19.3.4 toward liGht EmittErS

As a first step toward ISB lasers, the ISB luminescence has been observed both in 
GaN/AlN QWs and QDs under optical pumping [75–77]. Figure 19.14 shows the 
emission at 2.1 μm wavelength obtained from GaN/AlN (2 nm/3 nm) QWs. It is 
important to reiterate that ISB PL is a very inefficient process because of the very 
short nonradiative relaxation lifetime compared to the radiative lifetime. However, it 
does not prevent the realization of high-performance ISB lasers because large stimu-
lated gains can be achieved because of the high oscillator strength associated with 
ISB transitions. The observation of ISB luminescence proves the feasibility of opti-
cally pumped ISB emitting devices. However, in order to develop quantum fountain 
lasers, further work is required in terms of growth optimization, processing, and 
dedicated laser active region and cavity design. 
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19.4 toward lonGer wavelenGthS

There is an interest to push the operation of ISB nitride devices to longer wavelengths, 
namely, to mid-infrared as well as to the THz frequency range. Indeed, a large band 
of spectrum normally inaccessible to other III–V materials can be accessed by using 
III-nitrides as its Reststrahlen absorption falls between 13 and 18 μm wavelength 
range, thus increasing prospects for devices in those inaccessible regions. Moreover, 
the terahertz (THz) spectral region is subject to intensive research in view of its 
potential in a number of application domains such as medical diagnostics, security 
screening or quality control. In terms of sources, QCLs based on ISB transitions in 
GaAs/AlGaAs QWs have emerged as excellent candidates for applications requiring 
a few tens-of-milliwatt power in the 1.2 to 5 THz spectral range [78]. Although much 
progress has been accomplished in terms of QCL performance, the maximum oper-
ating temperatures reported so far—186 and 120 K for pulsed and continuous wave 
operation—is still too low for widespread applications [79, 80]. One intrinsic reason 
limiting the temperature is the small energy of the LO phonon in GaAs (36 meV, 8.2 
THz), which hinders lasing action close to room temperature because of thermally 
activated LO-phonon emission. It was predicted that wide bandgap semiconductor 
materials such as GaN, with an LO-phonon energy of 92 meV (22.3 THz), pave the 
way for THz QCLs operating above room temperature, due to low thermal backfill-
ing effects. There are a number of theoretical proposals for nitride devices operating 
in the far-IR region [81–85]. However, the extension of the nitride ISB technology 
toward these long wavelengths sets additional material and design challenges. For 
instance, growth on an IR-transparent substrate, such as semi-insulating Si(111), is 
desirable.

ISB absorption in the mid-IR spectral region using Si-doped GaN/AlGaN SLs 
grown on semi-insulating GaN-on-Si(111) templates has been reported [86], as illus-
trated in Figure 19.15. The TM-polarized ISB absorption shows a systematic red shift 
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fIGure 19.14 ISB PL from 2-nm-thick GaN/AlN QWs. Inset: conduction band energy levels. 
(After Nevou, L. et al., Appl. Phys. Lett., 90, 223511, 2007.)
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for decreasing Al mole fraction in the barriers and increasing well width, in agree-
ment with simulations of the electronic structure. In addition, doping is identified as 
a critical parameter to reach the targeted operating wavelength [87]. The absorption 
and photoluminescence line width remains comparable to similar samples grown on 
sapphire templates. However, the relative ISB spectral width remains around 20% in 
the whole mid-IR range.

To further reduce the ISB transition energy, Machhadani et al. [88] proposed 
an alternative strategy to approach a flat potential in the QW layers by engineering 
the internal electric field. The structures under investigation are 40-period SLs of 
step-QWs, composed of a GaN well, an Al0.05Ga0.95N step barrier and an Al0.1Ga0.9N 
barrier. Transmission measurements performed at 4 K reveal TM-polarized ISB 
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fIGure 19.15 Infrared absorption spectra for TM-polarized light measured in GaN/
AlGaN SLs with different barrier Al contents and QW width, grown either on sapphire or 
on Si(111) templates. (After Kandaswamy, P.K. et al., J. Appl. Phys. Lett., 95, 141911, 2009.)
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absorption at 4.2 and 2.1 THz, respectively, in good agreement with simulations, as 
illustrated in Figure 19.16. ISB THz absorption at 4.7 THz has also been observed in 
cubic GaN/Al0.05Ga0.95N (12 nm/15 nm) QWs [53].

19.5 concluSIonS and perSpectIveS

In this chapter, we have reviewed recent achievements in terms of ISB devices 
based on nitride nanostructures. ISB optoelectronics emerged recently as a potential 
application field for III-nitride materials. However, bandgap engineering requires 
an exquisite material control, and material growth and modeling are notoriously 
difficult in GaN/AlGaN. So far, ISB transitions in this material system have mostly 
been explored for near-IR applications because of its large conduction band offset. 
First prototypes of nitride-based ISB devices were room-temperature multi-Tbit/s 
all-optical switches operating at 1.55 μm, photovoltaic and photoconductive QW 
infrared photodetectors, QDIPs, and ISB electro-optical modulators. NIR ISB lumi-
nescence from GaN/AlN QWs and QDs has been reported. The concept of quantum 
cascade applied to III-nitrides has been demonstrated by the development of QCDs 
operating in the 1.5–2.0 μm spectral range.

An emerging field for GaN-based ISB devices is the extension toward the far-IR 
spectral range, with several theoretical designs of a GaN-based THz QCL recently 
reported. The two major challenges toward a nitride-based THz QCL are the proper 
design of the active QWs to obtain ISB transitions in the far-IR, and the resonant tun-
neling of electrons between the injector and the active regions. Experimentally, mid-
IR absorption up to 10 μm using GaN/AlGaN QWs has been reported. The extension 
of the absorption wavelength beyond 20 μm is limited by the polarization- related 
internal electric field in the QWs, sets new design challenges. Schemes based on cou-
pled-QWs or asymmetric QWs have proven capable of circumventing this problem.

Regarding electronic transport, resonant tunneling is a controversial subject in 
the GaN community. A number of groups have reported negative differential resis-
tance in double-barrier resonant tunneling diode structures, but measurements are 
not reproducible and seem more likely due to trapping effects than to tunneling 
transport. These results confirm that a main challenge on the way toward the GaN-
based QCL is the high density of dislocations arising from the heteroepitaxy growth 
of GaN on common substrates (sapphire or SiC). Recently, single-crystal GaN sub-
strates with various crystallographic orientations have been made commercially 
available for the growth of low-defect nitride structures, bringing new hopes for the 
development of a nitride-based QCL in the near future.
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development.
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