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Preface

The “Modern Engineering: Science and Education” (MESE) conference was ini-
tially organized by the Mechanical Engineering Department of Peter the Great St.
Petersburg Polytechnic University in June 2011 in St. Petersburg (Russia). It was
envisioned as a forum to bring together scientists, university professors, graduate
students, and mechanical engineers, presenting new science, technology, and
engineering ideas and achievements.

The idea of holding such a forum proved to be highly relevant. Moreover, both
location and timing of the conference were quite appealing. Late June is a won-
derful and romantic season in St. Petersburg—one of the most beautiful cities,
located on the Neva riverbanks, and surrounded by charming greenbelts. The
conference attracted many participants, working in various fields of engineering:
design, mechanics, materials, etc. The success of the conference inspired the
organizers to turn the conference into an annual event.

More than 130 papers were presented at the fifth conference MESE-2016. They
covered topics ranging from mechanics of machines, materials engineering, struc-
tural strength, and tribological behavior to transport technologies, machinery
quality, and innovations, in addition to dynamics of machines, walking mecha-
nisms, and computational methods. All presenters contributed greatly to the success
of the conference. However, for the purposes of this book only 19 papers, authored
by research groups representing various universities and institutes, were selected for
inclusion. | am particularly grateful to the authors for their contributions and all the
participating experts for their valuable advice. Furthermore, | thank the staff and
management of the university for their cooperation and support, and especially, all
members of the program committee and the organizing committee for their work in
preparing and organizing the conference.

Last but not least, | thank Springer for its professional assistance and particularly
Mr. Pierpaolo Riva who supported this publication.

Saint-Petersburg, Russia Alexander N. Evgrafov
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The Combined Cold Axial Rotary Forging
of Thick Hollow Flanges

L.B. Aksenov and S.N. Kunkin

Abstract The paper presents the research on two technologies of cold axial rotary
forging, which combine the traditional rotary forging with multi-upsetting and
radial extrusion. Technologies are developed for the manufacture of thick flanges,
i.e., flanges thicker than the wall thickness of the original tube blank, when the
process is limited by the buckling of the workpiece. The proposed technologies
provide for stability of the workpieces during processing and enable manufacturing
of flanges with dimensions DN 150-450 of the European Standards 42.05.04,
42.05.07. Rotary forging can also be carried out with conical or cylindrical rolls.
The results of modeling technologies are detailed employing in the simulation
software Deform 3D. The combined rotary-forging technologies are particularly
effective for the production of flanges from tube blanks, including stainless steel, the
connection to which they are intended to effect.

Keywords Axial rotary forging + Multi-upsetting - Radial extrusion - Stability of
the workpiece - Hollow flanges - Conical roll - Cylindrical rolls - Computer
simulation

Introduction

Large quantities of parts such as flanges are used in a variety of industries. The
nomenclature of these parts is very diverse and subject to various standards.
Manufacture of the flange parts is carried out according to several technologies, but
most of them do not result in a high utilization rate of the metal [1]. Many of the
technologies for production of flanges are based on using hot forming with sub-
sequent additional machining [2]. In this case, higher-ductility deformation occurs
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(b)

Fig. 1 Metal blanks for axial rotary forming (a) and rotary formed details (b)

Fig. 2 Schemes of axial (b)
rotary forging technologies by r
conical (a) and cylindrical é
rolls (b) 1
i
i i

at low technological power. However, the processes of hot deformation incur
considerable costs for heating metal, and the forging parts are covered with scale
and require subsequent machining. Therefore, the application of these processes is
not very effective for the industry.

The technology of axial-rotary forging was designed for the production of
axisymmetric parts from bar or tubular workpieces (Fig. 1). Rotary forging is
representative of the processes involving the local deformation of the treated metal
[3-6] and has more than a century of history [7, 8]. While only part of the work-
piece is in contact with the forming tool (Fig. 2), this reduces the contact area, the
magnitude of the contact stresses, and, consequently, the required technological
force.

The advantages of cold rotary forging are that it requires no heating and is
characterized by the high accuracy and good quality of formed surface. At the same
time, the technological force necessary for cold rotary forming will be higher than
for the hot one, but the plasticity of the formed metal is lower. That is why this
technology involves higher requirements for their analysis [9]. Currently processes
of rotary forming are distributed worldwide, and machines for implementing them
are manufactured in all industrialized countries [10, 11].
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(a) (b) (c)

Fig. 3 Loss of stability of the workpiece at the initial moment of rotary forging: a the workpiece
at the initial moment of rolling; b the tube blank with losing of stability; ¢ deformation of the rod
under axial force

This paper investigates the production of flanges with the thickness of the flange
part greater than the wall thickness of a tube blank. Flanges with thickness about the
thickness of the tube wall can be successfully produced by a rotary outward
flanging [12]. Thickened flanges with the small width of the flange (Iess than two of
the wall thickness of the original tube blank) can be manufactured by rotary forging
with one operation of rotary upsetting of the upper part of the workpiece [13, 14].
The problem is the production of thickened flanges with the wide flange part [15].

The recommended value of the forming part of the Hy is determined by the
stability of the workpiece and does not exceed the value 2S, where S is the wall
thickness of the tube blank (Fig. 3a). At such a value of the forming portion, its
volume is not enough to form the desired flange geometry. The height of the
forming part of the workpiece cannot be increased because of the buckling that
leads to the formation of folds and cracks on the inside of the flange (Fig. 3b). The
loss of stability of the tube blank is very similar to the loss of stability of the rod
under the action of longitudinal force (Fig. 3c). It should be noted that the for-
mation of the flanges, with thickness Hy = 1.5S and width B = 4C, requires the
equivalent volume of the outer metal blanks Hy = 4S. It is not realizable with the
usual technology of rotary forging.

The paper presents the results of a study of two cold axial rotary forging tech-
nologies, which combined the basic principle of the face rotary forging with
multi-upsetting or radial extrusion of the workpiece.

The Tool for Axial Rotary Forging

Schemes of the rotary forging of thickened flanges can be implemented with conical
rolls (Fig. 4a) or cylindrical rolls (Fig. 4b). The conical rolls have a more complex
geometry, and their size is related to the size formed from the details. The diameter
of the cylindrical rolls does not depend on the size of the formed details, but only on
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Fig. 4 Schemes of the axial rotary forging of flanges by conical (a) and cylindrical rolls (b)

the design features of rotary forging machine. The rotational motion of the work-
piece is performed by the drive of the machine, while forging rolls may be driven
from the workpiece due to friction or have their own drive.

For the implementation of the technological process of rotary forging, the
workpiece is placed in the die with a radial clearance not more than 0.3 mm, which
is needed to fix the workpiece during the period of forming. At the initial stage of
rotary forging, the workpiece is fixed by friction between the workpiece and the
forming roll. Next, the workpiece is pressed in the die that ensures the transfer of
the torque necessary for rotation of the forming roll. For rotary forging, the profile
of the flange is formed in the space between the die, mandrel and forming roll. The
die and forming roll are made of tool steel and hardened to hardness HRC = 56-63.
The roughness of the tool determines the surface quality of formed parts and should
be no worse than Ra = 0.63.

The Technology of Rotary Forging, Combined
with Multi-Upsetting

For this technology, the tube blank is placed above the die at some value H, then
the rotary forging is carried out and workpiece is deformed up to the flange
thickness H (Fig. 5). Because it is impossible to achieve the formation of the
required width of the flange at a single step, the workpiece is lifted and deformed
again. This is repeated several times until the desired width of flange is achieved.
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Fig. 5 Scheme of the rotary forging of thickened flanges with multi-upsetting: AL—feed of the
workpiece at each step of upsetting; AL—the total feed of the workpiece

(a)

(b)

Fig. 6 Simulation of the rotary forging of a flange with multi-upsetting of the tube blank (a) and
comparison of a formed profile with required profile of the flange (b)

Thus, the technology is discrete. After each upsetting, stopping the rotary
forging and lifting the workpiece to a new height are required. Furthermore, the
physical contact of the workpiece with the forming roll may be avoided, but the
deformation is not performed. The number of steps of upsetting is determined by
the geometry of the manufactured flanges, and it may be 5-15. The time for one
stage of rotary forging is 5-10 s. Initially, the workpiece is lifted to a small height
(1.5-2.0)S, which prevents the loss of stability of the workpiece. At subsequent
steps, when part of flange has been formed, this height may be increased to (2.0—
2.5)S which provides rotary forging of the flanges with the dimensions H = (1, 2-1,
3)S and B = (5-7)S.

Simulation of the rotary-forging process with the software “Deform 3D enables
analyzing the stress-strain state of the workpiece during the forming process.
Figure 6 shows the various stages of the forming process of the flange of a tube
blank with a diameter of 250 mm and a wall thickness of 7 mm.

The rotary forging was done with a conical roll with angle of inclination y = 10,
The magnitude of a single feed of workpiece was AL = 0.3 mm/rev. The rotation
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speed of the die installed in its tube blank was n = 100 rev/min. Simulation showed
stability of the process of deformation of a flange of the desired size and a sufficient
reserve of plasticity of a metal to be deformed without breaking. Finite element
modeling of the rotary-forging process has been effectively used by many
researchers [16—18], but it has some features that increase the computation time
[19]. For the computer simulation, 20-24 work hours were requires with a four-core
computer.

Face Rotary Forming Technology Combined with Radial
Extrusion

This technology, unlike the previous one, is continuous. The first stage is identical
to axial rotary-forging technology, combined with multi-upsetting, in which the
workpiece is lifted some height, providing a single upsetting without buckling.
Next, the constant gap is maintained between the forging roll and the die, and the
workpiece is continuously fed towards up to the forging roll(s), ensuring the
forming of the flange part (Fig. 7). The technology requires that the axial feed of the
device feeding the workpiece is of a sufficiently large force, because it should
provide axial displacement of the workpiece to overcome the friction force in a tool
set. But it must also be sufficient for radial extrusion of the workpiece into the space
formed by the forging roll and the die.

Figure 8 illustrates details on the simulation of the flange rotary forging by two
cylindrical rolls from a tube blank (welded pipe AISI 360L) with an outer diameter
of 219.1 mm and a wall thickness of 7.8 mm. The amount of feed per revolution
AL = 1.0 mm/rev, the speed of rotation of the die with tube blank installed in it—
n = 60 rpm. This simulation showed stability of the process of deformation of a
flange of the desired size and a sufficient reserve of plasticity of a metal to be
deformed without breaking. Cylindrical forging rolls do not require the extra drive
and rotate due to the friction forces at the contact of rolls with a rotating workpiece.

Fig. 7 Scheme of the axial
rotary forging of thickened
flanges with extrusion: AL—
feed of the workpiece per one
revolution of the workpiece; 7
AL——the total feed; H—

flange thickness; stages of

rotary forging: (0) primary,

(1, 2) intermediate, (3) final
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Fig. 8 Computer simulation of rotary forging of flange with extrusion by two cylindrical rolls:
a design scheme; b distribution of the damage criterion in the workpiece

Fig. 9 The flange, rotary
forged from a tube blank with
a diameter of 219.1 mm

Discussion

The technologies enabled manufacturing various flanges with size DN 150-450 of
European standards 42.05.04 and 42.05.07. An example of a rotary forged flange
from a tube blank with a diameter of 219.1 mm and a wall thickness of 7.8 mm is
shown in Fig. 9: flange thickness—9.5 mm, flange width—31 mm, the radius of
the transition from the tubular part to the flange R = 12.7 mm, material AISI 316L.
The kinematics of the machine ensures implementation of combined technologies
for rotary forging is shown in Fig. 10.

The research found that, when rotary forging from certain types of flanges,
mainly thick, but not wide, there are two problems related to accurate formation of
the flange geometry. The first is the forming of the outer cutoff of the flange. This
problem is successfully solved when using forging rolls with rims that stop the
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Fig. 10 Kinematic scheme of
the machine for axial
combined rotary forging T I' 'I

metal flow from the flange center to its periphery and promotes forming of a smooth
side surface of the flange.

The second problem relates to the forming of the internal right angle of the
flange (transition of end surface of the flange to the internal diameter of the tube
blank). This angle is sometimes not formed completely, because the main flow of
metal during rotary forging is directed to the outside of the flange. This inner angle
may be formed at the last stage of the process, when the deformed metal is in a
confined space framed by tools—forging roll, a die and a mandrel. However, the
formation of the internal angle in the state of nonuniform compression requires a
significant increase in the required force of deformation. In the computer simula-
tion, the process employed such a solution, and it showed a good formation of the
flange.

Another possible way of forming the inner corner of the flange is to change the
direction of metal flow at the latter stages of the rotary forging by moving the rolls
relative to the axis of the workpiece [20, 21]. This initially achieves a complete
forming of the outer part of the flange, and then the metal flow is redirected into the
inner area of the flange. The required forming force in this case is less, but it is
necessary to implement the movement of the forming roll (or rolls) in the forming
process. Then the rotary-forged flanges are subjected to slight machining of the end
and side surfaces of a flange part. The utilization rate of the metal case of rotary
forging with the extrusion, multi-upsetting, or combination thereof is about 95%.
Combined technologies of rotary forging can be successfully implemented at the
rotary-forging machines of the current generation with numerical control and, in
particular, with multi-axis tool motion [22].
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Resume

The combined cold axial rotary forging can significantly expand the techno-
logical capabilities of the metal forming and realize the manufacturing of thicker
flanges from the tube blanks.

The technology of axial rotary forming with multi-upsetting is effective for
producing thickened flanges in a range of sizes DN 150-450, the relevant
European Standard 42.05.07. The technology is designed for modern
rotary-forging machines with programmed control.

The axial rotary-forging technology with radial extrusion provides manufac-
turing thickened flanges ranging sizes DN150-300, the relevant European
standard 42.05.04. This technology requires increased force for ejection of
workpieces for its implementation.

The geometry of the formed flanges can be significantly improved by the use of
forming rolls with rims and an active control of metal flow in the process of
rotary forming.
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Bench Tests of Vibroacoustic Effects

Pavel A. Andrienko, Vladimir I. Karazin and Igor O. Khlebosolov

Abstract The paper touches upon issues of vibroacoustic tests of manufactured
and assembled units because the final assembly of units or equipment usually
enables limiting the range of effects and modeling the actual behavior of the
equipment under test. A characteristic property of the required test equipment is the
possibility to initiate combined vibroacoustic loads on various mechanical systems.
This imposes a number of requirements upon the designed equipment. The paper
gives a number of examples for calculating the design parameters of vibroacoustic
test benches.

Keywords Test equipment - Vibroacoustic test benches - Acoustic test benches -
Vibrorotary test benches - Electro-pneumatic generator

The process of simulating various systems’ behavior in liquid or gaseous media for
many years has been of interest among scientists and developers in various fields of
science and technology. The traditional method to simulate occurring loads, when
testing units, uses shock and vibrating tables [1, 2] which use various layouts of
impact simulation (mechanical, hydraulic, pneumatic, electric, etc.). A distinctive
feature of such tests is that each unit or piece of equipment is impacted separately.
This, in turn, leads to the “overtesting” effect because there has to be overlapping
impact ranges (duration, frequency, forcing, etc.), significantly exceeding actual
values of operational conditions of the equipment itself.

However, it is obvious that, in the case of moving some body in liquid or
gaseous media, the equipment’s frame or casing consumes power load (overload),
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and interior units and apparatus are subject to composite action. As a matter of fact,
this action is a combination of vibratory load and acoustic action.

In this case, not only are the aerodynamic properties of the equipment (or its
outer frame) of great interest, but also a number of other parameters. An important
group of such parameters of systems and equipment is the inertial properties. They
significantly influence the system’s behavior when it is moving, its stability and
controllability [3—6]. It is obvious that coordinates of the center of mass and inertia
components should be determined after the final assembly of the equipment unit in
the frame.

Besides, it should be noted that mathematical description (modeling) of such
processes, despite the development of modern computational technologies and
software, usually requires experimental verification, especially at the stage of final
adjustment and improving the technology of producing, installing, integrating, and
placing fixing and anchoring elements, etc.

There occurs the necessity of creating hybrid testing machines to test the pro-
duced and assembled units of the equipment before their launching into manu-
facture (in the case of stock-produced equipment) or their final acceptance (in the
case of one-off equipment), because the final assembling of units or the equipment
generally allows limiting the range of generated effects and modeling the actual
behavior of the equipment under test. The characteristic feature of such testing
equipment should become the opportunity to create combined vibroacoustic loads
upon the various mechanical systems.

The combined vibratory and acoustic actions are implemented in a test bench
[7], which has a reverberation chamber of about 3 m’> in volume and
electro-pneumatic sound generators. The table for placing the test object is com-
bined with the vibrator’s instrument table, which is installed in the lower part of the
test bench. The combination of mechanical and acoustic vibrations creates a specific
medium according to the chosen simulation action.

An alternative to such a way of load simulation is using electro-pneumatic
vibrators, which enable combining acoustic pressure upon the object with the
point-recurrent force action within the set range of frequencies [8].

The purpose of this paper is to analyze a number of parameters of made effects
and how they can affect the design of the testing equipment.

Let us note that vibroacoustic loads are created by one or several
electro-pneumatic vibrators. The operation principle of pneumatic vibrators is based
on creating air flows aimed at the test object.

The most important parameters are the parameters of the air medium that create
the impact: the correlation of pressures inside the pneumatic vibrator and of the
environment; air density; the ratio of specific heats; and acoustic speed. Besides, the
design parameters of the pneumatic vibrator and the test object should also be taken
into account: the diameter of the nozzle and nozzle throat; the distance between the
nozzle and the object; and the jet angle towards the object.

One of the important factors of the created action is the speed of the air stream,
coming out of the electro-pneumatic vibrator. The initial data for calculation is the
working air pressure within the pneumatic generator P,, the air density p = 1.29
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kg/m®, the ratio of specific heats k = 1.4, and the acoustic speed of the air
vs = 322 m/s.

If the section of the outlet, from which the flow emerges, has a constant
diameter, then the flow speed is determined by the equation:

2-k~Pp[1— (PP_)ﬂ _ (;;_)i
- C-1)p ’ )

where P, is the pressure at the nozzle outlet.

Allowing for the stated parameters enables determining the dependence of the
flow speed on the pressure difference inside and outside the electro-pneumatic
vibrator (it should be noted that, depending on the pressure difference, the flow
mode can be precritical and critical, at which the flow speed equals the speed of
sound):

According to the shape of the section through which the air flow emerges, the
flow speed can vary over a wide range of values. Figure 1 shows the dependencies
of the speed of the flow coming out of the nozzle with a round section and of the
flow coming through the de Laval nozzle. The nozzles, according to theory [9, 10],
ensure the maximum flow speed of the gas

The impact force of the air flow out of the nozzle is determined by the formula

[11]:

l
F:(1.06—4-104-d—0>~p-v2-5, (2)

v, m/s
1x10° b

800 —

600 e

400

200

P

o p

Fig. 1 The view of the dependency of the gas-flow speed on working pressure: graph a—out of
the nozzle with the uniform round section; graph b—out of the de Laval nozzle
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/ .

Fig. 2 The view of the dependency of the flow impact force on working pressure: graph a—out
of the nozzle; graph b—out of the de Laval nozzle

where [ is the distance between the nozzle and the test object, d; is the diameter of
the nozzle, and S is the area of the nozzle’s cross-section.

The approximate view of dependency (2) for the flow out of the nozzle and the
de Laval nozzle is shown in Fig. 2.

It is obvious that the dependency of the flow-impact force on the distance
between the nozzle and the object under action will be linear.

To increase the impact force, several gas flows can be used, aimed at one point.
In this case, the flow will be directed at angle o towards the surface and dependency
(2) takes the form of:

F=p-v*-S-sina, (3)

An example of such a configuration is given in Fig. 3.

To create a transient load, the idea of creating intermittent air flows, directed at
the test object, seems interesting. Such flows are obtained when the compressed air
comes through spinning and immovable discs which have through-holes (the
scheme is similar to a large number of schemes of gas passing through turbines).

The level and frequency of the vibratory action are regulated by pressure in the
power-supply tube of pneumatic vibrators and the rotary speed of their electric
motors. The number of holes and their relative positions in the discs can be used to
regulate the pulse ratio (Fig. 4).

A wide range of generated frequencies imposes specific requirements upon the
test object’s suspension and restraint system, which should be untuned from natural
frequencies and the frequencies of the testing action. The design model of the
suspension is given in Fig. 5.
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Fig. 3 The load configuration with the use of several gas flows
Fig. 4 An example of the F
dependency of the transient
load F on the rotation angle
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The design dependencies of the dimensioned low-frequency suspension are
given below and enable determining the natural frequencies of the suspension. The
initial parameters are the test object’s mass, the length of wire ropes, and their

diameter and quantity.

The natural (cross, vertical) frequency of the object f.,,ss is determined by the

formula of a physical pendulum:

1 /g
fcross — % L_la

4)

15
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Fig. 5 The design model of the suspension: / test object; 2 electro-pneumatic generators;
3 vertical suspension; 4 tension cables

where g is gravitational acceleration and L, is the length of the vertical suspension.
The natural long (along axes X, Y) frequency f, is determined by the expression:

fu= oo Bn, (5
2 Vlwr

where E is the Young’s modulus of wire ropes’ materials, S,,; is the area of the wire

ropes’ cross-section, 3 is the angle between a tension cable and a corresponding

axis, L, is the length of the tension cable, and n is the number of tension cables.

The given dependencies (4) and (5) make possible determining the borders of
toughness and the natural frequencies of the suspension, depending on the material
and in various directions.

Based on the design dependencies given in the paper, it is possible to obtain the
values of the design parameters complex of vibroacoustic test benches, which will
enable creating load conditions within the required range and running valid tests of
units and the assembled equipment.
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Stability of Walking Algorithms

Anastasia Borina and Valerii Tereshin

Abstract This paper presents the synthesis of a control system for a biped, walking
dynamic robot. Such control system should provide the stable walking [3]. In this
paper, stability is defined as limited deviations of speed and coordinates of the
center of gravity of the robot from its required values at the end of each step. The
control system has a feedback containing “the ideal mechanism” [16]. The equa-
tions of the ideal mechanism enable to define the time and place of putting down the
feet at the end of each step, on the basis of the general requirements of walking. An
ideal mechanism should be similar to the object of control [2, 7]. In this case, such
ideal mechanism is the turned spatial mathematical pendulum. To check the
described control system, as a physical model of the object of control employs a
solid body on two weightless feet [4, 10]. For stable walking, it is convenient to
develop algorithms that define the coordinates and speed of the center of gravity at
the end of a step. In this paper the limitation of a general member of the sequence of
coordinates and speed is investigated on the simple examples of walking [14],
and the operation of the control system of the mentioned physical model is
illustrated.

Keywords Biped walking - Walking robots - Dynamic walking - Control system

Introduction

The walking robot is an operational mechanism that can be used as the mechanical
device to replace humans or their legs [12] during operations that are the hazardous
to the health and lives of people. Most of the developments in this field of the
making and controlling walking robots involve stable and static systems, but their
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main shortcomings are heavy weight and low speed. For increasing their speed [15]
and maneuverability, it is necessary to raise their dynamic stability [6, 13]. It is
supposed that a biped device with small point feet can attain the greatest speed and
maneuverability.

Description of Control Algorithms

For defining control algorithms based on the ideal mechanism, let us use the
movement equations of the spatial turned pendulum [1] for the moment at the end
of a step:

ti_xl:%(x()_xl+jﬂ)l//+l(x0_xl_%o)w71

=lzo—zu+2)y+1 (ZO_ZZ—QW*1
%(0*xl+ DY =5 (o —x =)y

o =50 —zu+ D)y — (zonI*—)lV

Index «*» means a derivative over time. The system of four equations (1) con-
tains twelve parameters, eight of them are set: x, zo, Xo, Zo—coordinates and speeds
of the center of gravity; = "7, t,—time of the step’s ending (the rate of walking
is usually the characteristic of a walking robot, which is calculated from the robot’s
physical properties); k = +/g/L, L—height of the center of gravity, g—acceleration
of a free fall. Also it is necessary to set two parameters from the list of final
conditions: Xy, Zyp, Xip, Zip- SOmMe ways of setting are possible. The system (1) allows
to define two final conditions at the end of a step and the coordinates of a foot
X7 and 2.

Let’s illustrate simple algorithms of walking by numerical sequences [S] and
study their properties. When the walking is synchronized along axes x and z,
Eq. (1) breaks down into two identical subsystems. Let the robot walk along axis z.

{th_ZI:%(Zo—Zl+%)l//+ (ZO_ZI——)lﬁl o
ap =50 —a+ Py —5-—a-Py
Add and subtract each parameter from both parts of Eq. (2):

—Yzp+20 = 2(1 =) _¢@+;o 5

—Yz0=z(l —y) — Z"’ +y
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Subtract the first equation of system (3) from the second one to get rid parameter z;:

=)0 =0 -1 (243) )
Zn +Z”71 = ;”(Zﬂ - Zn71)> (5)

where
+1
A= k% >l zZm=2p, Zn-1=20-

Let’s designate
Zn +Zn—l :an, Zn — Zn—1 :bl‘l (6)
where

(Zn + anl)

a, = }L(Zn - Zn71)7 bn - 7

These equations are convenient for the creation of iterative procedures [9].

e Let coordinates of the center of gravity of the device z, at the end of the steps be
set. From Eq. (6), the expression for sequence of speeds 7z, during the same
moments of time as functions from zy and sequence of z, can be calculated:

z1=a1— 2
=ay—21 =ay—a+2o

B=a3—H=a3—ay+a; — 2 (7)
= (=1)" <zo+ > (—l)kak>
k=1

1. Let the length of a step be constant

Zn — Zn—1 = const (8)
then:

an = ;L(Zn - anl) =a. (9)
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The expressions for the sum in Eq. (7):
n n 71 n _ 1
NEIEPE I
k=1

k=1

Therefore

— a a
= (—1)"z - =—1"<' __> 2
(—1)"z0+a 3 5 (=1)"(zo 5) T3

or

A

= (—1)" [Zo - E(Zn - @1)} + = (20 — Zn-1).

N>

(10)

(11)

(12)

So from Eq. (12), if subtractions (z, — z,—1) are constant, speeds z, at the end of
steps are periodic with an amplitude 2 [20 — 4 (zy — Zp_1 )] and their average values

2
are £ (2, — zn-1)-

2. Let:

Zn — Zn—1| = const,
Then from Eq. (6):
a, = (—1)"a.

The expressions for the sum in Eq. (7) are:
S (Dar=a-d (-1)(-1)=a-n
k=1 k=1
Therefore:
= (=1)"(20 +an)

or

= (—1)"[z0+ Mz — za-1)n].
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If the length of the step is z, — z,—1, then speed z, increases the amplitude of
fluctuations with a growth of the number of a step at any small module of step
length |z, — z,—1|, and, when z, = z,_1, speed z, = (—1)"Z.

e Let the changing-of-the-center-of-gravity speed z,, be known at the end of each
step. The expression for the sequence of coordinates z, during the same
moments of time is:

71=b1+2
2=by+z1=by+b+2
(18)
=20+ Z by
k=1
3. Let:
Zn = Z = const, (19)
then:
b,=b=const, z,=z0+n-b, z,—2,-1=>b (20)
where
Zn +zn—l Z
b= =2-
A A
4. Let:
20=22=0,20=-2,23=0,24 = 2,25 = 0,2 = —Z etc. (21)
then:
Zn =20+ %cos (%) (22)

In this case, the walking device makes oscillating motions about z; with
amplitude %

The described algorithms are realized for the walking, in the direct and in the
lateral direction, in various combinations. Depending on the type of programmed
walking, it is possible to set the following four options of parameters

(s 2p) s (s 2p) s (p, Zp) and (g, 2 )
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Fig. 1 Trajectories of the biped robot during various types of programmed walking

Trajectories of the center of gravity of the biped robot, calculated on the basis of
described physical model at the simplest control algorithms, are presented on

Fig. 1.



Stability of Walking Algorithms 25

The locations of the feet are noted as points. It is necessary to limit all param-

eters [8, 17] defined by the design of the robot and by the level of walking comfort.

Conclusion

This paper determines that the limitation of step length leads to a loss of stability
[11]. Algorithms with fixed speed or more difficult sequences with general
parameters are stable.
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Deleting Objects Algorithm
for the Optimization of Orthogonal
Packing Problems

Vladislav A. Chekanin and Alexander V. Chekanin

Abstract This paper considers the orthogonal packing problem that is a problem of
placing all given orthogonal objects into a minimal set of orthogonal containers in
the form of parallelepipeds of arbitrary dimension. It proposes an algorithm for
deleting objects with the aim of effectively managing free spaces in containers. This
algorithm provides a possibility of realization of heuristic methods, which are based
on excluding some placed objects from a container and consequently filling the
freed spaces within it more rationally.

Keywords Orthogonal packing problem - Bin packing problem - Recourse allo-
cation - Optimization

Introduction

The solution of a large number of resource-optimization problems can be reduced to
the solution of the orthogonal packing problem that is a classic problem of com-
binatorial optimization [19]. The orthogonal packing problem deals with the opti-
mal placement of given orthogonal objects into a minimal number of orthogonal
containers. The most commonly occurring orthogonal packing problems are bin
packing problems [10, 17]. These are actually involved in the solution of many
practical problems, including: container loading problems in transportation and
logistics systems; traffic planning problems in computing and network systems;
problems of rectangular cutting of materials; capital budgeting problem; calendar
planning problem; and many other important problems that deal with the allocation
and reallocation of resources in the form of orthogonal objects [1, 10, 13, 17-19].
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The number of dimensions of the most common problems of cutting and packing
is not more than three [1]. Problems with a dimension higher than three, aside from
only spatial dimensions, additionally often have non-spatial dimensions like time,
cost, and some others [11, 20].

All orthogonal packing problems are NP-complete in the strong sense [15].
Application of exact methods based on exhaustive search for NP-complete prob-
lems is ineffective (for the vast majority of practical problems, it is impossible with
limited resources of computer time). As a result, heuristic and metaheuristic opti-
mization algorithms are widespread for the orthogonal packing problems [2, 4, 11,
12, 14, 16]. The effectiveness of an optimization algorithm first of all is determined
by the depth of the search, which essentially depends on the amount of time
reserved for obtaining the optimal solution. To estimate the quality of a solution
coded in the form of a sequence of the objects to be placed, it is necessary to pack
all the objects into containers and calculate the density of the resulting placement
schemes. Since packing of objects is performed for each of interim solution (the
number of which be as much as tens of thousands or more), hence it is necessary to
use the efficient packing models and optimization methods, which provide the fast
placement of objects and a description of all areas filled by objects containers.

To describe positions of all objects in orthogonal containers of arbitrary
dimension, we use a previously developed model of potential containers [3, 7]. This
model describes free spaces of a filled container by a set of so-called potential
containers, which are orthogonal objects with the maximal dimensions that can be
placed into the container with no overlap with the objects already packed into it.
Quick access to potential containers is achieved though using of an effective
multi-level linked-data structure [5, 9]. This paper describes a deleting-objects
algorithm that is developed in relation to the model of potential containers. This
algorithm provides flexibility in managing objects through the possibility of
replacing them after their having been placed into a container. Usage of this
algorithm allows using methods of local replacements of objects with the aim to
increase the density of the resulting placement schemes.

Deleting Orthogonal Objects Algorithm

One of the effective methods applied for increasing the quality of a resulting
packing is its local improvement, which can be realized by deleting one or more
packed objects from a container with a consequently more rational filling of the
freed space by other objects. When an object is deleted from a container, it is
necessary to reorganize all potential containers around this object.
The superscript in the following formulas will be used to indicate the dimension.
Algorithm for deleting a D-dimensional orthogonal object i with the dimensions

{w}, wiz, e wiD} from a container j with the dimensions {W}l, sz, ey WJD}

contains the following steps.
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Step 1. Create a new empty D-dimensional orthogonal container j/ with the
dimensions equal to the dimensions of the original containers j, i.e. Wj‘,i =
wivd e {1,...,D}.

Step 2. Place into the container j' an object i’ with the dimensions w9 = w?Vd €
{1,...,D} at a point with the coordinates equal to coordinates of the object
i placed into the container j: x¢ = x¢Vd € {1,...,D}.

Step 3. Create a list {L'} containing potential containers the position and dimen-
sions of which can be modified in container j after deleting the object
i. This list includes all potential containers k' under the condition
x <x +wivd € {1,...,D}.

Step 4. Put into the container j at points x4, a set of objects with the dimensions
wl =pivd € {1,...,D}, kK € {L'}, where p{ is a dimension of a
potential container kX' measured in the direction of the coordinate axis
d. When placing objects into the container j', allow them to overlap each
other. Free orthogonal spaces remaining in the container ;' are described by
a set of potential containers placed in a list {L"}.

Step 5. Create a new empty D-dimensional orthogonal container j/ with the
dimensions equal to the dimensions of the original container j, i.e.
Wi =Wwivd e {1,...,D}.

Step 6. Put into the container j” at points )ﬁ,f,, a set of objects with the dimensions
wd, =pd, Vd € {1,...,D}, k" € {L"}. When placing objects into the
container j”, allow them to overlap each other. Free orthogonal spaces
remaining in the container j” are described by a set of potential containers
placed in a list {Z""}. This list of potential containers also describes a freed
space of the original container j formed in the area of the object i which is
to be deleted.

Step 7. Delete the object i from the container j.

Step 8. Change in the container j the list of its potential containers {L'} to the
obtained list of potential containers {L"'}.

As an example, we consider a rectangular two-dimensional container with the
dimensions W' = W? = 100 as shown in Fig. 1. The parameters of the packed
objects and potential containers are given in Tables 1 and 2, respectively.

When deleting an object with the number i = 2, it is necessary to reorganize
all potential containers from the list {L'} under the condition x¢, < x4 w?,
kK € {L'}Vd € {1;2}, i.e., potential containers with the numbers 2, 3 and 4 (see
Table 2).

The object 2, as well as objects with the dimensions w{, = p¢ k' € {L'}Vd €
{1;2} given in Table 3, are placed into a new container 1’. In this container is
formed a list of potential containers {L"} given in Table 4 and shown in Fig. 2.

All objects with the dimensions w?, = p¢,, k" € {L"} (see Table 5) are placed
in a new container with number 1" (see Fig. 3); as a result, there is formed a set of
potential containers {L"'} given in Table 6.
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2y

Fig. 1 Container 1 before deleting an object with number 2

Table 1 Packed objects (container 1)

No. Coordinate x! Coordinate x? Dimension w'! Dimension w?
1 0 0 30 30
2 0 30 70 50
3 0 80 40 10
4 30 0 60 20
5 70 30 10 50

Table 2 Potential containers (container 1)

No. Coordinate x! Coordinate x? Dimension p! Dimension p?
1 0 90 100 10
2 30 20 40 10
3 40 80 60 20
4 70 70 30 30
5 80 20 20 80
6 90 0 10 100
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After deleting the object 2 from the container 1, it is necessary to replace all its
potential containers taken from the list {L'} to the potential containers from the list
{L""} (given in Table 6). All the potential containers describing the free spaces
remaining in the container 1 after deleting the object are given in Table 7 and

shown in Fig. 4.

Table 3 Packed objects (container 1)

No. Coordinate x! Coordinate x? Dimension w! Dimension w?
1 0 30 70 50
2 30 20 40 10
3 40 80 60 20
4 70 70 30 30

Table 4 Potential containers (container 1’)

No. Coordinate x! Coordinate x> Dimension p! Dimension p?
1 0 0 30 30
2 0 0 100 20
3 70 0 30 70
4 0 80 40 20

Fig. 2 Container 1’
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Table 5 Packed objects (container 1")

No. Coordinate x! Coordinate x> Dimension w'! Dimension w?
1 0 0 30 30
2 0 0 100 20
3 70 0 30 70
4 0 80 40 20
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Fig. 3 Container 1”
Table 6 Potential containers (container 1”)
No. Coordinate x! Coordinate x Dimension p! Dimension p?
1 0 30 70 50
2 0 70 100 10
3 30 20 40 60
4 40 20 30 80
5 40 70 60 30
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Table 7 Potential containers after deleting the object (container 1)

No. Coordinate x! Coordinate x? Dimension p! Dimension p?
1 0 30 70 50
2 0 70 100 10
3 0 90 100 10
4 30 20 40 60
5 40 20 30 80
6 40 70 60 30
7 80 20 20 80
8 90 0 10 100

Fig. 4 Container 1 after
deleting the object

Conclusion

In this paper was considered the developed algorithm of deleting objects with the
subsequent creation of a set of potential containers describing all existing free
spaces around deleted objects. It is intended to use the algorithm for increasing the
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quality of resulting placement schemes for orthogonal packing problems of arbi-
trary dimension. The algorithm is included in the basic set of algorithms realized in
the developed application software, which is designed to optimize solutions of the
orthogonal packing problems [6, 8]. One of the promising areas of our future
research is related to the development and analysis of algorithms and methods of
local replacements of objects for increasing the density of resulting placement
schemes obtained with various heuristic and metaheuristic optimization algorithms.
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Computational Technique of Plotting
Campbell Diagrams for Turbine Blades

Vladimir V. Eliseev and Artem A. Moskalets

Abstract The technique of plotting the Campbell diagrams for turbine blades is
developed by means of mathematical modeling. Equations of blade oscillations in
the field of centrifugal forces are derived. The turbine blade is supposed to be a
naturally twisted rod. The numerical solution of the eigenvalue problem gives the
required dependencies of oscillation frequency on angular velocity. Calculations are
performed using the shooting method in Mathcad. The computational results for a
particular turbine blade are presented.

Keywords Turbine blade - Campbell diagram - Naturally twisted rods - ODE
system - Shooting method - Natural frequencies and modes - Mathcad

Problem

Blades on rotating turbines are influenced by steam or fluid jets generating periodic
excitation with rotational speed Q. A blade as an oscillating system has a set of
natural frequencies wg (in theory, its number is infinite). In order to prevent reso-
nances, the inequality Q # @y must be satisfied. However, this statement should be
clarified.

Firstly, the harmonics of frequencies 2Q,3Q, ... arise from the load Fourier
expansion. Secondly, the natural frequencies depend on angular velocity, because
the increase of centrifugal forces causes an increase in bending stiffness. Therefore,
this condition holds:

nQ £ o (Q) (1)
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for all n,k having natural values. The Campbell diagram illustrates this inequality
graphically [1-3]. There are two families of functions of Q: the left side of Eq. (1)
represents rays from the origin, the right side of (1) represents curves for wy(0).
These values can be determined by means of modal analysis of a fixed blade
[4-10].

It is so important to meet the condition of Eq. (1) that expensive
Campbell-machines are created [1] to find the right side of Eq. (1) experimentally.
The purpose of this effort is to find wy(Q) by mathematical modeling.

One-, two- or three-dimensional models can be used for blade modeling. The
number of dimensions depends on the proportions of the blade. It is naturally
twisted and has variable section. It is naturally twisted and has variable section
[11, 12]. The problem can’t be solved by means of elementary considerations, so
the nonlinear rod theory is required [13]. Modern approaches to the estimation of a
blade’s modal parameters are represented in articles [5—7]. These approaches are
based on computer mathematics [14].

Equations of Rod Theory

These equations were derived by Kirchhoff and then generalized by Cosserat. In
modern formulation [13], these equations can be written as:

Q/+q:pi;aM/:QXTa )
K=A-Mt=P-.1 @

Here Q,M are the vectors of force and moment, respectively; (...) and (...)
denote the deriv