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Preface and Acknowledgments

As I write these words, many countries face recession following a protracted
period of financial turmoil in the core economies of the world. An economic
crisis of truly global proportion started as the seemingly unstoppable upward
trend in home prices in the United States halted and abruptly changed di-
rection over the past couple of years. Yet another period of unabated credit
expansion ended in doubts about the ability of banks to withstand the loss of
value of their assets. As these doubts deepened, banks and banking systems
around the world seemed ready to succumb to financial distress, but many of
them have received a new lease on life through taxpayer-sponsored bailouts.
With the benefit of hindsight, it now seems obvious that the credit expansion
of the past few years, based on rosy expectations about steadily-climbing
home prices, could not go on forever, but in fact very few voices warned
about the looming disaster. This lack of foresight is even more surprising
considering that instances of boom, bust, and bailout have been plentiful over
the past quarter century.

This book deals with government responses to banking crises. More often
than not, the term “bailout” is used scornfully to refer to any such response.
This by-now vacuous term suggests an alarming degree of uniformity in the
use of policies to redress situations of insolvency in a country’s banking
sector. Contrary to this view, however, there is ample variation in the kind
and degree of government involvement to manage banking crises. My main
contention is that the political regimes within which governments operate
pattern these responses. Specifically, I argue that democratic regimes are
more likely than non-democracies to engineer more limited interventions in
distressed banking sectors.

I have incurred many debts of gratitude over the course of writing this
book. The evolution of the manuscript from my doctoral research was slow
and so thorough that very little of that first effort remains in these pages.
For their unyielding support and advice from those early days onward, I
wish to thank Gabe Aguilera, Federico Estévez, Kirk Hawkins, Robert O.

Xiii



Xiv Preface and Acknowledgments
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Bagehot or Bailout?
Policy Responses to Banking Crises

On September 14, 2007, following the announcement that the Bank of En-
gland would provide liquidity support to Northern Rock, jittery depositors
of this financial institution started long queues outside its main branches to
withdraw their savings. A few months later, on February 17, 2008, British
taxpayers woke up to the news that they had become the proud owners of
Northern Rock after the British government’s decision to nationalize the
troubled bank. The bank’s financial situation had taken a turn for the worse
due to heavy exposure to mortgage loans in arrears; these non-performing
assets saddled the bank’s loan portfolio and had led the bank to the brink of
insolvency. As new owners of Northern Rock, British taxpayers would be
responsible for nursing the bank back to financial health or to arrange for
its liquidation after paying off its creditors, in any case sinking resources
into the bank without much hope of eventually making a profit. However,
the decision to nationalize Northern Rock protected “the best interests of
taxpayers” according to Prime Minister Gordon Brown.! Elsewhere, the
“subprime mortgage crisis” that spelled Northern Rock’s doom weakened
the financial status of banks in the United States, continental Europe, and
many other countries. The failure of Northern Rock was not an isolated
instance, but part and parcel of a deeper crisis affecting financial markets
and intermediaries—banks among them—around the world. The extent and
depth of this crisis, as well as the fact that it has affected banks in countries
where prudential supervision is presumably strong, has reignited policy de-
bates about the proper role of government action in limiting risky behavior in
financial markets.

I“Timeline: Northern Rock bank crisis,” BBC News online, February 19, 2008, http:
//news.bbc.co.uk/1/hi/business/7007076.stm.



2 Curbing Bailouts

Banking crises are situations of widespread insolvency in a country’s bank-
ing system (Sundararajan and Balifio 1991). They can be the consequence
of exogenous shocks that shift the value of banks’ assets and liabilities or of
pressure from depositors that starts “panic runs” on banks (Calomiris 2008).
The Northern Rock bank failure may have been the first event in a global
crisis started in the core financial markets in recent memory, yet banking
crises are nothing new: Tacitus registers one of the first banking crises—and
what can be construed as a government bailout—in the year 33 A.p. (Davis
1913). In modern times, banking crises were common in the 19" century
and throughout the Gold Standard era in the industrialized countries of the
Atlantic basin (Bordo 1986, 2002; Calomiris 2007; Schwartz 1988). In the
United States alone, Schwartz (1988) reports eleven banking panics in the
antebellum period. The creation of the Federal Reserve System (1914) and of
the Federal Deposit Insurance Corporation (1934)—which were instituted in
the wake of banking panics—is often credited for the reduced incidence of
banking crises in the United States, particularly after the Great Depression.
Later on, regulatory controls, financial repression, and limited international
capital flows combined to reduce the possibility of widespread insolvency
in banking systems around the world. It was not until the demise of Bretton
Woods that the frequency and severity of banking crises began to increase
again.

Just over the past three decades, banking crises have wreaked havoc in
a large number of countries at all levels of development. Over the last year,
global turmoil in the wake of the subprime mortgage crisis has led to banking
distress even in countries with developed financial markets and reputable
systems of bank oversight and regulation. A recent tally of banking crises puts
the total count at 204 events between 1975 and 2003, some of them lasting
several years and affecting as many as 120 countries (Beim and Calomiris
2001; Caprio, Klingebiel, Laeven and Noguera 2005). The frequency of these
events is as impressive as their economic costs. Indeed, banking crises tend
to coincide with periods of depressed economic growth. In a sample of over
2,000 “country/years,” mean economic growth in country/years with banking
crises was —2.84%, compared to 1.36% in non-crisis country/years (Rosas
2002).2 More importantly, the fiscal costs of restoring banks to solvency
have been staggering across countries. The average fiscal cost of banking
crises in a sample of 46 events exceeds 11% of GDP, with the cheapest
recorded crisis exhausting 1.4% (Estonia in the early 1990s) and the most
expensive one draining 55.3% of the country’s product (Argentina in the early

2See Calderén and Liu (2003) for a recent empirical analysis of the broader causal connections
between financial development and economic growth and Dell’ Ariccia, Detragiache and Rajan
(2008) for an analysis of the real economic effects of banking crises.
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1980s).? Though these figures are per force inexact, the orders of magnitude
reveal that banking crises are far from trivial events. Aside from the direct
economic costs to taxpayers—indeed, perhaps as a consequence of these
effects—banking crises literally break people’s hearts: Systemic banking
crises are associated with increases in population heart disease mortality rates
of about 6% in high-income countries and as much as 26% in low-income
economies (Stuckler, Meissner and King 2008).

One of the most fascinating and important aspects of banking crises—
indeed one reason why fiscal costs vary so much—is that governments react
differently to what are in essence very similar problems. Take the cases of
Argentina and Mexico, two countries that have faced widespread insolvency
in their banking systems at several points during the past decades. Their
responses to banking crises have been diverse, depending as one might expect
on policy tools at their governments’ disposal, their degree of openness
to international capital flows, and the institutional setup within which they
conduct monetary policy. In the mid-1990s, these countries suffered the
contemporaneous onslaught of banking crises, preceded by doubts about the
extent of non-performing loans carried by domestic banks and deepened by
severe capital outflows that eroded bank balance sheets. The Tequila crises of
the mid-1990s, as these events were dubbed, had profound political, economic,
and social consequences in these two countries. In the realm of banking, these
crises eventually led to the total reconstruction of their systems of financial
intermediation. Within five years, the process of gradual financial openness
that Argentina and Mexico had started in the early 1990s was speeded up and
completed. Small banks were closed and sold off to large banks; large banks,
in turn, were slowly nursed back to solvency and eventually auctioned to
newcomers. Among the newcomers, international banks made huge inroads
into these banking systems, to an extent unprecedented in the recent history
of Latin America.

But before working through the legislative changes required to carry out
these momentous reforms, long before lining up potential buyers to purchase
the bigger banks, governments in Argentina and Mexico had to deal with the
more immediate consequences of widespread bank insolvency. Argentina’s
performance during the Tequila crisis can be portrayed as a case of market-
friendly reconstruction of the banking system in which public officials avoided
recourse to expensive bank bailouts. The Argentine government sorted out
solvent from insolvent banks and forced shareholders and depositors of

3Based on data from Honohan and Klingebiel (2000). In fact, the cost of contemporary
banking crises, as a share of a country’s GDP, is much larger than it was for similar events in
the 19 century. One possible explanation for this increase is the proliferation of government-
sponsored safety nets, especially deposit insurance, that blunt depositors’ incentives to monitor
banks and permit imprudent risk-taking by banks (cf. Calomiris 2008).
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insolvent banks to take their losses in a series of moves reminiscent of Sir
Walter Bagehot’s advice on confronting banking panics: lend freely and on
good collateral to solvent banks, close down the rest (Bagehot 1873). A
wealth of evidence supports this view: The government enforced the closure
of a large number of banks in a relatively short period, the central government
aided privatization of public provincial banks, and depositors of insolvent
banks lost a fraction of their wealth. Not that these policies were cheap,
but authorities still managed to restructure the Argentine banking system
at meager cost to the taxpayer (0.5% of GDP, according to Honohan and
Klingebiel 2000).

In contrast, the Mexican government’s reaction to the Tequila crisis finds
few apologists. In response to the debacle, Mexico engaged in an unprece-
dented bailout of its banking system, redistributing bank losses away from
bank shareholders and big bank creditors. Liquidation of insolvent banks oc-
curred at a very slow pace, the government sponsored a non-performing loans
purchase program that was exceptionally generous to bankers, and upheld a
blanket insurance scheme that protected all depositors. Years after the bank
bailout, Mexico’s erstwhile deposit insurance corporation (Fobaproa by its
Spanish acronym) is still considered a symbol of government corruption, in-
efficiency, and crony capitalism. In the end, the process of bank restructuring
in Mexico left a hefty bill that continues to burden public finances to this day.
In 1999, government liabilities from the bank bailout were estimated at 52 bn.
dollars, roughly 11.17% of GDP. This amounted to a debt of about $550.00
USD per capita.*

My goal in this book is to show that the political regime within which
governments operate has a discernible impact on policy responses to banking
crises. I argue that democratic governments, constrained as they are by
links of electoral accountability, are more cautious in implementing costly
policies that are ultimately shouldered by taxpayers, whereas authoritarian
governments are more prone to bail out banks. Though the mechanism of
electoral accountability is not airtight, it exerts enough of a constraint on
policy-makers to leave noticeable effects in the way in which politicians
address banking crises.

This argument may seem counterintuitive, to put it euphemistically, given
that a number of governments in wealthy democracies have recently chosen to
support banks and other financial intermediaries to contain the effects of the
subprime mortgage crisis. Take the case of the United States itself, a country
with a long and unchequered history of electoral accountability and with a
relatively limited record of state intervention in the economy. This example

4Author’s calculation. Per capita GDP figures are constant-dollar corrected for purchasing
power parity and use 2000 as the baseline year (The World Bank 2006).
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might suggest that there are no meaningful differences in the ways in which
democratic and authoritarian governments choose to contain banking crises.

However, the case for or against the relevance of political regimes does
not depend solely on the observation of democratic regimes that take mea-
sures to protect their financial systems, but rather on answering the following
counterfactual proposition: Would the United States (or any democratic gov-
ernment) have reacted any differently to the subprime-mortgage crisis had
its government been authoritarian? My answer to this counterfactual is un-
equivocally positive: I believe that this government could have engineered an
even more expensive and generous bailout under a different regime form.’
As a simple thought experiment, consider whether the rather cavalier 3-page
bailout plan presented by Secretary of the Treasury Henry M. Paulson on
September 19, 2008, would have elicited so many demands—through con-
gressional hearings, media attention, and citizen outrage channeled through
representative institutions—to limit the extent of government involvement in
a non-democratic regime.

Needless to say, arguments about causal effects regarding a single obser-
vation are inherently undecidable; after all, we only get to observe the United
States government as a democracy. The very counterfactual proposition of an
authoritarian United States taxes the imagination because the world we live in
is one where we seldom see authoritarian regimes among countries with high
levels of development. The most we can strive for is to understand whether
democracies have, on average, a lower or higher propensity to engage in
bailouts. I posit that several factors aside from democratic accountability
have a bearing on government responses to banking crises. For example, the
very level of economic development of a society and its income distribution
have an indirect effect on government choices because they affect the policy
preferences of voters. These factors confound attempts to tease out political
regime effects on policy choice, and consequently any strategy of empirical
validation must take them into account. To compound the difficulty of arriving
at sound causal inferences about regime effects, verification of hypotheses in
the social sciences depends mostly on observational, rather than experimental,
data. In fact, the problem of empirical verification of regime effects based on
observational data is one to which I devote ample attention throughout the
book.

SNot that current plans point to an extraordinarily efficient form of bailout. Indeed, at the
moment of writing the jury is still out on the main features that the US bailout plan will take.
The US government is set to spend up to 700 bn. dollars to purchase bad loans, inject capital
into private banks, and perhaps even to help mortgage-holders remain current in their payments
to banks. This fund, if spent in its entirety and sunk in irrecoverable losses, will amount to about
5% of the United States’ GDP, which is on the low end of expenditures during recent banking
crises.
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1.1 The Puzzle of Bailouts

I define bank bailouts as government-sponsored delays in the exit of insolvent
banks that are explicitly or implicitly funded by public resources. In other
words, a bank, group of banks, or entire banking system benefits from a
bailout whenever it continues to operate even after its solvency status is called
into question. This definition is more or less in line with the colloquial use of
the term. The colloquial use, however, suggests that all policies that seek to
prop up banks are essentially identical. Press accounts abound in descriptions
of policies that are meant to alleviate different aspects of bank insolvency
but are ultimately bundled together under this rather vague term. In contrast
to this view, I seek to convey that bank bailouts are not discrete “either/or”
events. Rather, when thinking about government management of banking
crises it is more helpful from an analytical standpoint to think of a policy
continuum that ranges in the abstract from no government help to banks to
complete government absorption of all losses.

The first pole of this continuum would correspond to a radical strategy
in which governments refrain from intervening to stabilize banking systems
under financial duress and simply let banks fail. Because bank balance sheets
are tightly integrated and bank capital is highly leveraged, the failure of a
single insolvent bank may threaten to upset the entire banking system and
have effects on the real economys; this “systemic risk” scenario is blandished
frequently during banking crises, and indeed I know of no government in
recent times that has chosen to wait by the sidelines while banks collapse
left and right. In consequence, what could be called the Market pole of this
dimension is not approximated in practice.

The other pole of this continuum corresponds to a situation where govern-
ments support banks liberally and with no strings attached. In this situation,
even banks that are manifestly insolvent receive government support to con-
tinue operating and their losses are entirely subsidized by taxpayers’ money.
The distinguishing feature of this kind of response, which I label Bailout, is
that it lifts the burden of insolvency away from banks and beyond the level
of support actually needed to avoid the immediate meltdown of the banking
system. In between the Market and Bailout endpoints, the responses of many
governments approximate a model that I refer to as Bagehot. I use this label
to recognize Sir Walter Bagehot’s contribution to a doctrine of containment
of banking crises that continues to guide government action today (Bagehot
1873). In order to contain a banking crisis, Bagehot’s proposal was to set up a
lender of last resort with capacity to loan freely on good collateral. This pro-
posal sets Bagehot away from the Market pole of the policy continuum in that
it calls for policy intervention to avoid collapse of the banking system. At the
same time, the requirement not to provide liquidity to banks that cannot post
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“good collateral” underlines Bagehot’s reluctance to artificially extend the life
of insolvent banks. Hence, in practice, the Bagehot (rather than Market) and
Bailout ideal-types of government response are the relevant endpoints of the
policy continuum, with actual solutions to banking crises falling within these
two extremes. I argue throughout the book that we can interpret the banking
policy of governments, i.e., the choices they make in several policy arenas, as
being driven by their positions along a latent Bagehot-Bailout continuum. In
consequence, though we cannot directly observe the position that different
governments take along the Bagehot-Bailout dimension, we can infer their
bailout propensities from analysis of their banking policies during crises.®
What makes governments choose Bagehot over Bailout? To provide
some intuition about the main dilemma, and thus to motivate the importance
of political regimes as potential explanatory factors, consider the decision
problem that governments face as they learn that insolvency threatens large
portions of a country’s banking sector. Governments can choose to enforce
bank regulations strictly, forcing bankers to come up with fresh capital and
write off insolvent loans or else face bank liquidation. In principle, this
solution minimizes immediate public expenses, but has the potential downside
of affecting other banks and non-financial actors, perhaps aggravating an
existing economic crisis. Moreover, bank liquidation is itself costly: aside
from the immediate administrative costs of taking banks over, paying off
insured depositors, and losing a bank’s pool of knowledge about creditors,
banks support a nation’s payments system, a service with some public good
characteristics that may suffer damage if several banks are allowed to fail.
Alternatively, governments can choose to engage in regulatory forbear-
ance, keeping insolvent banks alive in the hope that they can slowly redress
their financial problems. In principle, this policy option diminishes the
possibility and severity of a credit crunch and immediate disruption to the
payments system, but entails the risk that insolvency may deepen, especially
if banks and entrepreneurs “gamble for resurrection,” i.e., if they take ever-
increasing risks in the search to secure solvency once and for all. In the end,
governments may still be called upon to liquidate insolvent banks at higher
cost to taxpayers. Furthermore, regulatory forbearance requires a series of
policies that subsidize the activity of banks and bank debtors at a hefty cost
to taxpayers. Governments walk a fine line between discipline imposed by a

°In their analysis of the International Monetary Fund (IMF), Roubini and Setser (2004) also
observe how everyday use of the loaded term “bailout” may be obfuscating. Their distinction
between “bailout” and “bail-in” likewise captures the notion of a continuum going from IMF
support to help countries meet debt payments, on the one hand, to semi-coercive postponement
of payments to a country’s creditors, on the other. As Roubini and Setser point out, a crucial
difference between IMF “bailouts” of sovereign borrowers and taxpayer “bailouts” of banks is
that the latter face true financial losses, whereas the IMF expects to be repaid in full.
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Bagehot enforcer and moral hazard created by an imprudent and profligate
spendthrift.

I purport to fulfill two goals in the following paragraphs: First, I sketch
the main argument about the salutary effects of democracy on banking policy,
an argument that I develop from explicit foundations and in a more rigorous
framework in Chapter 3. Second, I place this argument within the literature
on political institutions and financial crises. In this regard, I do not seek
to provide an exhaustive record of the voluminous literature on finance and
its many meanders in economics, industrial organization, political science,
history, and anthropology, but rather to bring attention to aspects of the
scholarly debate on the effects of political regimes that are more closely
related to my research.

As a start, consider what we learn even from casual observation of banking
crises: During a banking crisis, bank managers and shareholders, borrowers,
and depositors face the prospect of concentrated losses; being a relatively
small and powerful group, shareholders in particular are in a good position
to lobby for protection. That “losers” organize to push for advantageous
policies is no secret; that the characteristics of these groups would make it
easier to organize successful collective action is also obvious (Olson 1965).
As Honohan and Laeven point out:

Governments come under tremendous pressure to buy all the nonperforming or prob-
lematic loans in a distressed banking system, to subsidize the borrowers and to put the
banks back on to a profitable basis with a comfortable capital margin. The goal of
lobbyists is that there should be “no losers,” yet someone has to bear the losses that
have been incurred and are reflected in the need for recapitalization. As a result of
these pressures, governments often assume obligations greater than they should, given
other priorities for the use of public funds. (Honohan and Laeven 2005, 109)

In contrast, the taxpayers that are called upon to shoulder costs derived
from public support of banks are not a ready-made interest group capable
of pushing for lower amounts of burden-sharing. Within a strict logic of
collective action, democratic regimes would seem ill-equipped to withstand
pressure from organized interests to bail out insolvent banks. Thus, bank
shareholders and major depositors may successfully organize collectively
and push to dump losses on disorganized taxpayers, a logic that has been
suggested, among others, by Rochet (2003). In democratic regimes, however,
taxpayers actually have recourse to elections to make politicians accountable
for their actions. Imperfect as elections may be in furthering accountability,
this basic difference across democratic and non-democratic regimes ought
to have an impact on government responses to banking crises, a possibility
suggested by Maxfield (2003) and substantiated, for example, in accounts
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of voters’ pressure on US politicians to avoid the transfer, from commercial
banks to the public sector, of default risk by less-developed countries during
the debt crisis of 1982—-1983 Oatley and Nabors (1998).

Against the view that the ability of concentrated groups to engage in
collective action will drive governments to choose Bailout, one must recall
that the costs of these policies are so large and conspicuous that they excite
the curiosity of taxpayers and invite their involvement. Over time, only a
few issues stand a chance of becoming salient in the minds of voters. The
heightened attention that mass media tend to place on banking crises, and
their direct economic effects on citizens, all but guarantee that the main
features of government response, if not the exact details, will turn into a
salient political issue. Though taxpayers may see merit in implementing
policies aimed to prop up distressed banking systems, they should also be
wary of seeing governments assuming “obligations greater than they should.”
Only in democratic regimes are politicians forced to consider the policy
preferences of disorganized voters.

I build on this basic insight and assume that democratically-elected gov-
ernments, by virtue of electoral accountability, seek to implement the policy
preferences of their constituents as they manage banking crises. The formal
argument presented in Chapter 3, which I summarize here, suggests a number
of consequences that should follow logically from this basic assumption. I
start by recognizing that the condition of asymmetric information that char-
acterizes financial markets affects all actors, including politicians and bank
regulators. Governments act in an environment in which information about
the exact risks that banks take—and, therefore, the probability that they may
face insolvency in the future—is not known to parties other than banks them-
selves. Under these circumstances, governments are called to subsidize the
continuation of banks that face a liquidity shortage. This liquidity shortage
is not necessarily related to the underlying financial status of banks, which
remains uncertain.

Politicians face a stark choice in democratic regimes, where they are
bound by the accountability link to serve the preferences of typical con-
stituents. On the one hand, providing liquidity support and engaging in
regulatory forbearance will prolongue the life of distressed banks. This
decision allows taxpayers to continue to enjoy the services that banks pro-
vide, especially the possibility of keeping deposits that gain interest and
are callable on demand. Yet, if the financial situation of distressed banks
is seriously compromised by imprudent risk-taking, keeping the bank open
may ultimately lead to extreme costs that will be shouldered by taxpayers
themselves. Under conditions of uncertainty about the true net worth of banks,
democratic accountability provides politicians with incentives to implement a
more conservative closure rule for distressed banks, i.e., to support distressed
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banks only if they stand relatively good chances of prompt recovery. Because
governments make these decisions in an environment of asymmetric infor-
mation, they may err both on the side of generosity when no help should
be forthcoming and on the side of conservatism when they should instead
support banks.

I argue that the behavior of economic actors is affected by the expectation
that politicians will respond to the preferences of taxpayers. To understand
the full effect of this mechanism, consider the time inconsistency problem
in banking policy noted by a variety of scholars (cf. Gale and Vives 2002;
Mailath and Mester 1994; Mishkin 2006; Rochet 2003). Before a banking
crisis occurs, governments have an incentive to declare that they will act as
stern Bagehot enforcers. This declaration sends a signal to banks that they
should be prudent and avoid unnecessary risks. After a banking crisis hits,
however, the resolve to act as a Bagehot enforcer may flounder under the need
to contain the spillover effects of a crisis (systemic risk) or under the desire
to help out crucial political supporters. As in other public policy areas, the
misalignment between ex ante and ex post preferences of actors is at the crux
of credibility problems in public policy (Kydland and Prescott 1977). Presum-
ably, the inability to commit to a no-bailout rule has economic consequences
because it induces carelessness on the part of depositors, investors, and
bankers—the well-known problem of moral hazard—and ultimately fosters
bank crises and bank bailouts.” Since bankers and entrepreneurs anticipate
that the careers of elected officials may come to an abrupt end if they act
contrary to voter preferences, they see the commitment to a no-bailout rule
in a democratic regime as gaining in credibility. In democratic regimes, we
should expect this gain in credibility to translate into lower risk-taking on the
part of entrepreneurs and banks.

The nexus of accountability that leads democratic governments to imple-
ment the preferences of typical constituents is attenuated, if it exists at all, in
non-democratic regimes. In these regimes, politicians may prefer to support
distressed banks in the expectation of personal gain. This is the essence of
“crony capitalism,” probably the most succored explanation of both the preva-
lence of banking crises and the occurrence of bailouts. Though definitions
of this concept vary, crony capitalism basically refers to a situation in which
bankers and private entrepreneurs accrue rents as a direct consequence of
their connection to politicians and bureaucrats. This connection is considered
to be close and non-transparent and to benefit politicians directly through
side-payments or indirectly through contributions to campaign funds or loans
channeled to politically desirable projects.® The mechanism through which

7Mishkin (2006, 991) reviews evidence that economic actors incorporate bailout expectations
into their actions.
8«Looting” and “related lending,” though distinct, share with crony capitalism the idea that



Bagehot or Bailout? Policy Responses to Banking Crises 11

crony capitalism generates banking crises in this account is moral hazard—
connected entrepreneurs and bankers engage in excessive risk-taking because
they believe that government cronies will bail them out in case of trouble.’ An
alternative mechanism consists of the purposeful or inadvertent weakening
of banking agencies. In this view, politics may corrupt and compromise
the supervisory and regulatory functions of bank agencies beyond whatever
technical deficiencies these institutions may suffer.!® The ostensible rationale
behind this view is that politicians stand to gain from governmental failure
to discharge basic regulatory functions. Through both of these mechanisms,
crony capitalism aggravates the problem of time inconsistency of government
preferences. However, against the most pessimistic implications of this view,
I propose that electoral accountability should also temper the willingness of
politicians to provide implicit bailout guarantees to cronies.

Because of the electoral accountability mechanism, politicians in demo-
cratic regimes seek to avoid excessive public outlays over and above expenses
needed to contain banking crises. Because economic actors understand this
limitation, the commitment to a more conservative closure rule is more
credible in a democratic than in an authoritarian regime. Thus, the policy
preferences of taxpaying voters have traceable effects on the banking policy
of democratic governments even prior to the occurrence of a bank crisis;
that democracies are less prone ex post to bail out banks means also that
democratic banking policy should have ex ante consequences on the behavior
of economic actors, especially on the risk-taking propensities of entrepreneurs
and bankers. These behavioral changes should lower the probability of ob-
serving banking crises in democratic regimes.

My emphasis on the existence of a democratic effect in banking crisis
resolution places this book within a wider research program that investigates
the economic consequences of political regimes. The notion that voters
might exert a salutary influence on economic policy-making through electoral
accountability adds to the appeal of liberal democracy above and beyond
any normative defense that one can make of this regime form. Minimalist
definitions already consider the possibility of accountability through elections
as the most basic characteristic of democracy (Dahl 1971; Schumpeter 1942).

bankers and entrepreneurs can act with guile to sabotage the net worth of banks (Akerlof and
Romer 1993; La Porta, Lépez de Silanes and Zamarripa 2003; Soral, iscan and Hebb 2003).

9Crony capitalism has been invoked for example to explain the East Asian financial crisis
(Backman 1999; Bartholomew and Wentzler 1999; Corsetti, Pesenti and Roubini 1999; Haggard
2000; Haggard and MacIntyre 1998; Kang 2002; Krugman 1998), general aspects of finance
and banking policy (Haslag and Pecchenino 2005; Kane 2000; Kang 2002), and firm bailouts
(Bongini, Claessens and Ferri 2001; Faccio 2006; Faccio, Masulis and McConnell 2006).

10Though not a mechanism I emphasize, one could think of crony capitalism as allowing
interest groups to capture the design and implementation of financial regulation (Feijen and
Perotti 2005; Kane 2000).
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Rational choice theory has traditionally understood elections as devices that
provide voters with the capacity to punish politicians that have failed to act
as good agents; because politicians anticipate the possibility of electoral
punishment as a consequence of bad policy, they face at least some incentive
to act responsibly (Barro 1973; Ferejohn 1986). This point is also emphasized
in the new institutionalist literature in finance, which poses the existence
of a long-run “democratic advantage” in securing a government’s ability
to contract public debt through the mechanisms of limited government and
elections as sanctioning devices (North and Weingast 1989; Schultz and
Weingast 2003).

Admittedly, several arguments counter the rather sanguine view of demo-
cratic accountability as a mechanism that can potentially align policy choice
with voters’ preferences. Some of these arguments recognize that though
elections may foster accountability, they can do so only imperfectly, and
thus the link tying politicians to the electorate may be fragile. For example,
voters may lack information about the degree to which unexpected economic
outcomes are attributable to government policy, which is one of the many
dilemmas of delegation to elected officials (Miller 2005). Even then, elections
allow voters, at a minimum, the possibility of signaling displeasure with
economic outcomes. A potentially more damning counterargument obtains
when the very links of accountability meant to contain government action
prove to be pathological. In this regard, a respectable argument can be made
that democratic regimes actually provide politicians with incentives to choose
political expediency over economic efficiency and to weight short-term con-
sequences more heavily than long-term results. Previous scholarship on the
topic of politics and financial crises has often emphasized these negative
effects of democratic accountability. Thus, incentives for short-term behavior
in democratic regimes may lead politicians to hide problems in the banking
sector until after elections. Brown and Ding (2005) have documented that
bank closures tend to cluster immediately after elections much more so than
at any other time during the electoral cycle, a finding that is robust to the
possibility of endogenously-timed elections. Beim (2001) offers a contro-
versial interpretation of this finding, which follows from his contention that
governments have incentives to hide problems in the banking sector. Given
this incentive, only newly-installed governments can afford to acknowledge
bank insolvency. Failure to publicize insolvency during a new government’s
honeymoon period would leave it “owning” a problem inherited from the pre-
vious administration.!! The accountability-as-culprit mechanism identified

' Further afield, scholars of the US Congress lay responsibility for deepening the US “savings
and loans” crisis squarely on this institution (Romer and Weingast 1991); members of Congress
succumbed to lobbying from mutual banks to postpone tougher regulation for as long as apparent
costs to their constituents remained relatively low (see also Bennett and Loucks 1994).
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by these studies seems to imply that in the absence of democratic elections
governments would not hesitate to strike down insolvent banks.

The literature that focuses on variations within democratic regimes has
also explored the possibility that the electoral connection between unorga-
nized voters and organized interests on the one hand, and politicians on the
other, might be mediated by electoral institutions. Rosenbluth and Schaap
(2003) suggest that centrifugal electoral systems— i.e., systems in which
politicians and political parties can thrive representing the interests of very
small segments of the population (Cox 1990)—give politicians incentives to
supply “profit-padding regulation” that transfers income from consumers of fi-
nancial services to producers through use of policy that aims to protect banks.
In centripetal political systems, conversely, politicians have an incentive to
incorporate the policy preferences of unorganized voters, and are therefore
more likely to choose “prudential” regulation that avoids pampering banks.
Rosenbluth and Schaap inspect a set of advanced industrialized countries and
find results that accord with this view.

From these strands of the political economy literature that emphasize
variation within democratic regimes, we know that a short electoral horizon
may predispose politicians toward regulatory forbearance and that centrifugal
electoral systems provide incentives for politicians to choose profit-padding
financial regulation. But these analyses are based on examination of banking
systems in democratic polities, not on bank exit policies followed by authori-
ties in non-democratic regimes. It is not possible to infer from these designs
whether, despite potential pathologies, democratic regimes might still enjoy
an advantage in banking policy over regimes where electoral accountability
is muted or simply absent.

Within the literature that focuses on comparing policy-making across
political regimes, Satyanath (2006) proposes an innovative variation on the
commitment argument that leads him to conclude that democracies suffer
from a particular defect not present in authoritarian regimes. He observes
that informational asymmetries that plague the relationship between chief
executives and finance ministers in democratic regimes make it difficult to
credibly signal commitment to stringent regulation. The mechanism that he
highlights is a miscommunication problem between chief executives and fi-
nance ministers, which is more likely to occur in democratic regimes because
chiefs-of-government are not always in a position to select their ministers
of finance. One observable implication of this argument is that democracies
should be more vulnerable to suffering banking crises than non-crony authori-
tarian regimes, and indeed Satyanath finds support for this view in a detailed
analysis of policy-making in seven East Asian economies during the financial
crisis of the late 1990s.

Contrary to the view that stresses the negative effects of democratic
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accountability on banking policy, Keefer (2007) suggests that elections may
provide politicians with incentives to limit the costs of restoring financial
solvency to banking systems. In his model, voters cannot know with certainty
whether banking crises are the product of unfortunate economic circumstance
or bad government policy. Politicians can decrease the likelihood of banking
crises by implementing stringent bank regulation, but this policy reduces the
margin for rent extraction from bankers. Accountability is understood as an
implicit contract between voters and a reelection-seeking politician: If the
politician delivers policy outcomes beyond a certain threshold, voters will
vote for reelection. The politician sets policy output after learning a private
signal about the state of the world, namely, whether circumstances are ripe
for a banking crisis. In this delegation model, voters face an excruciating
dilemma: If they set a very high threshold, the politician may simply renounce
to implement stringent bank regulation knowing that he has no chance of
avoiding a crisis and instead act venally, maximizing rents from bankers. But
if they set a very low threshold, the politician will find it easy to avoid bad
policy outcomes even after setting bad policy output. Electoral accountability
may prevent extreme rent-seeking by the incumbent, but even this positive
effect may be attenuated because voters cannot readily observe the effects
of bad policy. Though Keefer shows that government measures to prop up
banks during banking crises are less costly under democracy, he discounts the
possibility that political regimes may have preventive effects. In this regard,
he argues that the most dire consequences of bad policy—i.e., banking crises—
are only realized after very long lags, so voters have difficulty gauging the
degree to which incumbents carry out appropriate policy and politicians will
have little incentive to invest in preventing the occurrence of banking crises.

Clearly, my own interpretation of the effects of political regimes is in line
with a more optimistic view of democracy. Like Keefer (2007), I believe that
electoral accountability can tie the hands of politicians, in this case strength-
ening their commitment to avoid outrageous bailouts. My main contribution
to this debate lies in extending the implications of the electoral accountability
argument to suggest that democratic regimes pattern the behavior of economic
actors even prior to a financial crisis. It is by considering both the ex ante
and ex post consequences of political regimes that we should judge the full
policy benefits or disadvantages of democracy.

1.2 Organization of the Book

I provide in Chapter 2 a brief introduction to basic accounting terms used
in banking and to the policies that governments can implement in order to
address bank solvency and liquidity problems. Specifically, I group govern-
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ments’ choices in five policy issue-areas—exit policy, last resort lending,
non-performing loans, bank recapitalization, and bank liabilities—and I un-
derscore the connection between observed policy output and the theoretical
Bagehot-Bailout construct that defines government responses. I lay out the
main theoretical argument about the salutary effects of democratic regimes in
Chapter 3. To develop this argument within a coherent framework, I build a
formal analysis of the distributive politics of banking crises on an existing
model of banking regulation (Repullo 20050). I extend this model to ana-
lyze the strategic interaction between government and a set of entrepreneurs
that seek bank loans to make investments with various risk-return profiles.
After observing an exogenous liquidity shock, governments decide whether
to support a bank whose financial status is suspected to be weak as a conse-
quence of the risky investment decisions of entrepreneurs. I explore within
the model how different assumptions about the political regime within which
governments operate affect this decision.

Chapter 4 considers banking policy in a democratic regime (Argentina)
and a semi-authoritarian regime (Mexico) during the mid-1990s. Though
the banking systems of these two countries were not identical, I claim that
the most consequential distinction between these two polities was the fact
that Mexican policy-makers were not immediately beholden to the electorate,
while Argentine politicians were constrained by the need to win elections.
The main purpose of the narrative in Chapter 4 is to illustrate the difference
between governments that approximate the model of a stern Bagehot enforcer
and those that approach the Bailout ideal-type, and to analyze the closure rule
that governments in these countries followed in response to the Tequila crises.
In this regard, I consider two basic issues: the speed with which insolvent
banks “exited” the banking system, and the importance of extraneous non-
economic factors in determining the lifespan of insolvent banks.

Unfortunately, it is not possible to place much stock on inferences about
the effects of political regimes based on only two cases. Though I se-
lected these cases because they of their similarities across a bevy of relevant
characteristics—size of the economy, levels of inequality, or size of their
financial sectors—there are certainly important differences beyond the po-
litical regimes of these two countries that may affect government response.
Consequently, in Chapters 5 and 6 I study a sample of forty-six documented
instances of policy response to banking crises. I infer the unobserved ten-
dency of politicians to prefer solutions close to Bagehot or Bailout based
on dichotomous information about implementation of seven different crisis-
management policies. In these chapters, I also consider the possibility that
governments might make “disjoint” choices along two different policy di-
mensions, one corresponding to bank solvency considerations, the other to
liquidity concerns. I conclude that the effect of political regimes on the choice
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of Bagehot/Bailout occurs largely through the implementation of policies
to cope with solvency problems, and make an effort to substantiate a causal
interpretation of this effect. In Chapter 7, the final empirical chapter, I analyze
two large-n cross-country time-series datasets to explore the occurrence of
financial distress across political regimes. I conclude that aside from limiting
government propensities to carry out bailouts, democratic regimes are indeed
less likely to suffer financial distress and banking crises. Finally, I offer in
the Conclusion a summary of main findings, discuss other implications of
the main argument, and suggest potential avenues for further research on the
politics of banking.

I finish this introduction with a word about my choice of empirical meth-
ods. Throughout the book, empirical verification of the theoretical arguments
relies on multilevel data, and consequently on the estimation of hierarchical
models. Multilevel or hierarchical models generalize standard regression
techniques to scenarios in which observations are nested within groups, a
situation I repeatedly encounter in my research—banks nested within own-
ership structures (Chapter 4), different forms of policy output nested within
countries (Chapter 6), or banking crises nested within countries and years
(Chapter 7). One problem with these data structures is that the assumption
of independence across observations is not reasonable, i.e., one cannot sen-
sibly claim that units nested within a group constitute independent draws
from some data-generating process. Multilevel models provide a principled
approach to analyze such data structures and, as a consequence, outperform
more traditional approaches. Aside from providing more accurate forecasts,
multilevel models furnish more realistic and honest estimates of uncertainty
than models that assume independence across observations.

Multilevel models can be fitted through a variety of techniques, including
maximum likelihood estimation, but I have chosen to estimate these mod-
els within the framework of Bayesian inference.'” Bayesian methods offer
a panoply of advantages over classical approaches to statistical inference.
In contrast with the contrived confidence intervals of frequentist inference,
Bayesian credible intervals provide intuitive estimates of uncertainty about
parameters. Computer-based sampling algorithms permit full inspection of
the probability densities of these parameters, allowing the researcher flexibil-
ity in computing relevant quantities of interest. Furthermore, the suitability
of Bayesian estimates is not premised on large-sample assumptions, which
can seldom be met in practice, and only very rarely in comparative political
economy. In multilevel models, in particular, the number of observations
available at higher levels of aggregation is typically not sufficiently large,

12§ee Gelman, Carlin, Stern and Rubin (2004); Gelman and Hill (2007); Gill (2002) for an
introduction to Bayesian inference in the social sciences.
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which means that the large-sample properties of maximum likelihood fail to
apply. Under these circumstances, Bayesian standard errors are more realistic
than under maximum likelihood (Raudenbush and Bryk 2002; Shor, Bafumi,
Keele and Park 2007).

These advantages are part and parcel of Bayesian inference, which for-
malizes the process of updating prior beliefs about unknown phenomena
from known data. A priori beliefs, codified in suitable probability priors, are
fundamental in the Bayesian worldview, but many shudder at the possibility
that informative priors inject a dose of subjectivity into empirical results. To
dispel this concern, throughout the book I rely on diffuse prior probability
distributions that have little bearing on inferences, and resort to informative
priors only when required by model identification.



Accidents Waiting to Happen

Banks are in business to lend money for the promise of future payment.
Consequently, their solvency status at any point in time depends on the ability
of bank debtors to honor payment of their loans. Though banks make loans
with expected positive returns, even calculated risks may eventually lead
to dire results. Despite the use of techniques to hedge risk, the possibility
of widespread bank insolvency is difficult to dissipate entirely, which is
why banking crises are often portrayed as accidents waiting to happen.!
Though the chain of events that leads to bank insolvency has differed across
bank crises in the past, a typical episode starts with the deterioration of the
balance sheet of a bank, group of banks, or the entire banking system. This
deterioration almost always seems sudden, following an exogenous shock
that leads to the reappraisal of a bank’s assets and liabilities (for example,
an unexpected depreciation of the national currency or a sudden drop in the
value of real estate underlying mortgage loans),? but is more commonly the
result of a relatively slow process of accumulation of non-performing bank
assets. Very often, slow decay accelerates and becomes conspicuous after an
exogenous shock exposes the feeble structure of bank balance sheets. Thus, a
nation’s banking system may suffer a slow buildup of non-performing loans
during a long period, possibly years, without suffering a full banking crisis.
In this chapter, I offer an overview of bank accounting to distinguish
between solvency and liquidity problems, and to showcase the variety of
government policies that can be implemented to redress them. To frame
the discussion about government bailout propensities throughout the book, I

!For an introduction to the literature on the microeconomics of banking and regulation the
reader should refer to Dewatripont and Tirole (1994); Freixas and Rochet (1997); Goodhart and
Illing (2002).

2The first is an example of foreign exchange risk, the second of credit risk. See Singer (2007,
Ch. 2) for an introduction to capital regulation as a response to asymmetric information in
financial markets.
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Table 2.1: Stylized balance sheet of a solvent bank

19

Assets Liabilities

Loans $950.00 Deposits $1,000.00

Loan-loss reserves 150.00 Capital (Equity) 100.00

Total $1,100.00 $1,100.00

Cash inflows Cash outflows

Interest on loans Interest on deposits

(rate = 12%) $114.00 (rate = 10%) $100.00
Net profit 14.00

underscore the policy responses that pure Bagehot or Bailout governments
would seek to implement. A discussion of the main goals of these differ-
ent policies requires some working knowledge about the basic operation
of fractional-reserve banking, which I present in the context of a stylized
example.

To motivate the series of concerns that besiege policy-makers during a
banking crisis, consider the simplified balance sheet of a solvent bank as
it appears in Table 2.1. In this illustration, shareholders have contributed
$100.00 in capital to charter the bank and have accumulated $1,000.00 in
deposits. Deposits are liabilities over which the bank owes principal and
interest; the contractual deposit rate determines the amount that depositors
get back from lending their money to the bank. Profits constitute the return on
capital to bank shareholders; needless to say, bank shareholders may not only
fail to make profits, but also stand to lose capital in hard times. On the asset
side of the bank’s ledger, bank managers have used $950.00 to build a loan
portfolio. At this point, the bank is solvent, as assets plus capital more than
suffice to cover the bank’s liabilities. Furthermore, the difference in interest
rates nets the bank a profit of $14.00, which can be returned to shareholders
as profit or reinvested as capital in the bank.

Now consider a scenario in which a proportion of bank debtors stop
payments to the bank. Table 2.2 displays a stylized balance sheet of a bank
on the brink of insolvency.®> Though drastically simplified, this balance sheet
underscores the most important characteristics of financial intermediaries in
modern banking systems. Under the practically universal system of fractional-
reserve banking, banks keep a fraction of the deposits they receive as reserves,

3The example is adapted from Keefer (2007).
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but maintain the contractual obligation to redeem all deposits upon demand.
As before, paid capital amounts to $100.00, deposits to $1,000.00, and bank
managers have used $950.00 to make loans.

Assume now that part of this loan portfolio fails, that is, bank debtors
stop making scheduled payments on these loans. Because of the nature of
banking—i.e., the difficulty of verifying the uses to which bank loans are
put plus sheer uncertainty about investment payoffs—banks are exposed to
credit risk, which means that there is a non-negligible probability that some
loans will fail and turn into non-performing assets. Non-performing loans
($175.00 in this example) build up as the consequence of bad entrepreneurial
decisions, careless assessment of potential risk on the part of the bank, crony
deals between entrepreneurs, bankers, and politicians, and sheer bad luck.
The ratio of non-performing to total loans in this example is about 18%,
certainly on the high end but not unheard of in actual banking crises. Because
non-performing loans are an inherent risk of banking activity, banks set aside
loan-loss reserves to meet potential losses derived from unpaid loans (in the
example, loan-loss reserves amount to $150.00).

It is easy to see how the accumulation of bad assets might prove disas-
trous. Consider first the bank’s cash-flow situation. I have assumed that the
bank faces a short-term liquidity problem in that $100.00 are due as interest
payment on deposits, but only $93.00 will be flowing into the bank from
interest payments on performing loans. In this case, the bank does not have
enough reserves to replenish the total value of lost non-performing assets
($175.00), but loan-loss reserves are certainly high enough to meet interest
payments in the short run. Aside from the cash-flow situation, consider a
second problem that follows from the maturity structure of bank assets and
liabilities. Bank assets have long-term maturities: Banks cannot require full
payment of investment loans or mortgages whenever they see fit. Certainly,
more developed economies have secondary markets where bad assets can be
traded, but even these markets may stop working efficiently during a crisis
(consider the difficulty of pricing so-called “toxic mortgages” in the midst
of the United States’ subprime-mortgage crisis). In contrast, deposits have
short-term maturities, and are meant to be redeemable on demand. This
mismatch in the maturity structure of bank balance sheets raises the specter
that even a fundamentally solvent bank may go bankrupt if it faces a depositor
run (Diamond and Dybvig 1983).

Imagine now that the situation that afflicts this bank affected other finan-
cial institutions, perhaps because of a common shock that affects the value
of bank assets. In fact, assume that Table 2.2 represented, as it were, the
balance sheet of an entire banking system under financial distress. Left unat-
tended, this situation of financial distress would promptly generate liquidity
crises, as depositors would run on the banks to salvage their assets. In case
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Table 2.2: Stylized balance sheet of a bank on the brink of insolvency

Assets Liabilities
Loans $950.00 Deposits $1,000.00
Performing 775.00
Non-performing 175.00
Loan-loss reserves 150.00 Capital (Equity) 100.00
Total $1,100.00 $1,100.00
Cash inflows Cash outflows
Interest on loans Interest on deposits
(rate = 12%) $93.00 (rate = 10%) $100.00
Net loss (7.00)

of a depositor run, bankers would have to liquidate performing loans (and
recover $775.00 under the best scenario), drain their entire loan-loss reserves
($150.00), and even cut into shareholders’ capital ($75.00) in order to meet
their obligations. The bank is not strictly insolvent (capital plus assets still
suffice to cover deposits), but its capital buffer is barely adequate given the
size of the bank’s portfolio of non-performing loans.*

Under these circumstances, a country’s banking agencies have a mandate
to prevent further deterioration of the banking system. These agencies may be
politically autonomous or could be housed within the Ministry of Finance or
the Central Bank. It is also common for a single banking agency to entwine
supervisory and regulatory functions.® In their supervisory capacity, banking
agencies are charged with detecting the accumulation of non-performing loans
and even potential problems in the loan allocation of the banks they oversee.
In their regulatory capacity, banking agencies act upon this information to
force banks (i) to raise adequate capital and (ii) to set aside sufficient reserves
to meet potential loan defaults from their clients. Going back to Table 2.2,
banking agencies could force the bank to write-off non-performing loans
(-=$175.00) and to seek to recover collateral from morose debtors, use part

“In this example, the banking system is not “highly leveraged,” so its situation of financial
distress could be reversed relatively easily. It has a rather healthy debt-to-equity ratio of 10-to-1,
and even after discounting all non-performing loans (and assuming remaining loans have little
risk of falling in arrears) its capital-asset ratio is 10%.

SThe institutional setup of banking agencies may in fact affect their ability to carry out their
mandated tasks, a subject of ample debate within the literature on microeconomics of regulation.
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of the $150.00 in loan-loss reserves to meet cash outflows, and raise fresh
capital to maintain minimum solvency requirements. By forcing banks to
raise capital, banking agencies would increase the banks’ capital buffer and
reduce the likelihood of a devastating run.

Banks that are unable to meet cash outflows would try to obtain liquid
funds by borrowing from other banks in the system or by liquidating some
assets. If these options proved insufficient, they could approach the central
bank, which in most banking systems plays the role of lender of last resort.
The function of lender of last resort to a banking system exists because even
solvent banks may sometimes be short on liquidity. This function is a normal,
well-established, and relatively non-controversial part of the way in which
fractional-reserve banking systems work. Thus, a distressed bank could ask
the last-resort lender for liquidity support, posting its performing assets as
collateral, rather than liquidating its remaining performing loans at what
would likely be fire-sale prices if financial distress affected large segments of
the banking system. According to Bagehot’s prescription, the lender of last
resort should loan freely to banks as long as these remain sound.® By lending
to illiquid but solvent banks, the lender of last resort signals its confidence in
the financial health of the banking system and its reluctance to let a liquidity
problem turn into a full-blown insolvency crisis. Thus, the purpose of the
lender of last resort function is not to bail out insolvent banks, but to prevent
solvent banks from failing on account of a liquidity crunch. In fact, Bagehot’s
prescription is premised on allowing the bankruptcy of insolvent banks.

Returning to the illustration, deposit withdrawals would eventually run
the bank to the ground if bank shareholders were unable to raise more capital,
bank managers to increase loan-loss reserves, and the central bank to provide
liquidity assistance. In this case, some depositors would likely take losses in
the unfortunate eventuality that they were late in claiming their money.” Bank
shareholders would also lose capital. Market discipline would force the bank’s
closure, and banking agencies would simply manage the orderly liquidation
of the bank. Through a process of “survival of the fittest,” remaining solvent
banks could manage the assets of failed institutions and continue to provide
services to their depositors. The banking system would presumably emerge
strengthened from the collapse of one or more of its component units.

6Sir Walter Bagehot is commonly credited for laying out the theoretical rationale for the
central bank’s last-resort lending function (Bagehot 1873), though antecedents can be found in
Thornton (1802).

"Panic runs would be less likely to close an insolvent bank in the presence of depositor
insurance. With a safety net in place, banks need not fear having to liquidate assets in order
to meet sudden cash demands from panicked depositors. However, deposit insurance schemes
seldom cover high-end deposits, so they do not eliminate entirely the possibility of panic runs.
Furthermore, investments in non-bank financial intermediaries, for example mutual funds, are
not generally protected.
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This brief account of how a small proportion of non-performing loans
may grow to threaten the solvency of a banking system is premised on a rather
heroic implicit assumption, namely, that banking agencies and central banks
have perfect information about balance sheets. However, the ability to monitor
banks is fundamentally impaired by sheer uncertainty and informational
asymmetries in financial markets. Uncertainty cannot be eradicated from
financial markets due to the extemporaneous nature of the goods that banks,
bank depositors, and bank debtors exchange: Banks and other financial
intermediaries are in business to exchange loans today for the promise of a
future return, rather than for immediate gain. Even if bankers and supervisors
build expectations about the likelihood of loan defaults that are informed by
careful analysis of portfolio risk, it is difficult to assess with great precision
the potential for bank insolvency at any given time. Asymmetric information
complicates the supervisory, regulatory, and last-resort lending functions that
governments perform in modern banking systems. In particular, it makes
separating solvent from insolvent banks during banking crises a difficult task.

For example, referring to the potential effect on European banks of the
recent subprime-mortgage global financial crisis, one member of the execu-
tive committee of the European Central Bank (ECB) declared that “[t]here is
no central bank in the world that knows exactly the real situation of financial
intermediaries, not even the Federal Reserve. One cannot expect the ECB to
appraise potential losses when financial intermediaries have not themselves
had the chance to make these assessments.”® Even competently-managed and
transparent banks may have trouble gauging the size of their non-performing
portfolios, a problem that has been aggravated in recent times by the prolifer-
ation of derivative instruments in financial markets. It is certainly true that the
ability of banking agencies to monitor the solvency status of banks improves
with the amount of resources committed to carry out on-site inspections and
to process accounting information passed on by banks, by improvements in
technologies to price risk, and as regulators catch up to innovations in the
development of financial instruments. However, banking agencies are not in
general in a better position than banks to monitor balance sheets in a timely
fashion.’

More importantly, allowing an insolvent bank to go bankrupt may threaten
damage to solvent banks. Contrary to non-financial firms, the balance sheets

8José Manuel Gonzélez-Paramo, EI Pais, December 8, 2007, p- 20 (my translation).

9The literature on microeconomics of prudential supervision and regulation suggests that the
risk of bank insolvency may not be fully dissipated even by proficient banking agencies staffed
by competent and honest bureaucrats (cf. Chan, Greenbaum and Thakor 1992; Dewatripont and
Tirole 1994; Freixas, Giannini, Hoggarth and Soussa 2000; Freixas and Parigi 2007; Freixas,
Parigi and Rochet 2000; Freixas and Rochet 1997; Hall 2001). For views on the difficulty of
distinguishing insolvency from illiquidity, see De Juan (1999); Lindgren (2005); and essays in
Honohan and Laeven (2005) and Goodhart and Illing (2002).
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of banks are highly leveraged and deeply intertwined; thus, even limited
financial losses have the potential to produce cascading payments suspensions.
In other words, bank insolvency may threaten to spill over to other financial
intermediaries or even the real economy. Under these circumstances, even
market-upholding governments may choose to prop up the banking system,
providing liquidity support to what may well turn out to be insolvent banks
and phasing the liquidation of bankrupt institutions to avoid panics and
ripple effects throughout the economy. As a result of this uncertainty, even a
conservative lender of last resort imbued in Bagehot’s doctrine may end up
providing liquidity support to an insolvent bank.

Be this as it may, some governments have succeeded in staying relatively
close to Bagehot’s prescription. On the opposite extreme, some governments
have trespassed even the more liberal bounds of Bagehot’s doctrine to avoid
closure of insolvent banks. This latter type of government behavior approx-
imates the Bailout model described in Chapter 1. To describe the Bailout
ideal-type, consider that upon detection of non-performing loans bank regu-
lators can always choose to do nothing—that is, as opposed to pushing for
further bank capitalization—hoping that bankers can continue to attract new
deposits in order to meet interest payments on old deposits. In other words,
banking agencies and the governments that oversee them can engage first
and foremost in regulatory forbearance. Regulatory forbearance lengthens
the life of a troubled bank without forcing corrective action. Needless to
say, non-performing loans could continue to build up and loan-loss reserves
to dwindle under regulatory forbearance. In fact, this policy often has the
unintended consequence of giving bankers a chance to “gamble for resurrec-
tion.” Rather than taking advantage of regulatory forbearance to capitalize
the bank and prune non-performing assets from their loan portfolio, bankers
may be tempted to underwrite riskier projects, i.e., to provide loans with a
low probability of a very high return in the hope of regaining solvency. In
most cases, this behavior will further weaken the bank and at some point
government action will be required anyway.

In the Bailout ideal-type, closing down insolvent banks is an option of
last resort. Instead, governments implement policies that artificially prolong
the life of insolvent banks and diminish losses to depositors and/or bank
shareholders. On the asset side of a bank’s ledger, governments can choose
for example to transfer non-performing loans away from banks in exchange
for government-backed assets or to support payments of bank debtors in
arrears. On the side of liabilities, governments can also prevent or slow down
cash outflows through different means. For example, they can extend blanket
guarantees to all depositors, promising to protect their bank holdings, or they
can simply prevent depositors from cashing their accounts through extended
bank holidays or deposit freezes. Finally, governments can choose to inject
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fresh public resources to shore up the bank’s capital buffer. These options are
a burden to taxpayers, who will ultimately be called upon to absorb financial
losses in one way or another. Consequently, the defining characteristic of
the Bailout model is that it enacts a loss-sharing arrangement among bank
debtors, depositors, and shareholders on the one hand, and taxpayers on the
other, to the detriment of the latter. Needless to say, the socialization of bank
losses that follows a Bailout response has no corresponding profit-sharing
in good times. This is what scholars and pundits have in mind when they
describe banking activity as a game of “heads I win, tails the taxpayer loses”
(Krugman 1998).

I use the terms crisis management or crisis resolution interchangeably
to refer to the set of actions that governments undertake in response to
banking crises. As suggested in the previous paragraph, governments make
decisions that affect the asset and liability structure of bank balance sheets
when they confront liquidity and solvency problems in the banking sector.
I identify five crucial arenas where we would expect to see policy changes
during a banking crisis: liguidity support, liability resolution, asset resolution,
bank capitalization, and bank exit. This categorization serves an expository
purpose; these policies are so tightly interwoven that alternative classificatory
schemes are possible. In the following paraghaphs I describe these policies
very briefly, insisting especially on the kind of response that a coherent
Bagehot or Bailout policymaker would implement in each of these five arenas.
Table 2.3 highlights the main differences between these two types of policy
response:

Liquidity support. As argued above, the established lender of last resort
(LOLR) doctrine recommends generous liquidity support to banks as long
as this is limited to solvent institutions, and money is lent against good
collateral and at a premium. In principle, acting according to this doctrine
would be the hallmark of a Bagehot response; even large cash-flows from
the central bank to solvent banks would not be defined as bailouts, since
this money would be eventually recovered by the central bank.'® However,
because the line between solvency and insolvency is blurred during crises,
it is common to see liquidity support going to banks that ultimately fail. In
general, the responsibilities of a central bank regarding the LOLR function
may be codified in its charter and can be severely limited, as in the case of
currency boards, so it is not uncommon to engage in legislative changes to
grant added flexibility to central banks during banking crises. Again, I do
not construe these changes as indicating necessarily a propensity to bail out
banks, simply because this flexibility may be intended to support distressed

10This point is often lost in political commentary, as central bank loans to illiquid but solvent
banks are construed as regressive transfers to support rich bankers. I insist that these policies are
consistent with Bagehot’s prescriptions.
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but solvent banks. Instead, what characterizes a bailout response in this arena
is indiscriminate lending to insolvent banks or liquidity support during a
protracted period.

Liability resolution. This arena includes policies that alter the liability
structure of bank balance sheets, particularly payment schedules to depositors.
Recall that in response to perceived or actual insolvency, bank depositors
are prone to run on banks and thus accelerate their demise. In the Bailout
model, governments implement policies that seek to prevent depositor runs or
to stop them if they have already occurred. Governments can extend blanket
guarantees to all depositors to prevent runs, thus insuring that all deposit
claims will be met even if this requires use of public money. Alternatively,
freezing accounts so that depositors cannot reclaim their money would also
be consistent with the Bailout ideal-type. This is so because deposit freezes
obviate the need for liquidity, and therefore lengthen the life of distressed
banks. Naturally, the distributive implications of these two policies with
regards to depositors may be different: Blanket guarantees accord depositors
the capacity to claim their money and shift the cost of the guarantee to
taxpayers, whereas deposit freezes prevent depositors from accessing their
accounts, at least in the short run, and in principle require no support from
taxpayers.'!

In the Bagehot ideal-type, governments would not extend guarantees
to bank depositors beyond those that may already exist in explicit deposit
insurance. The cross-country variation in deposit insurance mechanisms,
both in their coverage and funding, is staggering, and indeed some limited
form of deposit insurance is generally perceived as a factor that mitigates
the possibility of insolvency in situations of extreme uncertainty about the
financial status of banks.'? Thus, I consider that a government that complies
with pre-existing deposit insurance arrangements is close to the Bagehot
model; instead, extending insurance above and beyond pre-crisis legislation
is consistent with the Bailout ideal-type.

Asset resolution. On the asset side of a bank’s ledger, governments facing
a banking crisis need to resolve the issue of non-performing loans (NPL).
As explained above, NPLs are assets that have lost value, most commonly
because holders of these loans have ceased to make interest payments. As
suggested in Table 2.3, there are two basic mechanisms to restructure bank
assets in the Bailout ideal-type. The first mechanism supports bank debtors
so that they can continue to meet interest payments, a policy that subsidizes
borrowers at the expense of taxpayers. By supporting bank borrowers, this

11 build on this distinction in the empirical analysis of Section 6.4.
12Cf. Diamond and Dybvig (1983). See Demirgiic-Kunt, Kane and Laeven (2008) for an
analysis of the expansion of deposit insurance.
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policy indirectly keeps a steady stream of cash-flows into distressed banks.
The second mechanism affects balance sheets directly by removing NPLs
from distressed banks. This may be the most expensive of all Bailout policies,
as governments end up acquiring large volumes of loans of uncertain (but
generally low) value in exchange for government bonds. There is also great
variation in the details of these policies. For example, government bonds may
or may not be negotiable; if they are not negotiable, banks are required to
hold these bonds to maturity and receive periodic cash-flows from interest
payments. The destiny of NPLs may also vary, as banks may be required to
actively participate in recovering collateral from these loans as a condition for
receiving support. Alternatively, governments may set up asset management
agencies in charge of recovering collateral and closing off loans. In contrast
to the Bailout model, requiring banks to write NPLs off their books would be
the main characteristic of a Bagehot government. If NPL write-offs reveal
widespread insolvency, a Bagehot government would then proceed to close
the bank.

Bank capitalization. The best indicator of a bank’s robustness or ability
to withstand exogenous shocks is its degree of capitalization. Well capital-
ized banks have deeper pockets with which to confront unexpected losses
from non-performing loans. Because of the vagaries of fractional-reserve
banking, governments generally mandate a minimum level of capitalization
to face unexpected losses. Indeed, the capital requirement—i.e., a bank’s
obligation to comply with a minimum capital-asset ratio (CAR)—is the main
regulatory mechanism through which governments limit the possibility of
bank failures.'

As mentioned before, a bank that fails to comply with mandatory capi-
tal ratios faces regulatory insolvency, even if the market value of its assets
exceeds the market value of its liabilities, and should exit the banking sys-
tem. In the Bailout model, governments can prevent the exit of an insolvent
bank through different means. First, they can engage in regulatory forbear-
ance, choosing to ignore low bank capitalization thresholds temporarily or
to change the regulatory definition of insolvency. Needless to say, dropping
capitalization requirements during a bank crisis should be properly considered
a bailout, for banks considered insolvent under the old rules are now allowed
to continue operating within the banking system. Second, governments may
subsidize capitalization efforts through fund-matching arrangements that give
bankers incentives to come up with fresh capital. Finally, governments can

I3CAR is a solvency ratio that obtains from dividing capital by a weighted sum of assets.
Despite standardization efforts following the 1988 Basel Accord, banking regulators have some
discretion in defining the types of financial instruments to be counted as capital. As Singer (2007,
16-17) observes, cash reserves and other funding sources can be counted as capital along with
bank shareholders’ equity in some systems.
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take over the bank (nationalization), which means de facto that public money
will be used to provide bank capital. As was the case with liability resolution
policies, the distributive implications of these policies vary; in some of these
cases, bank shareholders do not lose control of their bank (regulatory for-
bearance), in others they lose partial control (fund-matching) or total control
(nationalization). In all of these cases, however, the bank itself continues to
operate after insolvency, and the immediate cost of this decision is borne by
the taxpayer. In the Bagehot ideal-type, governments would not engage in
regulatory forbearance; instead, failed efforts by bankers to come up with
fresh capital would initiate a process of bank exit.

Exit policy. I define exit policy as the decision rule that politicians follow
as they decide which banks to support and which banks to close during a
banking crisis. In a sense, all other policy arenas are inextricably linked to
decisions regarding exit policy. I follow Lindgren (2005) in understanding
closure as a potentially long process that ends in one of several possible states:
absorption, liquidation, or continuation under different ownership. Under the
Bagehot ideal-type, bank exit would follow immediately from the realization
that a bank cannot comply with capital requirements. Governments relax
market discipline when they fail to enforce exit. Under the Bailout ideal-type,
instead, insolvent banks continue to operate untrammeled by regulators, there-
fore increasing the risk of heftier financial losses down the line.

I argue that patterns of policy implementation in these five issue-areas provide
information about the unobserved bailout propensities of different govern-
ments. In Chapter 4, I relate the experience of policy implementation of two
governments that approximated the Bagehot (Argentina) and Bailout (Mex-
ico) ends of the policy continuum; in Chapters 5 and 6 I analyze indicators
of policy implementation during forty-six banking crises to understand the
effect of political regimes on crisis management. Before doing so, I present
in detail my argument about the effects of electoral accountability on banking
policy in the next chapter.



Political Regimes, Bank Insolvency,
and Closure Rules

The commitment to enforce the exit of insolvent banks is an important conduit
through which the political process affects an economy’s banking system. Un-
der ideal conditions, politicians would act as responsible Bagehot overseers by
pressuring bank agencies to improve their supervisory capacity and stepping
up prudential regulation during hard times. While not entirely eliminated,
the risk of bank insolvency could be detected early on; timely intervention
would then prevent further deterioration of bank balance sheets by dissuading
excessive bank risk-taking (“gambling for resurrection”), suspension of pay-
ments and therefore possible contagion to other economic actors and financial
intermediaries, and deposit runs on solvent banks fueled by panic. Be this
as it may, politicians do not always face incentives that lead them to act as
strict Bagehot enforcers. I submit that democratic links of representation
and accountability provide politicians with the wherewithal to temper the
commitment problem in banking.

The main basis for my optimism about the ability of democracies to
limit bailouts is the extremely high cost of sharing financial losses with
taxpayers. In the presence of democratic accountability, the politician’s
calculus ought to be affected by taxpayers’ preferences for a lower financial
burden. One would need to assume an extremely heavy rate of discount of
the future to admit that politicians can disregard this factor entirely. At the
same time, accounts of crony capitalism suggest that political intervention
in the realm of banking might go beyond policy choice in the face of bank
insolvency. Politicians, entrepreneurs, and bankers may be tied together
in cozy arrangements that generate rents from which a few profit at the
expense of many. My contention is that the very links of representation and
accountability that dissuade politicians in democratic regimes to engage in

30
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costly bailouts also play a role in limiting their willingness to engage in crony
deals.

To analyze these conjectures within a consistent framework, I develop
a formal model of distributive politics with emphasis on the strategic in-
teraction of entrepreneurs and politicians. The government can extend a
lifeline to banks that face a liquidity shortfall upon receiving an imperfect
signal about the potential success of entrepreneurial activity in the future. If
entrepreneurial activity is successful, depositors and entrepreneurs benefit
from government support to the bank. If entrepreneurial investments fail
to pan out, the bank will be insolvent and the government will need to tax
depositors in order to redistribute bank losses. The basic assumption is that
costs derived from government policy are spread thinly among all taxpayers,
even though the benefits of bank and entrepreneurial activity accrue dispro-
portionately to some. The model thus explores how the interaction between
government and entrepreneurs changes under different assumptions about the
policy preferences of the median taxpayer/voter, which I hold to be decisive
in a democratic regime. I also consider the possibility that the government
may be venal, i.e., that it might choose to obtain rents from entrepreneurs
in exchange for the promise of a bailout. By doing so, the model seeks to
illustrate some of the consequences of electoral accountability on crony capi-
talism, and of electoral accountability and crony capitalism on bank solvency.
The purpose is to derive theoretically-guided implications of the argument
that can be tested empirically.

3.1 Setup of the Theoretical Model

I develop a model of the political decision to engage in regulatory forbearance
based on a framework elaborated by Repullo (2005b).! This is a flexible
framework that has been used in the literature on central banking and bank
organization to study effects of alternative regulatory structures, moral hazard
produced by emergency liquidity provision, and optimal bailout rules (Kahn
and Santos 2005; Repullo 20054). In its original formulation, the model
considers the interaction between a bank that makes risky investment deci-
sions funded by deposits and a government agency that considers whether
to support a bank that may turn out to be insolvent. One attractive feature
of this model is that it allows us to analyze how bankers or entrepreneurs
change the risk profile of their investments under alternative circumstances,
including changes in political regimes. Aside from preserving this feature,
I extend Repullo’s model to analyze whether the political decision to deal

!Other important insights come from work by Haslag and Pecchenino (2005), Feijen and
Perotti (2005), Kane (2001) and Mailath and Mester (1994).
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with distressed banks depends on different assumptions about the political
and economic structure of society.

I consider a society divided among risk-neutral entrepreneurs of identical
type and a large population of N citizens with individual incomes y;. En-
trepreneurs have the know-how to invest bank loans in projects that generate
wealth. These projects are risky, in the sense that they return a potentially
large positive payoff with probability strictly less than 1 but may also fail
to return a profit. In this society, a bank exists exclusively as an entity that
gathers funds from depositors and loans them to entrepreneurs.? For the sake
of simplicity, I eschew consideration of bank capital or loan loss reserves in
this model. At the beginning of the game (i.e., at time %), consumers deposit
their income in the bank. The total amount of deposits in this economy is
D = yN, where ¥ is the income of the average citizen.

I assume that deposits captured by banks are loaned in their entirety to
entrepreneurs. In order to carry out its lending activity, the bank secures
illiquid collateral equal to w from each entrepreneur, which it returns upon
successful repayment at #, (w € (0, 1)). If entrepreneurs fail to repay the loan,
the bank simply yields collateral to depositors.® Entrepreneurs obtain a bank
loan at #y in exchange for the promise of returning it with interest r at the
end of the game. The parameter r is exogenous in the model, and the bank
simply passes on interest rate r to depositors that keep their money in the
bank until #,. Depositors in this economy derive utility from their gains/losses
at date r; if the government decides to liquidate the bank or at date 1, if the
government decides to allow continuation of the bank. I assume as well that
each entrepreneur receives a loan of value 1, and that the sum of all loans to
all entrepreneurs totals D. Consequently, each entrepreneur is expected to
return 1 + r to the bank at the end of the game, which leaves the bank with
(1 + r)D in total assets. If entrepreneurs fail to pay back their loans, the bank
has wD in assets and D in liabilities, and is therefore insolvent (wD < D).
Table 3.1 captures the balance sheet of this model bank in a format identical
to that of Table 2.1. The balance sheet corresponds to a situation in which
all entrepreneurs pay back their loans and all depositors see their deposits to
maturity at date #,.

Since all entrepreneurs are of identical type, I study decisions made
by a representative entrepreneur. The feature of the model that I want to
emphasize is that entrepreneurs exert control over the level of risk of their
investments. Suppose then that entrepreneurs can choose from a continuum

2In fractional-reserve banking systems, banks use a large fraction of deposits from clients
to make loans. They keep unspent deposits and capital from shareholders in hand to confront
unexpected losses.

3In other words, I make the simplifying assumption that entrepreneurs have no assets beyond
collateral that they can use to repay the bank.
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Table 3.1: Bank balance sheet at the end of the game (#,), assuming no deposit
withdrawals at

Assets Liabilities
Loans D Deposits D
Loan-loss reserves 0 Capital (Equity) 0
Cash inflows Cash outflows
Interest on loans rD Interest on deposits rD
Net profit 0

D: Outstanding bank loans; r: Interest rate

of projects, which differ in their levels of risk and expected returns. In fact,
the main assumption I borrow from Repullo’s model is that entrepreneurs
can determine the likelihood of success of their projects by directly choosing
the risk profile 7 € [0, 1] of their investment. In a sense, “risk profile” is
a misnomer for this parameter, since 7 actually captures the probability of
success of the chosen project rather than the probability of failure, which is
simply the complement 1 — z. Projects return R(r) at #, with probability x
and 0 otherwise. Entrepreneurs face a dilemma in that projects with high
potential returns are also less likely to pay off, but projects that are more
likely to succeed have low potential returns. In other words, entrepreneurs
undertake riskier projects (i.e., those with 1 — 0) only if the potential return is
high. To capture this dilemma, Repullo (20055) assumes that R(rr) decreases
as m increases (i.e., R’(wr) < 0) and that there is no excess return when
entrepreneurs choose to invest in a riskless technology (i.e., R(1) = 1).4

At t; depositors withdraw fraction d € (0, 1) of their bank deposits. The
size of withdrawn deposits has known density function f(d).> For simplicity,
I assume that all depositors withdraw the same fraction d, even though their
deposits differ in size. Furthermore, I assume that d is not correlated with r,
as depositors are not informed about the risk profile chosen by entrepreneurs

4Furthermore, R(r) is assumed continuous and twice-differentiable on the unit range, with
R”(m) < 0. Conditions R'(r) < 0 and R(1) = 1 imply that the “good state” return of a totally
risky asset (7 = 0) is strictly larger than 1, i.e., R(0) > 1. Finally, a technical assumption about
the functional form of R is that R’(1) < —1. This assumption about the slope of R when 7 = 1
makes it possible that an interior value of 7 might arise as the solution to the entrepreneur’s
investment-maximization problem (see also Repullo 2005a,b). This approach to risk-taking
borrows from Allen and Gale (2000).

ST assume f(d) < 0; this assumption suggests that small liquidity shocks are more likely to
occur than large liquidity shocks.
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(Repullo 2005h). When the withdrawn fraction d is relatively large, I refer
to the bank as distressed. Given that fraction d is random, I consider this
parameter to be “chosen” by Nature.

Since bank loans mature at f,, withdrawals at #; imply that the bank
faces a liquidity shortfall of magnitude dD. To meet this shortfall, the bank
approaches the government as lender of last resort. The government can
choose to loan dD to the bank against the bank’s return in the good state
of nature. All claims on the bank’s assets—i.e., those of depositors and
government—enjoy equal seniority status; in other words, if the bank becomes
insolvent at #,, each claimant receives fraction w of their claim. I build limited
liability into the model by assuming that the insolvent bank does not bear
the full consequences of unsuccessful entrepreneurial activity; the bank is
thus not required to surrender more than wD. By choosing to support the
bank, government bets that continued operations will lead to benefits down
the road—interest payments for depositors and profits for entrepreneurs.
The downside risk is that entrepreneurial projects may in fact fail, in which
case financial losses will multiply. As I elaborate below, it is the potential
multiplication of these financial losses that makes “resolution” of an insolvent
bank at #, so costly.

The government can thus decide at ¢, to close down the bank rather than
lend money to meet the liquidity shortfall. Closure implies liquidating all
extant loans; I assume that loans can be liquidated at face value (L = 1),
so the bank recovers D upon closure. Furthermore, I assume the following
rank-order for exogenous parameters in the model: r <« w < L. This
means that bankers prefer to liquidate a loan rather than claim collateral, and
entrepreneurs prefer to pay interest rather than surrender collateral.® Upon
liquidation of the bank, the government returns D to depositors and w to
each entrepreneur. Table 3.2 shows the different entries in the bank’s balance
sheet as they would appear if the government had supported the bank at
and successful projects had allowed repayment of loans at #,. Under these
circumstances, the bank realizes a profit on withdrawn deposits equivalent to
rdD.

The government’s dilemma is compounded by the fact that it needs to act
at ¢; without knowledge of the level of risk 7 chosen by the representative
entrepreneur. Be this as it may, the government observes a signal s (s €
{s0, s1}) and, naturally, the size of deposit withdrawals d before making its
choice. Signal s relays whether the return on investments R(x) is likely to
be positive (R;) or 0 (Ry). Note that the government does not know the
entrepreneurs’ choice of 7 nor does it know, as a consequence, the actual

6The assumption that loans can be liquidated at face value is consistent with this preference
ordering. Clearly, it would be more realistic to assume a value L < 1, but L = 1 simplifies the
analysis and, because w < 1, is consistent with the assumed rank-order r < w < L.
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Table 3.2: Bank balance sheet after a sequence of depositor run, government
support, and success of entrepreneurs’ projects

Assets Liabilities
Loans D Deposits held to maturity (1 —d)D
Government loan dD
Cash inflows Cash outflows
Interest on loans rD Interest on deposits r(1 —d)D
Net profit rdD

D: Outstanding bank loans; d: Proportion of withdrawn deposits; r: Interest rate

value of R;. I assume that Pr(s;|R;) = 1 and Pr(so|Ry) = g, with g € [%, 117
One can interpret the value of signal s loosely as the quality of economic
information that the government can obtain. As ¢ — 1, the quality of the
signal improves; in the limit, the government can infer with precision whether
returns will be positive or 0.8

The extensive form of the game is depicted in Figure 3.1. At 7, the
representative entrepreneur makes a choice of r at its single-node information
set E; at #; the government makes a decision at one of two information sets G
after seeing liquidity shock d and signal s. The government cannot condition
its choice at #, on the entrepreneur’s choice of risk at #;, but it can condition
strategies on signal s. Incidentally, the extensive form of the game represents
the outcome of investments R as a move prior to choice by the government;
though this is not strictly the case, this representation corresponds to the
information environment within which the government decides. In each
information set, the government must decide whether to allow continuation
of the bank (open) or arrange for its liquidation (close). A strategy G for the
government thus consists of a choice of action {Open, Close} upon receiving
signals {s¢, s1} and observing deposit withdrawal d. Despite the representation
of the game as one with a non-singleton information set for the government,
the game is still solvable by backwards induction.

Payofts IT to the representative entrepreneur and depositor i under end-
states Success, Failure, and Closure appear in Table 3.3; all payoffs are

TThis simplifies Repullo’s framework, which assumes that Pr(so|Ro) = Pr(s1|R1) = ¢. In my
analysis, as shown below, the government always closes the bank upon receiving a bad signal, as
in this case there is no possibility of making mistakes about the present net worth of the bank.

81 interpret this signal broadly as the ability of a government to infer the likely status of
entrepreneurial investments and, consequently, of the bank’s present net worth.
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Table 3.3: Payoffs for entrepreneurs and bank depositors under different
endstates

Entrepreneurs Depositors

T1(Success) R(m)— (1 +7r) r(1 —d)y;
I1(Failure) —w =(1 =w)(y; = dy; + dy)
II(Closure) 0 0

expressed as net gains or losses. The order of preferences for entrepreneurs
and depositors is similar, in that they both prefer Success to early Closure
to late Failure. To understand depositor i’s payoff under failure at #, recall
that government and depositors are claimants with equal seniority. If this
endstage is reached, the bank will have assets amounting to wD, i.e., it will
have a financial shortfall amounting to —(1 — w)D. This shortfall constitutes
the burden of bank insolvency. Based on the assumptions of the model, this
burden is assigned to individuals based on their relative position in the econ-
omy. Depositors reclaim w(1 — d)D from the bank, which adds to the dD they
had withdrawn at stage ;. Collectively, depositors have lost —D(1 —d)(1 +w)
compared to their #; deposit D. Therefore, depositors bear part of the burden
of insolvency directly from lost assets. Depositors bear a second part of the
burden indirectly through their role in supporting government finances. Be-
cause government’s expenses are exclusively funded through taxation in this
economy, taxpayer money is needed to plug the deficit caused by government
loans to the bank at #;. Recall that the government disbursed dD at t; to
support the bank, so it claims wdD of the bank’s remaining assets. Upon
receiving wdD from the bank at #,, the government still faces a shortfall of
—(1 —w)dD.

At this point, note that the setup of the game runs parallel to the discussion
about government policy options in Chapter 2. The government is called
upon to decide whether or not to support a bank with uncertain financial
status. Early closure limits costs—in fact, depositors recover their period-1
deposits and entrepreneurs can reclaim collateral, so in the model economic
actors incur no costs from closure. It is reasonable to interpret closure at
stage #; as a commitment to “wind down” the bank early on by forcing it
to stop all operations, call in all loans, and pay outstanding deposits. In
practice, these operations are not costless, and require a commitment to
spend taxpayers’ money to close down the bank. The assumption of costless
closure is a simplification meant to underscore the potentially large gap in
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taxpayer support that exists between the policy option of early closure and
the policy option of keeping the bank open and facing potential insolvency.
In other words, by intervening early and closing a bank that may be on its
way to becoming insolvent the government is in fact preventing even larger
potential losses. However, intervention at ¢; does not mean that the bank is
permanently “saved.” The bank can still crash at #, as its financial status is
finally revealed. In those circumstances, the insolvent bank will be closed
down, depositors will take their losses, and taxpayers will be called upon to
finance the government’s deficit of —(1 — w)dD.

I simplify by assuming that governments socialize bank losses through
a lump-sum tax on all citizens. I conceive of this tax in very broad terms;
it can be interpreted literally as an increase in taxes, or as the value of
foregone government transfers to citizens, or as the opportunity cost of lost
investments in infrastructure, or the debt that the government undertakes to
finance the transfer at 7,.° The simplifying assumption that taxes are shared
equally among all depositors, albeit a bit drastic, accords with the basic
intuition that the benefits of banking activity accrue to some but eventual
losses are distributed more vastly (i.e., they are “socialized”). In any case,
the relevant intuition is that the cost of insolvency is spread more thinly
than the benefits of banking activity. Based on this assumption, the per
capita tax is —(1 — w)dy. Each taxpayer therefore ends the game with payoff
dy; + (1 —d)wy; — (1 — w)dy. The net loss to depositor i in relation to initial
income y; is thus —(1 —w)(y; — dy; + d¥). This burden combines deposit losses
and taxation, and corresponds to the entry on the “Depositors” column in the
second row in Table 3.3.

In the next section, I build the main argument one step at a time by ana-
lyzing the choices that players make under two “non-political” scenarios. The
first scenario describes the decision process of an entrepreneur in a situation
in which no deposit withdrawals are possible and there is consequently no
need for banking policy. By analyzing this simple scenario, I convey the
basic dilemma that entrepreneurs face. The second scenario considers the
possibility of deposit withdrawals along with a simple rule for banking pol-
icy, namely, one followed by a strict lender of last resort. I follow up with
consideration of a third scenario. None of these scenarios include the politi-
cal mechanisms—accountability and cronyism—at the heart of government
responses to banking crises; these are considered in Section 3.2. Be this as it
may, a careful consideration of the non-political scenarios provides a useful
yardstick against which to compare further results and conveys the importance
of entrepreneurial choices in determining levels of bank robustness.

9The latter interpretation is more appropriate, since in case of failure the poorest individuals
will end up the game with negative income at 7,.
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3.1.1 Equilibrium without Government Intervention

I start by finding the equilibrium choice of 7* in a situation in which it is
not possible to withdraw deposits at #; and there is in consequence no need
for government intervention. In this situation, all payoffs are resolved at t,
and the only possible endstates are project success or failure. The probability
of reaching the good state of nature is &, and therefore the representative
entrepreneur’s expected utility is

EWUg)=n(Rn)—1-rN->1-n) w .
e (S) Mg (F)

The optimal choice for entrepreneurs is 7* = argmax E(Ug), subject to the
individual participation constraint R(wr) > 1 + r. This choice of n* obtains
when Condition 3.1 holds:

RAY+m'R(x)Y=1+r—-w 3.1

moreover, 7 is an interior solution, so the entrepreneur would not choose
n* =0orn* = 1. (All proofs are provided in Appendix A.1.)

Note that the entrepreneur’s chosen risk profile 7* is increasing in w and
decreasing in r (this occurs because R(7*) + 7*R’(7*) decreases monotonically
on &, while 1 + r — w is constant with respect to x). This suggests that
higher values of collateral at risk increase the choice of 7* and, consequently,
lower the entrepreneur’s risk-taking incentives. In contrast, larger interest
rates decrease 7, corresponding to more risky investments.'? In other words,
entrepreneurs are more willing to make riskier investments—i.e., they choose
lower n*—if they have higher interest payments to meet.

The bank does not make decisions in this game. Were the bank able to
set r* directly, it would seek to maximize E(Up) = & - rdD, a function that
is clearly increasing in 7*. In other words, the bank would never choose to
make risky investments.!!

3.1.2 Equilibrium with a Bagehot Enforcer

Because of the absence of liquidity shocks, there is no rationale for govern-
ment intervention in the simple version of the game analyzed in the previous
section. In this section, I consider government intervention but still omit com-
plications from the inclusion of political mechanisms; thus, I simply assume

10By the envelope theorem, expected utility can be seen to be decreasing in r and w.

This counterintuitive result follows from the assumption that the bank makes no profits from
its lending activity. In this setup, the bank can only incur disutility from choosing 7* < 1. In a
more realistic setup, one could divide interest payment r between bank and depositors, which
would lead to a bank’s choice of 7* < 1.
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that the government has a mandate to close banks at #; upon observation of s
and to leave the bank open upon observation of s;. Under these circumstances,
the government would simply loan dD to the bank at ¢; upon observation of
s1 and recover this same amount at #, provided that the good state of nature
obtains. In other words, the government acts as a “no-nonsense” Bagehot
enforcer that closes banks to prevent further deterioration of balance sheets if
“things look dire,” but always leaves banks open if it receives a good signal
regardless of the size of the liquidity shock.

Knowing that she faces a Bagehot government, the entrepreneur calculates
her payoft based on the ex ante probabilities of observing s and R. Hence, the
expected payoff to the representative entrepreneur is

n Mg(S) + (1 - @)1 — 7)) Ig(F),

Pr(Ry,s1) Pr(Ro,s1)

which reaches a maximum when the first-order condition captured in Equa-
tion 3.2 is satisfied:'?

R+ n R(n)=1+r—(1-gw (3.2)

The entrepreneur’s expected utility is now weighted by the quality g of
signal s. Compare this equilibrium choice of 7* to the one that obtains in the
absence of government intervention (Equation 3.1). Because 1 + r —w < 1 +
r— (1 — g)w, entrepreneurs are willing to take more risk when interacting with
a Bagehot government. By being forced to forego projects upon observation
of signal sy, entrepreneurs diminish the probability of losing collateral in hard
times. In fact, the incentive to take on more risk (lower ) increases as g — 1,
i.e., as the signal about endstates becomes more reliable. Paradoxically, a
Bagehot government with recourse to a perfect signal about future losses
would provide entrepreneurs with an incentive to choose riskier projects. In
this extreme case, the government would be acting as a de facto agent of
entrepreneurs, tying their hands and forcing them to cut potential losses early
on.

Furthermore, depositors are similarly protected. They might bear some
costs in case of bank liquidation (recall that we have assumed L = 1 for the
sake of simplicity, but admit that liquidation might produce inconveniences

12Based on assumptions about signal s, we can calculate the ex ante probabilities of observing
different endstates:

Pr(C) = Pr(solRo) Pr(Ro) + Pr(solR1) Pr(Ry) = q(1 —m)
Pr(F) = Pr(s1lRo) Pr(Ro) = (A-q90-m)
Pr(S) = Pr(s(|Ry)Pr(Ry) = Vg
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to depositors), but these would be minimal compared to the potential loss
—(1 = w)(y; — dy; + dy) endured by depositor i if a bank that may be insolvent
were allowed to continue. Under a Bagehot enforcer with recourse to a clear
signal one would observe higher risk-taking and more forceful liquidation of
banks, but not too many costly banking crises obtaining from government
forbearance that results in eventual failure. In the extreme, as ¢ — 1, a
Bagehot enforcer would be able to separate solvent from insolvent banks
perfectly. Thus, the scenario depicted in this section has close affinity to
Bagehot’s recommendation to lend freely to solvent banks and to close down
insolvent banks, with the proviso that insolvency can be detected without
error only if the signal about future endstates is perfect (g = 1).

3.2 Democratic Accountability, Crony Capitalism, and Systemic Risk

So far, I have considered neither the role of government as representative of
taxpayers nor the pernicious effect of venal politicians that extract rents from
project owners in exchange for government provision of insurance in bad
times. As mentioned before, these are candidate mechanisms to explain the
role of politics in responding, and possibly contributing, to banking crises. In
short, I have not made government choices endogenous to political mecha-
nisms. I expand the basic model of Section 3.1 to consider a government that
by virtue of democratic accountability enacts the policy preferences of the
median voter (Section 3.2.1) and the possibility of crony links between gov-
ernment and entrepreneurs that might further imperil banks (Section 3.2.2).
These extensions complete the description of the political setup. I develop
comparative statics results in Section 3.3.

3.2.1 Closure Rule under Democracy

Democratic governments carry out banking policy with an eye on the electoral
arena, where they need to be mindful of the preferences of their constituents.
I argue that electoral accountability limits bailouts because it makes credible
a government’s commitment not to pump taxpayers’ money indiscriminately
into bad banks. To elaborate this argument, I assume the policy preferences
of the median voter to be most relevant under democracy. This view, which
is broadly consistent with the economic analysis of majoritarian institutions
pioneered by Downs (1957), abstracts from institutional variation within
democracies but is extremely useful to highlight differences across political
regimes.'? As I argue in this section, implementing the policy preferences of

13 An influential literature studies how institutional variation determines the size of a govern-
ment’s winning coalition even across political regimes. For example, some institutions may
facilitate political survival in requiring politicians to form less-than-majoritarian coalitions in
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the median voter makes democratic governments less likely to finance heavy
deposit withdrawals that might eventually lead to large financial losses.

If one assumes the primacy of the median voter’s preferences in public
policy, and if these preferences reflect the economic positions of voters,
then the economic structure of society becomes paramount in understanding
banking policy. An essential component of bank bailouts is that taxpayers are
called to extend the life of banks from which they obtain unequal benefit in
ordinary times. To see this, consider that citizens place different demands on
banking services. For example, the World Bank’s database on bank outreach
reports that the median number of deposits per one thousand people was 528.9
in a sample of fifty-four countries around 2001-2003, but this distribution is
strongly bimodal, with extremely low values in some countries (the minimum
is 14.5 for Madagascar). As one would suspect, the number of bank deposits
is strongly correlated with a country’s per capita GDP (r = 0.68). These
statistics do not reflect the probability that any one individual will own a bank
deposit, let alone the level of variation in the size of deposits, but they convey
the basic idea that the costs of banking policy are spread among all even when
the benefits of banking activity are more concentrated.'*

To capture differences in inequality I assume that individual incomes y;
follow a Pareto distribution. This distribution is commonly employed in the
analysis of inequality because it reflects a situation in which there are many
poor individuals with low income/assets, a smaller number of individuals
with middle income, and a very small fraction of wealthy individuals.'> The
Pareto distribution is characterized by location (u > 0) and spread (o > 1)
parameters. The location parameter u is simply the value of the lowest
income in society. The spread parameter c—also referred to as the Pareto
index—determines relative levels of wealth between poor and rich; thus, as
o increases, the proportion of very wealthy individuals drops, and therefore
inequality decreases. Thus, different patterns of inequality obtain as these two
parameters vary. For each pattern of inequality, there are three characteristics
that we need to consider. First, I capture the level of inequality through the
Gini index g = 1/(20-—1); higher values of the Gini index (lower values of o)
correspond to more inegalitarian societies. Second, the income of the average
voter is the expected value of the Pareto distribution, y = ou/(c — 1). Finally,

order to retain power (Bueno de Mesquita, Smith, Siverson and Morrow 2004).

14For these figures, we can look at Mexico, where only 16% of the population had deposits in
a national bank on the eve of the banking crisis of 1995. As in many other economies, deposits
in Mexico are highly concentrated. In 1999, a minimum of 63,116 accounts (0.2%) made up
64.3% of the value of total deposits, whereas 13,520,453 accounts (43.7%) account for only
0.24% of the value of total deposits. In 1979, 68% of bank loans and credit were given to 5% of
borrowers (Maxfield 1990, 103-106). See Beck, Demirgii¢-Kunt and Martinez Peria (2008) for
an analysis of banking outreach around the world.

15See for example Clementi and Gallegati (2005); Mitzenmacher (2003); Rodriguez (2004).
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the income of the median voter is simply the median of the Pareto distribution,
Ym = 217, Parameters g, ¥, and y,, capture the relevant distributive structure
of the economy.'®

With these assumptions in place, we can now consider government’s
options at #;. Contrary to the scenario of Section 3.1.2, we now consider
whether it makes sense to allow bank continuation at #; upon observation
of signal s;. This decision should be conditional on the size of deposit
withdrawals d, which is the second piece of information available to the
government. Under these circumstances, the government does not rely on
ex ante probabilities, but computes the probability of success and failure—
Pr(R,|s) and Pr(Ry|s)—-premised upon observation of signal s and knowledge
of Pr(s|R). Upon observing s, the government should leave the bank open if
and only if

Pr(R|s1)S + Pr(Ry|s))F = C.

For the sake of argument, let us consider a government that perfectly rep-
resents the preferences of the median voter, which has income y,,. The
government engages in forbearance if the condition in Equation 3.3 holds:

P (1 =71 - q) _
— U =dyy > L (I —w) e —dyn+dY)  (3B3)
l-g+nmqg—ou—— 1-qg+nq
——— Ky ——— F

Pr(Ry,s1) Pr(Ro,s1)

I characterize the propensity of a government to choose forbearance by
defining a closure rule. The closure rule depends on the size of the deposit
withdrawal that will impel the government to push for bank exit. Solving
for d in Equation 3.3, we find that a democratic government will choose to
keep a bank open after observing sy if and only if d < ¢}, with ¢, defined in
Equation 3.4:

o= 7 — (1= 7)1 — g)(1 —w) 34)

mr+ (1 — 7)1 — g)(1 —w)(2 - 1)

m

Since the probability that the good state will obtain upon observing the
bad signal is nil (i.e., Pr(R|sg) = 0, see Appendix A.l), the government
would never allow the bank to continue upon seeing sy. Upon observation
of s, the government’s optimal choice is to leave the bank open for values
of the liquidity shock smaller than c¢; and to close it for values larger than
this cutpoint. Figure 3.2 shows the condition implied by Equation 3.4. The

16 A5 in Meltzer and Richard (1981) and Acemoglu and Robinson (2005), the distance between
the voter with average income (¥) and the voter with median income (y;,) will be crucial in
building auxiliary assumptions about the effects of inequality on public policy.
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Figure 3.2: Conditions under which a liquidity shortfall at #; will trigger
immediate bank closure

open under s;

optimal strategy G, is {Openif s = s; and d < ¢;, Close otherwise}. As
cutpoint ¢, shifts rightwards, the government is willing to leave the bank in
operation for a wider range of observed liquidity shortfalls.

We can read comparative statics off Equation 3.4. Note that ¢; — 1 as
qg — 1, i.e., the government is more likely to support banks under wider
ranges of liquidity shocks as its information about the likelihood of project
success at f, becomes more precise, which is only to be expected. We also
observe that cutpoint ¢, shifts rightwards as entrepreneurs choose lower levels
of risk—i.e., as 7* — 1.7 This result has an intuitive explanation in that
higher values of 7* make it more likely that R; will obtain. In turn, this
changes the distribution of signals, making it more likely that the government
will see s;—i.e., Pr(s;|R;) Pr(R;) increases with 7* (see footnote 12). Note
also that the cutpoint increases on values of w and r.

As mentioned before, we should also see variation in government re-
sponses to banking crises premised upon varying levels of wealth distribution
in society. We can see from the definition of ¢} that the liquidation cut-off
point—the closure rule—moves leftwards as the ratio y/y,, increases. For-
mally, this result follows from signing dc};/do- > 0 (see Appendix A.1). Since
the distance between median and average income-holders is much greater
under unequal than in egalitarian societies, a government’s closure rule should
be more liberal in relatively egalitarian societies. The rationale behind this
result is that as the distance between the incomes of the average and median
depositors increases, the ensuing redistribution of losses affects the median
voter more heavily.

After solving for the government’s optimal strategy at 7;, we can now
restate the entrepreneur’s decision problem at #,. Her situation is now dif-
ferent in that the good state of nature needs to obtain and the government
must allow the bank to continue if she is to get the high payoff I1g(S). In
other words, the entrepreneur claims the high payoff if investments pan out
(R = Ry), government sees s, and the liquidity shock is smaller than the
government’s closure rule, i.e., d < ¢,. Because entrepreneurs know the prob-

7 This result follows from signing dcg/on™ = (1 —w)(1 — q)/ﬂ'*zr > 0.
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ability distribution of R (after all, they choose 7) and s (Pr(s|R) is common
knowledge), they can estimate the ex ante probability of success at ¢ = 0,
which is Pr(Ry, s1,d < c;). Based on the assumption of independence of d
and R (i.e., liquidity shocks are uncorrelated with future states because depos-
itors do not monitor entrepreneurial investment choices) and the definition of
marginal and conditional distributions, the full joint probability Pr(R, s,d < ¢)
can be expressed as Pr(s|R) Pr(R)F(c}), where F(c}) = Pr(d < c};). By the
same token, the ex ante probability of failure is Pr(Ry, s1,d < c¢y).

After taking into account these probabilities, the entrepreneur’s ex ante
utility can be expressed as in Equation 3.5:

Ed(Up) = 7*[F(ca)| TE(S) + (1 = 7| (1 = ) F(c)| e(F)  (3.5)
N———
Pr(Ry,s1,d<cq) Pr(Ro,s1,d<cq)

The entrepreneur’s ex ante utility is now weighted by two additional fac-
tors, the quality g of signal s and the probability distribution F(-) of liquidity
shocks d. These weights complicate the characterization of an equilibrium
choice of n*. Recall that the government cannot directly observe the en-
trepreneur’s action (i.e., his choice of 7*), but it can observe a consequence of
this action (i.e., the distribution of s is driven by R(7*)). In the environment
of imperfect information that I consider, 7* changes the distribution of signals
s, and the entrepreneur must take this effect into account when choosing her
optimal action.

As Repullo notes, it is difficult to find an analytical solution of a form
similar to that of Equations 3.1 or 3.2, let alone an explicit solution, because
the terms F(-) are a non-linear function of 7*.!® In Section 3.3, I resort to
computational methods that allow characterization of equilibrium choices of
" and G* under different combinations of exogenous parameters.

18T see this, consider the expression for the partial derivative of E (Ug) with respect to 7 in
Equation 3.6:

9EaWUe) _ Flea)|R@m) + 7R (x) = 1 = r + (1 - g)w]
on

+ fled) 4 Rm - 1= - (1= (1 = ow]  36)
on

This expression is a complicated function of 7*. An analytical solution to the game is easy to
find when one factors out the terms inside the square brackets of Equation 3.5. Repullo (2005a)
proposes this simplification, reasoning that the entrepreneur cannot manipulate the location of
cutpoint ¢4 through his choice of 7*, since 7* remains unknown to the government (see Repullo
2005a, p. 56). This line of reasoning is not entirely satisfactory because 7* affects the probability
of observing signal s;.



46 Curbing Bailouts

3.2.2 Closure Rule under Crony Capitalism

Up to this point, I have developed the closure rule of a government that
merely reflects the policy preferences of the median voter. I now consider
a more realistic scenario where governments are willing to directly distort
the structure of entrepreneurial incentives by accepting a crony contract from
entrepreneurs. I model crony capitalism as an implicit contract in which
entrepreneurs pay per capita rent z in exchange for government support to
pay fraction « of collateral w in case of project failure." The sum of all
entrepreneurial rents is Z.

As I show below, the upside of the crony contract is that it provides
entrepreneurs with an incentive to take on riskier investments, and therefore
allows the possibility of potentially higher economic growth and larger returns
to depositors. The downside of the crony contract is that, in case of failure,
the government needs to increase taxes above and beyond those needed to
finance loans at #,. This occurs because the government also needs to finance
kwD to cover the collateral of crony capitalists. A cynical view of crony
governments is that they do not care about the burden imposed on society,
and therefore are happy to pass whatever costs ensue from the crony contract
on to depositors. Under this extreme view, crony governments would never
close banks at t|, even upon observation of very large deposit withdrawals.>
In a democratic regime, however, governments internalize at least partially
the cost of failure. How then would democracy change the propensity of a
crony government to engage in forbearance?

To answer this question, we reconsider the payoffs to the median voter in
different endstates. Under S, the median voter still obtains (1 — d)y,,, but
under F she will not only lose —(1 — w)(y,, — dy,, + dy), but will be called
upon to pay kwy as a tax to cover the entrepreneur’s collateral. Under these
circumstances, the median voter’s expected utility appears in Equation 3.7:

*

pis
E(Unw) = mr(l = d)Ym
S0 D (4, — dy o+ d) + aw) D)
1-qg+nq

Even in democratic regimes, we often find close partnerships between
government officials and private entrepreneurs and bankers.”! In line with this

19 At the heart of theories of crony capitalism we find the exchange of rents for policy favors.
For example, Haslag and Pecchenino (2005) model cronyism as a government guarantee to pay
interest on loans. See also Vaugirard (2007).

20This interpretation is popular in journalistic accounts and in politicized narratives of banking
crises. A good exemplar is Lépez Obrador (1999), a diatribe against the bank bailout in Mexico
that catapulted its author to political prominence.

21See for example Faccio (2006).
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view, I assume that politicians also include rents as part of their utility function.
I stipulate that the crony contract generates rents Z that are an increasing
function of . I assume further that rents increase at a decreasing rate.”> These
rents can be interpreted broadly: As economic support from entrepreneurs
that politicians can enjoy privately or spend in electoral campaigns, as ego
rents derived from close contacts with friends with money, or as future
profit opportunities made possible by building extensive networks of business
contacts while in government. In the model, the government enjoys rents
whenever the bank remains open at #; and investments pan out at #,, and
obtains 0 otherwise.

Under this broad interpretation of crony rents, governments may devise a
banking policy that provides entrepreneurs with incentives to pursue riskier
investments. A government’s banking policy now comprises two interrelated
aspects, namely, a decision about the closure rule and a decision about the
extent of opportunities for cronyism. To analyze the effect of alternative
political regimes over a government’s banking policy, we consider the ex-
pected payoff of a government that has separable utility over crony rents and
the discounted policy preference of the median voter (Equation 3.7). The
discount weight a captures gradations in the government’s incentive to repre-
sent the median voter. As @ — 1, which corresponds to a fully democratic
regime, government ponders the preferences of the median voter fully. The
government’s expected utility from accepting a crony deal of size x appears
in Equation 3.8:

Eca(Ug) = ﬁ(wr(l —d)ym + Z(K))

C(1-m)1-g)

(&l = W) = dyn + d) + axwy)  (3.8)
1 -g+nmq

There is no reason to consider the crony contract « to be an exogenous
parameter in the model. Instead, I consider « to be endogenously determined
by the government. Rather than adding a bargaining game over the choice
of « to the model, let us simply assume that the government has the chance
to reject crony deals that fail to maximize its expected utility and that there
are no commitment problems between government and entrepreneurs. Under
these circumstances, an authoritarian regime that is absolutely unresponsive
to the median voter would have no qualms admitting a crony contract setting
«* = 1 in return for Z(1). But as soon as consideration of the median
voter’s preferences weighs in on the government’s utility function, a contract
stipulating «* = 1 would no longer be desirable. Based on Equation 3.8, the

227(x) is assumed continuous and twice-differentiable, with Z’ (k) > 0, Z” (k) < 0, Z(0) = 0,
and Z’(0) = oco.
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entrepreneur’s decision problem reasoning backwards from the last stage of
the game is to offer government the value of « that maximizes E(Ug). This
value obtains when the following condition is met (see Appendix A.1):

:r (I -qgwy (3.9
T

7'k =«
We would like to understand how the crony contract changes under gra-
dations in the representativeness of the political regime and in levels of in-
equality and wealth in society. Consider first how k changes as @ approaches
1. Because Z'(k) is decreasing over the range of « (see fn. 22), increases
in the right hand side of Equation 3.9 correspond to lower values of «*. It
follows that as « increases, the entrepreneur offers lower values of «*, i.e.,
a crony contract that is less onerous to society. Now consider parameters
o and u. By an identical argument, it follows that as the average income
in society increases, the size of the crony deal that entrepreneurs offer to
government decreases. Since y increases with both u and o, I conclude that
higher overall income levels and more egalitarian distributions of income
reduce the propensity to engage in crony capitalism (see Appendix A.1).
The constraining effect of democracy on banking policy extends then
to the decision to limit or expand crony networks in the banking system.
Because democracy compels politicians to consider the policy preferences
of the median voter, and because cronyism increases the potential cost of
restoring bank solvency, it follows that in democratic regimes politicians
will choose not to engage in onerous forms of crony capitalism. This may
sound altogether as an extremely rosy interpretation of the links between
democracy and cronyism. This conclusion, however, is in line with common
interpretations of the prevalence of cronyism. For example, Haber (2002b)
suggests that cronyism is a second-best solution to the fundamental dilemma
of political economy, namely, the inability of authority to commit credibly
not to expropriate wealth. Democracy is presumably a first-best solution to
this problem, as under this political regime governments are constrained by
assemblies that represent the interests of propertied individuals and cannot
expropriate at will. In the absence of democracy, governments can credibly
commit not to expropriate the wealth of at most a few cronies only by sharing
rents with them.??
To present a full picture of the changes in banking policy across political
regimes and economic situations, we finally need to consider the effects of
cronyism, democracy, and inequality on the government’s closure rule upon

2 More generally, several studies have documented a negative association between democracy
(and economic development), on the one hand, and corruption, on the other (Gerring and Thacker
2004; Montinola and Jackman 2002; Treisman 2000).
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observation of signal s;:

" (r + Z(K*)) -1 -1 - q)(l -w+ K*Wi)
Y

m m

d<cy

*
C

(3.10)

w4 (1= 9)(1 = g)(1 = w) (l - 1)
Ym

We can say that democracy has a partial direct containment effect on the
government’s closure rule: For constant levels of «, an increase in « shifts the
cutpoint ¢4 leftwards, which translates into a tougher closure rule. The total
effect of democracy on the government’s closure rule is more convoluted, as
Ccq 18 a function of the equilibrium choices of * and «*, which are themselves
affected by changes in political regime. In fact, it is not possible to sign the
net effect of democracy on the government’s closure rule through analytical
means. To anticipate some of the results in Section 3.3, I find that higher
values of a lead to lower values of ¢.4. In other words, the propensity to
forbear is lower in more democratic regimes, all else equal.

Finally, I solve for the entrepreneur’s equilibrium choice of %, taking into
account the equilibrium choice of «*. The representative crony entrepreneur’s
expected utility appears in Equation 3.11:

Eca(Up) = | F(c})|(Rm) - 1 = r = Z(x"))
— (1 =m|( = QF ()] —xHw  (3.11)

The entrepreneur thus sets 7* to satisfy the first order condition in Equa-
tion 3.12, subject to R(m*) > 1 + r + Z(x*):**

F(ca)|R(x) + 7R (1) = 1 = r = Z(K") + (1 = K')(1 = g)w]

0
= fa)g | (1 = k)1 = (1 = myw = x(REm) ~ 1 = r = Z&)]  (3.12)

The equilibrium in this game is a choice of a strategy profile (7%, G*) from
which neither player has an incentive to deviate. Equilibria are guaranteed to
exist in this game, because the choice-sets of players are finite in the case of
government, and closed and bounded in the case of the entrepreneur. Because
of the difficulty of signing the effect of @ on choice parameters, I propose a
computational approach in Section 3.3 to analyze comparative statics in this
game.

241 assume that the restriction R(7*) > 1 + r + Z(k) is not binding at 7*.
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Table 3.4: Assumptions about functional forms and values of exogenous
variables used in the computational analysis

Function ~ Specific form Param. Values
Z(k) Vi 8 0.25, 0.35, 0.45, 0.55
R(m) 5—(m+1)? q 0.5,0.6,0.8,0.9
F(o) 2c—c ifcel0,1] w 0.6,0.7,0.8,0.9

0 otherwise r 0.04, 0.06, 0.08, 0.10

3.3 Solving for Equilibria of the Bagehot-Bailout Model

Because of the sheer difficulty of finding analytical solutions to the model, the
purpose of this section is to use computational tools to analyze the behavior
of entrepreneurs and government under alternative scenarios. The first step to
proceed with this analysis is to choose appropriate forms for the functions that
have so far remained unspecified, namely, R(-), F(-), and Z(-). The second
step is to consider equilibrium strategies under combinations of a manageable
set of reasonable values of exogenous parameters, in this case o, ¢, r, and
w. Recall that I characterize democratic regimes as those where @ — 1, and
authoritarian regimes as those where @« — 0. Ultimately, I seek to derive
the impact of @ on the choice of endogenous parameters in the model—risk
profile 7, closure rule c*, crony contract k¥, and the ex ante probability Pr(F)
of observing failure. The behavior of these four endogenous parameters is
the object of interest in this section.

Table 3.4 summarizes the values of exogenous parameters and functional
forms for R(-), F'(-), and Z(-) that I consider in this exercise. Since the results
of the analysis are dependent on the chosen functional forms and values of
exogenous parameters, it is important to consider these with care. Regarding
functional forms, I choose as simple a function as possible while still com-
plying with the assumptions of the model. Regarding exogenous parameters,
I sought reasonable values that corresponded to historical experience. For
example, the range of Gini indices spans the experience of countries such as
Denmark or Finland, with Gini scores in the neighborhood of 0.2, to Brazil
or Mexico, with Gini indices hovering around 0.55.2> The chosen values
for r reflect the historical minima and maxima of the US prime rate over
the past ten years; different choices, for example 1 or 2 points over LiBor,

25The values in Table 3.4 correspond to values of o of 2.5, 1.9, 1.6, and 1.4.
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would have yielded scores in the same ballpark. The more difficult choice
corresponds to values of w because the market value of loan collateral shifts
during financial crises, a complication not considered here; for this parameter,
I consider a broader range from 0.6 to 0.9. The model becomes uninteresting
as g approaches 1, in which case the government is assumed to have perfect
foresight about bank net worth and acts as a flawless Bagehot enforcer, so
I choose values for this parameter that are bounded away from 1. Finally, I
allow « to take on values from 0.01 to 1, which correspond to the full range
of this parameter while avoiding undefined results when o = 0.2°

As I discuss the major implications of the analysis, it is inconvenient
to present graphically or numerically the equilibria that obtain under all
combinations of exogenous parameters.”’ Instead, I present some illustrations
in Figures 3.3 and 3.4; these figures provide a rather complete summary of
how endogenous parameters change in response to changes in political regime,
i.e., they offer an accurate representation of the comparative statics that obtain
under other combinations of parameters. With one exception, I find that the
relations between democracy, on the one hand, and r, «, and ¢, on the other,
are easy to characterize, as most of these are monotonically increasing or
decreasing. Where appropriate, I indicate some of the exceptions that I have
found and discuss what impact these may have on predictions.

Figure 3.3 shows the profiles of closure rule (c;) and risk choice (rr), the
main endogenous parameters in this analysis, under different combinations
of parameters r, w, and ¢, and for different values of the democracy weight
a. Consider the leftmost panel first, which comprises a 4 X 3 matrix of plots.
In each column within this matrix, the clarity of signal ¢ is held constant at
values of 0.6, 0.75, and 0.9, respectively. Within each of the twelve plots,
the values of interest rate r and collateral w are held constant at levels that
appear in a corner of the plot; these levels result from combinations of both
high and low values of these exogenous parameters. Also within each plot,
Gini indices are held constant at high and low levels of inequality (the thicker
line corresponds to a Gini of 0.55, the lighter line to a Gini of 0.25). Thus,
for example, the northwest plot in the left panel of Figure 3.3 corresponds
to the choice of closure rule ¢, as a function of democracy when exogenous
parameters are held constant at the following values: g = 0.6, r = 0.06, and
w=0.7.

The easiest result to characterize is the government’s choice of closure
rule, which is monotonically decreasing on « at all inspected combinations
of exogenous parameters (see the right panel in Figure 3.3). Note that for

260ne last exogenous parameter, y, remains fixed at 10. This parameter simply shifts the scale
of results through its effect on factor Z(k)/y,, in Equation 3.10.

2 The number of combinations of exogenous parameters is 4* x 10, a relatively small but still
cumbersome set of combinations.
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very low values of @, the optimal closure rule is 1, which means that the
government would always leave banks in operation regardless of the size of
the deposit withdrawal at #;. In contrast, lower values of ¢4, corresponding to
tougher closure rules, appear as @ approaches 1. As the plot reveals, closure
rules are more liberal for higher values of w and lower values of r, though
the latter effect is minuscule. Also as expected, closure rules become more
liberal as the clarity of signal s improves (i.e., the curves representing choice
of ¢4 shift upwards from column 1 to column 2 to column 3). Note finally that
closure rules are more liberal in more egalitarian societies. This is a direct
consequence of the mechanism assumed here, which leads governments to
weight heavily the distance between median and average taxpayers when
setting the closure rule. This effect is less powerful as parameter & approaches
0, as under these circumstances diminished electoral accountability leads
the government to place less weight on the preferences of the median voter.
At high levels of a, government has an incentive to internalize the policy
preferences of the median voter, which are for lower redistribution of the
burden of financial loss. This incentive should lead democratic governments
to adopt more cautious banking policies, i.e., to avoid “kicking the can down
the road” and wind down distressed banks sooner rather than later. On the
basis of this result, I posit Proposition 1:

Proposition 1 Democracies are more likely to adopt harsher closure rules,
all else constant.

Proposition 1 flows more or less directly from assumptions about the costs
of different banking policies to taxpayers. After all, if taxpayers dislike
footing the bill of bank insolvency, and if governments are faithful agents of
taxpayers, they will be less likely to “wait and see” for the happy eventuality
that distressed banks will deliver good results. However, this proposition
is far from trivial. First, the strength of this result does not follow from a
government’s reaction to a banking crisis, but from government anticipation
about the potential burden of insolvency. Second, the comparative statics
portrayed in the left panel of Figure 3.3 provide an auxiliary implication,
namely, that more egalitarian societies will have more liberal closure rules
when holding levels of democracy constant. Third, Proposition 1 holds even
when we factor in the possibility that governments may want to prevent
systemic risk derived from bank failures, as I show in Section 3.3.1. Finally,
the explanatory power of the theory rests not only on this proposition, but on
two other testable implications.

The second implication follows from analysis of the risk profile chosen
by entrepreneurs. The ease with which one can characterize equilibrium
choices of ¢* is almost replicated in the analysis of n* in the right plot of
Figure 3.3. Here we find that, in general,  increases as societies become
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more democratic (¢ — 1), which means that entrepreneurs would choose
investments with lower risk. A logic of anticipation is also at play, as en-
trepreneurs have incentives to rein in their propensity to take on higher risks
once they understand that democratic regimes enact tougher closure rules.?®
Based on these results, I submit Proposition 2:

Proposition 2 Democracies provide lower incentives to engage in excessive
risk taking, all else constant.

The constraining effect of democracy is also at play in the choice of crony
contract, itself a function, among others, of risk profile 7*. Across the board,
the size of the crony contract diminishes monotonically on @, as can be
gleaned from the left plot in Figure 3.4. For low values of this parameter, lack
of democratic accountability means that the government will find it attractive
to accept the highest possible crony contract, i.e., k = 1. Furthermore, the
government’s closure rule is increasing in the size of the crony contract
(results not shown). In my theory, democracy has a direct effect on the
choice of the closure rule through minimization of the burden of financial
insolvency, but democracy also has an indirect effect on the choice of closure
rule through minimization of crony contracts. In fact, the willingness of
democratic governments to accept large crony deals increases with the clarity
of signals about future states. Were this signal perfect (¢ = 1), the government
would have no qualms accepting the high crony contract because it would be
able to avoid the downside risk of a bad payoff (this effect is clearly seen in
Equation 3.9). However, the incentive to take on a crony contract decreases
very fast once a certain threshold of representation is achieved. After reaching
values of @ =~ 0.5, the choice of crony contract as a function of @ continues
to decrease, though at a much lower pace. Incidentally, the choice of crony
contract is lower in more unequal societies across political regimes. This
effect is consistent with assumptions about the preferences of the median
voter. When inequality is high, the burden of insolvency will be relatively
more onerous to the median voter. To reduce this burden, governments in
more unequal societies will choose tougher closure rules, as explained above,
but they also choose lower crony contracts (lower «*), which in turn increases
the equilibrium choice of 7*.

Aside from these metrics, which are of direct interest and are more or less
easy to characterize, I briefly consider the predictions of the model concerning

28The “kinks” in the equilibrium risk profile that appear in the rightmost column are the result
of two effects. As @ — 0, the equilibrium choice of k* = 1, which eliminates the negative term in
the entrepreneur’s expected utility in Equation 3.11. A similar result obtains as ¢ — 1; this also
results in minimizing the size of the entrepreneur’s loss in the bad state of nature, as discussed in
Section 3.1.2.
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expected financial losses. For high values of signal ¢ and exogenous parame-
ters w and r, the potential financial loss under Failure is flat for all values of
a (plots not shown). But as the signal loses clarity and exogenous parameters
take on lower values, the higher risk-taking propensity of entrepreneurs com-
bines with a more liberal government’s closure rule to produce higher losses
under Failure. The tendency of authoritarian regimes to yield higher losses
under Failure is consistent with evidence in Keefer (2007), who finds that
democratic regimes tend to produce lower fiscal costs than non-democracies
as they seek to contain banking crises.

Finally, I underscore the fact that democratic regimes limit not only the
costs of potential failure, but also the probability of failure itself. This is
shown in the right plot of Figure 3.4 where, in parallel with the discussion
about potential financial losses, inequality seems to have no strong effect
on the probability of failure. Note also that the effect of democracy on the
probability of failure diminishes as the signal about future endstates becomes
clearer. In the limit, as ¢ — 1, political regimes stop having an impact on
the probability of failure. To the extent that political regimes matter, my
account suggests that their effect occurs through representation of taxpayers’
preferences in an environment of uncertainty about future payoffs. This leads
to Proposition 3:

Proposition 3 Democracies are less likely to suffer banking crises, all else
constant.

The diminished propensity of democracies to meet an endstate of Failure is not
necessarily accompanied by a larger propensity to reach Success. Admittedly,
the probability of Success is higher for democracies than for authoritarian
regimes for high values of ¢. For lower values of g, however, authoritarian
regimes are more likely to achieve higher rates of Success than democracy. It
is clear that democratic regimes manage to minimize the probability of Failure
by adopting tougher closure rules; these tougher rules do not necessarily
guarantee Success, but by more credibly threatening bank closures under
high realizations of deposit withdrawals they do manage to avoid very costly
instances of bank failure.

3.3.1 Preventing Systemic Risk

Even casual observation of recent banking crises suggests that governments
occasionally adopt expensive policies to restore banks to solvency, rather
than to merely see them wane. Politicians commonly appeal to the specter
of devastating financial meltdowns as a justification for aggressive bailouts.
To see why this rationale is important, consider that banks operate as pay-
ments clearing-houses that allow economic agents the chance to carry out
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transactions with minimum effort and that modern economies rely on banks
to manage the maturity mismatch in their income and payment streams. Thus,
businesses depend on keeping lines of credit open with banks in order to
carry out their day-to-day operations. Allowing the failure of large financial
intermediaries entails accepting disruptions in the payments system (systemic
risk) and decreasing the amount of credit lines available to economic actors
(credit crunch). The possibility of a prolonged credit crunch and major dis-
ruption in the system of financial intermediation is not one that governments
are willing to entertain. As a consequence, some banks and other financial
intermediaries can be considered as simply “too big to fail ">

As pointed out by Singer (2007), defusing systemic risk is an important
rationale behind bank regulation at the domestic level. Here, I consider the
possibility of systemic risk as a rationale for avoiding failure at ¢,. Within the
formal setup, I model this possibility as a requirement that the bank recover
full solvency at #,. This means levying taxes to cover the bank’s full financial
loss of —(1 — w)D rather than simply the loss of the government loan at 7,. By
restoring bank solvency, depositors are assured of recovering their remaining
deposits at t,. This means that their final payoff under failure would be
vi — (1 —w)y, for a total faxation loss to depositor i of —(1 — w)y (i.e., there is
no direct deposit loss).> This policy choice corresponds to a bailout in the
sense that the full burden of financial insolvency is passed on to taxpayers.
As I explain in Chapter 4, the bank itself may merge into a larger entity or be
nationalized, but the characteristic feature of “too big to fail” interventions
is that a huge portion of the financial burden of bank insolvency becomes a
government liability that is ultimately backed by the taxpayer.

Within the logic developed in this chapter, a bank that is big enough to
threaten systemic risk would invite a different type of reaction. In particular,
the government’s decision problem is to leave the bank open upon observation
of the “good” signal s; if Inequality 3.13 holds:

5

”—_’_”*q(ar(l — d)yn + Z(K)

1-g¢q
S (I-71-¢q)

1-g+mq (a/(l—w))")+a,<w)-,) (3.13)

Again, we can solve Inequality 3.13 in terms of d to find the government’s

290n the hazards posed by the failure of large banks, see Stern and Feldman (2004). A variety
of “optimal bailout” arguments rationalize support of distressed banks that are not necessarily
too big to fail; see for example Aghion, Bolton and Fries (1999); Cordella and Levy-Yeyati
(1999); Gorton and Huang (2004).

30Because y,, — dyn +dj < 7, the median voter suffers lower loss when the bank is not entirely
bailed out. The implicit assumption is that the failure of a bank that threatens systemic risk
would be so costly that the median voter still prefers a bailout.
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closure rule c; under the threat of systemic risk:

* (r+ Z(K*))—(l S =gy (= w+ kW) -
d<c' = md — Ym o (3.14)

These changes in the government closure rule under systemic risk also
have an impact on the entrepreneur’s utility and therefore on her choice of
n*.3! Consequently, analytical comparison of rules ¢y and c, is rendered diffi-
cult because of the indirect effects of @ on ¢, and ¢, through « and 7. I thus
resort to the same kind of computational analysis performed in Section 3.3.
Figure 3.5 provides a summary comparison of ¢}, and c; (Equations 3.10
and 3.14) under the same set of circumstances explored in Figures 3.3 and 3.4.
Rather than directly displaying the behavior of different endogenous param-
eters under alternative combinations of exogenous variables, the plots in
Figure 3.5 display the values of closure rule, risk profile, crony contract, and
probability of failure conditional on varying democracy weights but averaged
across all combinations of exogenous variables. We can read these plots as
expectations about the values that endogenous parameters take conditional
on political regime.

The most relevant feature revealed by these plots is that the effect of
democracy is not altered substantially; compared to non-democratic regimes,
democracies still exhibit tougher closure rules, lower risk-taking, and lower
probability of failure. In other words, Propositions 1 to 3 hold whether
one considers the possibility of systemic risk—banks that are too big to
fail—or the more limited intervention in which only the fraction of financial
loss that corresponds to government support at #; is socialized. Within a
given political regime, banks that threaten to irreparably affect the system of
financial intermediation benefit from more generous closure rules (Figure 3.5,
Plot a) and are likely to offer higher crony contracts to the government (Plot
c). Be this as it may, this kind of bank is slightly less prone to take on risk,
as suggested by the higher value of 7 in Plot b. In the end, the combination
of these factors leaves banks with and without systemic risk potential about
equally likely to fail on average. This is especially true in countries with
middling to high democracy weights (Plot d).

3.4 Toward a Strategy of Empirical Validation

I submit that democracies have an advantage over authoritarian regimes in the
realm of banking policy, an advantage that stems from the nexus of electoral

3n contrast with Equation 3.5, the entrepreneur’s utility is n[F(c})]g(S) — (1 —
m[(1 = @F(cs)] TE(F).
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Figure 3.5: Average values of closure rule (c), risk profile (i), crony contract

(), and probability of failure (Pr(F)) conditional on democracy () and

systemic risk (thicker lines correspond to a bank that threatens systemic risk)
(a) Closure rule (b) Risk profile
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accountability. The fear of electoral retribution in democratic regimes means
that politicians are not able to downplay entirely the policy preferences of
citizens for avoiding extreme costs in the face of breakdown of the system
of financial intermediation. In my argument, electoral accountability keeps
politicians on their toes, forcing them not only to minimize public outlays in
responding to banking crises, but also intervening forcefully and early on to
avoid the multiplication of costs from keeping heavily distressed banks alive.
The effects of electoral accountability filter through a government’s banking
policy to the investment decisions of entrepreneurs. Entrepreneurs anticipate
that aggressive risks increase the chances of early and forceful government
intervention, which might deprive them of the possibility of seeing their in-
vestments to fruition. These alleged effects of democracy on various banking
policy aspects are summarized in Propositions 1, 2, and 3. In general, demo-
cratic regimes should be associated with smaller crony contracts, tougher
closure rules, and lower incentives for risk-taking. Furthermore, democratic
regimes should also be associated with lower probabilities of observing costly
failures.

My argument does not imply that democratic regimes will never engage
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in bank bailouts, let alone suffer from crippling banking crises. Aside from
the most recent spate of bank failures and bank bailouts associated with the
US subprime mortgage crisis, politicians in democratic regimes have been
called upon multiple times to contain the damage caused by insolvency of
financial intermediaries. In the model analyzed in this chapter, banking crises
and the choice to prevent financial meltdown by forcing taxpayers to carry the
full burden of insolvency occur because of uncertainty about the future state
of the economy. In the absence of uncertainty about future entrepreneurial
payoffs, governments would be perfectly able to discern a bank’s financial
status down the line and would intervene early on to minimize the costs of
closure. However, governments make decisions that may prove wrong in an
environment of uncertainty about future payoffs. The most costly decision is
to leave open a bank that eventually proves to be insolvent. In this situation,
governments will be stuck with the burden of financial loss, a burden that will
in one way or another be carried by taxpayers.

Be this as it may, I do expect the banking policies of democratic regimes
to be different on average than those of non-democratic regimes. In the re-
mainder of the book, I will present the case for empirical estimation of this
democratic effect. Because I rely on observational data, presenting the case
for a causal interpretation of a democratic effect on banking policy requires
care in setting up empirical models. In fact, I will return in future chapters to
some of the auxiliary implications of the argument developed here to guard
against potential pitfalls in a strategy of empirical verification. For example,
the analysis presented in this chapter suggests that levels of economic inequal-
ity exert important effects on banking policy. At the same time, we know from
a well-established literature in political economy that economic inequality is
an important determinant of democratic consolidation.?> Consequently, eco-
nomic inequality is theoretically related to both banking policy and political
regimes, and shoud be controlled for in any attempt to estimate the effect of
democracy on banking policy. This is not necessarily the case of cronyism.
Though I expect an important degree of association between political regime
and cronyism, on the one hand, and cronyism and bailout propensities, on the
other, I also expect crony contracts to be endogenous to political regime. In
this sense, cronyism should be seen as a post-treatment variable that should
not be controlled for in models of political regime effects. In Chapters 5 and 6,
I 'look at government bailout propensities under democratic and authoritarian
political regimes. These propensities are the empirical correlate of closure
rules in this chapter. In Chapter 7, I consider indicators of the risk of failure
and aggregate net worth of banking systems, which I construe as empirical
proxies of probability of failure and risk-taking profiles. Before embarking

328ee for example Acemoglu and Robinson (2005); Boix (2003); Moore (1966).
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on empirical tests of the validity of Propositions 1 through 3, I consider the
policy responses of Argentina (a democratic regime) and Mexico (a semi-
authoritarian regime) to the Tequila crisis and associated bank failures of the
mid-1990s. Chapter 4 bridges the gap between the abstract representation of
policy actions as parameters in a model and the nitty-gritty details of actual
policy-making, and shows that patterns of bank survival in these countries are
broadly consistent with expectations derived from my account of the banking
policy consequences of political regimes.



Argentina and Mexico:
A Closer Look at Bank Bailouts

Models are caricatures of reality that isolate a small number of factors pre-
sumed relevant in understanding complex phenomena. Contrary to the sim-
plified portrait of crisis resolution developed in Chapter 3, the day-to-day
management of banking crises involves a variety of decisions regarding which
banks to close, how to promote recapitalization of the banking system, how
to empower banking agencies to deal with problem banks, and how much
autonomy to grant to these agencies, among others. I claim that we can look
at these policy actions as indicators of the underlying bailout propensities of
governments. As suggested in previous chapters, I see these propensities as
falling between Bagehot and Bailout ideal-types and consider that policies
close to Bailout shift a larger share of the burden of financial insolvency to
taxpayers.

In this chapter, I review government responses to the 7Tequila banking
crises in Argentina and Mexico. The selection of cases is driven by the fact
that these countries were similar in respects presumed relevant by the theory
in Chapter 3—both were middle-income economies with unequal patterns
of economic opportunity—but differed in one crucial respect: Mexico was
still in 1994-1995 a semi-authoritarian regime (admittedly, one in the process
of transiting towards open electoral contestation), whereas Argentina was a
democratic regime (though one with a chequered political history punctuated
by gruesome dictatorial interludes and with remaining authoritarian enclaves).
As suggested by the theoretical argument, the set of policies carried out by
Argentine decision-makers to address banking sector problems during the
Tequila crisis exemplify a Bagehot response, whereas the Mexican govern-
ment response approximates the Bailout model. Ideally, one would trace
differences in electoral accountability through the thought processes and po-
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litical calculations of incumbent politicians all the way to variations in policy
implementation. However, few politicians in non-democratic regimes are
prone to admit publicly that they remain unmoved by the plight of taxpayers;
to the contrary, like their counterparts in democratic regimes, these politicians
are quick to argue that their policies safeguard the interests of all.

Thus, I do not provide in this chapter the “smoking gun” of politicians
in Argentina that tremble thinking about the wrath of the Argentine voter
and thus make haste in striking down distressed financial intermediaries,
nor politicians in Mexico laughing off the ineffectual threat of electoral
accountability before extending a helping hand to insolvent banks. This
chapter offers instead a closer look at how specific policies relate to the
Bagehot-Bailout construct of Chapter 1. The chapter shows that though these
governments lacked tools that were needed to confront a systemic banking
crisis, they both succeeded in altering the rules and framework of supervision
and regulation in order to counter liquidity and solvency problems in the
banking sector. As a result of these changes, Argentine policy-makers were
able to minimize taxpayer expenses, whereas the Mexican response was
overtly generous to banks and therefore onerous to taxpayers.

Finally, the chapter inspects the process of resolution of individual banks
in these countries for important clues about political motivation. I focus
on bank-level information as I seek to understand the determinants of the
length of bank survival. A government closer to the Bagehot ideal-type would
seek to arrange for the exit of highly distressed banks and would do so in as
short a time as possible, whereas a Bailout government would lengthen the
survival times of distressed banks and would not necessarily base its decisions
about bank exit on the financial status of banks. Rather than indulging in an
excessively detailed account of bank restructuring policies, my purpose is
to provide a broad outline of how the Argentine and Mexican governments
faced problems of liquidity and insolvency in the banking sector.

The chapter is organized as follows. Section 4.1 considers actual policy-
implementation in Argentina and Mexico along the five issue-areas identified
in Chapter 2. The main evidence regarding the different bailout proclivities
of these governments comes from empirical analysis of the Argentine and
Mexican processes of bank exit. Section 4.2 shows not only that the exit
process of Argentine banks was more rapid, but also that it remained close to
the Bagehot ideal-type by eliminating weaker banks. In Mexico, in contrast,
financial indicators are not particularly good predictors of bank survival.
Finally, I discuss in Section 4.3 some of the reasons why a paired comparison
of these two countries is still insufficient to arrive at inferences about the
effects of political regimes on banking policy. This discussion paves the way
for a broader analysis in the rest of the book.
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4.1 Argentina and Mexico in Comparative Perspective

In this section, I summarize the policy actions of the Argentine and Mexican
governments with regard to the first four arenas described in Chapter 2:
liquidity support, liability resolution, asset resolution, and bank capitalization.
These cases differ in their political regimes but are otherwise similar in factors
such as economic inequality and level of development. Be this as it may, I
do not want to overplay the similarities, as it is difficult to see these cases as
“perfect matches” in all but one dimension. To wit, other differences limit my
ability to extract conclusions about the effect of political regimes on bank
bailouts from this paired comparison. Most importantly, the Argentine and
Mexican banking sectors were different in some respects in the run-up to the
Tequila crisis.

Historically, bank ownership in Latin America has been highly concen-
trated, and incentives for safe banking practices have not always been in
place. In the 1990s, after the first efforts to liberalize the banking sector, the
market share of the five biggest banks amounted to 71% in Mexico and 40%
in Argentina, compared to 10-30% in developed economies.? The Mexican
system included 23 private banks (17 banks were reprivatized in 1991-1992
and six more were chartered afterwards), eight public development banks
traditionally laden with bad portfolios, and a couple of foreign banks that
carried out “second floor” operations (foreign banks were not allowed in
retail banking). Mexican commercial banks had been nationalized in 1982
and remained public until 1991, at which time they were auctioned to private
investors. The rapid sequence of bank auctions in 1991-1992 replenished
government coffers, but left the new private banks severely undercapital-
ized. Indeed, the average bid-to-book-value ratio for seventeen reprivatized
banks was a rather high 3.08 (Solis 1999, 46).> Furthermore, prudential bank
regulation after privatization remained inadequate.*

The Argentine banking system was certainly more competitive, with 73
domestic private banks (which held about 38% of all assets in the banking
system), 31 foreign banks, 30 provincial banks, and 34 mutual or co-operative

'De Krivoy (1996, 23).

2The Economist, April 12, 1997, p. 36.

30n the nationalization see Maxfield (1990) and Elizondo (2001). The process of privatization
is told by its main architect in Ortiz Martinez (1994). Changes to the Ley de Grupos Financieros
in 1990 and 1991 allowed a system of universal banking in which banks could participate in all
financial markets (insurance, factoring, retail banking, investment banking, etc.). Passive interest
rates and mandatory credit channeling were also eliminated, as were all reserve requirements for
commercial banks.

“4For example, banks presented their balances based on different accounting principles. Indeed,
one condition for the US-IMF sponsored bailout of the Mexican treasury was that banks adopted
Generally-Accepted Accounting Practices (Rubio 1998, 64).
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banks with small market share (about 6% of all assets). Despite the vagaries of
Argentine financial history, the set of regulatory reforms that accompanied the
Convertibility law of 1991 had created a small but relatively efficient banking
system. As I explain below, the Convertibility law turned the Banco Central
de la Repiiblica Argentina (BCRA) into little more than a currency board,
with limited ability to play the role of lender of last resort to the banking
system. Perhaps because of this constraint, Argentine banks were much better
capitalized than Mexican banks on the eve of the crisis; in 1994, the average
capital-asset ratio was 14.66%, much higher than the 8% recommended by
the 1988 Basel Accord, while deposits amounted to 18% of GDP. Throughout
the 1990s, the Argentine authorities invested in building a state-of-the-art
system of prudential supervision of bank activity (Calomiris 1997).

The Mexican banking crisis started in earnest in December 1994, when the
government announced that it would no longer sustain the official peso-dollar
exchange rate. The hike in interest rates that followed currency devaluation
forced bank debtors into arrears: In the first quarter of 1995, the inter-bank
interest rate rose from 34.4% to 109.7%. Currency depreciation also increased
the value of dollar-denominated liabilities in bank balance sheets. In short,
economic agents were caught overtly exposed to interest and foreign exchange
risks (see Mishkin 1996). However, the deterioration of loan portfolios that
led to generalized bank solvency had started well before December 1994.
Indeed, the Mexican bank crisis had been brewing for at least two years
as non-performing loans accumulated in bank ledgers. After privatization,
Mexican banks had aggressively expanded credit to the private sector. This
credit expansion was not pernicious per se; to the contrary, increased credit
availability was one of the purposes behind bank privatization and financial
deregulation. Nor was credit expansion surprising, given that in the era of
nationalization banks were constrained to serve first the financial needs of the
government. Two unforeseen circumstances, however, made credit expansion
suspect. First, credit continued to be expensive and spreads between lending
and borrowing interest rates remained rather high following privatization.
Second, credit increased at the expense of asset quality, which plunged when
a speculative bubble in real estate and stock markets burst; when asset prices
dropped, strategic defaults became more common.’ As a result, the official—
probably underestimated—proportion of non-performing loans to total loan
portfolio in Mexico expanded from 0.99% in 1988 to 9.02% in the months
prior to the peso devaluation to 18.65% after the crash in 1995.

According to an official account of the crisis, the government entertained
three possible strategies to deal with bank insolvency (Secretaria de Hacienda

3Strategic default occurs when a debtor with paying capacity is better off foregoing collateral
than continuing interest payments—i.e., when the unpaid portion of a loan is worth more than
collateral.
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y Crédito Publico 1998). First, do nothing, which would have meant the de
facto bankruptcy of the banking system, with generalized bank runs and a
scramble by banks to cash assets and obtain expensive financing, if any, in
international capital markets. The consequences of this choice would have
been even higher interest rates and a more pronounced depreciation of the
peso, both leading to a harsher economic recession. This would have cor-
responded to the Market extreme of Chapter 1. Second, (re)nationalize the
banking system, an extremely costly option as the government would have
had to recapitalize banks on its own, would have been subject to political
pressures impairing asset recovery, and would have had to compensate ex-
propriated bankers. In short, the second strategy would have implied larger
involvement of taxpayers in sharing the losses derived from bank insolvency.
The third possibility, which was eventually adopted, was to design a variety
of programs to address liquidity and solvency concerns piecemeal. Over the
following year, as the extent of bank distress became widely recognized, the
Mexican government launched a number of programs that aimed to capitalize
banks, reschedule payments for bank debtors, and restructure banks’ bad loan
portfolios. These actions required the coordinated effort of the Secretaria
de Hacienda y Crédito Publico (SHCP), Banco de México (Banxico), and
the Comisién Nacional Bancaria y de Valores (CNBV), Mexico’s bank su-
pervisory agency. Transfers to banks were channeled through the depositor
insurance fund, the Fondo Bancario de Proteccion al Ahorro (Fobaproa).

The Argentine bank crisis can also be precisely dated: The crisis started
with a deposit run on December 20, 1994, following the devaluation of the
Mexican peso, and was finally halted in May 1995, after presidential elections
returned Carlos S. Menem to a second term in office.® Government action to
stop the crisis was not immediately forthcoming, and from several accounts it
seems to have been insufficient when it finally arrived a couple of weeks into
the crisis. As a matter of fact, the banking system improvised a liquidity safety
net to stall the deposit run, which was coordinated by the Banco de la Nacion
Argentina (BNA), the largest public bank in the country (Fernandez 1995).
When the deposit run did not immediately abate, the government reacted
by reducing bank reserve requirements, i.e., by allowing banks to cash non-
remunerated bank reserves (encajes) at the BCRA.” Further reductions were
granted throughout January, as encajes fell from 43%, 3%, and 1% before

SFor accounts of day-to-day aspects of the crisis, see Arnaudo (1996); Banco Central de la
Republica Argentina (1995); D’ Amato, Grubisic and Powell (1997); Di Bella and Ciocchini
(1995); Fernandez (1995); Rozenwurcel and Bleger (1997).

7 Encajes constitute the fraction of every dollar in a deposit account that banks are forced to
immobilize, unremunerated, at the Central Bank. In Argentina, these reserves served no monetary
purpose—i.e., they were not meant to reduce the effect of the money multiplier mechanism—but
worked as implicit liguidity insurance.
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the crisis—for sight deposits, short-term certificates of deposit (CDs), and
medium-term—to 30%, 1%, and 0% by the end of January 1995 (Fernandez
1995, 1). Though this action at once freed over 3 billion dollars that were
used to pay depositors that fled the system, the amount was not enough to
ease the bank run. The December run re-started on February 28 after the
Ministry of the Economy announced a “light” fiscal program to alleviate
solvency problems in the banking sector. The limited nature of this package
suggests that financial authorities miscalculated the extent of bank insolvency,
and considered that minimal intervention would suffice at least until the end
of the presidential electoral campaign.® It was only after this limited package
failed to stem the deposit run that Argentine authorities decided to combat
insolvency in earnest. By the time the deposit run was finally stopped five
months into the crisis, deposits in the Argentine financial system had dropped
by $8.8 billion, approximately 19% of total deposits.

After this brief account of the genesis of the Tequila crises, I now turn to
the different measures that the Argentine and Mexican governments enacted
to contain them. I start with a description of how central banks and executive
agencies tackled the functions of lender of last resort, asset management, and
bank recapitalization.

4.1.1 Liquidity Support

One basic difference between these two countries was the institutional setup
within which they conducted monetary policy. Reforms to the charter of the
Mexican central bank in 1993 had provided Banxico with relative political
autonomy with respect to the executive.” Monetary policy was therefore
in the hands of a relatively autonomous board with a primary mandate to
preserve low inflation in a semi-fixed exchange rate regime, as well as the
subsidiary expectation of acting as lender of last resort.

Argentina, instead, had renounced to sovereign monetary policy in an
effort to preserve a fixed exchange rate regime. The Organic Charter of the
BCRA, approved in 1992, had reaffirmed BCRA'’s responsibility for over-
sight and guidance of the financial system—the banking regulatory agency,
the Superintendencia de Entidades Financieras (SEF), was formally part
of the BCRA—but the BCRA was under obligation at all times to keep

8 According to Sturzenegger, “Cavallo [Minister of Economy] never thought that there was a
risk of a systemic run, and calculated that he could keep going until May 14, election day, with
only very light measures” (Fernandez 1996, 79, my translation). This interpretation is endorsed
by the Asociacion de Bancos de Argentina (AdeBA) (see Ribas 1998).

9 Among the institutional innovations that made political autonomy possible, the new charter
established non-overlapping tenure of board members and the executive and provided fixed terms
for Banxico board members.
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enough reserves to support the technical convertibility ratio.'” Thus, the
1991 Convertibility Law in essence required Argentina’s central bank to turn
into a currency board forced to back pesos in the domestic economy with an
equivalent amount of US dollars in its reserves. In principle, BCRA could
perform only very limited last-resort lending functions, whereas Banxico
had more latitude in carrying out these functions. The law of Convertibility
made policy-makers think that the BCRA could safely eschew instruments to
combat systemic bank crises, for these would never occur within a framework
of monetary stability. The Tequila crisis proved these expectations wrong,
and the government had to retool the central bank hastily to confront the
crisis (Rozenwurcel and Bleger 1997). As I try to make clear in the following
paragraphs, the Argentine government managed to partially free the BCRA
from the fetters of Convertibility so that it could participate in managing the
banking crisis.

Upon announcement of the peso devaluation in December 1994, Banxico
joined negotiations with the International Monetary Fund, the United States,
Canada, and the Bank of International Settlements for a set of emergency
loans amounting to $53 billion.!! These resources allowed Banxico to in-
crease its lending tenfold to commercial banks in an effort to assuage liquidity
concerns. Indeed, Mexican banks faced short-term dollar payments that had
become more difficult to fulfill after the devaluation. Over the first quarter
of 1995, the Central Bank injected $3.9 billion into sixteen domestic banks,
which were able to repay these loans within six months. Prior to privati-
zation of Mexican banks, Banxico had mandated that all banks deposited
encajes in its vaults—a proportion of each deposit that could be employed
to relieve liquidity shocks—but this practice had been eliminated in 1991.
Consequently, aside from direct help from Banxico’s discount window, the
Mexican government’s first regulatory measure after the crisis was to force
banks to set aside loan loss provisions equal to 60% of past-due loans or 4%
of total bank credits. These regulatory measures strengthened the ability of
banks to face the immediate deterioration of their loan portfolios, but left
banks severely undercapitalized.'?

Banxico’s charter had equipped the central bank with tools to act as lender
of last resort, and the emergency rescue package negotiated with international
lenders provided it with enough liquidity to help banks confront the currency
shock. Furthermore, Mexico had at the time a universal system of depositor
insurance that in principle limited the potential for deposit runs. Eventually,

10The main legal dispositions are included in Law 24.144, passed by Congress on September
23, 1992. This framework was slightly modified by decrees 1860/92 and 1887/92.

Unless otherwise noted, all amounts are in current US dollars.

12This section is based on Gavito and Silva (1996); Murillo (2001); Navarrete (2000); Solis
(1999).
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the Zedillo administration sought to secure even greater autonomy for the
central bank, along with a stake in supervising the banking sector. These
reforms, however, were passed in 1998; they were informed by the experience
of the banking crisis, but were not meant to re-tool Banxico to face the crisis.

In contrast, the Argentine executive decreed measures to broaden the
BCRA'’s margin of action to combat the banking crisis in what became known
as the Easter package (Law 24.485, promulgated by decree 538/95 on April
5, 1995). Prior to these measures, the BCRA’s Organic Charter included
provisions for limited last resort lending subject to the external convertibility
constraint. Thus, BCRA loans could not exceed 30 days and could not be
larger than the requesting bank’s capital. Additionally, banks were mandated
to keep reserves (encajes) at the central bank (3% for certificates of deposit,
43% for sight deposits), which they could access to confront localized deposit
runs. Also in contrast with Mexico, the fixed exchange rate in Argentina was
not immediately threatened thanks to the Convertibility law, but the ability
of banks to cash sight deposits was imperiled by the extent and speed of the
deposit run and by legal limits placed on last-resort lending by the central
bank. To counter liquidity problems, the Easter reforms extended repayment
schedules for banks accessing the central bank’s discount window (from 30
to 90 days) and increased the maximum amounts that the central bank could
lend (in any case, the requirement that discount loans should be guaranteed
with good collateral remained). Concurrently, the government announced
resumption of Argentina’s access to the IMF’s extended fund facility (2.4
billion dollars), which had expired the previous year, and reduced the reserve
requirement that forced banks to keep money in the central bank (Ferniandez
1995; Rozenwurcel and Bleger 1997).!3

4.1.2 Liability Resolution

As was the case with the institutional configuration of the monetary author-
ity, Argentina and Mexico differed with regard to the extent of their safety
nets for depositors. Undoubtedly, their different arrangements regarding
depositor insurance reflected historical experience with previous banking
crises. Argentina, to a greater extent than Mexico, had experienced previ-
ous banking crises in which the agency in charge of deposit insurance had
extended coverage to all depositors, producing heavy losses that were pub-
licly funded (Balifio 1990; Piekarz 1981). In consequence, the architects of
the post-Convertibility financial system abolished deposit insurance (Braes-

13Rozenwurcel and Bleger (1997) provide the following breakdown of resources to stop the
deposit run: $4.1 bn. were freed from reduction in central bank reserve requirements (reservas),
$2.2 bn. from direct BCRA assistance (pases and redescuentos), and $2.5 bn. from commercial
banks’ reluctance to extend new loans.
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sas and Naughton 1997). The Argentine financial system went practically
overnight from enjoying a generous safety net to having none, and indeed
some commentators claim that the absence of a safety net for depositors
contributed to the propagation of the Tequila crisis in Argentina (Ribas 1998).
Mexican depositors, in contrast, enjoyed the explicit backing of Fobaproa;
the generous protection it afforded depositors was eventually seen as one of
the factors producing moral hazard in the Mexican banking system. Against
this institutional difference, it is notable that both governments restructured
deposit insurance protection radically as they sought to contain solvency and
liquidity problems.

In Argentina, the central bank charter explicitly stipulated that the BCRA
could not grant guarantees “that directly or indirectly, implicitly or explic-
itly, covered liabilities of financial entities, including those originating from
deposit-taking” (Article 19, Paragraph K, my translation). Small depositors
were given seniority status in the event of bank closure, and there was legal
basis to use encajes (bank reserves in the central bank) to liquidate their
deposits.'* In consequence, one would think that instances of bank closure
during the Tequila crisis should have produced large losses to depositors, but
in fact only a handful of individuals lost money.'®> The reason why depositors
failed to take large losses was the creation of system of asset resolution that
Argentine regulators perfected during the Tequila crisis. As mentioned before,
it is difficult in practice to separate asset and liability resolution. In the case
at hand, the asset resolution mechanism that prevented depositor losses was
managed by Seguro de Depdsitos, S.A. (Sedesa), a deposit insurance agency
created in April to manage the Fondo de Garantia de Depdsitos (Fogade).'®
Stakeholders of Sedesa included the Central Bank and all commercial banks
in proportion to the size of their deposits. In calculating each bank’s participa-
tion in the Fogade, Argentine regulators embraced best practice by requiring
payments that were a function of the bank’s risk level. Thus, payments to
the fund were between 0.015 and 0.06% of all peso- and dollar-denominated
deposits. Participation in the fund became mandatory for all banks, domestic
or foreign, operating in Argentina.'’

During the crisis, Sedesa was steered by an Executive Committee that
included a BCRA representative alongside four to seven Board members that

14Law 24.144, modifying the Ley de Entidades Financieras, as quoted in Fernandez (1994).

15To my knowledge, there were only two banks that produced widespread depositor losses:
BCP, a fraudulent case where it was impossible to make all depositors whole, and Banco
Platense.

16Sedesa’s legal framework appeared in Law 24.485/95 and presidential decrees 538/95 and
540/95.

"Decree #540/95, Art. 10 bis. According to Hernén del Villar, vice president of Sedesa, only
a few banks are Sedesa stockholders. This is so because buying shares was strictly voluntary,
while contributing to the fund is strictly obligatory (Buenos Aires, July 11, 2000).
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represented bankers. The BCRA representative had veto power, but could
not vote. Sedesa’s mandate included the obligation to make depositors whole
for up to $30,000 in case of bank closure. To do so, Sedesa was awarded
the ability to provide fresh capital to banks in the process of regularization
and restructuring, banks that had absorbed deposits of closed banks, and
banks in the process of acquiring bad banks and undergoing regularization. '8
In other words, Sedesa was an active partner in overseeing Purchase and
Assumption (P&A) operations, i.e., partial sales in which “part of the assets
of a failing institution are purchased together with part or all of its liabilities”
(Lindgren 2005, 79).'° Upon learning of the decision to close a bank, Sedesa’s
board could decide to pay off small depositors. However, since revoking a
bank’s charter entailed undergoing a costly litigation process and risked loss
of value of assets, Sedesa could petition the BCRA for a P&A operation as a
least costly resolution method. In these cases, liabilities would be transferred
to a healthy bank, who would also receive Sedesa funds as compensation.
Sedesa could thus guarantee coverage of all depositors while minimizing
expenses derived from deposit insurance.

Much as a depositor insurance agency was a fundamental piece in carrying
out asset resolution policies in Argentina, Mexico’s Fobaproa became the
agency in charge of the administration of banks’ non-performing assets.
However, the degree to which Fobaproa’s liabilities grew as a consequence of
its asset resolution operations merits discussing it in the next section.

4.1.3 Asset Resolution

Through legal changes in its ability to act as lender of last resort, the BCRA
obtained tools to confront liquidity shortfalls in Argentina’s banking system.
Along with these changes, the Easter package reformed Article 35-Bis of
the Ley de entidades financieras, which established the legal framework that
allowed the central bank to transfer assets and liabilities from insolvent to
solvent banks. The BCRA board obtained the power to hand-pick assets to be
transferred to healthier banks, thus precluding insolvent banks from dropping
non-performing loans off their balance sheets at will. This was a crucial
difference when compared to the Mexican experience in restructuring banks.

The Easter reform package also ensured that the executive and the BCRA
would not face judicial action for acts related to the suspension and revocation
of bank charters, except where the existence of purposeful malfeasance could

18 A5 T explain below, a different fund was set up to aid recapitalization efforts.

191n these operations, an insolvent bank gets stripped of its good assets, which are transferred
to a receiving bank along with matching liabilities. Solvent banks have an incentive to receive
these packages because they neither add to nor subtract from their balance, and they improve
their market share.
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be substantiated (Fernandez 1996, 8). Thus, Article 35-Bis delivered a
powerful tool to the BCRA. In practice, Article 35-Bis allowed complete
cession of controlling rights over private property from commercial banks
to the central bank, without congressional or judicial oversight. A check to
arbitrary action was provided in that Article 35-Bis could only be invoked
with the explicit consent of a bank approaching the BCRA for liquidity
assistance. In other words, an illiquid bank would accept the possibility of
dismemberment in exchange for liquidity support. Thus, the provisions of
Article 35-Bis also served as a screening device: Fear of dismemberment
guaranteed that banks would self-select into this facility when they were
basically solvent despite liquidity problems. Moreover, since provisions
included strict upper bounds on the amount of money (and length of time)
that banks were allowed to borrow, Article 35-Bis prevented the BCRA from
throwing taxpayers’ money into a financial black hole.

The BCRA'’s power to alienate balance sheet items came, at least in theory,
with no strings attached, i.e., there was no need to compensate a good bank for
absorbing a bad bank. However, as I explained before, the creation of Sedesa
allowed the possibility of supporting receiving banks. More importantly,
Sedesa’s participation in P&A operations was instrumental in establishing
good incentives for resolution of bad assets. After transferring a balanced
portfolio of loans and deposits from an insolvent to a solvent bank, Sedesa
established fiduciary trusts managed by private corporations to administer the
non-performing assets of the closed bank. The receiving bank had seniority
over any assets recovered by the trust; Sedesa, instead, was only a subordinate
claimant.

This virtuous incentive structure was not replicated in Mexico. On the
asset side of bank ledgers, the Mexican government allowed the survival of
insolvent banks sine die through (i) direct support to bank borrowers and (ii)
subsidized purchases of bad loans. The first policy was organized mostly
around the creation of Unidades de Inversion (UDIs), a new unit of account
that preserved the real value of loans. Because of the inflationary spiral set
in motion by the peso devaluation, bank debtors were facing a tilted loan
payment schedule. Debtors that chose to restructure their peso-denominated
loans into UDI-denominated loans became protected from interest rate risk
(i.e., the risk that their interest payments would increase explosively) in
exchange for lengthier payment schedules. Banks benefited because UDI-
denominated loans guaranteed a constant flow of income on interest payments
and prevented further defaults. However, banks continued to pay nominal
interest rates on deposits, and therefore continued to bear interest-rate risks.
This mismatch between bank incomes and expenses would obviously have
aggravated their capitalization problems had the Mexican government not
assumed potential losses from hikes in nominal interest rates. To do so,
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banks received UDI-denominated loans from the government for each credit
they managed to restructure. In addition, as we shall see below, banks
also exchanged their non-performing loans for government bonds that paid
nominal interest rates. From the point of view of the government, UDI loans
were assets on which the government received real interest rates, whereas
government bonds were liabilities on which it paid nominal interest rates.
Consequently, neither bankers nor debtors bore the total brunt of interest rate
risk, but this risk was de facto socialized. Three years into the crisis, the
market value of loans restructured under the UDI program was $17.3 billion.

Unfortunately, the first UDI programs, which targeted small- and medium-
sized enterprises as well as mortgage-owners, did not completely abate loan
defaults. The main problem was that the market value of collateral was
still lower than the value of the restructured debt, so many debtors still faced
incentives for strategic default. Consequently, the government started a second
debtor program—the Programa Emergente de Apoyo a Deudores de la Banca
(ADE)—on August 23, 1995. ADE’s purpose was to support heavy discounts
in interest rates during a year to help debtors stay current in their payments.
The program immediately benefited holders of performing loans; debtors in
arrears could participate in the program upon rescheduling loan payments to
banks. Generous discounts in interest rates were eventually absorbed by the
taxpayer: Interest rates were discounted from 65 to 38.5% on credit cards,
from 52 to 34% on consumer loans, from 52 to 24% on commercial loans,
and from 50 to 6.5% on mortgage loans. About two million loans were
restructured under ADE by the end of 1996. Both ADE and Punto Final, a
fourth debtor program whose description I omit (see Calomiris, Klingebiel
and Laeven 2005, 37-40), managed to stop further deterioration of bank loan
portfolios. More than four years into the crisis, the share of non-performing
loans tied to housing, industry, and agriculture finally started to abate during
the last quarter of 1999 (Murillo 2001).

The second asset resolution policy pursued by the Mexican government
aimed to swap non-performing loans from commercial banks for government
bonds. This policy, the Loan Purchase and Recapitalization Program, was
implemented through Fobaproa. Fobaproa had been created in 1990 to
substitute for Fonapre, the previous depositor insurance agency.”’ Like
Fonapre, Fobaproa rested on charging flat insurance—as opposed to risk-
based—premia to participating banks.?! Fobaproa’s coverage was almost
universal, as it only excluded subordinate obligations, liabilities derived from
irregular, illegal, or fraudulent contracts, and credit derivatives; all bank

20The Ley de Instituciones de Crédito was reformed on July 18, 1990, to create Fobaproa.
2IBanks were required to pay as much as $5 to $7 for every $1,000 under Fobaproa, a much
higher premium than under Fonapre.
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deposits were covered regardless of size. Banks were expected to participate
actively in guaranteeing deposits and were required to extend guarantees of
repayment upon accessing Fobaproa’s facilities.

By September 1994, three months before the peso devaluation, Fobaproa
held assets valued at $1.8 billion, which were drastically insufficient to face
obligations derived from the banking crisis. Indeed, by the first quarter of
1995, Fobaproa had already extended guarantees for $15 billion (Solis 1999,
76). If we consider that bank privatization in 1991-1992 netted the govern-
ment $12.4 billion, the extent of governmental intervention to stop the banking
crisis becomes painfully clear. Fobaproa became an ever more important
agency within the government’s bailout strategy as the bank crisis extended.
As a percentage of total outlays to restore bank solvency, Fobaproa’s expenses
grew from 47% in 1995 to 76% in 1998. As a percentage of GDP, Fobaproa’s
liabilities increased from 2.4% to 10.9% from 1995 to 1998 (Solis 1999,
81). Fobaproa’s liabilities ballooned because its use as an asset purchasing
device exceeded its more limited expected role as guarantor of deposits. The
swap mechanism that the Mexican authorities designed worked as follows:
Banks sold past-due loans to Fobaproa, which bought them with 10-year
non-negotiable interest-bearing bonds backed by the government.?? These
bonds paid Cetes interest rates quarterly.”> Upon maturity in 2005, Fobaproa
bonds have been swapped for other interest-bearing notes. Thus, the bulk of
Fobaproa’s liabilities continues to burden public finances even thirteen years
after the beginning of the banking crisis.?*

By swapping non-performing assets for bonds the government managed
to prevent continued deterioration of banks’ loan portfolios, but the related
goal of recovering collateral on non-performing assets was not achieved. In
the government’s calculus, recovered assets would be used to liquidate out-
standing Fobaproa bonds. Contrary to what happened in Argentina, however,
banks were free to choose which loans to exchange for Fobaproa bonds and
to propose an asking price for these loans. Needless to say, bank managers
transferred their worst portfolio to Fobaproa, which ended up paying hefty
amounts for worthless assets, including crony loans.>> The share of bank loan

22Simultaneously, the government tied a new recapitalization program—the Programa de
Capitalizaciéon Permanente (Procapte)—to Fobaproa. I describe Procapte in Section 4.1.4.

2 Cetes are Certificados de Tesoreria, the Mexican government’s peso-denominated short-term
paper.

24 A of December 31, 2007, the balance sheet of the Instituto para la Proteccion al Ahorro
Bancario, the successor to Fobaproa, reported total assets amounting to 39.2 billion pesos and
total liabilities of 752.9 billion pesos, for a deficit of around 713.7 billion pesos (about $67.7
billion dollars). Data from www.ipab.org.mx, last accessed on April 11, 2008. In 1998, the
reform of banking laws allowed conversion of 63% of Fobaproa assets into public debt, while
the other non-performing loans were returned to the originating banks.

25 After the July 1997 midterm elections returned a divided Congress, opposition parties
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portfolios that were transferred to Fobaproa was staggering. For example,
one of the largest banks—Banca Serfin—transferred about 47.9% of its loan
portfolio to Fobaproa (Murillo 2001, 28). In time, it became obvious that
asset resolution through traditional asset warehouse mechanisms would not be
possible. In other national experiences of bank restructurning, governments
had set up specialized agencies to manage and liquidate non-performing loans
(Calomiris, Klingebiel and Laeven 2005; Dziobek 1998). These agencies sel-
dom micro-manage loan portfolios or monitor the performance of individual
lenders. Instead, they assemble non-performing loans in bundles of varying
quality and auction them to interested bidders. Fobaproa sponsored two such
auctions for asset packages.”® The first auction netted a little over 10% of
the face value of some of the best assets owned by Fobaproa, whereas the
second failed to attract any bidders. Consequently, the government decided to
reinstate recovery of non-performing loans to the banks that originally held
them, with the understanding that whatever income they managed to obtain
would go to Fobaproa. Bankers had weak incentives to recover bad assets,
since they were only required to carry 25% of losses, while the rest would be
absorbed by the government (Murillo 2001).

4.1.4 Bank Capitalization

The main instrument to aid bank recapitalization efforts in Argentina was the
Fondo Fiduciario de Capitalizacion Bancaria (FFCB).?” To set up the FFCB,
the Argentine government issued a 10-year “patriotic bond” (Bono Argentina)
for $2 billion, which was mainly subscribed by large Argentine corporations,
and a complementary World Bank-Inter American Development Bank loan
for $2.6 billion.”® The directorate of FFCB included representatives from
large domestic banks, foreign banks, and bondholding corporations. Since
the FFCB was partially funded by the Argentine executive, it was staffed by
the Ministry of the Economy, not by the central bank.

Loans from the FFCB would be doled out at market rates, would mature

carried out an independent audit of Fobaproa’s assets (Mackey 1999). These audits revealed that
Fobaproa bought assets derived from connected lending to bank insiders or from speculative
behavior by stockbrokers. The Ministry of Finance was forced to recognize that only about 30%
of all Fobaproa assets were recoverable (Navarrete 2000, 54-59).

26Rather, the agency in charge of these auctions was Valuacién y Venta de Activos, an asset
valuation and sale facility created in 1996, which became the Direccion de Activos Corporativos
in 1997.

2TThe Fiduciary Fund for Bank Capitalization was created by decree 445/95, thus avoiding
congressional debate over its organization or mandate.

28The patriotic bond and the World Bank loan actually financed two different funds: the FFCB,
which purported to aid in the recapitalization of the private bank sector, and the Fondo Fiduciario
de Desarrollo Provincial, which fostered the privatization of provincial banks (on provincial
banks see Clarke and Cull 2002).
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after seven years, and would be used to constitute fresh Tier II capital (this
meant that the FFCB’s claimant status was junior to that of depositors, but
senior to bank shareholders’ capital). Bank stockholders were expected to
come up with matching funds to constitute fresh Tier I capital. Moreover,
banks capitalized under this scheme were subject to close supervision by the
Superintendencia de Entidades Financieras, which ensured compliance with
a restructuring scheme agreed upon by bank and government. In addition,
the FFCB controlled the lending rates of recipient banks with the stated
purpose of avoiding gambling for resurrection practices.”? The FFCB had
some leeway in the use of its funds. Up to 5% of its resources, a meager
amount by any standard, could be used to finance other types of operations.>
The FFCB directorate decided that its limited funds could best be used to
recapitalize ailing banks, than to acquire what would anyway be insubstantial
amounts of non-performing assets.!

The framework and organization of FFCB were transparent and readily
understandable. The demarcation criterion that the FFCB followed in de-
ciding which banks to help is less clear. In principle, the FFCB directorate
was solely in charge of deciding which banks to fund. But two selection
mechanisms ensured that only banks with viable restructuring projects would
arrive at the FFCB. First, ailing banks had to clear their restructuring project
through SEF, which officiated as a first gatekeeper. Second, an FFCB refusal
meant reputation losses for the ailing bank, so formal petitions were always
preceded by informal consultations. Hence, there were strong incentives for
self-selection that forced bad banks out of asking help from the FFCB.*

29The FFDC composed an operational credit rulebook, voted by its board members, which
described the guidelines it would follow to aid banks. These guidelines established that loans
should pay 1% over the World Bank’s lending rate, provided that the loans funded mergers or
acquisitions. The relevant rate would be LiBor+4 for capitalization funds or for liquidity loans
(Acta nimero 11, Reglamento operativo de crédito, August 1, 1995, Art. 10). In practice, the
FFCB lent money at LiBor+2, and afterwards even at lower rates. With regard to the upper
bound on loans, the following rules applied: FFCB could lend up to 25% of the requesting
bank’s risk-adjusted assets to finance stock purchases, 15% to fund mergers, and 10% in case of
restructuring.

30 A5 a matter of fact, FFCB’s first loans were granted for liquidity purposes or, rather, to
allow banks to repay last-resort loans to the BCRA. Interview with Dr. Enrique Folcini, former
President of the BCRA and former Director of the FFCB, July 27, 2000. By October 1996, the
BCRA calculated that banks still needed to repay $453.5 million dollars for liquidity assistance.
To this amount one should add $814.2 million that had already been paid, and $254.3 million
dollars guaranteed with public bonds (Fernandez 1996, 8).

31Hugo N.L. Bruzzone, Assistant to the Director, Banco Macro (July 23, 2000).

32Hard data on the number, let alone the identity, of petitioners is not available, but FFCB
honored about half the number of requests it received and conducted about 20 to 25 transactions
involving ca. sixty banks. Incidentally, Calomiris and Mason (2003) report that the Reconstruc-
tion Finance Corporation happened upon a triage mechanism that allowed it to deny support to
banks that were deemed “hopelessly insolvent” in the aftermath of the Great Depression; the
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Anecdotal evidence suggests that the FFCB was somewhat arbitrary in its
lending decisions. Even FFCB officials accepted that there was no deep anal-
ysis of the merits of each case. Instead, the working knowledge that FFCB’s
directorate had of bank managers seemed to determine who would be sup-
ported. This need not mean that FFCB’s decisions departed drastically from
what would have obtained under a more serene case-by-case analysis. After
all, the directorate internalized the knowledge and preferences of important
market players, well acquainted with the moral qualities of bankers. FFCB
was an integral part of the government’s restructuring policies; its existence
allowed a swifter and less controversial process of bank exit because bank
closure was easier to carry through after a bank failed to obtain FFCB support.
Without this support, the BCRA had a stronger case to close the bank without
fearing judicial action on behalf of stockholders or depositors.>> Thus, FFCB
support provided access to fresh funds, but it was also a boost to a bank’s
credibility.

The Mexican government enacted the Programa de Capitalizacion Tem-
poral (Procapte) with the avowed purpose of helping banks comply with
minimum capital regulatory requirements (at least a 9% capital-asset ratio).
Given the extant problem of non-performing loans, forcing banks to increase
loan loss provisions at the beginning of the crisis had left many of them
severely undercapitalized. Thus, to prevent banks from falling below man-
dated capital-asset ratios, Banxico doled out credit to troubled banks that
desired to participate in the program. As was the case with Argentina’s FFCB,
Banxico participations were considered Tier II capital, with the added proviso
that these would turn into ordinary bank shares if loans were not amortized
within five years and that Fobaproa could demand conversion of Procapte
loans into ordinary bank shares sooner if the bank’s capital ratio fell below
9%. Bankers had the prerrogative of buying these obligations back at any time
during the five-year period in order to avoid losing ownership of their banks.
Originally, Tier II capital was included in mandatory capital requirements
(after reforms to banking laws in December 1998, Tier II capital no longer
counted towards fulfillment of this requirement). Six banks had entered
Procapte by April 1995; within eighteen months, most of them had settled
their debt with Procapte ($6.5 billion pesos), with the exception of two banks
that were thus “intervened” by Fobaproa (Murillo 2001). After Procapte was
closed off, further recapitalization efforts were conducted through Fobaproa,

Corporation’s independent status made this possible in their account.

33 There were about five instances of judicial action against Central Bank officials that were
started by members of Congress, which at the time were construed as proof of congressional
involvement in the restructuring process. However, a great majority of judicial actions were
started instead by disgruntled depositors that took losses (Denuncias contra directores de
B.C.R.A., private communication with Manuel Domper).
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whose main characteristics I have already described. Fobaproa’s capitaliza-
tion program was meant to match shareholders’ capital injections with bad
asset purchases in a proportion of 2-to-1, i.e., for every peso that shareholders
managed to raise, Fobaproa would buy 2 pesos in non-performing loans.
However, it is well known that purchases of non-performing loans were not
always matched by injection of fresh capital, but by promises that these injec-
tions would occur. Consequently, Fobaproa purchases were more generous
than the official 2-to-1 ratio (Rubio 1998). By 1998 bankers had managed
to raise up to $3.7 billion in fresh capital, and purchases of non-performing
loans amounted to about $10 billion (see Murillo 2001, 27).

Eventually, the only way to rebuild the capital buffer of Mexican banks
was by allowing an expanded role for foreign capital. Within the framework
of NAFTA, Mexico had agreed to liberalize the domestic financial sector
during a transition period that would start in 1994 and end in December 1999.
During the transition period, caps on foreign investment in Mexican banks
would be kept at 1.5% of capital share for a single bank and 15% globally.**
After the banking crisis hit, these limits were almost immediately extended to
49% and 25%, respectively, and eventually were eliminated to allow outright
foreign purchases of domestic banks. As we will see in Section 4.2, the
modal way of bank exit in Mexico became purchase by a foreign bank. In
fact, the main structural consequence of the Mexican banking crisis is that
foreign capital became primordial in the banking sector. In 1994, 6.4% of
capital share belonged to foreign shareholders, and only 1.3% was tied to
banks over which foreigners had majority control. By 2001, total foreign
participation had increased to 87.6% (Murillo 2001). These measures were
unable to reactivate credit in Mexico: In 1994, bank credit to the private
sector as a proportion of GDP was 0.43. It declined precipitously since then,
reaching a low of 0.089 in 2001 (Murillo 2001).

4.2 Exit Policy in Argentina and Mexico

The set of regulatory changes that Argentina and Mexico undertook after
1994 allowed their governments the ability to dictate the pace of bank exit as
they saw fit. Exit policy is the rule that politicians and bureaucrats follow in
deciding which banks to support and which banks to close. I focus on exit
policy because the degree to which governments extend the life of insolvent
banks provides key insights into their bailout propensities. Exit policy is the
centerpiece of crisis management, as all the other policies inspected in the
previous section equip decision-makers with the tools to arbitrate between

34In this context, capital share is the ratio of a bank’s shareholder capital to total capital in the
industry.
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bank insolvency and bank exit. A lax bank exit policy has both indirect and
direct costs. By failing to enforce exit, a lax policy gives bankers a chance
to gamble for resurrection and likely increases resolution costs down the
road. Direct costs obtain because an insolvent bank stays in business through
implicit or explicit public transfers that may not be recovered. The costs of
bank crisis resolution—i.e., the burden passed on to the taxpayer—increase
with the amount of time that passes between bank insolvency and bank exit.

I base my analysis of bank exit on balance-sheet information compiled
from publications of the Comision Nacional Bancaria y de Valores in Mexico
and the Superintendencia de Entidades Financieras in Argentina.®> The
Argentine data comprise monthly balance sheets for the full population of 164
banks and mutual banks that operated in the country during at least part of
the period from March 1991 to August 1998; in Mexico, I have bank balance
sheets for the population of 59 banks observed quarterly from December 1991
to June 2000. Differences in the length of the observation period correspond
to differences in the length of the process of bank exit, which was decidedly
faster in Argentina. Because of differences in the total number of banks
and the frequency of balance sheet reports, the Argentine dataset comprises
7,180 bank/month observations, against 1,104 bank/quarter observations in
the Mexican dataset.

The analysis is organized as follows: Section 4.2.1 offers a stylized de-
scription of the decision problem that politicians face when dealing with
insolvent banks on an individual basis, and details the coding rules that I
followed in deciding when a bank had exited the system. This is a preamble
to the main goal, which is to explore empirically how politicians solve this de-
cision problem in actual bank crisis contexts. I achieve this by developing and
estimating a duration model of bank exit in Section 4.2.2. This model takes
into consideration the layout, limitations, and advantages of bank balance-
sheet data as well as the peculiar pattern of bank lifespans in Argentina
and Mexico. Section 4.3 concludes with a discussion of crisis-management
policies in these countries.

4.2.1 Bank Exit in Theory and Practice

Policy-makers confront two problems in deciding which banks to close: First,
the “true” solvency status of banks is not readily observable. In Chapter 3,
I captured this basic uncertainty by assuming that governments observe an
imperfect signal about the financial status of illiquid banks. Uncertainty
is larger in financial systems without first-class accounting standards and
without arrangements for accurate market valuation of banks, but even in de-

351 acquired the Argentine data through BCESWIN, a private financial consulting company.
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Figure 4.1: Modes of bank continuation or exit observed in Argentina and
Mexico

Revoke charter (1)

Liquidation (2)
Insolvency Regulator ~{:
Merger (3)

Continuation
—— Liquidation (4)
Shareholders 1

L——— Recapitalization (5)

veloped economies it is difficult to assess the exact financial status of banks.*®
This makes it difficult to comply with the main dictum in Bagehot’s doctrine—
close insolvent banks, provide liquidity to good banks. It is therefore common
to see banks surviving for long periods after the beginning of a banking crisis,
even in situations that approximate the Bagehot ideal-type.

Second, the options that regulators have at their disposal to solve bank
distress are certainly not as simple as close or leave open. Figure 4.1 offers
a stylized description of a bank’s exit process as a sequence of dilemmas.
Following recognition of insolvency, the regulator chooses between mutually
exclusive actions at each node in the decision tree: Should the insolvent
bank’s charter be immediately revoked or should it be allowed to continue?
If so, should the government appoint a manager to oversee bank continuation
or should the bank remain under the control of its shareholders? The decision
tree ultimately leads to three distinct outcomes: liguidation, recapitalization,
and merger with another bank.>” Except for immediate suspension of a bank’s
charter, all other options in Figure 4.1 imply continuation of an insolvent bank
in the short run. For example, politicians might sponsor takeovers of troubled

36Consider how difficult it has proven to price the “toxic assets” held by banks during the
subprime-mortgage crisis.

371 emphasize that bank insolvency and bank closure are not necessarily related. The econo-
metric literature on the US S&L crisis sometimes downplays this distinction. For example,
Thomson (1992) codes a bank as failed when it is liquidated, merged, intervened, or requires
FDIC assistance to remain open (Thomson 1992, 9, my emphasis). However, as Cole and
Gunther (1995) argue, bank exit is ultimately a regulatory choice, not necessarily a market
outcome.
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banks under the administration of a banking agency through a subsidized P&A
operation (merger) or by selling the bank after removing non-performing
loans from its balance sheet (liquidation). Liquidation entails paying off
insured depositors, writing off non-performing loans, collecting whatever
residual loans are left, and then selling the bank’s physical infrastructure. In
contrast, an insolvent bank may be kept under its original ownership and
management, taking advantage of governmental willingness to engage in
regulatory forbearance. In some cases, the bank will only regain solvency
status through new capital injections from the original shareholders or from
new investors.>®

Despite the manifold intricacies of the closure process, what really matters
in defining bank exit is whether the government has wrestled control rights
over managerial decisions from the original bank owners (cf. Lindgren 2005,
79). The Argentine and Mexican governments reformed existing regulation
to provide banking agencies with the ability to manage the process of bank
exit. In both cases, most insolvent banks were eventually sold to or merged
into solvent institutions, after undergoing a period of administration by bank
regulators. In the Argentine case, these periods of administration by a banking
agency were brief and mostly ended up with merger operations subsidized by
the FFCB and Sedesa, as explained before; the modal form of bank exit in
Argentina could be characterized as falling in node 3 in Figure 4.1. In Mexico,
node 3 was also the main way through which banks exited the system, though
the process of intervention was in some instances lengthier than originally
planned (Murillo 2001). Moreover, the process of exit of four Mexican
banks is best characterized as liquidation after administration by original
shareholders (node 4). In these four cases, the regulatory agency practiced an
administrative, as opposed to managerial, intervention, which for all practical
purposes left day-to-day decisions in the hands of the original bank managers.
Given that the relevant benchmark to consider a bank as closed is to assess
whether original stockholders have ceased to control their bank, I consider
government-induced mergers, managerial interventions, and liquidations to
be instances of bank exit.>* In consequence, I code the occurrence of any
of these events as a bank closure or exit; I do not consider administrative
interventions as instances of bank exit.

330n the process of bank restructuring see Dziobek and Pazarbasioglu (1999); Enoch, Garcia
and Sundararajan (1999); Hawkins and Turner (1998); Lindgren (2005).

3 Private mergers—i.e., those not sponsored by the regulator—as well as voluntary exits from
the banking system are not common in the data. In Mexico, only two banks (Fuji and Nations,
both foreign) left the system voluntarily. Voluntary mergers and voluntary exits from Argentina’s
financial system were more common for foreign banks before the Tequila crisis (eight instances).
For the sake of simplicity, I code these voluntary exits as forced closures, but also control for the
foreign ownership status of banks, so in any case this coding decision does not affect inferences
about the survival rates of other types of banks.
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These yardsticks lead in most cases to uncontroversial coding decisions,
but the exact timing of bank exit is not always obvious. In Mexico, CNBV
stopped publishing the balance sheets of seven banks several quarters before
finally intervening them.* The alleged purpose of these embargoes was
to allow on-site inspectors to gather accurate information about the bank
before deciding whether to intervene or not. During these quarters, banks
still remained in the hands of their original managers. For this reason, I
code bank exit as corresponding to the quarter at which the bank was finally
intervened by the regulator, even if this means having missing values for the
final quarters of some banks’ lifespans.

Though lags between last observation and actual bank exit are more con-
spicuous in the Mexican database, the Argentine set is not without flaw. Some
closed banks show the exact same information in the last two or three periods
leading to their closure. Given that bank balance-sheet data in Argentina
are reported monthly, this delay in closing banks after the last publication
of their financial status is not excessive. Thus, I code the last month for
which data are published as the exit time of Argentine banks, even if their last
monthly report shows no variation from the next-to-last report. Exit times so
defined coincide with public announcements of bank closures as they appear
in secondary sources and internal memoranda of the Argentine central bank.

Tables 4.1 and 4.2 summarize information on bank survival spells in
these two countries during the 1990s. The cross-tabulations sort banks by
the duration of their lifespans (rows), by their endstate (columns distinguish
censored from closed) and by ownership category (meta-columns distinguish
foreign from domestic banks, and in the case of Argentina domestic banks
from domestic mutual banks). These tables display variation in the life
histories of Argentine and Mexican banks, though they eschew information
on the different entry and exit points of banks. In fact, bank lifespans in
Mexican and Argentine banks are not entirely overlapping; this means that
there is not a single period (i.e., month or quarter) in these countries during
which the entire population of banks were in operation.

4.2.2 Determinants of Bank Survival

T argued in Section 4 that many of the policies implemented by the Mexican
government in the wake of the banking crisis can be best described as Bailout
policies, whereas the Argentine government’s crisis-management policies
approach the Bagehot ideal-type. When it comes to exit policy, we would

40The following banks show lags (measured in quarters) between their last published balance
and the date of regulatory intervention (Mackey 1999; Solis 1999): Andhuac (5), Capital (3),
Confia (3), Industrial (2), Inverlat (2), Promotor del Norte (8), and Sureste (3). Mackey (1999)
finds these embargoes to be in line with experiences in other countries.
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Table 4.2: Distribution of “bank durations” in Mexico, in quarters, from
December 1991 to June 2000. Cell entries contain number of banks classified
by type of ownership and endstate. “Censored” banks are those that survived
through the end of the observation period.

Domestic banks Foreign banks
Duration Censored Closed Censored Closed
0-5 2

6-10 6 1

11-15 1 8 2 1

16-20 16

21-25 7 6

26-30 2

31-35 5 1

Total 15 23 19 2
Share (%) 40 60 90 10

expect a Bagehot government (i) to carry out the process of bank exit promptly
and (ii) to base the decision to close banks exclusively on their solvency status.
Certainly, even a Bagehot government might postpone the first bank closures
after the beginning of a banking crisis if it lacks precise information about
the extent of damage to a bank’s loan portfolio. At a minimum, however, we
would still expect financial solvency indicators to be the best predictors of
the length of survival of banks in the aftermath of a banking crisis.

A first glance at bank exit in Argentina and Mexico supports the view
that this process was relatively swift in the first country. Figure 4.2 shows
non-parametric estimates of the survival of Argentine and Mexican banks
after December 1994. These estimates are based exclusively on the lifespans
of banks that were already in operation in these countries during the fourth
quarter of 1994 as the banking crises started (134 in Argentina, 24 in Mexico);
the observation window extends through the third quarter of 1998, at which
point surviving banks become “censored.”*! To allow direct comparison, bank
survival lengths in Mexico are expressed in months even though information is
only available quarterly. The narrower interval estimates of the proportion of

41 Censored banks are those that survived throughout the end of the observation window. That
is, since they were not closed by the end of this observation window, the length of their actual
survival is “censored.”
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Figure 4.2: Non-parametric (Kaplan-Meier) estimates of bank survival in
Argentina and Mexico after the onset of the Tequila crisis. The solid line
corresponds to the mean survival rate; broken lines are 95% confidence
intervals.

Argentina Mexico

0 10 20 30 40 0 10 20 30 40
Months from 12/1994 Months from 12/1994

surviving banks in Argentina reflect a larger bank population as well as higher
observation frequency (months rather than quarters). Based on the observed
duration of banks, I estimate one-year survival rates to be 67.4% (with a 95%
confidence band of 59.7-75.6) in Argentina, and 83.3% in Mexico (69.7—
99.7%). These estimates suggest that a government like Mexico’s would have
intervened or closed down 17% of banks a full year into a banking crisis,
whereas a government similar to Argentina’s would have forced the exit of
32%.

This finding comports well with the view that Bagehot governments
close insolvent banks promptly. However, one is still left to wonder whether
indicators of bank insolvency are good predictors of bank exit in Argentina,
as corresponds to a Bagehot government. The main indicator of financial
insolvency is a bank’s capital-asset ratio. In principle, a bank’s CAR contains
sufficient information about its ability to withstand distress, and is therefore
the main indicator that regulators employ to decide whether a bank should
remain under shareholders’ control (Freixas and Rochet 1997, 275-279).
If the Argentine government acted as a stern Bagehot enforcer of market
outcomes, we would expect a bank’s CAR to be a negative predictor of its
hazard rate (alternatively, a positive predictor of bank survival or duration).
In contrast, we would not expect CAR to be a good predictor of bank duration
in Mexico if authorities in that country were indeed bailout-prone. I estimate
the association between a bank’s capital-asset ratio in December 1994 and
the length of its lifespan up to August 1998 in Argentina, or June 2000 in
the case of Mexico. Aside from CAR, I also include bank size (the value
of bank assets) as an additional regressor. I do so because some banks may
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have been considered “too big to fail” (Stern and Feldman 2004); a Bagehot
government should in principle resist the urge to postpone exit of an insolvent
bank, regardless of size.

Table 4.3 summarizes the posterior distribution of effect parameters in a
Bayesian exponential survival model.*> Covariates CAR and bank size are
standardized, so their coefficient estimates can be interpreted as the expected
change in the linear predictor of a bank’s hazard rate that would follow from
shifting values of covariates one standard deviation away from the mean.
Prima facie, it would seem that there is scant difference between Argentina
and Mexico in terms of their propensity to bail out larger banks. In both
cases, the coefficient on bank size is centered about —1, and the posterior
distribution of this parameter is clearly bounded away from O (note that the
credible intervals do not straddle 0). A bank with CAR and bank size fixed at
Argentina’s mean sample values would be expected to last about 38 months;
a bank one standard deviation larger than Argentina’s mean bank size would
survive about 105 months. In Mexico, comparable expected durations are
40 and 73 months. Not only are larger banks expected to last longer in both
countries, but capital-asset ratios are good predictors of bank survival in
both countries. Admittedly, better capitalized banks have lower hazards in
Argentina (-0.91) than in Mexico (-0.60), but even a Mexican bank with CAR
one standard deviation above the sample mean would be expected to survive
about 33 months longer than a bank with mean capitalization levels. Note,
however, that the posterior distribution of the CAR coefficient in Mexico has
some probability mass on the positive orthant (the upper bound of the 95%
credible interval is 0.2). In practice, this means that, after controlling for bank
size, there exists a non-negligible probability that better capitalized banks
would survive less than ill-capitalized banks in Mexico. This is not the case
in Argentina: Larger banks may have been expected to survive longer periods,
but ill-capitalized banks faced a much larger chance of being forced out of
the system.

These inferences are premised on a rigid model of bank duration that fails
to take full advantage of information collected from balance-sheet data and
from known characteristics of the Argentine and Mexican banking systems. In
what follows, I account for three of these characteristics. First, the observed
values of CAR and bank size indicators vary not only across banks, but they
also change period-by-period and can vary drastically from one month or
quarter to the next. It would be desirable to incorporate this “time-varying”
information into an analysis of length of bank survival. Aside from CAR and

421 stipulate normally-distributed priors centered at 0 and with low precision for all parameters

in the model (i.e., NV(0, 0.001)—I stick to convention in expressing the spread of normal distribu-
tions as precisions rather than variances). This structure of priors has little effect on posterior
distributions.
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Table 4.3: Exponential models of bank survival in Argentina and Mexico.
Covariates are measured at the beginning of the observation window (Decem-
ber 1994). Estimates are median and 95% credible intervals of the posterior
distribution of effect parameters.

Argentina Mexico
Parameter Median 95% CI Median 95% CI
CAR -0.907 -1.29 -0.56 -0.597 -1.56 0.20
Bank size —-1.007 -1.32 -0.71 -0.927 -1.80 -0.08
Intercept -4.016 -4.30 -3.77 -2964 -3.44 -2.50

bank size, 1 include loan concentration as a time-varying covariate. A bank
has more concentrated assets to the degree that it lends to similar firms and
households; concentrated banks are more fragile because they cannot hedge
against risks. My measure of loan concentration is a Herfindahl index of
the degree to which loans to a small number of economic sectors dominate
a bank’s balance sheet. In the case of Mexico, I also include the ratio of
non-performing to total loans (NPL ratio) as a further bank/period predictor
of survival. Appendix A.2.1 reports all covariates used in the analysis.

Second, the process of bank exit was probably influenced by variables
that changed period-by-period but remained constant across banks. Changes
in the rate of economic growth at the national level (GDP change) or, more
germanely, the level of liquidity support from the central bank to the banking
system (CB credit) are variables that affected the chances of survival of all
Argentine and all Mexican banks. In other words, bank/quarter (bank/month)
observations in Mexico (Argentina) are nested within quarters (months) dur-
ing which system-level variables changed; it is therefore necessary to account
for this hierarchical structure in a more flexible model specification. Further-
more, the period-level covariates were markedly different before than during
the banking crises; to compare the effect of period-level covariates before
and during the crises, I extend the observation window backwards to 1991.
In the Mexican database I observe actual bank starting points, i.e., the date
at which banks were chartered as private enterprises. In Argentina, I have
extended the observation period back to March 1991, which coincides with
the end of the period of hyperinflation and, in essence, the start of a new era
in Argentina’s financial system following the approval of the Convertibility
law and a new Central Bank charter later that year. Observing banks at an
early stage mitigates the problem of “left truncation” that threatens biased
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inference in survival analysis.*3

Third, banks themselves vary markedly depending on their ownership
structure and the political prowess of bankers. This fact suggests that bank
survival may vary across bank categories in Argentina and Mexico. In Ar-
gentina, the setup of the banking system around 1994 suggests considering
three categories or bank types. Private banks with domestic majority partic-
ipation, traditionally organized around Argentina’s AdeBA, comprised the
first group (80 banks). The second group was made up of large foreign banks
(34), which had increased their market share in the country even before the
Tequila crisis. The last group included cooperativas bancarias, or mutual
banks (42). As is common elsewhere, these tended to be smaller and had
less diversified assets. Because mutual thrift banks have no shareholders and
are much smaller than regular banks, it is possible that their closure imposed
lower political costs on regulators,** which would compromise their ability
to survive the crisis unscathed. By August 1998, banks in the first group
went from 80 to 41, whereas only five mutual banks survived out of 42 at the
beginning of the observation window.

Legal impediments prevented foreign banks from entering the Mexican
banking system in full force before 1995; only two foreign banks operated in
Mexico at some point during the observation window, though naturally many
more entered as they took over failing domestic banks (see fn. 39). The other
banks in the system were owned by private investors, many of them from
the ranks of stockbroking companies that had flourished during the boom
years of the Salinas administration and bid for banks during the privatization
process of 1991-1992. The larger banks, however, were controlled by active
members of the Consejo Mexicano de Hombres de Negocios (CMHN), an
informal lobbying organization that gathers some of the most influential
businessmen in Mexico (Teichman 1995). In Mexico, banker membership into
the CMHN may thus be associated with longer bank survival. In consequence,
I distinguish three bank types in this country: foreign (two banks), domestic
CMHN (5), and domestic non-CMHN (27).

To provide appropriate estimates of the association between financial
status and bank duration, a model of bank survival must accommodate a
nested data structure in which indicators of interest vary at the bank/period
level (CAR, bank size, and loan concentration), the period level (GDP change
and CB credit), and the bank level (bank type). In addition, the lifespans
of banks are highly correlated because the observation window includes a
period before the onset of the crisis during which only a handful of banks

43Bank histories are left-truncated if their lifespans precede the beginning of the observation
window.
#This view is expressed by Cole (1993, 301) for closures during the US S&L crisis.
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exited the system, and a post-crisis period during which banks failed at
increasing rates. This correlation is an artifact of the way in which I set
up the observation window, and it should be controlled for in the model by
allowing the possibility of an increasing hazard rate. Thus, I consider the
baseline duration t of banks to follow a Weibull distribution; this assumption
allows me to accommodate hazard rates that increase throughout time.*
To accommodate nested data levels, I model the scale parameter y of the
Weibull distribution as a function of bank/period characteristics and period-
level covariates. Equations 4.1 and 4.2 display the basic structure of the
model:

ti; ~ Weibull(v, j1;}) D

Because at the lowest level of aggregation data vary by bank/period, the
dependent variable is the length of survival (in months or quarters) of bank i
in period j. If bank i has not exited the banking system in the last period of
observation (the 90 month in Argentina, the 35" quarter in Mexico), then
the survival distribution is a truncated Weibull.*® T include a vector of random
effects ay to allow for different frailties or heterogeneity in underlying hazard
rates across bank categories (k € {1, 2, 3} corresponding to foreign, private,
and mutual banks in Argentina and to foreign, private, and CMHN banks in
Mexico). Coeflicients y and 3 are the effect parameters for covariates that
vary at the bank/period and period levels, respectively. To complete the model
setup, I stipulate proper but diffuse priors on model parameters; diffuse prior
distributions have negligible impact on posterior distributions.*’

I fit the hierarchical Weibull model of Equations 4.1 and 4.2 to Argentine
and Mexican bank balance-sheet data.*® Summaries of the posterior distri-
bution of parameters appear in Table 4.4; recall that negative coefficients
imply lower hazard rates and, consequently, longer bank durations (except
for shape parameter v, where the opposite relation holds). There are sev-
eral noteworthy findings, which I discuss briefly before reconsidering the

4 Because few exits appear at early periods but exits start bundling together at later dates,
I expect the shape parameter v of the Weibull distribution to be larger than 1. This would be
consistent with a survival process in which failures are uncommon at the beginning, but occur
with high probability toward the end of the observation window.

46This arrangement permits the piecewise estimation of the hazard function. As can be
glimpsed from Figure 4.2, right censorship is more common in the Argentine bank population
(72 banks that were already established in March 1991 survive throughout the entire observation
window), but the rate of censorship is not identical across categories of banks.

4TThe prior distributions are a, 8,y ~ N(0, 7 = 0.001); v ~ Gamma(1,0.001).

48The Winbugs code appears in Appendix A.3.1. Inferences are based on 1,000 draws (thinned
every 10" value) of two chains started at dispersed initial values, after dropping the first 1,000
draws. Convergence was monitored using the Gelman-Rubin R? statistic.
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Table 4.4: Weibull models of bank survival in Argentina and Mexico, with
time-varying covariates, period-specific covariates, and random effects for
bank type. Estimates are median and 95% credible intervals of the posterior
distribution of effect parameters.

Argentina Mexico

Parameter Median 95% CI Median 95% CI
Bank/quarter time-varying covariates

CAR -1.27 -134 -1.20 -0.02 -0.15 0.12

Bank size -031 -0.33 -0.29 -0.78 —-0.91 -0.62

Loan conc. 0.05 0.02 0.07 0.14 0.06 0.21

NPL ratio -0.029 -0.11 0.05
Quarter time-varying covariates

GDP change 0.74 0.71 0.77 -0.49 -0.57 -041

CB loans 0.71 0.69 0.74 0.14 0.06 0.21
Bank type intercepts

Private bank -841 -8.55 -8.28 -5.06 543 -4.72

Mutual -842 -8.54 -8.27

CMHN -433 —4.67 -3.95

Foreign bank -8.43 —-8.56 -8.30 -547 =595 -5.04

Base hazard 2.34 230 237 1.96 1.85 2.08

Survival (+) 33.83  33.37 34.29 1096 10.26 11.59

Survival (-) 26.70  26.36 27.12 1094  10.37 11.55
N 10,389 702
Banks 156 34
Periods 90 months 35 quarters

nexus between financial status and bank survival. First, despite employing
a non-informative prior on the shape of the baseline hazard rate I find that
the risk of exit increases with bank duration (the posterior distribution of
v lies entirely above 1 in both countries). This is not surprising given that
a majority of failed banks in both countries started their lifespans during
the first observation period and exited the system within a relatively short
time halfway through the observation window after the banking crisis started.
Second, I observe noticeable differences in the survival of banks according to
their type in the case of Mexico, but not in Argentina. Consider Argentina
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first: After controlling for bank size, there is practically no difference in the
distribution of the coefficients that correspond to the three different bank types
(private, mutual, and foreign). In particular, despite the fact that mutual banks
failed at larger rates and their assets were often merged into private banks, it
would be difficult to argue that there was a differential exit policy for banks
based on their ownership structure or idiosyncratic lobbying capacity. Any
variation in failure rates between private banks and mutual banks is accounted
for by differences in bank size and capitalization levels, especially the latter.*’
In other words, it is hard to believe that high rates of failure among mutual
banks were the result of an orchestrated effort to benefit private banks at the
expense of cooperativas bancarias.

In contrast, different types of banks in Mexico show different frailties.
These frailties defy expectations, as results suggest that banks owned by
members of the Consejo Mexicano de Hombres de Negocios enjoyed shorter
staying power than non-CMHN banks, after controlling for size and capi-
talization. The expected bank duration of a CMHN bank was 6.31 quarters
when holding all variables constant at sample means; non-CMHN banks
were expected to survive 9.13 quarters. Consider however that bank size and
CMHN membership are very highly correlated (the mean log size of CMHN
banks is 11.6, 8.9 for non-CMHN banks). In fact, we do not observe small
CMHN banks, which would be an oxymoron. Results are therefore consistent
with the view that CMHN banks survived longer than non-CMHN banks
because of sheer size, and not necessarily on account of the lobbying power
of CMHN bankers. An average-sized CMHN bank has expected duration
equal to 10.35 quarters, whereas an average-sized non-CMHN bank was
expected to live 8.20 quarters, all else constant. Aside from bank size, a larger
index of loan concentration is associated with slightly lower bank duration,
but the effect is substantively negligible (in Mexico, for example, a drop in a
bank’s loan concentration index of one standard deviation below the sample
mean increases expected survival by less than three months).

I include short-term GDP change and central bank liquidity support as
covariates that affect all banks within a period but vary across periods. My
decision to include GDP change follows from the expectation that shifts in na-
tional economic fortunes ought to affect bank balance-sheet items, especially
if a severe economic downturn limits the ability of bank debtors to pay their
loans. Furthermore, changes in GDP may also affect the political decision
to close insolvent banks, though the direction of this effect is not entirely
clear. In fact, I find that the association between period-to-period changes in

49 Admittedly, the capitalization levels of private banks may have been improved because of
preferential access to government-sponsored capitalization programs. I cannot disavow this
explanation with the data at hand. However, recall the various quandaries set up by the Argentine
government to prevent access by ex ante insolvent banks to capitalization funds.
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GDP and bank survival is different in Argentina and Mexico. In Argentina,
positive GDP change is associated with an increase in the mean hazard rate
across banks; the opposite association holds in Mexico. More interestingly,
an increase in CB credit is associated with an increase in the mean hazard
rate in both countries. Because the Argentine and Mexican models are based
on different samples, the effect on bank duration of changes in central bank
expenditures are not directly comparable. However, the positive association
between CB credit and hazard rates is consistent with the lender of last resort
role that central banks in both countries played during their banking crises—
indeed, we would expect central bank liquidity injections and bank closures
to be much more frequent during banking crises than during tranquil periods.

The main parameters of interest are the coefficients for CAR and, in the
case of Mexico, NPL ratio. These coefficients reveal the extent to which
the bank exit process in these countries reinforced or counteracted market
outcomes. In Argentina, we see that a bank’s capital-asset ratio is a substan-
tively important predictor of expected survival, even after controlling for an
array of bank- and period-level covariates. In short, better capitalized banks
had lower hazard rates. In Table 4.4, the rows labeled “Survival” display the
distribution of median survival times for banks with low capitalization levels
(25" percentile of the sample distribution of CAR) and high capitalization
levels (75" percentile). Median survival times correspond to the number of
periods that one would need to wait to see the exit of 50% of banks in a
population. The posterior distribution of these survival times suggests with
very high probability (0.95) that the median Argentine bank in a set of well-
capitalized institutions would survive between 33.4 and 34.3 months, holding
all covariates constant at mean levels. In contrast, the median ill-capitalized
Argentine bank would live between 26.4 and 27.1 months. Compare these
predictions against those that obtain in the Mexican sample: there is in fact
no difference in the expected length of median survival of well- versus ill-
capitalized banks. Simply put, capitalization levels are not good predictors of
bank exit in Mexico. Furthermore, non-performing loan ratios are also useless
as predictors of bank survival in that country. In short, Mexican politicians
seem to have considered bank size as the sole criterion to determine bank
exit.>”

4.3 Concluding Remarks

The analysis of bank survival in Section 4.2.2 resonates with the depiction of
Argentina and Mexico as, respectively, Bagehot and Bailout governments. In

50This result is not an artifact of collinearity between NPL and capital-asset ratios. Though
the correlation between these variables is negative, as one would expect, and relatively strong
(o = —0.32), similar results obtain when excluding NPL ratio from the model.



Argentina and Mexico: A Closer Look at Bank Bailouts 93

Argentina, the Menem administration was relatively quick in enabling regu-
latory agencies to combat bank liquidity and insolvency problems. Though
only three banks had been suspended two months into the banking crisis
(Basel, Finansur, and Trader), the Easter legislative package granted financial
authorities the power to close several other financial institutions right away.
With the power to allocate assets, intervene banks, and subsidize mergers of
bad banks into good banks, Argentine regulators forced the exit of a large
number of insolvent financial institutions expeditiously. By election day on
May 14, the bank run that had started with the December devaluation of the
Mexican peso had abated, and bankers and regulators were starting to get a
handle on remaining insolvency issues. Though my analysis suggests that
the Argentine government was not immune to “too big to fail” considera-
tions, capitalization levels are unarguably important predictors of bank exit,
as corresponds to a Bagehot enforcer. In contrast, capitalization levels are
irrelevant in understanding bank exit in Mexico. The Mexican authorities did
not readily implement a comprehensive program to cope with the banking
crisis, despite the fact that banking agencies (Fobaproa and CNBV) were
not equipped to deal with the grievous insolvency problems that affected do-
mestic banks. Instead, the Zedillo administration pushed through a pastiche
of crisis-management programs that were not necessarily out of line with
restructuring policies elsewhere, but did not seem to follow a coherent plan
based on sober assessments of insolvency either.

Some preliminary lessons can be drawn from these two experiences of
bank crisis response. First, banking crises are costly affairs, even when gov-
ernments limit the size of financial losses transferred to taxpayers. In order
to deal with financial insolvency, the Argentine taxpayer subsidized mergers
of good and bad banks and the monetary authority was granted the ability to
perform last-resort lending functions. Some would characterize these subsi-
dized operations as “bank bailouts” because they amounted, in essence, to the
continuation of bad banks under different names and/or to the continuation
of illiquid banks. This indiscriminate use of the term “bailout” is essentially
useless, as it throws in the same bag very different crisis-management styles.
Instead, my interpretation of bailouts corresponds to an essentially continuous
construct that measures the amount of financial losses that are passed on to
the taxpayer. In this sense, policies to contain and redress banking crises run
the gamut from taxpayer absorption of all financial losses derived from bank
insolvency to more limited taxpayer help to restructure a distressed bank-
ing sector. Crisis-management policies reveal ample information about the
bailout propensities of different governments. Analyzing bailout propensities
is the first step towards verifying the existence of political regime effects on
banking policies.

Second, the institutional setup of banking agencies may have an impact
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on the way in which banking crises are managed, but though it is common
to argue that banking agencies matter it is less obvious which features are
consequential. Furthermore, the structure of bank supervision and regulation
seems to be endogenous to political decisions to cope with banking crises. It
is clear that the governments of Argentina and Mexico scrambled to grant
old and new banking agencies the ability to deal with insolvent banks. In
this regard, it is noteworthy that Argentine policy-makers were able to tweak
the currency board arrangement so that the BCRA could carry out LOLR
functions. When it comes to reforming banking agencies, it is not uncommon
to see governments patching the ship at sea. The Argentine authorities took
advantage of the crisis to strengthen their bank supervisory institutions and
to develop bank restructuring expertise while keeping down costs passed on
to the taxpayer. Instead, Mexican officials designed a series of policies that
varied in their ability to elicit optimal banker behavior. On one extreme, the
temporary capitalization programs limited moral hazard incentives. On the
other extreme, the set of policies coordinated through Fobaproa to purchase
bad assets in exchange for fresh capital ended up providing the worst possible
incentives to bankers. In contrast with the high-powered incentives that were
built into Procapte to keep fiscal cost low, Fobaproa seemed purposefully
planned to transfer most bank losses to the taxpayer.

Finally, my choice of Argentina and Mexico as exploratory cases was
not due to my a priori perception of their policy responses, but to the fact
that while Argentina could be depicted as a consolidated, albeit imperfect,
democratic regime by 1994, Mexico was still in the midst of transition towards
full electoral contestability by the time the crisis hit. My main theoretical
claim is that democracies are better able to withstand pressures to transfer
losses to disorganized taxpayers simply because the latter can make their
voice heard during elections. In this regard, one could imagine that facing
elections in the near future would have the opposite effect to the one posited
here, i.e., that elected politicians fear the wrath of their constituents and are
therefore likely to extend the lives of insolvent banks if elections are close in
the horizon. In Argentina, before the Easter presidential decrees that ended
the deposit run were implemented, there was indeed some speculation that the
government could ignore the problem until after the elections. Politicians in
democratic regimes may well choose to engage in regulatory forbearance in
expectation of an electoral contest and therefore increase taxpayer costs, but
in order to validate my theoretical claim the relevant counterfactual scenario
is not that of a democratic regime without elections in the immediate future,
but that of an election-less authoritarian regime or, more likely, one with
limited electoral accountability.

An obvious candidate mechanism to explain why democracies may be
less prone to bailouts is the existence of multiple veto points. The idea that
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democratic regimes with very different institutional features can be usefully
compared through analysis of the number of veto players in assemblies
and the executive power has been developed by Tsebelis (2002). From a
theoretical point of view, it is not entirely clear whether we should expect
veto points to increase or decrease the probability of bailouts. While it is
possible that veto players with different policy positions could slow down
attempts to respond to a banking crisis, this configuration could presumably
also lead to checks-and-balances that might improve policy-making (Haggard
and MaclIntyre 1998). I find no reason to believe that a veto points argument
could help understand Argentina’s response. Congressional participation in
revamping financial laws was minimal at best and, as was common during his
tenure, President Menem passed many relevant reforms by decree. In Mexico,
President Zedillo’s administration avoided immediate major reforms and
coordinated the bailout effort through the Ministry of Finance and Fobaproa.
But in line with a veto point logic, a major effort to review bailout policies
and revamp financial losses was put in motion once midterm elections in 1997
returned a more fractious lower Chamber. At that point, though, financial
losses derived from bank insolvency had been apportioned and Mexican
taxpayers had already acquired hefty obligations.

Suggestive as it may be, the paired Argentina-Mexico comparison is ulti-
mately limited for two main reasons: First, as in many qualitative analyses,
it is difficult to guarantee that these two cases are representative of the ways
in which democracies and autocracies react to banking crises. One cannot
rule out the possibility that the policy reactions of Argentina and Mexico
are outliers within the populations of, respectively, democratic and semi-
authoritarian regimes. Second, even if Argentina and Mexico in 1991 through
1999 were typical cases within the populations of democracies and authori-
tarian regimes, we are still unable to confidently attribute variations in their
observed responses to differences in their political regimes. Political regime
is one of the attributes that varies across these cases, but it is certainly not
the only meaningful difference between these two countries. Consequently,
throughout the rest of the book I base inferences about regime effects on
inspection of a larger set of cases.
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Chapter 4 dissected the policy response to systemic banking crises during the
mid-1990s of two governments, a democratic regime that carried out policies
close to the Bagehot ideal-type and a semi-authoritarian regime that pursued
policies closer to Bailout. The analysis in that chapter is consistent with
the main proposition of this book, namely, that politicians in democracies
react differently than politicians in autocracies whenever they confront wide
insolvency in the banking sector. However, Argentina and Mexico were
different not only in their political regimes, but also along dimensions that
may help account for their policy choices, from the institutional setup of
the monetary authority to the structure of their banking systems. Some
of these factors—Ilike supervisory stringency, or extension of crony links
among entrepreneurs, bankers, and government—are theorized to follow from
variations in political regime, but some others—Ilike international openness or
institutional constraints on the monetary authority—are not. Unfortunately,
one cannot control for potential confounding variables in a paired comparison.

To make progress in estimating the effects of political regimes on banking
policies, I follow a different strategy over the next chapters. Basically, I
consider variation across governments to assess the degree to which polit-
ical regimes matter in understanding policy responses to widespread bank
insolvency. Based on theory presented in Chapter 3, the political regime
under which governments operate should have an impact on the probability
of observing a bank bailout. In line with Proposition 1, I expect democra-
cies to be more successful in limiting burden-sharing with taxpayers upon
suffering a banking crisis. Aside from validating this hypothesis, the analysis
in this chapter and the next sheds light on other seldom-explored aspects of
management of banking crises, like the relative political expediency of alter-
native policies and the potentially multi-dimensional character of government
response. To fully present the evidence that substantiates Proposition 1, I

96
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break down the analysis into two chapters. In Section 5.1 of this chapter I first
describe the data on which the analysis is based, a small sample of forty-six
documented instances of policy response to banking crises. In Section 5.2
I detail the modeling assumptions that allow me to reach inferences about
bailout proclivities based on the peculiar characteristics of observed data. In
particular, I rely on item-response theory models to build and analyze an indi-
cator of the bailout propensity of different governments. Section 5.3 closes
with a preliminary analysis of the effect of political regime on the decision of
governments to pursue Bagehot or Bailout, and Section 5.4 considers whether
recent instances of bailouts in democratic regimes provide enough evidence
to cast doubt on the existence of a democratic advantage. I build a case for a
causal interpretation of the impact of political regimes on bank bailouts in
Chapter 6. I conclude there that democratic regimes are indeed less likely to
carry out onerous bailouts.

5.1 Crisis-Management Policies

I argued in Chapter 1 that the concept of “bank bailout” is only useful if we
consider it as a theoretical continuum between the ideal-types of Bagehot and
Bailout, where outcomes closer to the latter extreme correspond to higher
burden-sharing with taxpayers. Every government redistributes losses derived
from bank insolvency to some extent; consequently, even the thriftiest gov-
ernment ends up burdening taxpayers with at least some portion of financial
losses produced by the behavior of economic actors. To validate Proposi-
tion 1, I assess the bailout propensities of different governments—i.e., the
degree to which these governments sheltered banks from the consequences of
insolvency. Recall that Proposition 1 states that democracies are more likely
to adopt harsher closure rules to deal with distressed banks.

The empirical analysis is based on a sample of government responses to
forty-six separate banking crises observed from 1976 to 2003. Most of these
were compiled, coded, and disseminated by Honohan and Klingebiel (2000);
I have complemented their database with information from Del Villar, Backal
and Trevifio (1997) and from secondary sources through Lexis-Nexis (see
Appendix A.2.3). These forty-six events are a subset of a larger collection
of episodes recognized by policy experts as systemic banking crises (see
Chapter 7). Though the subset of N = 46 is relatively small and presumably
favors banking crises that were relatively well publicized, no obvious selection
bias is evident in the sample. In other words, democracies are not over-
represented over autocracies, corrupt over non-corrupt regimes, or open over
closed economies; in preliminary tests, not reported here, none of these
factors were significant predictors of the inclusion of a banking crisis in the
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sample (see Rosas 2006). The only partial exception is that poorer economies
tend to be slightly under-represented, in the sense that real per capita GDP is a
statistically significant, albeit substantively unimportant, predictor of whether
a systemic banking crisis will appear in the sample. Thus, these 46 banking
crises are to a large extent representative of the wider universe of events. This
need not mean that policy responses themselves are representative, nor do
I make the claim that the distribution of treatment (democracy) and control
conditions across these observations is random. I will return in Chapter 6 to
the problem of making causal inferences based on observational data, where
the mechanism assigning treatment (democracy) and control (non-democracy)
is not known.

Honohan and Klingebiel provide details about governmental responses
to banking crises. Among other indicators, they code whether any of seven
policies commonly used to address bank solvency and liquidity problems
were implemented during a systemic banking crisis; they build a dichotomous
score for each of these seven policies within each banking crisis in the sample.
Table 5.1 reproduces their coding scheme. As can be gleaned from this table,
the seven binary indicators can be directly traced to the five policy issue-
areas—exit policy, liquidity support, asset resolution, liability resolution, and
bank capitalization—detailed in the Bagehot-Bailout classification scheme of
Table 2.3. For example, bank liquidity is an indicator of government response
regarding protection of bank depositors that is coded “1” for governments
that extended emergency liquidity support during at least twelve months,
with overall support exceeding the total amount of banking capital (Honohan
and Klingebiel 2000). Table 5.1 shows how the other six indicators (for-
bearance, public asset management, debt relief, explicit guarantees, deposit
freeze, and recapitalization) relate to policy issue-areas in Table 2.3. The
last two columns of Table 5.1 display counts of the number of governments
that enacted each of the seven policies and the number of missing values in
each category. By far, the most popular interventions are provision of liquid-
ity through heavy last resort lending (23 cases) and regulatory forbearance
(28), whereas flagrant cases of debt relief for corporate borrowers or bank
recapitalization with public funds are less common.

5.2 An Item-Response Theory Model of Bailout Propensity

We can exploit variation in the frequency with which these policies were
implemented to elicit information about the underlying bailout propensities
of different governments; in fact, better inferences about bailout propensities
follow from consideration of all seven indicators as a set, rather than from ex-
amination of a handful, provided that these data are combined in a principled
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manner.!

I model government responses to banking crises using tools from item
response theory (IRT). These models are extremely flexible tools to ana-
lyze limited dependent variables, particularly the kind of data—dichotomous
variables—described in Table 5.1.2 The basic setup of IRT models makes
them ideal tools to analyze policy problems in which a set of dichotomous
variables can be interpreted as manifest indicators of some latent policy con-
struct. In this case, I construe the seven policies laid out in Table 5.1 as
manifest indicators of a government’s latent bailout propensity. We can then
use IRT models to make inferences about unobserved tendencies that push
politicians to enact alternative policies. In this section, I relate informally
the various assumptions underlying IRT models of bank bailouts, abstracting
from more technical issues about identification and estimation. I fit several
models to the data described in Table 5.1; these models vary mostly in the
amount of information they incorporate about government characteristics
and the assumptions they make about the seven crisis-management policies,
but they all start from the premise that government i’s unobservable bailout
propensity 6; drives the distribution of observed policy responses y; ; = {0, 1}
(i is the government index, j is the policy index). The unit of analysis is thus
a government’s response to a banking crisis, with seven dichotomous policy
indicators per observation. Many countries suffered multiple banking crises
during the period under inspection, but only five of these—Argentina, Indone-
sia, Malaysia, Mexico, and Turkey—provide more than one observation to
the dataset.?

To understand how an IRT model helps us extract information from these
data, recall from Table 5.1 that the number of governments that implement
each of the seven crisis-management policies varies a great deal, from a
minimum of ten countries pursuing debt relief to a maximum of 28 countries
adopting regulatory forbearance. These differences speak to the relative ease
with which governments can pursue different policies; in other words, it is
reasonable to assume that the sample frequency of these policies reveals the
degree to which these policies are politically expedient. For example, regu-
latory forbearance often starts with low-level bureaucratic decisions that do
not immediately invite oversight from, or require the benediction of, elected
government officials. Even when regulatory forbearance is the result of direct

!Previous research has used some of these dichotomous variables as indicators of selected
aspects of Bagehot-Bailout (for example, Keefer 2002 uses forbearance and Nava-Campos 2002
combines explicit guarantees, bank liquidity and forbearance in an additive index).

2See Rasch (1980) for an introduction to IRT models and Johnson and Albert (1999, ch. 6)
for IRT models in a Bayesian framework.

31 count each banking crisis as an independent observation, i.e., observations are not clustered
within governments. This is not unreasonable given that banking crises do not occur within the
same government, even if they occur within the same country.
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intervention from “up high,” this policy is relatively easy to implement, as it
requires a passive “response.” Instead, policies such as debt relief or bank
recapitalization often require legislative intervention or concerted action by
a variety of agencies, and are therefore relatively difficult to pursue, even
by governments with high bailout propensity. Moreover, these two policies
create immediately recognizable outlays that must be met with taxpayers’
money. Relatedly, provision of bank liquidity is generally the province of a
nation’s central bank, which may or may not be autonomous from politicians.
In any case, crisis-management policies are subject to political constraints
of varying importance. In an IRT model, the overall political expediency of
enacting each of the seven policies would be captured by a set of parameters
«;, which are appropriately labeled difficulty parameters.

5.2.1 Inferences Based on Frequency of Policy Implementation

With these definitions in place, consider now the model of bailout propensities
across governments conveyed by Equations 5.1 and 5.2:

vij ~ Bernoulli(n;;) ©.1)
mij = O — @) G2

In Equation 5.1, each dichotomous policy item y; ; is modeled as a random
draw from a Bernoulli distribution with parameter r; ; € [0, 1]—i.e., we as-
sume that y; ; will take on a value of 1 with probability ; ;. Equation 5.2 then
considers parameter 7; ; to be a function of item difficulty /; and government
bailout propensity 6;: The probability of observing policy j in response to
a banking crisis increases with the political expediency of the policy (lower
values of @) and with the bailout propensity of the government (higher values
of #). These are the two core assumptions of the IRT model.* The main goal
in this case is to estimate bailout propensities 0; for all 46 governments based
on observable policy choices y; j; however, the model requires estimation
of difficulty parameters «; as well. Incidentally, notice that item parameters
vary across policies but are constant across governments, whereas bailout
propensities appropriately vary across governments.

In this baseline setup, the IRT model requires estimation of 46 bailout
propensities and seven item difficulty parameters, based on information from
46 x 7 observed policy values, so there is in principle sufficient information
to uniquely estimate model parameters. Note however that parameters 6 and
a are invariant to changes in scale and rotation, and therefore the model as

4This model assumes a probit link for the Bernoulli parameter 7; j (@ is the standard normal
cumulative distribution function). Bear in mind that & and 7 are parameters of a statistical model;
these are not the same as the democracy weight and risk profile in Chapter 3.
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expressed in Equations 5.1 and 5.2 is not identified. In other words, 6 and
a could be multiplied by any constant value and model fit would remain
unchanged. One advantage of the Bayesian estimation of IRT models is
the possibility of using prior probabilities on parameters 8 and « to identify
the model. In the baseline setup, I fix the scale of bailout propensities
by stipulating a standard normal prior distribution on parameters 6 as is
customarily done in this kind of model (Johnson and Albert 1999). This
prior solves scale invariance by constraining the bailout propensity of the
average government to be 0 and all other values of 6 to fall within a narrow
range around O (i.e., we assume a priori that 95% of all bailout propensities
will fall within -2 and 2). By the same token, I stipulate that the prior
distribution of difficulty parameters « is normal with mean 0 and standard
deviation V2.> This prior distribution ensures that policies with average
degrees of difficulty or political expediency will get a score of @ ~ 0, and it
also allows the posterior distribution of difficulty parameters of all policies
to be lower (or higher) than the lowest (largest) bailout propensity. The
latter condition implies admitting a priori that some policies might not be
extremely informative about bailout propensities. In other words, we could in
principle see a policy that is so politically expedient (a; lower than the lowest
6;) that all governments stand a better than even chance of implementing it,
regardless of how bailout-prone they are. Note that though prior probabilities
on parameters 6 and « are informative, this information is added to the model
with the sole purpose of achieving identification. Inferences about 6 are still
largely data-driven and not overtly dependent on selection of priors.
Estimates of difficulty parameters for the model based on Equations 5.1
and 5.2 appear in the first column of Table 5.2 (the point estimate corresponds
to the median of the posterior distribution, the standard deviation of the poste-
rior distribution appears in parentheses). The conclusions that follow from
the baseline model about the comparative expediency of alternative crisis-
management policies are not surprising given knowledge of the frequency
with which they have been adopted, but they confirm the basic adequacy of
the IRT model.® Recall that a policy with parameter a ~ 0 corresponds to a
policy with “average” difficulty in the sample. Consistent with their relative
frequency in the sample, policies with difficulty parameters well above 0—

5Note that this model is still invariant under rotation, so all 6 and « parameters could be
multiplied by —1 and fit would remain identical. To identify the model, I placed a non-positive
constraint on the bailout propensity of Argentina 1995, along with a non-negative constraint on
Mexico 1994 (cf. Jackman 2000). This implies that Mexico 1994 cannot have a lower bailout
propensity than Argentina 1995, an assumption entirely supported by the analysis in Chapter 4.

SEstimates in Table 5.2 are based on 1,000 draws thinned every 10" draw after apparent
convergence from the joint posterior pdf of parameters. I ran two chains for 1,000 iterations
as burn-in for every model and assessed convergence based on the Gelman-Rubin R statistic.
Convergence in these models was swift and clean.



Table 5.2: Bayesian estimation of Bagehot-Bailout policy (@, 8) and case (6)
parameters. Point estimates are the median of parameter posterior densities
(standard deviation of parameter posterior densities in parentheses).

Parameters Model 1 Model 2 Model 3 Model 4
Aam 0.302 0.377 0.370 0.339
(0.257)  (0.317)  (0.319) (0.322)
7 0.797 0.904 0.889 0.908
(0.271)  (0.325)  (0.323) (0.342)
7 0.203 0.292 0.255 0.245
(0.251)  (0.311)  (0.286) (0.302)
Urp 0452  —0.443  —0.450 —0.452
(0.258)  (0.233)  (0.256) (0.251)
ar -0.822  -0.062  —0.052 -0.059
(0.240)  (0.202)  (0.190) (0.190)
7 0.802 0.714 0.679 0.689
(0.268)  (0.225)  (0.213) (0.221)
ar 0.245 0.235 0.232 0.229
(0.254)  (0.196)  (0.201) (0.199)
Bam 1.389 1.342 1.399
(0.468)  (0.418) (0.453)
Br 1.306 1.182 1.278
(0.412)  (0.401) (0.412)
Ba 1.400 1.192 1.288
0.445)  (0.442) (0.482)
Brs 0.673 0.589 0.724
(0.365)  (0.335) (0.412)
B 0.221 0.079 0.244
(0.218)  (0.258) (0.201)
Bo 0.275 0.186 0.313
0.243)  (0.302) (0.242)
Br 0.254 0.238 0.310
0.222)  (0.281) 0.217)
§ (democracy) -0.324 —0.198
(0.192) (0.189)
DIC 395.74 37428  371.73 374.84
pD 41.16 39.80 38.67 39.37

Model 3 based on dichotomous, 4 on continuous, democracy index
L = liquidity, D = debt relief, AM = asset management agency, R = recapitalization,

G = explicit guarantees, F' = deposit freeze, FB = forbearance
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Figure 5.1: Estimates of difficulty and bailout propensity parameters in a
common space. Point estimates are medians of the marginal posterior density
of each parameter (FB = forbearance, L = liquidity, G = explicit guarantees,
D = debt relief).
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debt relief and bank recapitalization—are relatively hard to implement; in
contrast regulatory forbearance is comparatively easy. In other words, many
governments find it expedient to engage in regulatory forbearance, even those
that do not have particularly high bailout proclivities. Instead, a policy like
bank recapitalization, which requires investment of hefty public resources to
keep insolvent banks in operation will be approached with trepidation even
by the most bailout-prone government. Thus, the ease with which different
governments enact these policies does not necessarily refer to the number of
bureaucratic levers that need to be pulled, or the complexity of the process
that needs to be set in motion, though admittedly this kind of mechanisms
are probably at the heart of variation in policy difficulty. Instead, “relative
ease” should be interpreted as the extent to which governments with different
bailout propensities would choose these policies. Regulatory forbearance
is very common in the sample, which makes this an “easy” policy item;
therefore, observing that a government engages in forbearance only tells
us that the government