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Preface

In the early 1960s, using techniques from the model theory of first order
logic, Robinson gave a rigorous formulation and extension of Leibniz in-
finitesimal calculus. Since then the methodology has found application in
a wide spectrum of areas in mathematics, with particular success in prob-
ability theory and functional analysis. In the latter, fruitful results were
produced with Luxemburg’s invention of the nonstandard hull construction.

There is so far no publication of a coherent and self-contained treatment
of functional analysis using methods from nonstandard analysis. Therefore,
this publication seeks to fill such a gap.

In a way, writing a book like this is tantamount to writing a fantasy
novel on a plausible alternative evolution of mathematics: What if rigor-
ous nonstandard analysis were invented and become popularized before the
development of Banach space theory?

However, by adhering to such a theme too dogmatically, one misses out
lots of excitement—as it is unwise to prescribe a methodology before inves-
tigating the problems. For that reason, the purpose of this book is simply
to demonstrate how intuition and methods from both the classical camp
and the nonstandard camp are brought together to create the fundamental
concepts and results in functional analysis.

READERSHIP

This book aims at both senior/graduate level students and researchers
in functional analysis. For the former, it can be used as a self-study aid or
a textbook for a course in functional analysis. For the latter, the book can
be used as a reference for techniques from nonstandard analysis applicable
to functional analysis, as well as for directions to further research.
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PREREQUISITE
Undergraduate level courses covering naive set theory, real analysis,
complex analysis and preferably some basic measure theory.

SYNOPSIS

Chapter 1 (p.1-75): A brief introduction to the logical and set-theoretical
framework needed for nonstandard analysis is first presented in §1.1. Then
two constructions of the nonstandard universe are given in §1.2 and §1.3. In
§1.4, as a warm-up exercise, elementary calculus is used as a testing ground
for convincing the reader that nonstandard analysis is indeed a collection of
simple, effective and intuitive mathematical tools. §1.5 and §1.6 continue to
serve the same purpose and present in a nonstandard manner all measure-
theoretical and topological background required in later chapters.

§1.1-1.4 can be skipped by those with requisite skills in nonstandard
analysis, namely being fluent with the transfer principle, the saturation
principle, internal sets and internal extensions. §1.5 and §1.6 can be skipped
by those who already had a thorough introduction to measure theory and
topology, although they may still enjoy browsing through the nonstandard
treatment of such topics.

Chapter 2 (p.77-180): In §2.1 and §2.2 basic results concerning normed
linear spaces, Banach spaces, linear operators and the nonstandard hull
construction are given. In §2.3, Helly’s Theorem is placed in the nonstan-
dard context and regarded as the most fundamental result in Banach space
theory. The nonstandard hull construction is no doubt the most central
notion in this book. A version of this construction is applied in §2.4. to
represent the bidual of a Banach space. Reflexive spaces are perhaps the
most studied class of Banach spaces. They are dealt with in §2.5. In §2.6
Hilbert spaces are given just sufficient coverage for the operator theory in
the next chapter. §2.7 consists of a selection of topics, including the invari-
ant subspace problem which witnessed the success of nonstandard analysis
in the early days of its development.

Chapter 8 (p.181-275): In §3.1 Banach algebras and spectra are introduced.
The nonstandard hull construction is extended in this context. C*-algebras,
Gelfand transform and the GNS construction are handled in §3.2. The
norm-nonstandard hull of a C*-algebra is the topic of §3.3. As a prominent
type of C*-algebras, von Neumann algebras are featured in §3.4 with a
study of the effect of various kinds of nonstandard hull constructions on
them. §3.5 is about some aspects and usage of projections.



Preface ix

Chapter 4 (p.277-301): This chapter is made up of some new results in
Banach space and Banach algebras, such as isometric identities for Hilbert
space-valued integrals, fixed point theorems, representation of Arens prod-
uct on a bidual and a noncommutative version of Loeb measures. Some tan-
gible open problems and questions are listed with the intention of inviting
the serious reader to make contribution to the advancement of nonstandard
methods.

COURSE TOPICS

One-semester senior level course: Chapter 1 (§1.3 may substitute part
of §1.2.2), §2.1-2.6.

Two-semester senior level course or one-semester graduate level course:
The above, together with §2.7, §3.1-3.4 and any part of §3.5 and Chap-
ter 4. Possibly with more detail on logic and ultraproduct supplemented
by Chang and Keisler (1990).

Whenever possible, exercise problems should be done by using methods
from nonstandard analysis.

ATTRIBUTIONS
Other than the author’s negligence, the absence of ascribing credit for
a result means that it is easy or folklore or due to the author.

ACKNOWLEDGEMENT
I am indebted to Hua and Yisun for their patience and tolerance during
the writing of this book. I also thank Hua for the cover design and drawings.

Siu-Ah Ng
January 2010
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Convention and Symbols

A Banach space, linear functional, etc. is an object which is a Banach
space, linear functional, etc. in the ordinary (standard) sense.

An internal Banach space, internal linear functional, etc. is an internal
object which is a *Banach space, *linear functional, etc.

Notation evolves along the pages as topics become more specialized. For
example, the generic notation for a linear operator on a Hilbert space
changes from f to ¢ then to T" and sometimes may reverse, depending
on the context.

In the first half of the book, the symbol * is more rigorously attached to
any internal extension. In the second half, this practice is eased out for
better readability. So *@) can be written as al?)

From p.58 onward, unless stated otherwise, all topological spaces are
assumed to be Hausdorff.

ByViel ( - ) holds, we mean ( : ) holds for every i € I. We also use
Ji € I(---) inasimilar way. The conjunction A, ; (---) is equivalent to
Vi €I (---) and the disjunction \/,.; (---) is equivalent to Ji € I (---).
None of these are first order formulas if I is infinite.

X :=(---) means X is defined as (---).

Respectively, C and D mean C and 2, but < and > mean < and = .
The image of a set X under a function f is denoted by f[X].

N = natural numbers, Z = integers, Q = rationals, R = reals and
C = complex numbers. N* = {n € N|n > 0} and RT = {r e R|r > 0}.
F stands for either R or C.

e In the second half of the book, all Banach algebras are over C.

The appearance of a terminology in boldface italic font is an indication
that its definition is to be found nearby.
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Chapter 1

Nonstandard Analysis

1.1 Sets and Logic

Mathematical objects are sets and mathematical theories are
part of the set theory.

Intuitively, all mathematical objects can be collected to form what we call
a universe U. More formally, members of U are termed sets and there is
a system of written rules, i.e. axioms, specifying certain objects to be basic
sets and establishing some acceptable set-building machineries.

1.1.1 Naive sets, first order formulas and ZFC

As a minimum requirement, U must contain (), the empty set—a set with
no members, and an infinite set, such as N, the set of natural numbers.
Moreover, if X,Y € U, then U must also contain sets such as

e {X,Y}, the pairing of X,Y;

(X,Y), ordered pair, identifiable with {{X}, {X,Y}};

X x Y, Cartesian product, i.e. {(A,B)|A € X and B €Y},

(JX, union, i.e. {A|A € Z for some Z € X};

(X, intersection, i.e. {A| A € Z for every Z € X };

P(X), power set that collects all subsets of X, i.e. {Z|Z C X };
{Z € X | Z satisfies ¢ } for certain admissible property ¢;

F[X], image under a function F' C X x Y i.e. F is such that for
any A € X there is a unique B € Y such that (A, B) € F;

o YX je {F|FCXxY andF is a function }.

The most widely accepted axiom system for sets is ZFC, the Zermelo-
Frankel set theory together with the Axziom of Choice. ZFC is formu-
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lated in a formal language based on the following:

e Logical symbols (whose intuitive meanings are listed underneath):

- 9 /\ ) \/ ) é ) v ) 37 = ;
not, and, or, implies, for all, ezists, equals;

e variables: x,y, 2, T, T1,.-.,Y0,Y1,---;
e a binary relation symbol: €;
e brackets for making expressions unambiguous.

(To economize on notation, = and € are used both as symbols in the lan-
guage and as relations between sets in U.)

Valid expressions in this language are called formulas.

Beginning with two basic types of formulas:

r=y and z €y,

where z,y are variables, other formulas are built up by iterating the fol-
lowing operations finitely many times:

¢, 9N, oVE, ¢=0, Vre¢, g,

where ¢ and 6 are formulas that have been built already. V and 3 are called
quantifiers and in the above, the variable x is bounded by them.
Some frequently used abbreviations:

e x £y, and x ¢ y stand for —(z = y) and ~(z € y) resp.;

¢ < 0 stands for (¢ = 0) A (6 = ¢);

Vz,y and Jz,y stand for VaVy and Jx3y resp.;
V:z:Gyd)meanst(xEyéqﬁ);

Jx € y ¢ means 3x(x€yA¢)'

Vo Cy ¢ means Vo (Vz (2 € 2 = 2z € y) = ¢);

Jx C y ¢ means EIx(Vz(szﬁsz /\gb),

Jlz ¢ means Jx (¢ AVy(l = (z = y) ) where 6 is obtained by
replacing all occurrences of z in ¢ by y.

Formulas given above are more formally called first order formulas
in the language consisting of a single binary relation symbol €, i.e. in the
language of set theory. This language is denoted by L. So £ = {€}.

A formula ¢ is written as ¢(x1, . . ., ) if the variables in ¢ which are not
bounded by any quantifiers V or 3 are among x1,...,x,. When z1,..., 2,
in ¢(z1,...,2,) are replaced by yi,...,y, the resulted formula is written
as ¢(y1,...,yn). Formula in which all variables are bounded by some quan-
tifiers is called a sentence.
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The axioms of ZFC consist of first order sentences describing the fol-
lowing set existence with the corresponding titles:

(empty set) the existence of an empty set;

(extensionality) sets are uniquely determined by membership;

(pairing, union, power set, comprehension, replacement)
the existence of those sets listed on p.1;

(infinity) the existence of an infinite set;

(regularity) no set contains a decreasing chain of membership;
(AC) the axiom of choice.

To illustrate, the axiom of empty set is given by the sentence

JaVy(y ¢ )
while the axiom of extensionality is written as
Vo, y(Vz(z €z & z€y) & z=y).

The axiom of regularity is just a technicality needed to give U a hierar-
chical structure and is not relevant to most ordinary mathematics. The ¢
in {Z € X | Z satisfies ¢ } on p.1 is required to be a first order formula. The
collection of first order sentences asserting the existence of such set, one for
each such ¢, constitutes the axiom scheme of comprehension. Likewise, the
existence of the image under each function constitutes the axiom scheme
of replacement. Not everyone on that list needs to be explicitly given an
axiom, as the existence of some of them is derivable from others.

There is a natural and rigorous deduction system for first order formulas
whose details are skipped over here. For example, for our purpose here, it
is sufficient to see by an informal argument that ZFC + 3lx Vy(y ¢ a:), i.e.
the uniqueness of the empty set. (I is the symbol for logical deduction.)
A constant symbol @ is then introduced and a sentence like 3z (@ € x)
abbreviates 3z,y (Vz (2 ¢ y) A (y € x).)

Note that @ also stands for a particular object in U, the set having no
members. When the symbol () is interpreted as the empty set () in U (and
symbols =, € interpreted as the relations =, € on U resp.), the set {0} is a
realization of the axiom of empty set. That is, the symbol () is just a name
for the empty set in U. Other common abbreviation symbols are also used.
For example, C is interpreted as the subset relation in U.

More generally, if a theory T (i.e. a collection of sentences) is realized
by some X C U and some binary relation £ on X under some interpretation
of the language, we say (X, E) is a model of T. This is written as

(X,E) =T



4 Nonstandard Methods in Functional Analysis

It follows for instance that (U, E) E dz (@ € x) under the natural inter-
pretation. Given a formula ¢(z) and A € U, the expression (U, €) |= ¢(A)
means that in the natural interpretation with x interpreted as A, the for-
mula ¢ is realized in U. We also say the first order property ¢ holds of A
in U. So, if ¢(y) is Iz (y € ), then (U, €) = ¢(0).

1.1.2  First order theory and consistency

We say that a theory T is consistent if no falsehood is deductable from it,
i.e. TV 3z (x #x).

First order logic is simply the interplay between formulas, deduction
and models. The crucial connection between them is the following:

Theorem 1.1. (Godel’s Completeness Theorem) A theory is consistent
iff it has a model. O

A deduction in first order logic requires only finitely many steps. Con-
sequently, we have:

Theorem 1.2. (Compactness Theorem for First Order Logic) If every
finite subset of a theory has a model, then the theory has a model. O

To continue with the discussion about ZFC, the following is the axiom
of pairing;:

Vo,y 3z (Vu(u €z (u=aVu=y))).
Then ZFC +
Vo,y3z (Vulu € z & (Vw(w € u s w= 1)) V(Vu(w € u & (w=aVw =1y))))])

i.e. the existence of the ordered pair (x,y). Hence the existence of an
ordered pair is logically deduced from ZFC.

Given a formula ¢(z,uq,...,u,), the following is included in the com-
prehension axiom scheme:

Vo Vuy, ... ,u, yVz (z €y < (2 €A d(z,u1,...,up)))

stating the existence of the set {z € x| z satisfies ¢ }. We leave as exercises
the formulation of other ZFC axioms. Viewed in an intuitively manner,
starting from an empty set, all other sets in U are built up by applying
ZFC axioms. We will return to some more examples of ZFC axioms in a
moment.

It is sensible to claim that (U7 E) = ZFC. However we have:
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Theorem 1.3. (Godel’s Incompleteness Theorem) Unless ZFC is incon-
sistent, the consistency of ZFC is not provable under ZFC. |

Hence no set model of ZFC can be produced. In particular U is not a
set, i.e. U ¢ U. (In fact U € U contradicts the regularity axiom as well.)
Pragmatically, mathematicians work only in a large enough universe of sets
and are content with the trust that mathematics is consistent—hence the
consistency of ZFC.

In any case, we regard U as the collection of all sets and € the true
membership relation on sets.

1.1.3 Infinities, ordinals, cardinals and AC

Recall that a binary relation < on a set X is a partial ordering if it is
reflexive, antisymmetric and transitive. i.e. the following are satisfied:

OVxeX(xgm);
evVr,ye X ((x<y<az)= (z=y));
oVw,y,zeX((xgygz)é(xgz)).

We write z < y for (x < y)A(z # y). Sometimes it is convenient to formulate
partial ordering using < with the obvious adjustment to the above.

A partial ordering < on X is called a linear ordering if everything in
X is comparable under < . i.e. Vo,y € X ((z < y) V (y < x)). A linear
ordering < on X is called a well-ordering if every nonempty subset of X
has a least element w.r.t. <. We say that a € X is a <-maximal element
ifoeX(anéa:x).

The pair (X, <) is called a partial/linear/well order if < is respectively
a partial/linear /well- ordering on X.

In U, natural numbers are identified with sets:

0:=0, 1:={0}, 2:={0,1}, ..., n+1:=nU{n},

and N is the union of all such sets. Then N and every n € N is linearly
ordered by € . In fact € is a well-ordering on them. More generally, we call
a set in U an ordinal if it is well-ordered by € .

Note that if « is an ordinal then so is a U {a}, i.e. « + 1. Ordinals of
the form « + 1 are called successor ordinals. A nonzero ordinal o such
that 6+ 1 € « for every 0 € « is called a limit ordinal. The collection
of ordinals is denoted by Ord. Then Ord ¢ U for reasons similar to why
U ¢ U. On Ord, it is common to write the ordering as < instead of € .
There is a natural arithmetic on Ord. For example, o + 3 is the unique
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ordinal order-isomorphic to the one given by adjoining 3 to the tail a.
Multiplication and exponentiation are defined as well.
The infinity axiom of ZFC states that a limit ordinal exists:

Jz(@exn(Vyeca(y+1eua)).

Then the existence of N as a set is provable from ZFC using the well-
ordering of € . To emphasis its well-ordering structure, as an ordinal, we
write w instead of N.

ZFC allows one to perform transfinite induction and transfinite
recursion on Ord. This is a natural generalization of the usual induction
and recursion on N, as a consequence of the well-ordering.

Then the following objects are definable in ZFC by transfinite recursion:

Up:=0, Us:=|]J (UsUPUps)), acOrd
BEa
Note that U, € U and U, C U. Moreover, one regards

hence giving a hierarchy of sets. (In particular the axiom of regularity is
satisfied.) For X € U, the rank rk(X) is therefore defined as the least «
such that X € U,.

It is easy to check that rk(w) =w + 1.

Let X e U. If

(U, G) = (there exists a bijection between somen € w and X),

we say that X is finite. (Such a bijection is then in U.) If there is an
injection from w to X then X is infinite. If there is an injection from X to
w then X is countable, otherwise we say that it is uncountable. So w is
the least infinite ordinal and is a countable one. We write the cardinality
of X as |X]|, this is the least ordinal so that there is a bijection between
them.

By cardinals, we mean k € Ord such that |x| = k. So the cardinality of
a set is always a cardinal. As a cardinal, w is written as Rg, the countably
infinite cardinal. Then Y; is the least cardinal greater than it, the first
uncountable cardinal, and so on. It can be proved that cardinals can be well-
ordered and so infinite cardinals can be denoted as R, for some o € Ord.

In order to be able to define the cardinality of an arbitrary set X € U,
the following axiom is required:

Vz Jy (y is a well ordering on 33)
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This is known as the Axziom of Choice (AC). Among all axioms of ZFC,
it may look like an unusual one. As a matter of fact, until quite recently
most mathematicians were suspicious of AC for its nonconstructive nature.
However, AC is accepted nowadays for pragmatic reasons such as the exis-
tence of cardinality or the claim that every vector space has a basis.

AC is independent of ZF—the rest of ZFC. That is, ZF ¥ AC and
ZF ¥ = AC. Another famous result is that CH, the Continuum Hypothesis,
the assertion that |R| = Ny, is independent of ZFC. In a sense ZFC cannot
be effectively completed.

The above form of AC is normally referred to as the well-ordering
principle. There are two other forms, all three are equivalent under ZF:

The existence of a choice function:

Vo 3f C x x Uz (f is a function A (Vy € 2z (y # 0= f(y) €v))).

Zorn’s Lemma: Suppose X is partially ordered by < with the property
that every subset of X linearly ordered by < has an upper bound. Then X
has a <-maximal element.

With AC, one can be assured the existence of some sets without explicit
prescription of their construction. The practice of nonstandard analysis
can be characterized as an aggressive and efficient program of exploiting
AC. Moreover, this is done within ZFC. In particular, results proved using
methods from nonstandard analysis are never independent of ZFC.

1.1.4 Notes and exercises

The axiomatization of sets is analogous to Euclid’s axiomatization of geom-
etry. The main difference is the use of a formal language such as the first
order language in ZFC axioms, which makes the statements and deduction
more precise. Moreover, the syntax is given meaning via interpretations
in models. Godel’s Completeness Theorem give a crucial correspondence
between the syntax and semantic. There are other formal logics stronger
in descriptive power, such as the second order logic, but poorer in model
theory. First order logic appears to have the right balance.

In practice, mathematical theories are axiomatized in a specially tailored
language, such as the first order language of groups (consisting of one binary
function symbol and one constant symbol), that of rings, etc. But they can
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be embedded as part of set theory by treating the relevant relation, function,
constant symbols as the first order formulas defining them in set theory.

For basic first order logic, the reader is referred to textbooks such as [van
Dalen (2004)]. For a complete list of the ZFC axioms and a more rigorous
presentation of set theory, see [Enderton (1977)], [Jech (2003)] or [Kunen
(1983)]. The last two give detailed treatment of independence results based
on the forcing construction of models.

A standard reference and a complete treatment of model theory for first
order logic is [Chang and Keisler (1990)].

AC was formulated by Zermelo who proved the equivalence between
the choice function version and the well-ordering version. It is mainly the
latter that causes uneasiness among mathematicians in the early days. The
relative consistency with ZF was proved by Goédel and the independence
was proved by Cohen. The history and variants of AC can be found in
[Moore (1982)].

EXERCISES

(1) Write down as first order sentences in £ the axiom of union, the axiom
of power set and the axiom scheme of replacement.

(2) Write down a first order formula expressing the property that x is well-
ordered by € .

(3) Write down a first order sentence specifying the unique existence of w.

(4) Show using ZFC axioms how R is constructed from §. Find rk(R).

(5) Write down in full details the first order sentence for AC.

(6)

(7)

7

Show that a nonzero ordinal is either a successor or a limit.
Explore the natural way to do arithmetic on ordinals. Investigate the
order topology on ordinals.

(8) Show that ZFC F Vz (|z] < [P(z)]).

(9) Show under ZFC that AC is logically equivalent to the other two alter-

native formulation.

(10) Prove that every vector space has a basis.
(11) Prove that there is a subset of R which is not Lebesgue measurable and
discuss how the proof relies on AC.
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1.2 The Nonstandard Universe

Infinite mathematical objects can be idealized with all finitary
information coded within.

In the practice of nonstandard analysis, a mathematical object X is ide-
alized to an extension denoted as *X. Moreover, this is done uniformly to
all mathematical objects under consideration. By idealization, we mean an
enrichment so that any finitary approximation property about X is actu-
ally realized in *X. However, *X shares the same first order properties with
X, hence *X can be regarded as an idealized copy of X. The situation is
analogous to C taken as the algebraic closure of R. In comparison, *R is
the “first order closure” of R.

1.2.1 Elementary extensions and saturation

We continue to regard U as the collection of all sets and € the true mem-
bership relation on sets. Depending on the context, € also stands for the
corresponding binary relation symbol from L.

Given an infinite X € U, think of (X, € ) as a model for a first order
theory in the language of set theory L. Then there is a set °X 2 X and a
binary relation °€ on °X such that for for every formula ¢(x1,...,x,) and
any Aq,... A, € X, we have

(X, 6) Eo(Ar,...,A,) iff (OX, 06) Eo(Ar,...,A).
This is called an elementary extension and written as
(X,€) = (°X, °g).

Note that ©€ needs not be the true membership relation on the set °X,
only its restriction to X is the true membership relation € .

For an infinite X, as a consequence of the Compactness Theorem, X has
an elementary extension of size greater than an arbitrarily given cardinal.
However, if X is finite, there is no proper elementary extension of X, i.e.
°X is always the same as X. This is because one can write down a first
order sentence characterizing the finite size of X. Therefore nonstandard
analysis would not lend any extra power to finite mathematics.

Moreover, for reasons which become clear later on, for a fixed large
enough uncountable cardinal £ (normally k = X; is enough), one looks for
an elementary extension (°X , <>6) satisfying a property called k-saturation
which we discuss now.
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First some notation. Let C C °X. We expand £ = {€} to the language
L that includes a constant symbol ¢ for each ¢ € C. Then the symbol ¢
is naturally interpreted in (QX, <>6) by the element ¢ € °X, so (OX, 06) is
also regarded as a model for the language L. (More precisely, this model
in the expanded language Lo should be written as (QX , %€, c)

The above-mentioned property is the following:

ceC” )

k-saturation: Given arbitrary C C °X with |C| < k and a family F of
Lc-formulas in free variable x, if for any finite Fy C F,

(°x,%€) I N\ o)
¢(z)EFo
then there is a € °X such that (°X, °€) k= ¢(a), for every ¢(x) € F.
i.e. in (QX, °e), if F is finitely satisfiable then it is satisfiable.

For infinite X and any cardinal k, the existence of a k-saturated elemen-
tary extension (OX , <>6) is guaranteed by some model theoretic construc-
tion done under ZFC. Roughly speaking, let (XO, 60) = (X, 6) and after
« steps, (Xa, Ga) is constructed, we list all F which are finitely satisfiable
in (Xa, Ea) and use the Compactness Theorem to show that an elementary
extension (XQH7 €a+1) exists in which all such F’s are satisfied. So at each
step we get more F’s than in the previous step. Moreover, |X,41]| is kept
to the minimum, i.e. has cardinality no greater than the totality of all the
families F. For limit ordinal o, the model (Xa, ea) is obtained by taking the
union of models from previous steps. Then a k-saturated (Xm Ea) appears
at some limit ordinal «. Trivially, the x-saturated elementary extension is
a proper extension.

1.2.2 Superstructure, internal and external sets
Given a set X in U, we define

WX) =X, Vo (X) =V, (X)UPV,(X)), n<w.
Then the superstructure over X is the union

V(X) = J Va(X).

nw
Note that if X € U, for some a € Ord, then V(X) C Uyt and V(X) €

Ugtwt1- Also, V(0) is just U,,. One can also think of V(X)) as the collection
of sets constructed from X by basic set operations in finitely many steps.
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Most ordinary mathematics, especially functional analysis, takes place
in V(R). Most construction of R puts R in U, 4. Except in finite combina-
torics, there is very little interest in sets having finite ranks. So, although
functional analysis can be done in U,4,,, we prefer to choose V(R) as the
more convenient framework.

Therefore we will extend and idealize all V,,(R) uniformly. This is done
by taking, for some uncountable cardinal k, a k-saturated elementary ex-
tension:

(V(R),€) 2 (T, ¢). (1.1)

Although U is just some set in U and € needs not agree with €—the true set
membership for sets in U (in fact it does not!), a useful portion of certain
superstructure is embedded in Q.

First of all, R € V(R) C . We treat R as a new constant symbol and
form the expanded language Liry. For n < w, we let ¢,(x) be the Lig}-
formula expressing = € V,,(R). So ¢g(x) is the formula z € R, where € is
the binary relation symbol and R the constant symbol, and ¢;(z) is the
formula (z € R) V (z € P(R)) (i.e. (x€R)V (Vy(y €z =y €R)) ) ete
We define

R = {X €T | (T, ¢) E do(X) }.

Equivalently, *R consists of the X’s from U such that (X,R) satisfies the
relation €. That is, XeR holds in (Q], 5). (Keep in mind that € is not the
true set membership relation.)

Observe that R C *R by (1.1).

*R forms the hyperreal field to be discussed in §1.4.

Now define a mapping 7 : dom(7) — V(*R), where the domain

dom(m) := {X € T| (T, ¢) £ ¢n(X) for somen <w},
by induction on n < w :

T(A) = {A %f (T, ) = ¢o(A)
{m(X)| XeA} if (B, €) | dnt1(A) A —~on(A).
The well-definedness of 7 follows from the elementary extension in (1.1).
Note that 7(R) = *R and indeed the range of 7 is included in V(*R).
Moreover, V(R) C dom(7) C V.
On the other hand, keep in mind that trivially

V(R) C V('R).
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For each X € V(R), we have X C m(X) by (1.1). Moreover, (7(X),€)
is a k-saturated elementary extension of (X,€). (Here € is the true set
membership relation.)

Notice that 7 is injective and the range of 7 is

U r(va®)) c V(R).

n<w

We define
*X :=7(X), where X € V(R).
Hence 7(V,,(R)) = *V,,(R) and
x: V(R) — U Va(R).

n<w

So we have sets such as *N, "Q, "R, *C,... as well as the *V,,(R), n < w.
This is the uniform k-saturated elementary extension of all sets in V(R),
hence of all ordinary mathematical objects that we have referred to earlier.

The above is summarized by the commutative diagram Fig. 1.1.

/gom(ﬂ) -

n<w

Fig. 1.1 The x-embedding into the nonstandard universe.

There are two important types of sets in V/(*R) :
sets in U Vo (R) are called internal sets,

n<w
sets in V('R) \ U Vi (R) are called external sets.
n<w
Internal sets include all sets of the form *X, where X € V(R). As we will
see in a moment, these are not the only internal sets. Also all infinite sets
in V(R) (C V("R)) of cardinality < k are external.

The mapping * identifies the idealization of the X’s from V(R) as sets
with the correct set-theoretic relations to each other preserved. But * does
not embeds (V' (R), €) elementarily into (V (*R), €) because of the existence
of external sets. For instance,

(V(R),€) VX CN (3 least element in X w.r.t. < ).
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But in V(*R) the subset ("N \N) C "N does not have a least element.
However, we get a weakened form of elementary embedding by requiring
that quantifiers in the formulas we deal with come with a bounded form:

Ve € V,(R), Tz € V,(R).

A formula in which all quantifiers are bounded in this manner is called a
bounded quantifier formula.

Despite the restrictions, basically all ordinary mathematical properties
are expressible by bounded quantifier formulas, because they take place in
some V,(R).

1.2.3 Two principles

Modern nonstandard analysis is based on two fundamental principles. Here
is the first one:

Transfer Principle:

Let ¢(x1,...,x,) be a bounded quantifier formula for the language L and
A1, ..., A, € V(R).

Then ¢(Aq,..., A,) holds in V(R) iff ¢(*Aq, ..., *A,) holds in V("R).

Consequently * preserves all finitary set Boolean operations. For exam-
ple, (AUB) = *AU "B, (AN B) = *AnN "B, etc.

The transfer principle reflects the uniform elementary extension of all
ordinary mathematical structures. Consider for example the real field struc-
ture (R,+, -0, 1). Treat +, - as subsets of R, then in V(*R) it has the
elementary extension (*R, =+, %0, 1). This is a true elementary extension
for the field theory language (with two binary function symbols and two
constant symbols) and properties of fields are inherited from the transfer
applied to bounded formulas in the language of set theory. Here those
properties are expressible by formulas using bounded quantifiers Vo € R
and dx € R. Moreover, (*(37 +, %0, 1) and (*R, 4, % F<0, 1) are simul-
taneously elementary extensions of ((C7 +,-,0, 1) and (R, +,-, <0, 1).

For convenience, from now on we fix the cardinal

r=[V(R).
Hence > | X| for any X € V(R). i.e. & is greater than the cardinality of
any ordinary mathematical object.

(Although in most circumstance x = Ny is sufficient.)
Here is the second fundamental principle:
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r-Saturation Principle:
Let F C V('R) be a collection of internal sets and |F| < k. If F has
the finite intersection property (i.e. (Fo # 0 for all finite Fy C F) then

NF 0.

We leave it as an exercise to prove using the s-saturation of (U, €) the
above two fundamental principles of nonstandard analysis.

In nonstandard analysis, by transfer, we can lift a standard problem,
solve it in V(*R), and push the solution back to V(R) and make it into
a solution of the original problem. In the process, k-saturation is needed
to ensure enough set existence. In for example the nonstandard hull con-
struction in the next chapter, k-saturation gives the existence of a certain
idealized space, then by taking a quotient w.r.t. certain properties, one ob-
tains a new standard space. One can see the similarity between saturation
and compactness in topology, we will explore this further in §1.6.

As a consequence of the transfer, we have the following useful tool for
building internal sets:

Internal Definition Principle:

Let A,C4,...,C, be internal sets and ¢(z1,...,xzy) be a first order formula

in language L. Then {x € A,| (V("R), €) = #(A,C1,...,Cy) } is internal.
In other words, internal sets satisfy the comprehension axiom.

For example, since *N is internal and any n € "N is internal, so is the
set {m € ‘N|m >n}.

Most ordinary mathematical objects are external. (In fact all infinite
ones are external.) For example, N is external. This can be seen by transfer
only, but it follows immediately from k-saturation: for if N were internal,
then sets of the form {m € N|m > n}, n € N, would have been internal
and have the finite intersection property. But the intersection of all such
sets is obviously empty.

1.2.4 Internal extensions

The following simple result will be used frequently when extending an ex-
ternal sequence of internal sets to an internal sequence.

Proposition 1.1. (Internal Extension) Let A be internal and I € V(R)
with |I| < k. Let f : I — *P(A), then there is an internal F : *I — *P(A)
such that f = F' [y, i.e. the restriction of F' on I.
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(Note that f is not necessarily an element of V(R).)

Proof. For each i € I, by the internal definition principle, the following
is internal:

Fi ={010: T — "P(A) A 60(i) = f(i)}.

Moreover, by transfer, the F;’s satisfy the finite intersection property.

Now let I € (;c; Fi by s-saturation. O
An internal set A is said to be hyperfinite if there is N € *N and an
internal bijection between A and [0, N] N *N. We leave it as an exercise to

prove the following from x-saturation.

Lemma 1.1. (Hyperfinite Extension) Let F € V(R) equipped with a

function 8 : F — NU{oco}. Assume that A € F with |A| < & and for every

finite Ag C A there is A’ € F satisfying 6(A’) € N and Ay C A’ C A.
Then there is A" € *F such that (A’) € *N and A C A’ C *A. O

The above lemma will be useful in situation where F represents certain
class of objects (e.g. Boolean algebras, vector spaces, etc. in some V,,(R))
and 6 represents some characteristic of those objects (e.g. the finite/infinite
sizes, dimensions, etc.) Then under the given conditions, hyperfinite ver-
sions of some of those objects (e.g. hyperfinite Boolean algebras, hyperfinite
dimensional vector spaces, etc.) can be found so that finite combinatorial
properties become applicable.

A directed set (I,<) is a partial ordering such that

Vijel3kel(i<kAj<k).

Finally we formulate one more principle which is often used—especially
when the directed set is (N, <).

Lemma 1.2. Let f be an internal function, (I, <) a directed set with |I| < k
and S; C Dom(f), i € I, nonempty internal subsets such that S; O S;
whenever i < j. Then

N8 = N f1si.
il iel
Proof. (C): trivial.
(D) :Let y € miEI f[Sl]
Define for each nonempty finite J C I the internal set

Fr={we)Si|fl@)=y}.

jedJ
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For such J, let ¢ € I so that j < i forall j € J, theny € f[S;] C f[ﬂje, 5]
hence F; # (). Moreover, (.7{;1 ﬂ]—}z) D Fjug, 7 0, therefore the F;’s have
the finite intersection property.

By saturation, let x € ({F;|0 # J C I finite }, then z € (,c; S; and
y=f(x) € f[Mies Sil- O

Note that the similar statement f [ U S,» U f[S:] holds always with-
out any additional requirements. e !

From now on we fix a k-saturated extension ( (V ), ) and

work exclusively in V' (*R) with the injection x : V( ) — V( R).
V("R) is referred to as the Nonstandard Universe.

1.2.5 Notes and exercises

Nonstandard analysis has its origin in Leibniz’s notion of infinitesimals
and monads in calculus. The rigorous and general formulation however
appeared only almost three hundred years later through A. Robinson’s ap-
plication of model theory for first order logic.

A detailed construction of the nonstandard universe can be found in
[Chang and Keisler (1990)]. There are numerous and similar introductory
books on nonstandard analysis. For a complete treatment with a wide
range of applications, see [Albeverio et al. (1986)].

In order to specify a unique nonstandard universe, further conditions
in addition to transfer and k-saturation are necessary. Note that under
ZFC there are arbitrarily large cardinals A > &k such that A = |Unp<22%].
Let’s fix such a A. By a spectal model of cardinality A we mean a model
formed from the union of a chain of |a|-saturated models, o < A, with
each of them having cardinality < A. By results in [Chang and Keisler
(1990)] Chap. 5.1., there exists a special model of cardinality A elementarily
extending (V(R) 6). Trivially, such model is k-saturated. What is more,
up to isomorphism, it is the unique elementary extension which is a special
model of cardinality A.

Under the assumption of the existence of a large uncountable cardinal
called the inaccessible cardinal and let A be such cardinal, then \ satisfies
the above conditions and the above special model is A-saturated and is up
to isomorphism the unique A-saturated elementary extension of cardinality
. However, even the relative consistency of the existence of such a cardinal
is not provable in ZFC. (See [Jech (2003)] and [Kunen (1983)].)
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There are alternative axiomatic approach to nonstandard analysis with-
out the need of constructing nonstandard universe. Most notably is Nel-
son’s Internal Set Theory ([Nelson (1977)]) which deals with a conservative
extension of ZFC with a unary relation symbol added for standard objects.
However, IST has not been developed enough and has not attained the level
of strength as the nonstandard universe approach. See also [Kanovei and
Reeken (2004)] for other axiomatic systems.

The nonstandard methods used in this book can be formulated in the
setting of neometric spaces developed by Fajardo and Keisler ([Fajardo and
Keisler (1996)]). Potentially, the neometric setting offers an alternative
approach to nonstandard analysis with less demand on logic, however it
has not received too much attention so far.

A comment about our terminology: Suppose N is the name of some
F C V('R) of mathematical structures specified using a finite language.

e If the structures with the name N are regarded as consisting of only

new (FNV,(R)) are still
called N/. For example, groups, rings, fields belongs to such category.
So ("R, *+,0) is still called a group.

e On the other hand, if the structures with the name A consist of

one sort of elements, then internal sets from | J

more than one sort of elements in a natural way, internal sets from
Unew (FNVa(R)) are called internal N or *N. For example, vector
spaces consist of two sorts of elements: vectors and scalars from a field,
and falls into this category. Hence, if X € V(R) is a vector space over
C, then *X is an internal vector space (or a *vector space) over the field
*C. However, if restricted to scalar multiplication by scalars in C, the
resulted structure on *X is simply called a vector space instead and it
would be an external structure in V(*R) only. Other examples include
normed linear spaces, Banach algebras, measure spaces, etc.

EXERCISES

(1) Show that U contains sets on which ¢ is not well-founded, i.e. there
are X,, € U, n < w, such that X,,;16X,. In particular, the whole
¥ cannot be identified with a superstructure, nor given a hierarchy
similar to U. (See [Kanovei and Reeken (2004)] for an axiomatization
of nonstandard analysis based on non-well-founded sets.)

(2) Investigate what other kind of portions of a superstructure is embed-
ded into ‘U.
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Let X € V(R) be infinite. Show that X is necessarily an external set.
Verify the transfer and x-saturation principles from the x-saturated
(0, ¢) - (V(R), G)

Verify the internal definition principle and show that the set of internal
subsets of a fixed internal set is closed under union, intersection and
complement. i.e. it forms a Boolean algebra.

Consider a cardinal A < x and let C' be internal. Show that if A, C
C, a < )\, are pairwise disjoint nonempty internal sets, then (J, .\ Aa
is external. Moreover, if A is internal and A C (J,_ Aa, then there
isn € Nand a,, <A, m < n, such that A C |J,,.,, Aa,,

Show that every internal subset of *N has a least element.

Prove Lem. 1.1.
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1.3 The Ultraproduct Construction

Ultraproduct provides a direct but less poetic construction of the
nonstandard universe.

A filter over a nonempty set I is some family F C P(I) \ {#} which is
closed upward and closed under intersection. i.e.

e VXCI(IY€EF(YCX))=XE€EF);
e VXY e F(XNY)€EF

It is an wltrafilter if in addition
e VSCI((SeF)& (I\S)¢F)).

Of course, each n € I generates an ultrafilter given by {S C I'|n € S},
called a principal ultrafilter.
A filter F over I is called a nonprincipal filter if

evnel ({n}¢F).

One regards a filter as a notion of being a large subset and an ultrafilter
leaves no room between being large and small.

Clearly an ultrafilter over a finite set is necessarily a principal ultrafilter.
By the Fréchet filter over I we mean the filter

{S CI|(I\S)is finite}.

Given any S C I, one can easily construct a filter extending the Fréchet
filter so that either S or I'\ S is an element. Using AC, one can even extend
the Fréchet filter to an ultrafilter. Note the result is always a nonprincipal
ultrafilter.

Viewed as a characteristic function on P(A), a nonprincipal ultrafilter
over [ corresponds to a finitely additive {0, 1}-measure over P(I), and vice
versa.

Given an ultrafilter U over a set I and a family of sets X; indexed by
i € I, we define for f,g € [[,.; X; that

fNU q iff {i€I|fi:gi}EU.
We leave it as an exercise to show that ~y forms an equivalence relation.
Then define the ultraproduct

HXi = HXZ/ ~U

icl
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as the quotient of J[,.;
alence classes in [],; X; are denoted by [f]y.

When all X; = X, for some X, we call [[,, X the ultrapower of X
w.r.t. U. Furthermore, we identify X C [],, X via the constant functions
fi=z, forxz e X.

Trivially, if U is principal, then [],, X; is naturally identified with some
X;. So from now on we only work with nonprincipal ultrafilters U.

As models in the language of set theory, the ultraproduct [, (Xl-, 6)

is a model ([],; X;, €v ), where €y C [, Xi x [,y X is given by
[f]U cuU [g]U iff {Z S I|f2 S gi} e U.

It is not hard to check that €y is well-defined and moreover, in the case of
an ultrapower, we have:

X; w.r.t. the equivalence relation ~y . The equiv-

Theorem 1.4. (Lo§’ Theorem) (X,E ) < (HU X, ey ) ]

Take for example a nonprincipal ultrafilter U over w (any extension
of the Fréchet filter to a ultrafilter will do). We take for the time being
(ITy V(R), €u ) as the (U, ) in the nonstandard universe construction.
Then the transfer principle is satisfied, by the Los’ Theorem.

One verifies that

R={[flv e [[V®)|flv v R} = {[flv|f €R N {n|fu eR} €U}

i.e. 'R = [, R. In general, we have

X =[[X, where X € V(R).

Now let A,, n € N, be countably many internal sets having the finite
intersection property. Replacing the A,, by ﬂm<n m, We can assume that
Ap D Apgi. Let Ag € V,(R) =[], Vp(R) for some p < w. Represent each
A, as [fn]u for some f, € V,(R)“. Define I := w and for 0 < n € N,

IL={kcw|k>minl_y A /\ (fms1(k) C fm(K)) }.

m<n
Then all I,, € U, I, 2 In41 and (o In = 0.
Let f € Vp(R)¥ be given by f(k) := fn(k), where k € I, \ In41. Then
for each n € N, we have
{klf(k) C fu(k)} D In,
hence [f]y C Ay. In particular, (), cyy An # 0.
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Therefore (HU V(R), v ) satisfies the N;-saturation principle.

For k-saturation, where x = |V(R)| as fixed in the previous section, we
need some more sophisticated ultrafilter.

We say that an ultrafilter over I is countably incomplete, if there is
a partition | J, oy An = I such that A, ¢ U for all n € N. Note that any
nonprincipal ultrafilter over a countable set is countably incomplete. This
property has been used in the above definition of f.

Let F denote the set of finite subsets of k. We say that an ultrafilter
U over k is good if for any 0 : F — U which is monotonic (i.e. 6(X) C
0(Y) whenever Y C X) then there is ¢ : F — U which is additive (i.e.
P(XUY) = ¢(X) Ng(Y) always holds) such that ¢(X) C 6(X) for all
X el

It has been proved in ZFC the existence of a countably incomplete good
ultrafilter over k, and the ultrapower (HU V(R), v ) is k-saturated. This
is a result due to Keisler, see [Chang and Keisler (1990)] Chap. 6.1.

Roughly speaking, given a family of fewer than s internal sets, the
finite intersection property is coded in F and the additive function is used
to construct an element in the intersection.

Therefore the ultrapower method provides an alternative construction
of the nonstandard universe satisfying both the transfer and x-saturation
principles.

We will see the use of ultrapower again in the next chapter.

1.3.1 Notes and exercises

Under ZF, the requirement that every filter extends to some ultrafilter is
strictly weaker than AC ([Moore (1982)]).

Construction of a non-Archimedean ordered field similar to the ultra-
power of R dates back as early as more than a half century ago in [Hewitt
(1948)].

The measure corresponds to a nonprincipal ultrafilter over a countable
set is never o-additive. But over an uncountable set, the o-additivity of
such measure is equivalent to the existence of a large cardinal called the
measurable cardinal, which is much larger than inaccessible cardinals. In
particular the relative consistency with ZFC of such existence is not prov-
able in ZFC. (See [Jech (2003)] and [Chang and Keisler (1990)].)

The ultrapower construction of the nonstandard universe is a special
construction that avoids the direct use of model theoretic results such as
the Completeness Theorem. However, there is a generalization of such con-
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struction called the bounded limit ultrapower and it can be proved ([Chang
and Keisler (1990)] Thm. 6.4.17) that any nonstandard universe can be
constructed by that method.

EXERCISES

(1) Use AC to show that every filter extends to an ultrafilter.

(2) Show that the measure corresponds to a nonprincipal ultrafilter over a
countable set is never o-additive.

(3) Let U be an ultrafilter over I, show that ~¢ is an equivalence relation
on [[;c; Xi and check that € is well-defined.

(4) Prove Lo$’ Theorem (X, € ) < (I],; X, €y ) by induction on the com-
plexity of the formulas.

(5) Suppose (T, ¢) is taken to be the ultrapower (], V(R), €y ). Then
show that *X = [], X for all X € V(R).

(6) Identify the equivalence class of an infinite element in J],, R.

(7) Given ultrafilters Uy and Uy, is [Ty, (I, X) identifiable with [T, X
for some ultrafilter U?

(8) Consider a construction analogous to the ultraproduct where the ultra-
filter is replaced by a filter. Investigate what sort of transfer is possible.
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1.4 Application: Elementary Calculus

Analytic properties of the real number system are physically coded
inside hyperreal numbers.

By the hyperreal number system we mean the nonstandard extension
*R. For the ease of reading, common operation and relation symbols on *R,
such as ™+, *, *<, ..., are simply written as +, -, <, ... . Note that, by
transfer, (*R, +, -, <, 0, 1) forms an ordered field whose theory is expressed
either as axioms in the language of an ordered field or as set-theoretic
axioms about the given sets +, -, <, 0, 1.

1.4.1 Infinite, infinitesimals and the standard part

Let 7 € "R. Then we say r is

e finite, if |r| < n for some n € N; (notation: |r| < co or r € Fin( *R));
e infinite, otherwise; (notation: r ~ +oo depending on sgn(r) );
e infinitesimal, if |r| < 1/n for all 0 # n € N; (notation: r ~ 0.)

(Note the |r| is written instead of *|r|.) For 0 # r € "R it follows from the
transfer that r ~ 0 iff |1/r| = oo and so the only infinitesimal in R is 0.
Given r, s € "R, we say that

e r and s are infinitely close, if |r — s| ~ 0; in notation: r = s.
Clearly, = is an equivalence relation on *R, with equivalence classes
o u(r):={s€ *R|s=r}, the monad of r.

Proposition 1.2. Let r € Fin(*R). Then there is a unique s € R such that
RS,

Proof. Define s :=sup{u € R|u < r}.

By 7 being finite and the Monotone Convergence Theorem, s € R. If
s 7, let € € Rsuch that 0 < e < |r — s|. Then either s+€e < 7 or s—e > r,
both cases contradict to the definition of s.

Now let 51,52 € R and s; = r = so, then s1 & s, s0 51 — s = 0, the
only infinitesimal in R. O

By the proposition, the following is well-defined:

°:Fin("R) — R, where °r € R and r &~ °r, the standard part of r.
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Everything mentioned so far generalizes to any finite dimensional Eu-
clidean space R".

Observe that if r € "R\ R, then (r - °r)71 is infinite. Therefore
the hyperreals "R contains infinite elements forming a non-Archimedean
field.

Each r € Fin(*R) has unique representation as s+ ¢ for some s € R and
€ ~ 0. The main features of *R are summarized in Fig. 1.2.

u(r)

Fin( "R
(E i

Fig. 1.2 The reals and the hyperreals.

~—

je)
o
<

Internal subsets of *R behave like subsets of R. Here is an example.

Proposition 1.3. Let ) # A C *R be an internal set and has an upper
bound in *R. Then A has a least upper bound.

Proof. Apply transfer to the formula
VXCR[FreR(X<r) = (IseR(X <sAVz<sX £1))],

where X < r abbreviates Vo € X (x < 7). O

1.4.2 OQwverspill, underspill and limits
The usage of the transfer often takes place in the following form.
Proposition 1.4. Let A C "R be an internal subset.

(i) (Overspill) Suppose A contains arbitrarily large positive finite numbers.
Then A contains an infinite number.

(ii) (Underspill) Suppose A contains arbitrarily small positive non-
infinitesimal numbers. Then A contains a positive infinitesimal.
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Proof. (i): Assume without loss of generality that A has an upper bound,
so by Prop. 1.3 it has a least upper bound, say r € *R. Then r =~ co. As
r is least among such bounds and as there are infinite numbers less than
r, A contains an infinite number.

(ii) follows from (i) by considering the internal set
{r~Yr£0Are A} O

Note that p(0) is external as *R \ p(0) is external by the underspill—
since it contains arbitrarily small positive non-infinitesimal numbers but
no infinitesimals. Translating by r, it is clear that p(r) is also external for
every r € "R.

Now consider sequences. A sequence {a, }neny in R is just a function
a: N — R. So it extends to "a : 'N — "R i.e. the internal sequence
{*a(n) }ne . The latter is often written

either as  {"a, tne-ny oras {a, tnewn

depending on the emphasis or clarity in presentation.

Proposition 1.5. Given a sequence {a, fneny C R, lim, o a, = a iff
an ~ a for all N € "N\N.

Proof. (=) : Suppose lim, . a, = a then there are my € N, k € N
such that Vn € N(n > my = |a, —a| < 1/k).

Transfer this for each k € N, then for each N =~ oo |any — a| < 1/k, for
all k£ € N; that is, ay =~ a.

(<) : Suppose lim, o a, # a, then there is ¢ € RT and increasing
sequence ny € N so that |a,, —a| > €. So Vm € N(3In > m |a, —a| > ).
By transfer, it follows that for some N = oo, |ay —a| > €. O

There is a similar statement for an internal sequence not necessarily of
the form {*a(n) }ne . The proof is similar.

Proposition 1.6. Let {an}ne-n C "R be internal.
Then lim,—, °a, = a for some a € R iff ay = a for all small N €
N \N. O

(By “for all small N € 'N\N” we mean “there is some M € *N\N, for all
N e ("N\N)Nn [0, M].”)

Intuitively, limit points of a sequence are elements having infinite in-
dices.

Theorem 1.5. (Bolzano-Weierstrass Theorem) FEvery bounded sequence
i R has a convergent subsequence.
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Proof. Let {an}neny C R be bounded. Therefore {a,}ne-n C Fin(*R).
Take any N € N \N. Let @« = °ay. For each m € N, an application of
transfer shows that In € N ( lan, — a|] < mfl). Fix any such n as n,,. Then
the subsequence {an,, }men converges to a. O

1.4.3 Infinitesimals and continuity

Let’s turn our attention to functions f : R — R. Similar to Prop. 1.5, we
have

Proposition 1.7. Let r € R. Then
lim,—, f(z) =a iff Ve € R (z~r = *f(z) = f(r)). O

The set of positive reals is denoted by R, i.e. (0,00).

Proposition 1.8. Let 7 € "R. Then
[ is continuous atr iff Vs€ R(smr = *f(r) = *f(s)).
That is, “f [n(r)] € p(*f(r)).
Proof. (=):Let s=~r. Let e € RT. By continuity, there is § € R"
VueR (Jlu—r|<d=|f(u)— f(r) <e).

But |s — 7| < 4, so by transferring the above, we have | *f(s) — *f(r)| < e.
Because this holds for all € € RT, it follows that *f(s) ~ *f(r).

(<) : If f is not continuous at r, then for some € € RT, for any n € N,
there are 7, € R such that |r, —7| < n=! and |f(r,) — f(r)| > €. So the
following internal sets

{ue R Ju—r|<n™t A *f(u) - *f(r)\>e}, n €N,

satisfy the finite intersection property. By k-saturation (actually it suf-
fices to use Wj-saturation), let s be in the intersection, then s ~ r and

[*f(s) = “f(r)] > € de. *f(s) 2 "f(r). 0

In fact the proof of the above proposition requires the transfer principle
only, we leave it as an exercise to demonstrate this.

The differential calculus was originally developed by Leibniz and New-
ton using infinitesimals. Now this is given rigorous meaning in nonstandard
analysis.
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Proposition 1.9. Let f : R — R and r € R. Then f is differentiable at r
iff there is a € R such that

sS—7T

Vs € *R{(szr/\s;ér) :>*f(5)—*f("“)%a]_

Proof. (=) : Suppose f'(r) = a. Let s =® r but s £ r. As |[r—s| < ¢
for each § € R, it follows by transferring the definition of differentiability
that

fls) = "f(r)

sS—7T

fs) = *f(r)

for each e € Rt. j.e. —————~2 ~q.

—al <E¢,

s—r
(«) : If f is not differentiable at r, then for each a € R, there are € > 0
and r, € R, n € N, such that |r —r,| < 1/n and

’f(?“n) —f(r)

n —T

—al > e.

The conclusion follows from either the saturation or the transfer, similar to
the proof of Prop. 1.8. ]

In §1.6 topological notions such as openness, closeness and compactness
will be given simple and intuitive definitions using nonstandard analysis.
Here we consider these notions for R.

Intuitively, a set is open if every point is cushioned inside the set—in
fact by its monad.

Proposition 1.10. S C R is open iff u(r) C *S for allrT € S.

Proof. (=) : Let S be open and r € S, so S includes an open interval
containing r, i.e for some ¢ € R, the interval (r —¢,7 + €) C S. Then by
transfer, Vu € "R (|u— 7| < e = u € *9). In particular Yu ~ r(u € *9).
That is, u(r) C *S.

(<) : If S is not open, for some r € S, there are ¢, € R, ¢, decreasing
to 0, so that r + ¢, ¢ S. Then the internal sets

{reR|z¢ *SAlz—r[<1/n}, neN,

satisfy the finite intersection property. Let w be in the intersection, then
ué *Sbuturr ie pulr)g *S. O

A subset is closed iff the complement is open, so the following dual is
an easy consequence of the above proposition.

Corollary 1.1. S C R is closed iff °r € S for all v € *S N Fin(*R). O
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Intuitively one thinks of compactness as being tight enough so that no
true expansion is possible. This is made precise by the following character-
ization:

Corollary 1.2. Let C' C R. Then C is compact iff Vr € *C (°7‘ € C).

Proof. Assuming the Heine-Borel Theorem (see Thm. 1.22), C C R is
compact iff it is closed and bounded.

(=) : Since *C C Fin(*R), °r is defined for each r € *C. Therefore
Vr € *C (°r € C) by Cor. 1.1.

(«) : If °ris defined for all r from the internal set *C, then, by overspill,
*C' C Fin(*R). Hence C is closed by Cor. 1.1 again. O

Proposition 1.11. If f : R — R is continuous and C C R is compact,
then f(C) is compact.

Proof. Let r € *(f(C)). Then r = *f(c) for some ¢ € *C. Let d = °c,
then by Cor. 1.2, d € C. Moreover, since d = ¢, *f(c) = *f(d) = f(d),
by Prop. 1.8. i.e. °r = °(*f(¢)) = f(d) € f(C), so f(C) is compact by
Cor. 1.2. ]

For internal sets A and B, we say that they have the same internal
cardinality if there is an internal bijection 6 : A — B. (Note that auto-
matically |A| = |B| as a possibly external cardinal number.)

Recall that an internal set A is hyperfinite, if it has the same internal
cardinality as {0,1,---,N} for some N € *N. Although finite sets are
hyperfinite, for most of the time hyperfinite refers to infinite but hyperfinite.

Hyperfinite sets are quite useful for the discretization of a continuous
object. Moreover, by transfer, finite combinatorial techniques are applicable
in hyperfinite settings.

Let N € *N\N. Write At = N~!. Then define

T::{nAt|n:0, 1,..., N}

So T is a hyperfinite subset of *0, 1]. We also think of T as the unit discrete
timeline consists of discrete time points 0, At, 2A¢t, ..., NAt = 1. It is also
called the hyperfnite timeline.

Note that since T C *Q it follows from transfer that T 2 [0, 1]. However,
it is possible to choose N € *N\N so that T contains all rational numbers
in [0, 1].

In the following we fix an arbitrary N € *N \N and hence also the T.
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We leave it as an exercise to prove the following representation of an
integral as a hyperfinite Riemann sum. As one can see, this is more in the
spirit of the infinitesimal calculus of Leibniz.

Proposition 1.12. Let f:[0,1] — R be continuous. Then

1 o N
/0 f(x)dz = Z “f(nAt) At.

n=0

O

Now we combine the nonstandard characterization of continuity and the
hyperfinite timeline in the following results.

Theorem 1.6. (Intermediate Value Theorem) Let f : [0,1] — R be con-
tinuous. Suppose that f(0) <0 < f(1), then Ir € [0,1] (f(r) = 0).

Proof. Consider the hyperfinite set { “f(¢) : t € T}. By transfer of prop-
erties of finiteness, there is a least t € T so that *f(t) <0 < *f(¢t + A¢).
By continuity, we get *f(t) &~ *f(t + At), so both have value = 0.
Let r = °t. By continuity again, f(r) = *f(t) = 0, i.e. f(r)=0. O

Theorem 1.7. (Extreme Value Theorem) Let f : [0,1] — R be continu-
ous, then f attains a mazimum on [0,1].

Proof. Let m = max{*f(t): t € T}. Then since T is hyperfinite, we get
by transfer m = *f(t) for some ¢t € T. Let r = °t. By continuity, f(r) = °m
and we claim that it is the maximum attained by f on [0,1] :

For each s € [0, 1], take w € T such that u ~ s. Then m > *f(u). By
continuity, *f(u) = f(s), so °m > f(s). O

We end this section with the following existence result. In contrast to
the classical proofs, the following is direct and no reference to the Ascoli’s
Lemma is necessary.

Theorem 1.8. (Peano’s Existence Theorem) Let f : R x [0,1] — R be
bounded and continuous. Then for any given y(0) = yo € R, the differential
equation

% = f(y(t)’t)

has a solution.
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Proof. We work with T instead of [0,1]. Define Y : T — *R by hyperfi-
nite iteration: (Replace dt by At.)
k—1
Y (kAt) = yo + > “f(Y(iAt),iAt)At,
i=0
Since f is bounded, Y has a finite bound.
By f being bounded, whenever ¢; &ty in T, Y (¢1) = Y (t2).
Now we define y : [0,1] — R by y(¢t) = °Y(¢), where ¢ is the point in
T to the immediate left of ¢ € [0,1]. So y is a continuous function. By
Prop. 1.12, we have

t N
/0 fy(s),s)ds ~ Z “f(Py(iAt), iAt) At

~ Z *f(Y (iAt),iAt)At  (by continuity of f)

So y is a solution. |

However, in general, the above solution fails to be unique.

1.4.4 Notes and exercises

Elementary calculus was developed in the 17th century by Leibniz and
Newton based on the notion of infinitesimals. However, Leibniz’ theory of
infinitesimals was not rigorous enough and so by the 19th century the use
of infinitesimals was replaced by e — d-style rigorous treatments given by
Cauchy and Weierstrass. Due to Robinson’s effort in the 1960’s, infinites-
imals re-emerged in the rigorous theory of the nonstandard analysis. By
1970’s attempts have been made to re-introduce infinitesimals in teaching
elementary calculus, with the belief that educators and students may be
attracted to its intuitive approach. See [Keisler (1986)].

In applied mathematics such as numerical analysis, mathematical
physics, mathematical finance, it is often more useful to model using the
hyperfinite timeline rather than using a real interval. The main reason is
that a lot of phenomena are of discrete nature and yet it is not realistic
to pre-fix a real increment. But a hyperfinite timeline does satisfy both
requirements.
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EXERCISES

(10)

(11)

Show that p(0) forms a ring, i.e. it is closed under +, —, -.

Construct (R, +, -, 0, 1) as a quotient field from (*Q, +, -, 0, 1).
Show that "Q is almost a real closed field in the sense that for any
odd n € N and integers aq, - ,ap, a, 7# 0, there is r € "Q such that
a,r" +---a1r + ag =~ 0.

If "R is constructed by an ultrapower using a nonprincipal ultrafilter
over w, write down explicitly an infinite number and a nonzero infinites-
imal number.

Given an example of a polynomial of the form p(x) = 27]:[:1 anx",
where a1 = 00, a, € R, N € "N such that p(e) ~ 0 for all large
enough € ~ 0.

Formulate and prove the corresponding overspill and underspill for in-
ternal subsets of "N.

Show that (1 + TN*I)N ~ (1+ erl)M € Fin("R) for any N, M €
N\N and r € Fin(*R). Moreover, let f : R — R be given by f(z) :=
°(1+ rN_l)N, N € "N\N, use the Binomial Theorem to show that
flx+y) = f(z)f(y) for all z,y € R. (Of course, f(z) =e".)

Let N, M € *N\N with M?2/N € Fin(*R). Show that

N2 N\NYIN-M\Y e
(o) (voa) =%
Let {ay, }nen C R. Show that ay =~ a for N = oo iff {a, }nen contains
a subsequence converging to a.
Is there a chain of vector spaces {V,, |n < N }, for some N € "N, such
that Vo # Vi but Vn < N (V,, = Vyp1)?
Show that

lim lim a;, =a if VM ~c0o3dK ~ oo VN > K (aMN za).

m—oo N—00

Find a similar characterization for

lim ( lim amn) = lim ( lim amn).
m—oo | N—00 n—oo " m—0oo

Prove the (<) direction in Prop. 1.8 using the overspill only.
Show that f : R — R is uniformly continuous iff

Vs,r € R(s~r= *f(s)~ *f(r)).

Find nonstandard characterizations of continuity and uniform continu-
ity for functions f with open domain Dom(f) C R.
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(15) Use nonstandard characterizations to prove that if f : R — R is differ-
entiable at r € R then it is continuous at r.

(16) Use nonstandard characterizations to prove that if f is continuous on
a compact set C, then it is uniformly continuous on C.

(17) Find N € "Nso that T D QN|[0, 1], i.e. T contains all rational numbers
in the unit interval.

(18) Use infinitesimals to prove the chain rule of differentiation.

(19) Prove Prop. 1.12. Use this to prove the Fundamental Theorem of Cal-
culus.

(20) Let st : "R — R U {£o0} be given by st(r) = °r, if r € Fin(*R), and
st(r) = sgn(r) - oo otherwise. Show that st[A] is closed for any internal
AC R
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1.5 Application: Measure Theory

Any nonstandard measure is convertible to an ordinary measure.
Measure algebras are given nonstandard recognition.

A measure is a function defined on some collection of sets and its definition
originated from the usual length function which assigns a total length to a
finite union of intervals from R. Measure theory is not only an important
collection of tools applicable in functional analysis, it is also a major source
of examples investigated by functional analysts.

We first begin with some necessary precise definitions and terminologies.
For properties and definitions of the topological notions mentioned in this
section, confer § 1.6 if needed.

1.5.1 Classical measures

Given a set , an algebra over ) is some collection B C P() which is
closed under U, N and complement in Q. In particular, §, @ € B. So an
algebra B over a set forms a Boolean algebra w.r.t. the set operations. We
sometimes call such B a set algebra.

If B is also closed under countable union (equivalently, under countable
intersection), then B is called a o-algebra.

If C € P(Q), the algebra generated by C is obtained by iterating arbi-
trarily finitely many times the operations of finite intersection, finite union
and complement. The result is the intersection of all subalgebras of P(w)
that include C. Likewise, the o-algebra generated by C is obtained by iterat-
ing arbitrarily finitely many times the operations of countable intersection,
countable union and complement. It coincides with the intersection of all
o-subalgebras of P(w) that include C.

The o-algebra generated by C is denoted by oC.

Given either an algebra or a o-algebra over €, the pair (Q, B) is called
a measurable space.

With attention to a given measurable space (Q, B), elements of B are
called measurable subsets of ().

Given measurable spaces (Ql, Bl) and (927 Bg), a function f : Q; — Qs
is called a measurable function if f_l[Bg] C By, ice. f71X] € By for
every X € By. We also say that f is By-measurable for emphasis.

Let F temporarily denote any one of the following sets:

{0,1}, [0,1], [0,00), [0,00], R, RU{oc}, C,
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with the usual meaning attached to 0 and +.
Given a measurable space (Q,B), a finitely additive measure on B
is a function p : B — F such that

o u(0) =0
e VX, Y eB((XNY =0)= (WX UY) =p(X)+ puY))).

We also say p is a finitely additive measure on € if the reference to B is
implicitly understood.

Note that if F does not include oo, the first condition is redundant. Also,
additivity holds for any finitely many disjoint sets from B by iterating the
second condition.

That is, if X1, ..., X, is a list of finitely many pairwise disjoint elements
from B, then

p(X1U--UX,) = pw(X1) 4+ -+ p(Xn).

In the case that B is a o-algebra, the term o-additive measure is used
for a finitely additive measure p on B that satisfies the following countable
additivity condition:

o w(UnenAn) = en #(Xy) for any pairwise disjoint {X,,}nen C B.

Here it is required that 3 .\ u(X,) converges absolutely if
11 Upen Xn) is finite. In the case F C (R U {oo}) and (U, ey Xn) = o0,
the countable additivity condition is only required when u(X,,) > 0 for all
n € N.

In particular, the limit given by »_ _ypu(X,) remains unchanged for
any permutations of the X,,’s.

By a measure on B we mean either a finitely additive measure or a
o-additive measure when the context makes it clear which is meant.

In either case, the triple (Q,B, ,u) is then called a measure space.
Note the difference between a measurable space and a measure space. For
emphasis, we may specifically mention either a finitely additive or o-
additive measure space.

Elements of B in a measure space (Q, B, u) are celled p-measurable.

Let (Ql,Bl,,ul) and (92782,,u2) be measure spaces. Then we call a
function f : Q7 — Q9 a measure preserving function if f is surjective
and f1[X] € By with py (f[X]) = p2(X) for every X € B,.

Let p be a measure on 2. The following is a list of common types of
measures.
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o If F = {0,1}, then u is called a {0,1}-measure, i.e. a zero-one-
measure.

o If F = [0,1], then p is called a probability measure, or simply a
probability, and (Q,B, u) is called a probability space.

o If 4(Q) is finite, then p is called a finite measure, or a bounded
measure. Otherwise, it is an infinite measure or an unbounded
measure.

o If there are , € B such that p(£2,) is finite for all n € N and
limy, 00 p(25,) = u(€2), then p is called a o-finite measure.

e If F C [0,00], then p is called a positive measure.

o If F C R, then p is called a real-valued measure, or a R-valued
measure.

o If F = C, then p is called a complex measure or a C-valued mea-
sure.

e Similarly, F-valued measures refer to measures p: 2 — F.

o If F C RU {oo}, then p is called a signed measure.

Given a o-additive complex measure space (Q, B, u), the total varia-
tion of p is the function |u|: B — [0, 00] given by

ul (X) :=sup Y _ |u(X,)|, X €B,
n=1

where the supremum is over all partitions of X, i.e. disjoint sets
{Xp}nen C B such that X = UpenX,.

The resulted |u| remains unchanged if only finite partitions are used in
the definition.

It can be shown that the total variation of a o-additive complex measure
is a bounded positive measure. (See [Rudin (1987)].)

Given a o-additive signed measure p : B — (R U {oo}) a classical
result known as the Hahn-Jordan Decomposition shows that there are
unique c-additive measures p; : B — [0,00] and pg : B — [0,00) so that
1= p1 — pa. (See [Rudin (1987)].)

For a o-additive real measure space (Q,B, ,u)7 by regarding p as
complex-valued, it is easy to see that the Hahn-Jordan decomposition is
given by i1 = 5 (|p| + p) and pz = 5(|ul — ).

A o-additive complex measure p naturally decomposed as p = 1 +ipg,
where 1, o are the real and imaginary part of p respectively. Clearly
11, o are real-valued measures, hence it follows from the Hahn-Jordan
Decomposition that g = (u11 — p12) + i(p21 — po2) for some finite real-
valued o-additive measures 11, 412, 421, f422-
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A o-additive measure space (£, B, ) is said to be complete, if when-
ever Y C X € B is such that u(X) =0, then Y € B. Of course, u(Y) =0
in such case.

For Y C Q, if there is X € B such that Y C X and u(X) = 0, we say
that Y is a null set or a pu-null set. Hence (Q,B, ,u) is complete if B
include all null sets.

Given a o-additive measure space (Q, B, ,u), where p is a positive mea-
sure, let N :={Y C Q] 3X € B(u(X) =0AY C X)} and let B be the
o-algebra generated by B UN. Define

fi: B—[0,00] by @(X):=inf{u(2)|3Z€B(Z>X)}.

Then it is not hard to see that fi is the unique o-additive measure on B
extending p and (€2, B, i) is a complete o-additive measure space.

By the above-mentioned Hahn-Jordan Decomposition results, any o-
additive measure space (Q,B, ;L), where p is either a o-additive signed
measure or a complex measure, extends uniquely to a complete o-additive
measure space (Q,B, ﬁ), called the completion of (Q,B, u). We also say
that B is the completion of B w.r.t. [i.

In many occasions, measures considered in functional analysis have a
topological origin.

If © is a topological space, the o-algebra generated by the class of open
sets is called a Borel algebra over (), with its elements called Borel sub-
sets of Q. A o-additive measure p on the Borel algebra B over €2, is called
a Borel measure on ) and (QJ’)’7 ﬂ) a Borel measure space.

Let (Ql,Bl,m)7 (QQ, Bs, ,ug) be Borel measure spaces. Then any mea-
surable function f : Q; — s is called a Borel-measurable function.
That is to say, f~1[X] is Borel whenever X is a Borel subset of 5. Note
that this is equivalent to f~1[U] being Borel for every open subset of Q.

However, if (Q,B, u) is a measure space and X is a topological space,
a function f: Q — X such that f~![U] € B for every open U C X is just
called a u-measurable function.

Note that in general a Borel measure algebra is not complete.

Let (Q, B, u) be a Borel measure space.

e 1 is called inner-regular if
w(X) =sup{u(C)|C C X and C is closed}, X € B.
e 1 is called outer-regular if

w(X) =inf{u(U)|U > X and U is open}, X € B.
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e i is called regular if it is both inner-regular and outer-regular.
e 4 is called a Radon measure if it is a completion of a Borel measure
and for any p-measurable X,

w(X) = sup{u(C)|C C X and C'is compact}
= inf{u(U)|U D X and U is open}.

Observe that if a Borel measure is finite, then inner-regularity is equiv-
alent to outer-regularity.

If Q is a locally compact Hausdorff space and is a countable union of
compact sets, then every Borel measure on €2 which is finite on compact sets
is regular. Many of the spaces that we will study do satisfy this property
and is also metrizable.

For each n € N, the Lebesgue measure on R” is an example of a Radon
measure which is the completion of a Borel measure.

1.5.2 Internal measures and Loeb measures

First recall the remarks on p.17) concerning the use of *.
By a *finitely additive measure , we mean an internal function

w:B— T

where F = {0, 1}, [0,1], [0, 00), [0, ], R, RU{cc} or C, and where for some
internal €2, the triple (Q,B, u) forms an *measure space, i.e. an internal
measure space.

By transfer, p is hyperfinitely additive. This means that for any
hyperfinite internal sequence {4, }o<n<n C B, where N € "N,

(¥n <m < N (A0 An=0)) = (s( J 42) = D nl4n).

n<N n<N
Observe that the latter is a hyperfinite sum.

e In an internal measure space (Q,B, ,u), w is called a finite internal
measure or a bounded internal measure if |(Q)| < .

Given a hyperfinite nonempty internal set €2, the probability measure
uoon  that assigns measure |Q|_1 to each singleton {w},w € €, is called
the normalized counting measure, or the counting probability on .
(Recall that || denotes the internal cardinality of €2.)

It follows then that

X
u(X) = ||Q| for every X € "P(Q).
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Consider the hyperfinite timeline T from §1.4. For convenience, as |T| =
N + 1, we deviate from the above definition in a non-essential way by
referring to the counting probability on T as the probability measure p
such that ££({0}) = 0 and is the normalized counting measure on T \ {0}.

In Prop. 1.12, the representation of an integral as a hyperfinite sum,
suppose we take f to be the indicator function xs where S C [0,1] is a
Lebesgue measurable subset, then

[e]

1 N
Leb(S) = / xs(x)dx = Z s(nAt) At =~ u(*SNT),
0 n=0

where g is the counting probability on T. Of course, xs need not be con-
tinuous, but we shall make this connection precise.

Let (Q, B, u) be an internal probability space. Define

“w:B—[0,1],

where, for any A € B, set °u(A) := °(u(A)), the standard part of the
hyperreal p(A), then (Q,B, O,u) is clearly a finitely additive probability
space. In applications, one often encounters sets in o3, so an extension of
°u to a o-additive probability on o8 is desired. (Except in trivial cases, B
is never a o-algebra, see exercises in §1.2.)

Before we construct the o-additive extension, we first define the inner
and outer measure of °u : let A C € be any subset, then

u(A) :==sup{°u(X): X e BN X C A} and

a(A) =inf{°u(X): X e BA X D A}
Tt is easily seen that pu(A) < @(A) holds for any A C Q.
Define L(B) = {A C Q| p(A) = i(A)}. We also define

L(w) s L(B) — [0,1] by L(u)(A) = p(4) (=n(A).
For sets A and B, we write
AAB for (A\ B)U(B\ A4),
the symmetric difference. (Here A\ B denotes {x € A|z ¢ B}.)

Theorem 1.9. Let (Q,B, ,u) be an internal probability space with the
corresponding (€2, L(B), L(11)) given as above. Then

(i) L(B) is a o-algebra extending B.
(ii) (9, L(B), L(w)) forms a o-additive probability space.
(iii) L(B) is the completion of oB w.r.t L(p).
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(iv) (Internal Approximation) VA € L(B)3B € B (L(u) (AAB) = O).

Proof. (i): It is clear that B C L(B).

It is also clear that A € L(B) iff (Q\ A) € L(B). To show that L(B)
forms a o-algebra, it suffices to check that it is a monotone class. (See [Ash
(2000)].) Let A,, € L(B) be increasing and A = |J, .y An. Let € € R, then
there are C,, D,, € B with

C, CA,cCD, and u(Dn\On)<2in, n € N.

neN

We can assume that the C),’s are increasing.

Let 7 :=sup °u(Cy). Then u(A) > r. We now show that r > 7i(A).
neN -

By internal extension Prop. 1.1 and by Prop. 1.6, let N € *N\N such
that r ~ p(Cy). Then it holds for any m € N that

(U D)\ On) < U (D) Co) f:;gze.

n<m n<<m

By the overspill and the | J D,,, Cn being internal,

n<m
u(( U Dn) \C’N) < 2¢ for some M € *N.
n<M
Hence *,u(Un<M Dn) < 7 + 2¢. Since ¢ € RT is arbitrary and A C
Un<ar Dn € B, we have fi(A) < r.
Therefore p(A) = r = fi(A), i.e. A € L(B). So we conclude that L(B)
forms a o-algebra.

(iv): Let A € L(B). So there are Cy,, D,, € B such that C,, C A C D,
with p(Dy, \ Cp) = 0. Let C' = |J,,cny Cn and D = (1, .y Dy By saturation,
there is B € B such that C ¢ B C D.

In particular, L(u)(AAB) = 0, i.e. A is approximated by some B € B
under L(p).

(ii): Clearly L(u) extends p. So it suffices to show that L(u) is o-
additive.

First let A,, € L(B) with L(u)(A,) =0,n € N. Let e € RT and D,, € B
so that A,, C D,, and u(D,,) < 27 "e. Extend the D,, to an internal sequence
by Prop. 1.1, then for small N € *N\N, we have

UAnC UD" and u(UDn)SQG.

neN n<N n<N
Therefore L(u U A = 0. i.e. the countable union of null sets is again
neN

a null set under L(u).
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Now consider disjoint A,, € L(B), n € N. Write A =
there are B, B,, € BB so that
L(p)(AAB)=0 and L(u)(4,AB,)=0,neN.

Replacing B, by (B, N B)\ U
disjoint subsets of B.
Let e € RT, then by saturation there is D € B such that

UUB.cDcB and wD)<e+) °u(Bn).
neN neN
Since this holds for any € € R,

L(:u)( U Bn) < Z O/L(Bn) < L('U')(B) = L(:u)( U An)~ (1'2)

neN neN neN

But °u(By) = L(p)(Ay,) and L(u)( U B, A U An> = 0, so by what was

neN neN
just proved about countable union of null sets, we obtain from (1.2)

L(M)( U An) < Z L(p)(An) < L(N)( U An)~
neN neN neN
Therefore L(u) is o-additive.

(iii): Let A C Q2 be such that A € D and L(u)(D) = 0 for some D €
L(B). But L(p)(D) = (D), hence i(A) = 0, implying u(A) = 7(A) = 0.
Therefore A € L(B).

Moreover, by (iv), each element in L(B) is approximated within measure

nen An. By (iv),

m<n B,,, we can assume that the B,’s are

zero by an element of B, so L(B) is the least algebra extending B that
contains all null sets, i.e. L(B) is the completion of B w.r.t. L(). O

The measure constructed in Thm. 1.9 was first given by P. Loeb in
[Loeb (1975)], hence L(B) is called the Loeb algebra of B, L(u) the Loeb
measure of p and (€, L(B), L(i)) the Loeb space.

There is an alternative Loeb construction utilizing the fact that
(Q,B, ou) satisfies the Carathéodory’s criteria, i.e. if {4, |n € N} C B
is decreasing to @), then lim, ., °u(A4,) = 0. This is the case because the
A,’s are internal so

{Vn EN(An D Apa) A ﬂ A, = @} = {Eln eN(4, = @)],
neN
by saturation. Therefore, by the Carathéodory’s Extension Theorem (see

[Ash (2000)]), °w has a unique o-additive extension Lo(u) : oB — [0,1].
Let NV be the collection of null sets, i.e.

N:={XcQ|3IY €eoB((Lo()(Y)=0)A(X CY)) }.
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Then L(B) is just o(BUN), the o-algebra generated by BUN, and L(u)
is just the unique extension of Lo(u) on L(B).
In either constructions, we obtain:

Theorem 1.10. Let (Q, B, ,u) be an internal probability space, then °u ex-
tends uniquely to a o-additive probability measure on oB with its completion
given by the Loeb space (Q, L(B), L(p)). O

In [Loeb (1975)] the Carathéodory’s Extension Theorem for an un-
bounded internal positive measure p was used to produce a o-additive
measure. In [Henson (1979)](Cf. also [Zivaljevié (1992)]) this extension
was shown to be unique on the o-algebra generated by the internal algebra
on which p is defined.

Given two internal measures p,v on the same internal algebra B, we
write p ~ v if VX € B (u(X) = v(X)).

We use Re and Im to denote the real part and imaginary part of
a complex number. Hence given a complex measure p, Re(p) and Im(p)
denote the measures corresponding to restricting the values of u to its real
part and imaginary part respectively.

The following is an internal version of the Hahn-Jordan Decomposition.

Proposition 1.13. Let (Q,B,u) be a finite internal complex measure
space. Then there are finite internal positive measures p11, (412, H21, [422

such that p = (p11 — p12) + (o1 — p22).
Moreover, the decomposition

(o)

= (Cpyg = “pg) +i(Cpor — o)

18 unique.

Proof. Let py := Re(p) and po := Im(u), so p1, po are finite internal
real-valued measures.
Since p; is finite, for some r € Fin(*R), pq : B — [—r,7].
By saturation, there is A € B such that pq(A) ~ infxep p1(X) < 0.
Now define finite internal positive measures p11, 112 : Q@ — [0,7] by

pi1(X) = p1(X\A) and  pga(X) =—u(XNA4), XeB.

Then py ~ p11 — p12.

Note that if 414, y1}, are similarly defined, then (111 —p12) &~ (phy —#ls),
hence the decomposition °py = °uy; — °py4 is unique.

The decomposition of o is similar. O
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Clearly the conclusion in Thm. 1.10 also holds for a finite internal pos-
itive measure space (Q, B, p) by scaling p by a positive finite factor if nec-
essary. Meanwhile, for a finite internal complex measure p, Prop. 1.13
provides the unique decomposition °p = (°uq; — “p1) + (e — pgg)-
Therefore Thm. 1.10 generalizes to the case of finite internal complex mea-
sures. Together with the earlier remark on unbounded internal positive
measures, the following generalization holds.

Theorem 1.11. Let (Q,B, u) be an internal measure space, where [ is
either a finite internal compler measure or an internal F-valued measure,
where F = [r,00] for some r € Fin(*R). Then °u extends uniquely to a
o-additive measure on olB. O

In the F-valued measure case above, if 1 takes an infinite positive hy-
perreal values, we denote the resulted values of °u by co. It is convenient
to denote the completion of the above measure space as (Q, L(B), L(p)).

1.5.3 Lebesgue measure, probability and liftings

Consider the internal counting probability p : *P(T) — *0,1]. Then there
is measure preserving mapping between (T, *P(T), L(u)) and the Lebesgue
measure space on [0, 1], as the following shows.

Theorem 1.12. Let st : T — [0,1] be the standard part mapping t — °t.
Let o be the internal counting probability on T.
Then for any Lebesgue measurable A C [0,1], Leb(A) = L(u)(st~[A]).

Proof. First let A C [0,1] be a Borel subset.
If A= |r,s] for some r,s € QN 0, 1], then
st7HA] = st r, 5] = ﬂ (fr=n"Ys+n1INT),
neN
hence

L(p)(st7'[A]) = lim L(u)([r —n L s+n7lN ']I‘)

= lim (s —r+2n"1') = s —r = Leb(A).
Now suppose L(p)(st™'[A4,]) = Leb(A,), where 4, C [0,1], n € N, are
Borel. Then
L) (srl[ N AnD - L(u)( N srl[An]) = lim L()(st™'[A,])
neN neN

n—oo

= lim Leb(4,) = Leb( N An).

n— 00
neN
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Similarly, we have L(u) (St_1 [UnGN AnD = Leb (U, An), therefore we
have proved (using the Monotone Class Theorem or by transfinite induction
on the complexity) that L(u)(st™1[A]) = Leb(A) for all Borel A C [0, 1].
Finally, let A C [0,1] and Leb(A) = 0. So for each € € R™ there is Borel
A" C [0,1], such that A C A’ and Leb(A4’) < ¢, then the outer measure
71(A) < L(p)(A’) = Leb(A’) < e. Since € € RT is arbitrary, L(u)(4) = 0.
Since the algebra of Lebesgue measurable subsets of [0, 1] is the com-

pletion of the Borel subsets w.r.t. the Lebesgue measure, we conclude that
L(p)(st1[A]) = Leb(A) for all Lebesgue measurable A C [0,1]. O

Combing with Thm. 1.9(iv), we obtain the following.

Corollary 1.3. Let A C [0,1] be Lebesgue measurable.
Then there is an internal S C T such that L(p)(SAst™'[A]) = 0 and
Leb(4) = L(p)(S) = u(S). O

Given a measure space (Q, B, ,u), two p-measurable functions fi and fo
are said to be equal almost everywhere (w.r.t. p), if

p({z € Q| fi(x) # falx) }) = 0.

In notation: f; = fo a.e. pu.

We also write “ .- a.e. p” in other similar circumstances.

Let (Q,B,u), be an internal probability space, then by Thm. 1.9 (iv),
for every S € L(B), the indicator function xg is L(u)-measurable and there
is an internal F : Q — *R which is g-measurable and °F = xg a.e. L(u).
(For an internal function F' : Q — *R we let °F be the function x — °F(x),
if F(z) € Fin(*R), and °F(z) = sgn(F(x)) - oo otherwise.)

More generally, for an internal measure space (Q, B, ,u) of the types in
Thm. 1.11, we say that an internal py-measurable function F':  — *Fis a
lifting of a L(p)-measurable f: Q — Fif f = °F a.e. L(u).

(Notice that {x € Q| f(x) = F(z) } € L(B).)

The following characterizes Loeb measurable functions. See [Stroyan
and Bayod (1986)] for its original version.

Theorem 1.13. (Anderson’s Theorem) Let (Q,B, 1) be a finite internal
complex measure space. Let X be a Hausdorff space.

(i) Let F': Q — *X be a p-measurable internal function that lifts f : Q) —
X. Then f is L(u)-measurable.

(ii) Suppose X has a countable basis. If f : Q — X is L(u)-measurable,
then there is a u-measurable internal function F : Q — *X that lifts f.
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Proof. First of all, by Prop. 1.13, we only need to deal with the case that
1 is a finite internal positive measure. Scaling by a finite factor if needed,
we can further assume that p is an internal probability.

In the following, a nonstandard characterization of open sets is used. See
Prop. 1.14 in § 1.6.1 if necessary, or consider only the case X C [—o0, 0c0]|"
for some n € N and replace open sets by hypercubes having rational ver-
tices.

(i): Let F': Q@ — *X be a p-measurable lifting of f : Q — X.
Define Qg :={z € Q| f(z) = F(x)}. Then L(u)(Qp) = 1.
Let U C X be any open subset. Then

ve € Q ((f(@) €U) & (F(z) € T)).

Hence (f71{U] N Q) = (F[*U]N Q) € L(B).
By L(u)(9) = 1, f~1[U] € L(B). Therefore f is L(u)-measurable.

(ii): Let {U, }nen be a countable base of open sets generating the topol-
ogy on X. For a L(u)-measurable f : Q — X, we have f~1[U,] € L(B) for
all n € N. By the Loeb construction, there are A,,, € B, n,m € N such
that

Apm C f7HU,] and L(u)(ffl[Un} \Anm) <m™ L

Clearly, for any finitely many n’s and m’s, there is an internal F' : Q — *X
which is p-measurable and satisfies F[A,,,] C *U, for all n,m from the
finite list.

Therefore, by saturation, there is an internal y-measurable F':  — *X
such that F[A,,] C *U, for all n,m € N.

Then
{zeQ|fx)#F(2)} =] {zecQ|(f(z) eUn) A (F(z) ¢ Un)}
neN
< U (7w (U Aum))-

By o-additivity, the set in the last term is an L(u)-null set, so we conclude
that L(p)({z € Q| f(z) % F(2)}) =0, i.e. F lifts f. O

Observe how the second-countability was used in the above proof to
show that certain set has measure zero.

We mostly use Thm. 1.13 when X is separable and metrizable (hence
second-countable) such as X = R, [—o00, 00],C or [—o0, 00]™, n € N.

As a consequence of both Thm. 1.12 and Thm. 1.13,
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Corollary 1.4. Let p be the internal counting probability on T. Then a
function f :[0,1] — R is Lebesque measurable iff fost: T — R is L(p)-
measurable iff f ost has a p-measurable lifting. ]

Likewise, Lebesgue measurable functions on R can be lifted to internal
measurable functions w.r.t. some counting probability.

Recall that for a measure space (Q,B,,u), f:Q — Cis a simple
measurable function if it is of the form > _ x4, where n € N and
am € C, A, € B with |u(An)| < co. (The latter condition is imposed to
avoid the situation of co — co when 4 takes infinite value.)

Then we define the integral as

/fdu = Z it Am).
m=0

For a signed measure p and a p-measurable f : Q — [0,00), we define the
Lebesgue integral of f w.r.t. u as

/fdu:sup/@du € RU {oo},

where sup is taken over all positive simple functions # dominated by f, i.e.
over simple functions 0 < 6 < f. For any p-measurable f : Q@ — R, we
say that f is Lebesgue integrable w.r.t. yu (or simply as u-integrable) if
J1f] dp < oo. In that case, we let

[ran=[£rau= [ )dn,

where f* = max{f,0} and f~ = min{f,0}.
If f: Q — C, we say that f is u-integrable iff both the real part Re(f)
and imaginary part Im(f) of f are p-integrable. In this case we define

[ ran= [Re(prdn+ [1m()dn.

This naturally generalizes to the case when p is a o-additive complex mea-
sure by using the Hahn-Jordan Decomposition.

Now consider an internal probability space (Q, B, M)~ Then for a L(u)-
integrable f : Q — C, unless f is bounded, the lifting F' : Q@ — *C given by
Thm. 1.13 is not necessary p-integrable. Even if it is, it is not necessary
true that [ fdL(p) ~ [ Fdp. The correct notion requires an additional
condition.

Given a finite internal complex measure space (2, B, 1), a p-measurable
function F': Q@ — *C is called S-integrable if

/|F| dy € Fin('C) andVAeB(u(A)z0:>/ |F| duw0>.
A
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(Here [, fdp is defined as [ f - xadp. )
The proof of the following is not hard and is left as an exercise.

Lemma 1.3. Let (QB,M) be be a finite internal complex measure space.
Suppose F : Q — *C is bounded (i.e. sup,cq |F(x)| < oo) and lifts some
f:Q — C. Then F is S-integrable and [ Fdu~ [ fdL(u). O

Theorem 1.14. Let (Q, B, u) be a finite complex measure space. Consider
w-measurable f: Q — C. Then

(i) f is L(p)-integrable iff f has an S-integrable lifting w.r.t .
(ii) For any S-integrable lifting F of f, [ fdL(u) ~ [ F du.

Proof. Asin the proof of Thm. 1.13, we assume that (Q, B, ,u) is a prob-
ability space. By dealing with Re(f) and Im(f) separately, we further
assume that f: Q — R.

(i): By Thm. 1.13, let F': Q@ — *R be p-measurable and lift f. Clearly
F*, F~ are respectively u-measurable liftings of f, f~, so we assume
without loss of generality that f > 0 and F > 0.

Write f, = max{f,n}, n € N, and F,, = max{F,n}, n € *N. Then by
Lem. 1.3, each F,,, n € N, is an S-integrable lifting of f, and

Vn e N ( / Fodp ~ / fndL(u)).

Moreover, because F lifts f, for any N € *N\N, Fy is a y-measurable
lifting of f.

(=) : Assume that f is L(p)-integrable. Since simple functions are
bounded, it follows then lim, o [ |fn — f| dL(1) = 0. Hence

o

lim |frn — fm] dL(n) =0 and lim |Fy, — Fp| dp = 0.

n,m— o0 n,m— o0

Then for any small N € *N\N, lim,, . ° [(Fn — Fy,)dp = 0.
In particular, for such N,

/FN dp ~ lim /Fn dp= lim [ f,dL(p) = /de(u) < 00.
Now let A € L(B) with u(A) = 0. Since

[ Fvdu< [ (Py=F)du [ Fudp, nen,
A A A
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from lim,, . ° [(Fn — F,)dp = 0 and, by F), - xa being an S-integrable
lifting of f, - xa, we have [, Fdy ~ [, fndL(p) = 0, consequently
fA FN d,u =~ 0.

Therefore Fi is an S-integrable lifting of f.

(<) : Suppose the lifting F of f is S-integrable. (Still assuming that
F >0, because F is S-integrable iff both F™ and F~ are.)
Since °F = f a.e. L(),

Lp)({r € Q| F(z) > N}) =0 forall N € N\N,
hence

/\F—FN|dp§/ |F| dp~0 forall N e N\N,
{F>N}

by the S-integrability of F.
So lim, oo © [(F — F,)dp = 0 and lim,, .o ° [ Fdp = ° [ Fdpu.
By approximating the f,,’s by simple functions, we have [ fdL(u) =

lim, oo [ fr dL(p).
Therefore

/de(u): lim /Fndu:/qu<oo,
n—oo
showing that f is L(u)-integrable.

(ii): Let F be any S-integrable lifting of f, then by (i), f is L(u)-
integrable and the proof shows that / fdL(p) = / Fdpu.
Moreover, if G is another S-integrable lifting of f, then

/Gdu:/ Fdﬂ+/ Gduz/Fd,u,
{F=G} {F#G}

because ({F # G}) ~ 0, and F and G are S-integrable. O
Combining Thm. 1.12 and Thm. 1.14, one obtains

Corollary 1.5. Let pu be the internal counting probability on T. Then a
function f :[0,1] — R is Lebesgue integrable iff fo st : T — R is L(u)-
integrable iff f o st has a S-integrable lifting w.r.t. p. a

As a consequence, Prop. 1.12 is generalized: Lebesgue integrals over the
[0, 1] are represented by hyperfinite sums. (Likewise for integrals over C.)

For p € RT, we say that F': Q — *C is SL? if F? is S-integrable. These
are the internal counterparts of LP-functions, and we will mention them
again in § 2.6.2.
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1.5.4 Measure algebras and Kelley’s Theorem

We end this section with a characterization of measure algebras.

Recall that B = (B,O, 1L,A,V, \), is a Boolean algebra if the binary
functions A, V, \ satisfies rules analogous to N, U, \ on subsets of some set
Q, with 0,1 playing the roles of ©,0. In fact, by Stone’s Theorem, any
Boolean algebra is isomorphic to some set algebra over some set (2.

Measures on a Boolean algebra B are defined in the same way as those on
a set algebra. So a finitely additive probability on B is some p : B — [0, 1]
such that u(1) =1 and

Va,be B((aAb=0)= (u(aVb)=pa)+ ub))).

A Boolean algebra B is called a measure algebra if there is a finitely
additive probability x on it such that Va € B (u(a) =0 < a = 0).

So given a probability space (Q, B, ,u), if we define an equivalence rela-
tion on Bby A =~ Bif uy(AAB) = 0, then the quotient algebra B/~ is a mea-
sure algebra. (It is easy to check that B/~ forms a Boolean algebra, where
on the equivalence classes, we define [A|A[B] := [ANB], [A]V[B] := [AUB],
etc.)

Clearly not all Boolean algebras B are measure algebras, so we need to
find ways to identify them.

For A C B, we write

A" = {U’a:{O,...,n}—mA},neN,

and A<Y = U A". Then define
neN

- I

a(o) ::max{nlijl ‘ IcHo,...,n}, /\ai 750}7 where 0 € B, n € N.
icl

Note that @(o) is a characteristic of o, as a listing with possible repetition,

not just as a subset, and is invariant under permutations of o.
Given A C B, the intersection number of A is defined as

a(A) == inf {a(0) |0 € A% }.
and the measure number of A as

B(A) = sup {r €[0,1] ’ for some finitely additive probability p on the
subalgebra of B generated by A, Va € A (u(a) >r) }.

Note that 8(A) = 0 whenever 0 € A.
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Let A C B be finite. Then the subalgebra of B generated by A can
be identified with the algebra P({po,...,pr}), with po, ..., pr enumerating
some finite set.

Let A be enumerated as ag, ..., a, and form the following matrix

M = [mz‘j]@:o,...,k, where m;; = Xa, (ps)-

7=0,....,n

For o0 € A<% of the form
0:(&0...a0a1...a1 ...... an...an)’

ho hy hn
observe then

n n
R h;
ao) = [nax. Z 5 Mijs where h = Z h;.
j=0 j=0
Now let a € R be minimal such that

i) «
M - : <1 <L3)
T «
where zg, ..., 2, € [0,00) with z¢g + -+ + z, > 1.
From linear programming (see [Gass (2003)]), we know that the solution
is given by some extreme point (ayg, ..., an, ) € [0,00)" 2 determined by

a subset of the following hyperplanes:
o+ -tz =1,
Mig + -+ + MinTp = Tpy1, =0,...,k.
Since the coefficients m;; = 0, 1, we further conclude that the extreme point

has rational coordinates of the form

(g, .oy, ) = (ho/h,...7hn/h,oz)7 for some h; € N, Zhj = h.

3=0
Now let o = (a0~-~a0 Ay @y - e an-~-an), then a(o) = a and
—— —— —_————
ho h1 hn,
a(t) > a for all T € A<Y.
That is, a(A) = « and the infimum value is attained.
Next we let 8 € R be maximal such that
Yo B
=] (14)

Yk B
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where yo, ..., yr € [0,00) with yo + -+ +yp < 1.
Similar to the above, the solution 3 corresponds to some extreme point

(Bos - - - Br, B) € [0,00)*2 having rational coordinates. Moreover, it rep-
resents a probability measure assigning weights (g,...,0r to the points
Do, - - -, Pr. Conversely, any probability measure on the algebra generated

by A with weights f, ..., Ok assigned to the points po, . .., pi satisfies (1.4)
for some § € R. Therefore 5(A) = [ and the supremum value is attained.

The problems (1.3) and (1.4) are dual to each other, so, by a theorem
from linear programming, we conclude that o = 3. Hence we have proved
the following;:

Lemma 1.4. Let A C B be a finite subset. Then a(A) = B(A) and both
the infimum and supremum are attained. 0

Then a combinatorial criteria for measure algebra is given as follows.

Theorem 1.15. (Kelley’s Theorem) A Boolean algebra B is a measure
algebra iff

3{An Ynen C P(B) ((\m €N(a(4,) >0)) AB=|J AU {0}).
neN
Proof. (=):Letpu:B — [0,1] be a probability measure so that u(a) =0
iff a =0.Let A, = {a € B|u(a) >n"'}, n € N. Then for each n € N,
B(A,) > 0, and, by Lem. 1.4,
a(Ay) = inf {a(C) |C C A, is finite }
=inf {B(C)|C C A, is finite } > B3(A,) >0,

therefore the conclusion follows.

(<) : Suppose B = {J,, oy An U {0}, with a(A,) > 0. By saturation
(more precisely, Lem. 1.1), there is a hyperfinite Boolean algebra B’ such

that B C B’ C *B.
Let n € N and A}, := *A, N B’. Then

BA,) = "a(A,) = a(Ay) 20, neN,
by transferring Lem. 1.4 and A,, C A}, C *A4,.

Consequently, there are internal hyperfinitely additive probabilities v,
on the algebra generated by Aj, such that v,(a) > *B(A},) z 0, for each
a € A),. Extend ~, to a hyperfinitely additive probability p,, on B’.

For each n € N, define

— —m—1 o
Hn = E 2 Vm, Where vy, = Pmin{m,n}>
me *N
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then p,, is hyperfinitely additive probability on B’ so that
’un(a) 2 2—m—1 *ﬁ(Afm) % 0,

for each a € A],, m < n.
Extend {u, |n € N} to an internal sequence by saturation (Prop. 1.1)
and fix N € "N\N. Let 4 : B — [0,1] be given by

p(a) == °un(a), a€bB,
then 4 is a finitely additive probability with u(a) = 0 iff a = 0. O

A o-algebra admitting a o-additive probability u on it so that p(a) =0
iff @ =0 is called a o-measure algebra.

Every Boolean algebra has a partial ordering given by a < biff a—b = 0.
A o-algebra B is weakly w-distributive if for any {a; ;|i,j < w} C Bsuch
that a; j+1 < a; j, there are 0,, : w — w, n € N such that 6,, < 6,,41 and

\/ /\ Qij = /\ \/ Q5,0 (i)

0<i<w 0<j<w neN 0<i<w

We leave as an exercise to prove the following:

Theorem 1.16. (Kelley’s Theorem—o-additive version) A o-algebra B is
a o-measure algebra iff B is weakly w-distributive and satisfies the condition
in Thm. 1.15. |

1.5.5 Notes and exercises

During the early development of nonstandard analysis, conversion of an
internal measure to an ordinary measure was met with obstacles, until the
need of the saturation principle was realized and the landmark achievement
of the Loeb measure and Loeb integration theory in [Loeb (1975)]. Soon
afterward, Anderson gave a nonstandard construction of Brownian motion
in [Anderson (1976)], leading to very fruitful applications of nonstandard
methods in probability and measure theory. More details can be found in
[Albeverio et al. (1986)].

Thm. 1.12 is a special case of a general result proved in [Render (1993)]
that any Radon measure is obtainable as the image of a measure preserving
function from a Loeb measure on a hyperfinite set.

There is some work on extending the Loeb measure and Loeb integration
to vector measures, dealing with Banach space-valued measures and Banach
space-valued integrable functions. See § 4.1 and the references mentioned
within.
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Cor. 1.4 is a representation of the Lebesgue measure on [0, 1] by the
Loeb measure of an internal probability on a hyperfinite set. In [Anderson
(1982)], this was generalized for all Radon measures.

The Kelley’s Theorems, Thm. 1.15 and Thm. 1.16, were originally
proved in [Kelley (1959)]. The proof here using hyperfinite algebra and
linear programming is reproduced from [Ng (1991)].

EXERCISES

(1) Let A C T be L(u)-measurable, where 4 is the internal counting prob-
ability on T. Show that st(A) is Lebesgue measurable.

(2) Give the Loeb measure construction for the counting probability on
Un<nznT, ie.  the internal set {nAt|n < N?}. Then generalize
Thm. 1.12 for the Lebesgue measure on R.

(3) Prove Thm. 1.13.

(4) Prove Lem. 1.3.

(5) Let (2,8, 1) be an internal probability space and F : @ — "R a lifting
of f:Q — R. Suppose 6 : R — R is bounded continuous, show that
*0(F) is an S-integrable lifting of 6(f).

(6) Let (Q,B,u) be an internal probability space and F : Q@ — *R be
p-measurable. Show that F' is S-integrable iff

Vr € ﬂRﬁ\]Rﬁ(/ |F|duz0).
{IF[>r}

(7) Apply Cor. 1.5 to prove the Dominated Convergence Theorem for
Lebesgue measurable functions on the unit interval: Suppose

o, f:]0,1] = R, n €N,
where the f,’s are Lebesgue measurable and f is Lebesgue integrable
such that Va € [0,1] (lim,—oo fn(2) € R) and |f,| < f, then

1 1
lim fu(z)de = / ( lim fo(z)) da.
(8) Let p be the internal counting probability on T. Let u ® p be the

counting probability on T2. Suppose f : T? — R is L(u ® u)-integrable.
Prove that

L(u)({t eT|f(t,) L(u)—integrable}) -1
and that

[ratwsw = [ ([ 1@ dLwe) i),

(This is a special case of the Keisler’s Fubini’s Theorem. See [Albeverio
et al. (1986)].
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(9) Given an example of a Boolean algebra which is not a measure algebra.
(10) Apply the hyperfinite Boolean algebra method to prove Thm. 1.16.
(11) Let X € V(R), does o( *P(X)) satisfy weakly w-distributivity?
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1.6 Application: Topology

Topological properties are simply properties about monads.
Compactness means no room for further idealization.

A topological space X corresponds to a pair (X, 7x), or simply (X,7),
consisting of a set X together with a topology—some 7 C P(X) containing
() and is closed under arbitrary U and finite N. Elements in 7 are called
open subsets of the space X. A subset C' C X is called closed if (X \ C)
is open. Hence closed sets are closed under arbitrary N and finite U. For
ACX,

A= ﬂ{C’|ACCCX, C'is closed },

the closure of A.

Given two topologies 7; and 75 on X, if 7; C 75 we say that 75 is finer
(or stronger) than 7; and likewise 77 is coarser (or weaker) than 7s.

The finest topology is the discrete topology given by P(X), i.e. every
singleton {z}, x € X, is open. Such X is called a discrete space.

Given a topological space (X,7), and Y C X, the topological space
Y, {UNY, |U € T}) is called a subspace of X.

1.6.1 Monads and topologies

We consider only topological spaces X € V(R), although results here hold
also for topological spaces X in any V().
Given z € X, the monad of = is denoted and defined as

w(x) = pr(z) = px(x) = ({Ulze U, UeT}
The nearstandard part of *X is defined as:
ns(*X) := U w(z).
zeX

The notion of open sets and closed sets can be characterized in terms
of monads.

Proposition 1.14. Let A C X, then

(i) A is open iff Vo € A (u(x) C *A);
(i) A is closed iff Vo € X ((u(x) N *A) £0 =z € A).
(iii) Forx € X, x € A iff p(x) N *A # 0.
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Proof. (i) (=) : follows trivially from the definition.

For (<), fix any € A. If VU € T (z € U = 3y € U \ *A), then by
saturation, Jy € (u(z) \ *A), a contradiction.

So, by transfer Vx € AU € T (:c eUC A), and therefore

A=|J{ueT|UCA}.

In particular, A is open.
(ii) follows from a dual statement.
(iii) follows from the saturation. O

For general spaces, the monads {u(z)|z € X} need not be pairwise
disjoint. We will consider in the next subsection a large class of spaces for
which the monads are indeed pairwise disjoint.

If the monads are disjoint, they form a partition of ns(*X), producing
equivalence classes on ns( *X) whose equivalence relation is denoted by =,
~x or simply as =~ (infinitely close to each other w.r.t. T), i.e.

Vz,y € ns("X) (mwy@ (HZEX(m,yEM(z))).

So, roughly, x = y if there is no separation of x,y originated from (X, 7)
and this signifies the intuitive idea about monads. In this setting, the
definition of a monad extends to all nearstandard elements in a natural
way: let © € ns(*X), we define p(x) as {y € "X |y ~ z}. So ¢ ~ y iff
w(x) = p(y), for z,y € ns(*X). Note that it would not be a good idea here
to define for # € (ns(*X) \ X) its monad as the intersection Nyeper *U.
For example, let ¢ € *R, be a nonzero positive infinitesimal, then € € %0, 1)
and 0 ¢ *(0,1), but we like to keep 0 and € in the same monad.

Still assuming that the monads are disjoint. Let A C X. We write z =~ A
to abbreviate 3y € A(y = z). Then from Prop. 1.14, the openness of A
means Vo € *X (x rA=>zx € *A), which expresses the intuitive meaning
that, ideally, an open set includes all nearby points from *X. Likewise, A
is closed iff Vz € X (:r ~ A= € A), i.e. no new points from X are
admitted into the set through idealization.

A pseudometric on a set X is a function d : X2 — [0,00) with the
property that Va,y,z € X

(d(z,2) = 0) A (d(z,y) = d(y, ) A (d(z,y) < d(z,2) +d(y, 2)),
i.e. a symmetric binary function vanishing on the diagonal and satisfying
the Triangle Inequality.
For x € X and r € R, let B(z,r) :== {y € X|d(z,y) < r} and
S(x,r) = {y € X|d(z,y) = r}, the open ball and the sphere. Then a
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repeated application of the union and finite intersection operations to these
B(x,r) generates a topology 7. The resulted (X,7) is called a pseudo-
metric space. We also write (X, d) for such (X, 7).

The above function d : X2 — [0, 00) is called a metric if we strengthen
the condition Vz € X (d(z,z) = 0) to

V:v,yéX(d(x,y) :0<:>:x:y).

Then under the topology generated, the space is called a metric space.
It is possible to have two different pseudometrics (or metrics) d; and da
generating the same topology 7 on X. In which case we say that d; and do
are equivalent pseudometrics (or equivalent metrics).
Let D be a family of pseudometrics on X. Ford € D,z € X, r € RT,
we define

Bi(z,r):={y € X |d(z,y) <7}

Let 7 be the topology generated by these By(z, ), then the space (X,7)
is called a uniform space.

For a uniform space such as the above we extend the definition of
monad to any points x € *X by

w(zx) == ﬂ *Ba(z,n™1).

deD,neN

Note that here, for z € *X \ ns(*X), the set {*U |z € *U, U € T } would
not be taken as a useful definition of a monad, for it coincides with *X.

Furthermore, if (X,d) is an internal metric space, the monad of any
x € X is defined as

pu(x) = ﬂ *B(x,n™t).

neN

For these extended definition of monads, we note that y € u(z) implies
that u(y) = p(x), by the symmetry of the pseudometrics. In particular,
{u(z)|s € *X} forms a partition of *X. We then write z ~ y for the
equivalence relation given by the monads and call x, y infinitely close to each
other as before. Clearly, this equivalence relation extends that given before
on ns(*X) (where the monads of elements from X are pairwise disjoint), so
the use of the same symbol & is justified.

The monads of a hyperreal given in §1.4 are of course a special case of
the above. Moreover, under the usual metric topology, ns(*R) = Fin( *R).
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1.6.2 Monads and separation axrioms

A topological space (X, 7) is called Hausdorff iff
V:c,yeX(m#y:HU,VeT((UﬂV:(Z))/\(xe UAer))).

Note that in a Hausdorff space, singletons are closed. The class of
Hausdorff spaces includes clearly all metric spaces as well as most spaces
that we will deal with in this book.

Hausdorff spaces are characterized by distinct points having distinct
monads.

Proposition 1.15. A topological space X is Hausdorff iff
Vo,y € X (z#y < ple)Nnpy) =0).
Proof. Let a,b e X. By the definition of monads and by saturation,
pla)Npd) =0 < m U N ﬂ V=20

acUET beVeT
S IVVeT(UNV=0Aac UAbe V),

and so, by transfer,

wa)Np®d)=0 < U, VeT(UNV=0AacUAbeV). .

We remark that in a Hausdorff space, monads form a partition of the
nearstandard part, so we freely use the definition of monads of nearstandard
elements and the relation ~ .

Being Hausdorff means certain separation property is satisfied. Here
are more separation axioms: a topological space X is called

e regular, if Vx € X V closed C C X
(mgéC:HUJ/ET((UHV:(Z))/\(:UGU/\CCV)));
o completely regular, if Vx € X V closed C C X
(ac ¢ C = 3 continuous f : X — R ((f(z) = 1) A (f[C] = {0})));

e Tychonoff, if X is completely regular and Hausdorff;
e normal, if V closed C, D C X

(CﬁD:(Z):>HU,VET((UHV:(Z))/\(CCU/\DCV))).
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So in a completely regular space, any closed subset is separated from a
point outside in a continuous manner. Here the continuity of f : X — R
means that f~1[U] is an open subset of X whenever U C R is open.

It is not hard to see that completely regular spaces are regular.

An equivalent characterization of regularity is this: X is regular iff

vgceX<VUeT((a:eU):»ﬂVeT(erchU))).
Likewise, X is normal iff V closed C C X
YUeT((CcU)=3VeT(CcVcCVcl)).

Similar to Prop. 1.15, we have the following:

Proposition 1.16.

(i) X is regular iff Vo € X V closedC C X (z ¢ C) =
pwzyn () U =0
ccUueT
(ii) X is normal iff ¥ closed C,D C X (CND =0) =
(N vn () U=0.
CccueT DCcUeT
(]

Because of Prop. 1.15, Hausdorff spaces admit a useful notion of monads.
Moreover this class includes most spaces we will be interest in. Therefore
we assume form now on that:

Unless otherwise stated, all topological
spaces (X, T) are Hausdorff.

1.6.3 Standard part and continuity
Now given a topological space X, we define the injection
st :ns("X) — X
by taking st(z) to be the unique y € X such that x =~ y. Here st(z) is
uniquely defined since X is Hausdorff. We also write °z for st(z).

The function st is referred to as the standard part mapping and st(z)
is called the standard part of x.
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Consequently, Prop. 1.14 can be rewritten as: A C X is open iff
st71[A] C *A and A is closed iff st™*[A] D (*A Nns(*X)), since ns(*X) is
the disjoint union of st ![A] and st~'[X \ A].

For z € X, note that p(x) = st=1[{z}].

The image of internal sets under the standard part mapping turns out
to be quite simple. The following is a special example.

Proposition 1.17. Let A C *X be the intersection of fewer than k many
internal sets. Then st[A Nns(*X)] is closed.

Proof. Write C' = st[A Nns(*X)]. To avoid triviality, we assume C # ().
Fix a € X such that u(a) N *C # 0.

Define F:={U|acU €T}, so ula) =NF.

For any *U € F, *UN *C # 0, hence U N C # 0, by transfer. So
AN U # (). Note that F is closed under finite intersection, so for any finite
Fo C F, AN Fo # 0. Then it follows from saturation that A N F,
an intersection of fewer that s internal sets having the finite intersection
property, is nonempty. i.e. AN u(a) # 0, i.e. a € C.

As this holds for all a € X, therefore, by Prop. 1.14(ii), C is closed. O

Let f: X1 — X, where (X;,7;) and (X3, 72) are topological spaces.
Generalizing the real-valued function case, f is said to be continuous at
re Xqif

VW eT(flz)eV=3UeT(xcUAf[U CV)

and f is continuous if it is continuous at every x € X;.
For simplicity of notation, u stands for monads in either *X; or *Xs.
The following generalizes Prop. 1.8.

Proposition 1.18. f: X; — X5 is continuous at v € X1 iff
flu@)] € p(f(2), deVye Xi(ymaz= "fly) = f(z)).
Proof. (=) : Note that
Su@l=" ) vlc( N vw)c( N V) =u@),
zeUeT zeUeTy fx)eVeT

where the second inclusion follows from the definition of continuity and
transfer.

(<) : If f(z) € V € Ty are such that VU € Ty (z € U = f[U]\V #0),
then in particular, for any n € N,

VU(),...,U” E’Tl(JZEﬂz'SnUi if[[mign UJ \V?é@),
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consequently, by saturation, *f[u(x)]\ *V # 0.
Therefore *f[u(x)] ¢ u(} (x)). 0

Let z € ns(*X), so z = y for some y € X. If f is continuous at y, then

flu()] = *flu(y)] € n(*f(y)), so *f(x) = f(y) and *flu(x)] C u(*f(x)).

Hence we have:

Corollary 1.6. f: X1 — X5 is continuous iff

Ve € X1 (flu(@)] € p(f@) i Vo € ns(Xy) (“Flu(@)] C u(*f(@)))-
O

Corollary 1.7. f: X; — X5 is continuous iff VV € T (f_l[V] €T).
Proof. By Prop. 1.14(i),
(Wen (' Ven)) & (Wehvee V] (uw) C FHV]),
It is not hard to check that the latter is equivalent to
Vo € Xy ("flu(x)] € p(f(2))).

(Saturation is needed in one direction.) O

If 7, T’ are topologies on X; with 7’ finer than 7 and let p and p’
be the corresponding monads, then Vo € X (,u/(x) C u(x)) Moreover, by
Cor. 1.7, any continuous f : X1 — X5 w.r.t. 7 is continuous w.r.t. 7".

Other than those *f for some continuous f, there exist other internal
functions that capture continuity using conditions in Cor. 1.6.

Proposition 1.19. Let f: *X; — *X5 be an internal function satisfying
conditions flns(*X1)] C ns(*X3)] and Yz € ns(*X1) (flu(z)] C p(f(z))).
fi.c. Yo,y € ns("X) (2 ~ y = f(2) ~ f(3).)

Define °f : X1 — X5 by x — °(f(x)). Then °f is continuous.

Proof. Suppose °f is discontinuous at some a € Xj. Then for some
V € 75 with °f(a) € V, we have for each U, where a € U € 77, there is
some b € U such that °f(b) ¢ V, hence f(b) ¢ *V.

Therefore the sets

{zeU|f(x)e "X\'V}, whereaeU €T,

satisfy the finite intersection property. Now, by saturation, let b belong
to the intersection of all these sets, then b =~ a, but f(b) ¢ *V > f(a),
contradicting the assumptions on f. ([l
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ns(*X7) - ns(*Xo)
\Lst lbt
°f
X1 X2

Fig. 1.3 The commutative diagram for Prop. 1.19.

In Prop. 1.19, we also say that °f is the standard part of the function
f- Note that °z — °(f(x)) is well-defined and is the same as ° f. Therefore
the diagram in Fig. 1.3 commutes.

A mapping f : X1 — X, is said to be open if VU € T; (f[U] € T5).
The following is an analog of Cor. 1.6

Proposition 1.20. Let f: X1 — X5. Then f is open iff
Vo € X1 (*flu(@)] > u(f(x))).

Proof. (=):LetzeXand F={U|zecUe€T}.
Consider z € oz *f[U]. Since F is closed under finite intersection,
the following sets have the finite intersection property:

{y € ﬂ]—'o | *f(y) = = }, with F( ranging over finite subsets of F.

Therefore, by saturation, for some y € (|F, z = *f(y). i.e.
() “flul c “f[(F] = “fl=)].
UeF
The inclusion in the opposite direction way is trivial, so actually

ﬂUef *flU] = *f[u(z)]. Then
swi=( N ) o ( N V) =)
zeUeT, f(z)EVET

where we use the fact that f[U] € T for every U € T;.
(«):Let U €Ty and y € f[U]. So y = f(z) for some x € U. Then

p(y) = p(f () C “flp(z)] C U],
and therefore f[U] € 75 by Prop. 1.14(i). O

A bijective continuous open mapping f : X; — X5 is called a home-
omorphism. Note in such case that 73 is generated by {f[U] | U € T1}.
When such mapping exists, X; and X5 are said to be homeomorphic. If
f is a homeomorphism, then f~! is also a homeomorphism, making home-
omorphism an equivalence relation between topological spaces.
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Theorem 1.17. (Urysohn’s Lemma) Let X be a normal space, A, B C X
be disjoint closed subsets. Then there is a continuous f : X — [0,1] so that

f~Y0)> A and f~1(1) D B.

Proof. Forn € *N, we define in [0, 1] an increasing sequence of finite sets
T,:={m2 " |m=0,...,2" }.
We first define inductively for n € N two functions

U, :{-1,0,...,2"} =T and f,:X — T,,

so that, for m = —1,... (2" — 1), we have

Up(m)CU,(m+1) and U,(2"—1)NB=10

and where f,, is defined to be

2" —1

foi= > (m+1)27" XU, (mr1)\U, (m)-

m=—1

So it is only necessary to define the U,.

For all n € N, we set U,(—1) := 0 and U, (2") := X.

For n = 0, we use normality to chose Uy(0) to be any U € 7 such that
ACUandUNB=0.

Suppose U, is defined. Let U, agree with U,, at even numbers, i.e.

Up+1(2m) :=Uy(m), wherem =0,...,2".

For the odd numbers, apply the inductive hypothesis and normality: for
m=0,...,(2" —2), let U,11(2m + 1) be any U € T such that

Upy(m) =U,p1(2m) CU CU CUpp1(2m+2) = U, (m + 1),

and Uy, 41(2"" — 1) is any U € T such that

Uy(2" —1) =Up1(271 —2) CU and UNB=0.

Finally, consider *{f, |n € N} i.e. {*f,|n € N}.

Fix any N € "N\ N, consider *f : *X — *0,1]. Take z,y € ns(*X)
such that ¢ ~ y. Then z € U,(m) iff y € U,(m) for any n,m € N with
m < 2" therefore *f y(z) = *f y(y). Hence

f: X —1[0,1 given by z— °*fyn(x)

is well defined and is continuous by Prop. 1.19.
Moreover, as Uy (0) O *A and (Un(2V)\ Uy (2Y — 1)) D *B, we have
f71(0) > Aand f71(1) D B. O
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As an immediate consequence, we have:
Corollary 1.8. Normal spaces are completely regular. (]

In a pseudometric space (X, d), a sequence {a, }nen is called Cauchy,
if limy, 1 — 00 d(Gn, am) = 0, i.c.

Ye c RTIN e N (Vn, m> N (d(an,am) < e) )

Similar to Prop. 1.5, by using the internal extension {a, }ne v it is easy to
see the following.

Proposition 1.21. In a pseudometric space (X,d), a sequence {an tnen is
Cauchy iff YM,N € ("N\N) ("ap =~ “ay).

Moreover, if lim, o an € X, then VN € (*'N\N) (limnﬂOO Q2 *aN).

O

A metric space (X,d), is called complete if every Cauchy sequence
{an}nen C X converges in X. That is,

Ja € X lim a, =a; equivalently, Ja € X (VN € ‘N\N (*ay ~ a)).

n—oo
If we are given a double sequence {@nm }nmen in a metric space, it is
easy to see that in general

lim lim ap, # lim lim a,,.

n—oo Mm—0o0 m—00 N—00

Similar to the remark above, one can easily show the following:

Proposition 1.22. Let {anm }n,men be a double sequence in a complete
metric space (X,d). Then

lm  any, exists iff VM, My, Ny, Ny € ("N \N) (*aN1M2 =~ *aNQMQ).

n,m— o0

In such case, limy, ;00 Anm ~ *anps for any N, M € (*N\N). a

Now we consider a useful uniform boundedness condition that ensures
path-independence of the limit.

Theorem 1.18. Let (X, d) be a complete metric space and {anm }n,men C
X such that, for each n € N, {anm tmen s Cauchy.
Suppose the the following uniform boundedness condition is satisfied:

Ve ¢ Rt 3n € NVny,ny €N ((nl,ng >n) = (Vm € N (d(an,m; Gnym) < e)))

(1.5)
Then the following hold:
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(1) VNl,N27M1,M2 c (*N \N) <*aN1M1 ~ *CLNQMQ);
(il) VN, M € "N (*aNM € ns( *X));
(iii) VN, M € (*N\N)( M apm = O(*aNM)).

n,1Mm—00

Proof. (i): In (1.5), for each € € RT, choose n,. € N such that whenever

ne < ni,no €N, we have Vm € N (d(amm,anzm) < e). Then by transfer,
YN,L e "N ((N,L >no) = (VM € N ("d("anwr, "apn) < e))), (1.6)

where € € RT.
Now, by the Triangle Inequality, for each € € RY,
A) (B)

d("an, My, "an,m,) < Cd(Tany vy, Tan,a) + d(Can, g, an )
+ d(Can mys Tan ) + A Tan, vy AN, ) -
() (D)
Apply (1.6) to (A) for all e € RT, we see that (A)~ 0. By (1.6), we have
both (B), (D)< €. Since {ay,, m }men is Cauchy, we have (C)a 0. Therefore

d(*an, ur,, Tan,a) S 2¢ for any e € RT

* ~ %
hence *an, p, = "an, M, -

(ii): Clearly we only need to show that *ayp € ns(*X) in the case
when at least one of N, M is infinite.

Let n € N and M € ("N \N). Since {anm}men is Cauchy, we have
“anar € n8(*X) and limy, o0 Gpm = °(*anar).

Let N € ('N\N) and m € N. By (1.5), {@nm}nen is Cauchy. An
application of (1.6) shows that

. o % ~ *
lim ( anm) ~ "anm-
n—oo

Hence *anm € ns(*X).

Finally, let N,M € (*N\N). Then as above, we have {*anas}nen C
ns(*X) and limy, o0 Gpm = °© ( *anM) for each n € N.

Again, by (1.6), we have {O(*anM)}neN is Cauchy and

lim o(*anM) ~ *aNM,

hence *anps € ns(*X).

(iii): Let N, M € (*N\ N). The computations in the proof of (ii) shows
that limy, e liMyy— 00 @nm = °(fanar). So, by (i) and Prop. 1.22, we have
1iInn,m~>oo Apm = O( *aNM)- O
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A mapping f: X — X on a metric space (X, d) is called Lipschitz if

Ir € [0,00)Va,y € X (d(f(x), f(y)) < rd(z,y)).

When this condition is satisfied, we say that f has Lipschitz constant r.
Clearly, by Prop. 1.18, Lipschitz functions are continuous.
If f has Lipschitz constant € [0, 1), then f is said to be a contraction.
The following basic result is often used in proving fixed point theorems,
i.e. results about a function f having a point a so that f(a) = a.

Theorem 1.19. (Banach Contraction Principle) Let (X, d) be a complete
metric space and f : X — X be a contraction. Then dx € X (f(x) = a?)

Proof. Let f have Lipschitz constant r € [0,1). Fix any a € X.
Then by iterating the Lipschitz condition, we have

vn e N (d(f"(a), f"(@) <" d(f(a),a) ). (L.7)
Then for any m < n in N, by the Triangle Inequality and (1.7),
A" @), fr@) < AT @), ) < S d(f(e),a),

0<k<n—m

which — 0 as m — oo.

Hence {f"(a)}neny C X is Cauchy and lim, o f"(a) = ¢ for some
c € X. By Prop. 1.21, ¢ =~ *fV(a) for any N € (*N\ N).

Fix any N € ("N\ N). By transferring (1.7), we have

A (7N (), Y (Ca)) <7 d(f(a),a) 0.
This, together with the continuity of f implies that
1O = “F(FN () ~ Y (a) ~ e,
hence f(c) = ¢, since both ¢, f(c) € X. O

The most fundamental fixed point theorem is perhaps the following
classical result. See for example [Munkres (2000)] for a proof.

Theorem 1.20. (Brouwer’s Fixed Point Theorem) Let ||-|| be the Eu-
clidean norm on R", n € N. Let B := {x € R"| ||z|| < 1} be the closed unit
ball.

Suppose f : B — B is continuous. Then Iz € B (f(x) = x) O
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1.6.4 Robinson’s characterization of compactness

A subset K C X is said to be compact, if
vF T (Kc|JF= 3% cF (1Rl <Nk c|JR)).

That is, every open cover of K contains a finite subcover of K.

When X is compact, the space X is called a compact space.

The following intuitive and elegant re-formulation of compactness, due
to Robinson, will be quoted frequently throughout.

Theorem 1.21. (Robinson’s Characterization of Compactness) In a topo-
logical space X, a subset K C X is compact iff

Vo e *K (Jy e K (z =~ y)).
(Equivalently, *K C ns(*X) A st[*K] =K.)

Proof. (=) : If there is ¢ € *K \ st7![K], then for any a € K there
is U, € T such that a € U, and ¢ ¢ *U,. Now {U,|a € K } is an open
covering of K and for any finite Ko C K, K ¢ UaeKo U,, for otherwise the
transfer implies ¢ € *K C |, K, Ua, a contradiction.

(<) : Suppose *K C st™!'[K] and F C 7 such that K C |JF. If for any
finite Fo C F, K ¢ |JFo, then the following internal sets have the finite
intersection property:

K\ U U, where Fy C F is finite.
UeFo

Therefore, by saturation, there is ¢ € *K \ |Jyc# U, and hence there is
c€ *K \ st K] O

The condition st[*K] = K intuitively captures the fact that the ideal-
ization of K always stays close to K. Note that st[*K] D K always holds
trivially for any K C X.

Since st[*K] = K implies Vz € X ((u(z) N *K # 0) = (z € K)),
compact sets are closed, by Prop. 1.14(ii).

The intersection of a decreasing sequence of nonempty compact sets is
nonempty: Let K, C X, n € N, be compact such that K,, D K, 1 # 0.
Let a, € K,,, n € N. Extend it to an internal sequence, let a = ay for some
N € "N\ N. Then a € Nyen *Kn, 80 °a € Npen st *Ky,] = NpenKn.

Let C C X be closed with *C' C ns(*X). Then by Prop. 1.14(ii),
st[*C] = C, hence C' is compact. In particular, closed subsets of a compact
set are compact.
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If 7, 7' are topologies on X with 7" finer than 7, then, as before, from
Vo € X (W/(z) C p(z)), if K C X is compact w.r.t. 7', then it is compact
w.r.t. T.

One also compares Prop. 1.17 with the following.

Proposition 1.23. Let K C ns(*X) be internal. Then st[K] is compact.

Proof. Write C = st[K]. We first present a purely nonstandard proof.

Let a € *X. Suppose a % C. So for each ¢ € C. there is U, € 7 such
that ¢ € U, and a ¢ *U..

But C C J,cc Ue and C = st[K], so K C [J e "Ue. Then by satura-
tion, for some finite Cy C C, we have K C | U.. By C = st[K] again,
¢cC UCECO U

Apply transfer, then *C' C Uceco *U.. In particular, we have a ¢ *C.

Therefore Va € *C (3¢ € C (z = ¢)), and we conclude that *C' C ns(*X)
and st[*C] C C, so C is compact by Thm. 1.21.

Alternatively, one shows that every open cover of C contains a finite
subcover. Let 7 C 7 such that C C |JF. Then K C {Jycr *U. So, by
saturation, K C Uy ¢z, “U, for some finite 7y C F. Hence C C JFp. O

ceCy

Now let K; C X be compact, ¢ € I. If I is finite, then
C(U K] = stl K] = (st :UKi,
i€l i€l iel iel
i.e. a finite union of compact sets is compact. For finite or infinite I,
ﬂK cStﬂ ﬂst K] :ﬂK,-,
el el el el
giving st[*(ﬂiel Kl)] = (V;es Ki, i-e. the intersection of arbitrarily many
compact sets is compact.
Another useful property is the following.

Proposition 1.24. Let (X,7) be a compact space, C C X be closed and
a € *X. Then °a € C iff a € *U for every open U D C.
Consequently, X is a normal space.

Proof. First note that °xz € X is defined for every x € *X, as X is
compact.
Let ¢ = °a. If ¢ € C, then, for every open U D C, a € u(c) C *U.
Conversely, suppose ¢ ¢ C. Then by X being Hausdorff, for each x € C
there are Uy, V,, € 7 such that c € U,z € V, and U,NV,, = (. In particular,
C C UgzecVy. Since C' is a closed subset of the compact X, C is compact,
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so there is finite Cy C C such that C' C Uzec,Va. Let U := Nyec, Uz, and
Vi=UzecyVa, 50 U,V € T and UNV = ), hence *U N *V = ). Moreover,
V> C,but a ¢ *V, as u(c) C *U. Therefore the first statement of the
theorem is proved.

Next let C, D C X be closed and disjoint. As a consequence of the
above, for any a € *X we have

acC & ac ﬂ U and °a€D < ac ﬂ .

CcUeT DCUET
Hence ﬂ TN ﬂ U =0.
ccueT DCUeT
So we conclude from Prop. 1.16(ii) that X is normal. O

In a metric space (X, d), given a subset Y C X and € € RT, we write

Ye .= U Ba(y,e).

yey

We say that Y is totally bounded if for every ¢ € RT there is finite
Yp C Y such that Y C Yj.

If there is some r € RT such that Vyi,y2 € Y (d(y1,y2) < r) we say
that Y is bounded. Then it is clear that totally boundedness implies
boundedness.

The following is also clear from saturation:

Proposition 1.25. Let Y be a subset of a metric space. ThenY is totally
bounded iff XY C H€ for some hyperfinite H C *Y and e ~ 0. O

Let K C X be compact in a metric space (X, d). By saturation, let H be
hyperfinite such that K C H C *K. Then by Robinson’s characterization of
compactness, Vo € *K Jy € H (:r ~ y) By H hyperfinite, min,cy *d(x,y)
exists and is infinitesimal for each z € *K. Let

€:= ;eug( min d(x,y).
Then € < n~! for every n € N, hence € ~ 0.

From this point of view, compactness is close to being finite, at least in
a metric space. In fact in many aspects, compactness is a kind of general-
ization of finiteness.

The classical Heine-Borel Theorem says that in an Euclidean space
R™ n € N, a subset Y C R" is compact iff it is closed and bounded.
(Equivalently *Y" C ns(*R™) A st[*Y] =Y. ). While this does not hold in
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a general metric space (see Cor. 2.22, however), we do have the following
result. Part of it was already proved, the rest is left as an exercise.

Theorem 1.22. (Generalized Heine-Borel Theorem) In a metric space, a
subset is compact iff it is complete and totally bounded. O

An important feature of compactness is that the property is preserved
by continuous functions.

Proposition 1.26. Let f : X; — X5 be continuous then f[K] is compact
for any compact K C X;.

Proof. Let K C X; be compact. Then by Thm. 1.21, *K C ns(*X;) and
st[*K] = K. Together with Cor. 1.6, we have
JUElc U eU@) = [ wf@) € ns(*Xs).
z€st[ *K] zeEK
Note that *(f[K]) = *f[*K], hence st[*(f[K])] C f[K] follows from the
above and continuity, giving st[*(f[K])] = f[K]. Therefore f[K] is compact,
by Thm. 1.21 again. O

Given topological spaces (X;,7;), indexed by ¢ € I, we form a product
space (] [;c; Xi, T), where on the Cartesian product [[,.; X; the topology
T is generated by sets of the form

H U;, where U; € 7; and U; = X; for all but finitely manyi € I.

iel
( [Lics Xis T), is called the Tychonoff product of the X;. Unless specified,
product space always refers to Tychonoff product only.

Let X = [[;c; Xi, then "X =[] *X ;. Notice that under the above
7, we have

ns("X) ={z € "X|Viel(z; ens(*X;))} and

st = (x)ic — (Oxi)iel for every x € ns(*X).

i€l

i€l

Now we have a very simple proof of the following classical result, due
to Robinson.

Theorem 1.23. (Tychonoff’s Theorem) Let X;, i € I, be compact, then
[L;c; Xi is compact.
Proof. Since the X,’s are compact, ns(*X) = *X. Moreover,

st[*X] = {(°zi)ier| v € X} = [[Xi = X

iel
Therefore X is compact by Thm. 1.21. ([l
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1.6.5 The Baire Category Theorem
Given (X, T), the interior of a set A C X is defined as:

int(A):=| {UIUeT A UCA}
A space X is called locally compact if
Ve e X (EI compact K C X (z € int(K))).

So locally compact spaces generalize compact spaces. For example, discrete
spaces are locally compact and R is locally compact but not compact. We
can see immediately the following consequence of the proof of Tychonoff’s
Theorem:

Corollary 1.9. Let X;, i € I, be locally compact, then [[;c; Xi is locally
compact. O

We leave as an exercise to check that open sets are determined by com-
pact sets in a locally compact space.

Proposition 1.27. In a locally compact space X, U C X is open iff
V compact K C X (K \U is compact). ([l

A subset A C X is called dense if A = X. If X has a countable dense
subset, it is called separable. So, since Q = R, R is separable.
The following is straightforward.

Proposition 1.28. A C X is dense iff Vo € X (,u(ac) N *A # (Z)). a
Corollary 1.10. If A, B C X are open dense, then AN B is open dense.

Proof. ANB is clearly open. Suppose it is not dense, let ¢ € X such that
u(c) N (AN B) =0, by Prop. 1.28. Then by saturation, for some U € 7T,
ceUand UN*AN*B=*TUN*ANB)=0.

By A being dense open, U N A # () and open; then by B being dense
open, UN AN B # ), a contradiction. O

The following will be an important topological tool for the coming chap-
ters.

Theorem 1.24. (Baire Category Theorem) Let (X,7) be either a com-
plete metric space or a locally compact space. Let V,, C X be open dense,

n €N, then (), oy Va is dense.
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Proof. Let f:N — T be given by f(n) =V,. Then *f : "N — *7 and
we denote *f(n) by W,.
In particular, ( ﬂ Vn) = ﬂ W,.

neN ne *N
Fix an arbitrary a € X, we will show that p(a) N *(,cy Vo # 0, i.e.

p(a) N,y Wa # 0. Then the result follows from Prop. 1.28.
Fix any N € "N\N.

The complete metric space case:

Since the hyperfinite intersection [, . 5 Wy is “open dense, by Cor. 1.10,
there is a nonempty *open ball By C (B(a, N-H)n MNnen Wn) In partic-
ular, By C (pu(a) NNy Wa)-

Suppose M > N and Bj;_1 was chosen. Since (), ., Wy is “open
dense, we can find a nonempty *open ball By, C (ﬂn<M W, ﬂBM,l) such
that diameter(Bys) < M1

By *X being “complete, there is a unique b € (\y_ ey Bu. Then
be By C p(a) and b € (,,c oy W Therefore p(a) N(),c . Wan # 0.

The locally compact space case:

Let F={*U|a€Ue€T}. (Sopula) =F.) For any finite Fy C F, by
*X being *locally compact and (1, . 5 W, “open *dense, there is a “compact
K C (NFoNN,<n Wa) with int(K) # 0. Then by saturation, we fix some
“‘compact Ky C (NF NN,y Wa) with int(Ky) # 0.

We are going to define for M > N some K); C *X satisfying the
following property ¢as :

(KM is *compact) A (*int(KM) % @) A (KM - ( ﬂ W, N *int(KM,l))).
n<M

By *X being “local compact, [,y Wn being “open *dense and
int (K ) being nonempty *open, clearly such Ky can be found.

Now apply induction internally to M > N in "N. For M > N, if K,
is defined so that ¢, is satisfied, then from ¢y, *int(Kps) is nonempty
*open, together with the *local compactness of *X and the *openness and
*denseness of ﬂn<M+1 W, there is Kjsy1 satisfying ¢asi1.

The such constructed Kjy;’s, M > N, are *compact, decreasing and
nonempty, so (), x Kar # 0. Therefore

0#( () Ku)C(Knn () Wa) C (ula)n [ Wa).

M>N ne *N ne *N O
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A subset A C X is said to be nowhere dense if int(A) = 0. A set is
said to be of the first category, or meager, if it is a countable union of
nowhere dense sets. Otherwise it is said to be of the second category. A
topological space X is called a Baire space if every nonempty open subset
of X is of the second category.

It is easy to check that the condition in the statement of Thm. 1.24
is equivalent to being a Baire space. Hence complete metric spaces and
locally compact spaces are Baire spaces.

1.6.6 Stone-Cech compactification

Given a topological space X, the Stone-Cech compactification of X is
a compact space, denoted by 5X, extending X, such that

e X is dense in 5X;

e for every continuous f: X — [0, 1], there is a unique extension of f to
a continuous function 8f : BX — [0, 1];

e (X is unique up to homeomorphism w.r.t above properties.

It is with the above properties that Stone-Cech compactification is con-
sidered to be the largest compactification of a space.

As an illustration, consider X = N with the discrete topology.

Let ON := {u(n) |n € "N}, where we define

u(n) =({Ul(ne U)AUCN)}.

Then the p(n)’s form a partition of *N and behave like monads. Moreover,
there is a correspondence between OGN and the set of ultrafilters over N
by mapping each p(n) to {U C N|n € *U}. It is easy to check that this
correspondence is a bijection. For this reason, ON is also regarded as the
set of ultrafilters over N. Observe that the u(n)’s for n € N correspond
precisely to the principal ultrafilters over N.

The topology on QN is generated by open sets of the form

{p(n)|ne U}, U CN.

The mapping N 5 n — pu(n) is clearly a homeomorphism onto its image, so
we identify N with {u(n) |n € N}. Then for each U C N, we simply let *U
stand for {u(n)|n € *U}.

N is dense in AN, since it holds for each U C N that *U # 0 iff U # 0
iff *UNN#£ 0.
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For any family U; C N, i € I, such that "N = | J,; *U;, there is a finite
Iy C I such that "N = J;c;, *U;. For otherwise it follows from saturation
that there is some n € "N\ J,c; "U;. Therefore BN is a compact space.

Now let f: N — [0,1]. (So f is automatically continuous.) Let n € *N.
So there is y € [0,1] such that *f(n) ~ y. Then for each open V' C [0, 1],
if y € V, then *f(n) € *V and hence n € *(f~*[V]). Suppose n’ € "N and
pw(n') = p(n). Then n € *(f~V]) iff n’ € *(f~'[V]) for any open V C
[0, 1], by the continuity of f. Hence °(*f(n)) =y = O(*f(n')) Therefore
the function Sf : SN — [0, 1] given by

(Bf)(u(n)) == °(*f(n)), for each u(n) € BN,

is well-defined. It is clear that Gf extends f.
Moreover, for each open V' C [0, 1], we have

BHTV]I = {un) [ (n € N) A (Bf)(u(n) €V}
= {u(n)[(ne N)A*f(n) € V}="(f"[V]),

which is open in ON. i.e. 8f is continuous.
The fact that this SN is unique up to homeomorphism is a consequence
of the following whose proof is left as an exercise.

Proposition 1.29. Let X be a Tychonoff space. Let 61X and (2X be
compact spaces having X as a dense subspace such that every continuous
function f : X — [0,1] extends uniquely to a continuous function from
8:X — [0,1], for both i =1,2. Then 1 X and $2X are homeomorphic. O

We will give a short proof in §3.2.2 that every Tychonoff space has a
Stone-Cech compactification.

Note that in the above, if we replace N by any discrete space X, then
the same proof shows that then 3X, Stone-Cech compactification of X, is
simply the space of ultrafilters over X.

We remark that the Stone-Cech compactification can be equivalently
defined by using any compact spaces instead of the unit interval for the
range of the continuous functions. The proof is left as an exercise.

Proposition 1.30. Let X be a Tychonoff space and X its Stone-Cech
compactification. Then for any compact topological space Y, any continuous
f: X =Y extends to a continuous function Bf : X — Y. O
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1.6.7 Notes and exercises

When the analytic and geometric features of analysis are removed, the
foundation left is just topology, hence its particular relevance to functional
analysis.

The nonstandard approach to the theory of topology was initiated and
developed by Robinson.

The theory of monads was conceived by Leibniz and has philosophical
meanings beyond topology. Both Robinson and Luxemburg are credited
for the modern nonstandard formulation and study of monads.

It seems that so far Brouwer’s Fixed Point Theorem (Thm. 1.20) has
eluded a proof based on nonstandard techniques. However, in the re-
verse mathematics systems of Friedman and Simpson ([Simpson (2009)]),
Brouwer’s Fixed Point Theorem has the same strength as infinite combi-
natorial principals such as the Weak Konig’s Lemma, so a proof based on
properties of hyperfinite sets should be plausible.

The characterization of compactness by Robinson is a very simple but
yet powerful tool having a large variety of applications not only in topology
but in functional analysis and stochastic analysis as well.

The notion of Stone-Cech compactification as well as methods of con-
structing it are due to M.H. Stone and E. Cech for their work in the 1930’s.

For more application of nonstandard methods in the construction of
compactification, see [Salbany and Todorov (2000)].

Consult [Munkres (2000)] for a more thorough coverage of topics in
topology.

EXERCISES

(1) For every x € ns(*X), show that there is U € *7 such that © € U C
().

(2) Prove Prop. 1.16.

(3) Let f: X1 — X5, where (X;,d1) and (X2, ds) are metric spaces. f is
said to be uniformly continuous if

Vee RT 36 € R Va,y € X1 (di(z,y) <6 = dao(f(2), f(y)) <e).
Show that f is uniformly continuous iff
Vr,y € *X (:17 ~ry= *f(r) = *f(y))

(4) Verify Prop. 1.25 and prove Thm. 1.22. Give an example of a complete
and bounded but not compact subset of a metric space.
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Show that a function f : X; — Xo between two topological space is
continuous iff graph(f) := {(z, f(z) |z € X1 } is closed in the product
space X7 X Xo.

Let f: Xo — X35 and g : X; — X5 be continuous functions between
topological spaces X1, X5 and X3. Show that the composition f o g is
continuous.

Prove Prop. 1.22.

Show that a space (X,7T) is regular iff Vz € ns(*X)

pa)=({"ClzeC A (X\C)eT}

Prove that locally compact spaces are completely regular and metric
spaces are normal.

Show that the uncountable product of R, i.e. R* for some \ > wy, is
not a normal space

Show that locally compact spaces are regular.

Prove Prop. 1.27 and Prop. 1.28.

Show that compact metric spaces are separable.

Show that a complete pseudometric space is Baire.

Let X7, X5 be topological spaces with X; a Baire space. Suppose fy :
X7 — X5, n € N, are continuous and f : X; — X5 is given by x —
limy, 0 fr ().

Show that {z € X | f is continuous at x } is dense in Xj.

A net is some {z;};c; C X, where (I, <) is a directed set.

The net convergence, x; — x, is defined as

VUeT((zeU) = (JielvVj>i(z;e U))).
Show that f : X; — X5 is continuous at a € X; iff for every net
{a;}ier C X1, if a; — a then f(a;) — f(a).

Prove Prop. 1.29.
Prove Prop. 1.30.



Chapter 2

Banach Spaces

2.1 Norms and Nonstandard Hulls

The nonstandard hull method creates Banach spaces from internal ones.
Finite dimensional Banach spaces admit simple characterizations.

We always deal with a vector space X over a scalar field F, where F is either
R or C. Unless it is necessary, the underlying field is normally not explicitly
specified. A vector space is also referred to as a linear space. A subset of
X forms a basis (or a Hamel basis, to distinguish it from another notion
that will be used later on) if it is a maximal subset of linearly independent
elements and the cardinality of the basis is dim(X), the dimension of X.
The existence of a basis is guaranteed by AC.

In this section, we introduce basic results about seminorms, norms,
seminormed /normed linear spaces and Banach spaces. Then we give the
nonstandard hull construction, which is the most important construction
used throughout this book. After some familiarization with the finite di-
mensional case, well-known examples of Banach spaces are provided.

2.1.1 Seminormed linear spaces and quotients

A pseudo-seminorm on a vector space X is a subadditive positively
homogeneous function p : X — R, i.e.

Va,y € X VAR ((p(z +y) < p(a) +p(y)) A (pO) = p(@)) ).

Note it follows that p(0) = 0.
A seminorm (usually written as ||-||,) on X is a subadditive homo-
geneous function with nonnegative range, i.e. ||-|| : X — [0, 00) satisfying

va,y e X Va e F (o +yll < ol +lyl) A (ol =l l2]))-

77
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All seminorms are pseudo-seminorms but the converse could fail as there
are pseudo-seminorms that take negative values.

In particular, for a seminorm, the function on X? given by (z,y) —
|l —y|| is a pseudometric. With the topology (not necessarily Haus-
dorff) given by this pseudometric, X forms a seminormed linear space.
Trivially it is a topological vector space in the sense that the functions
x +— ax, a € F, are continuous and + : X? — X is continuous w.r.t. the
product topology on X?2. Note also that ||-|| is a continuous function w.r.t.
the topology generated.

Occasionally we consider infinite-valued seminorms, i.e. some func-
tions ||-]| : X — [0, 00] satisfying the seminorm axiom, where we make the
requirements that

Vr € [0,00] (r+o00=00=00+r), Vre (0,00](r-oo=00),

but 0-co = 0.
If ||-|| satisfies a further condition

e Vo € X (ol = 0) = (@ = 0)),

I]| is called a norm and X is called a normed linear space and it is
necessarily Hausdorff since the function (x,y) — ||z — y|| becomes a metric.

For simplicity, the same symbol ||-|| may be used to denote different
norms on the same or different spaces. If emphasis is needed, we would
write the symbols with subscripts such as [|-||, , |||y, or ||| x etc.

A normed/pseudonormed linear space is called a real normed/pseudo-
normed linear space or a complex normed/pseudonormed linear space ac-
cording to whether F is R or C.

The completeness of a seminormed linear space refers to the complete-
ness as a pseudometric space.

Two seminorms on the same linear space are said to be equivalent iff
the corresponding pseudometrics are equivalent, i.e. generating the same
topology.

A complete normed linear space is called a Banach space. 1t is called
a real Banach space if F = R and a complex Banach space if F = C.
So every Cauchy sequence in a Banach space converges to a limit in the
space. It is worthwhile to notice that a normed linear space is Banach iff
every absolutely convergent series is convergent in it.

Recall from the comment on p.17 the usage of *vector space, *normed
linear space, *Banach space, etc. (i.e. internal vector space, internal
normed linear space, internal Banach space, etc.)
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For example, an internal vector space is some internal set X with an
internal binary function + on it, 0 € X and scalar multiplication by each
a € 'F so that all vector space axioms are satisfied. It is an internal normed

linear space if there is an internal ||| : X — *0, co0) satisfying the internal
counterpart of the norm axioms. It is an internal Banach space, if it is
*complete.

Let A be a subset of a vector space X, then forz € X anda € F, x+ A
denotes the set {z +y |y € A} and A the set {ax |z € A}.
Given a vector space space X and subspace Y C X, we write

XY ={z+Y |xze X}

Elements x + Y are called cosets of Y.
It is easy to check that for z1,29 € X and « € F the operation

(1 4+Y)+a(za+Y) = (z1 +ax2)+Y

is well-defined and X/Y forms a vector space, the quotient space, under
these operations.
The following is left as an exercise.

Proposition 2.1. Let X be a seminormed linear space and Y C X a sub-
space. Define on X/Y a mapping

(x4+Y)—|lz+Y]:=inf{||lz+y|| |y €Y }.
Then

(i) The mapping defines a seminorm on X/Y, the quotient seminorm.
(i) fY > {x e X | ||z|| =0} and is closed, then X/Y becomes a normed
linear space under the quotient norm.
(iil) If X is a Banach space and Y 1is closed, then X/Y is also a Banach
space under the quotient norm. O

In particular, Prop. 2.1(ii) says that if X is a normed linear space with
closed subspace Y C X, then the quotient space X/Y always forms a
normed linear space.

When dim(X/Y) = 1, we say that Y is a hyperplane of X.

The distance between an element x € X and some A C X is defined
as

dist(z, A) :=inf{|lx —y| |y € A }.
More generally, for A, B C X,
dist(A, B) :=inf{|lz —y|| |z € A,y € B}.
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Note that in Prop. 2.1, since Y is a subspace, ||z + Y| = dist(z,Y).

Proposition 2.2. Let X be a normed linear space and Y C X a closed
subspace. Then

(i) For any x € *X, if v ~ 0 in *X then (z +Y) ~ 0 in *(X/Y).
(i1) Suppose Z]Y, is closed in X/Y, where Y C Z C X is some subspace.
Then Z is a closed subspace of X.

Proof. For (i), if x = 0, then ||[(zx +Y)| = dist(z,Y) ~ 0, as 0 € Y.
Hence (z+Y) ~0in *(X/Y).

For (ii), let @ € X such that a =~ ¢ for some ¢ € *Z. Then by (i),
(a+Y) = (c+Y) e *(Z/Y). Since Z/Y is closed, by Prop.1.14, (a+Y) €
Z]Y. Hence a € Z, since Z is a subspace such that Y C Z C X.

Therefore Z is closed, by Prop.1.14. a

2.1.2 Internal spaces and nonstandard hulls

Consider an internal seminormed linear space X (with an internal seminorm
[IIN. The finite part is defined as
Fin(X) := {x € X | ||z| € Fin("R) }.
In particular,
Fin(X) = | J *B(0,n).
neN
(Recall that B(a,r) denotes the open ball {zx € X | ||z —al| <r}.)

For any A C X we sometime write Fin(A) for AN Fin(X).

Note also that for a seminormed linear space X, ns(*X) C Fin(*X)
always holds. (See Cor. 2.1 below for criteria for the other inclusion.) Of
course if the internal seminormed linear space is not of the form *X, the
nearstandard part is undefined.

For an internal seminormed linear space X, the monad of any = € X, is
given by

pr)={ye X |ly—z|~0}={ye X |y~uz}
Hence Vz € X (u(x) = p(0) + ), i.e. {y+z |y € p(0)}. In particular,
the topology is determined by £(0) :

Proposition 2.3. Let ||-||; and |-||, be seminorms on a linear space X.
Then ||-||; and ||-||, are equivalent iff 111(0) = p2(0), i.e. their corre-
sponding monads in *X are equal. (|
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Proof. Let 7; and 73 denote the corresponding topologies and B; and
B5 the corresponding unit open balls centered at 0.

(=) :7; C T3, implies Vr € R* 35 € RT (BQ(O7 s) C B1(0, r))7 hence for
any such 7, s,

u2(0) = ﬂ *Bo(0,n"s) C ﬂ *B1(0,n 7 r) = p1(0).
neN neN

Likewise 7T C 77, implies p1(0) C p2(0), therefore p1(0) = u2(0).
(<) If 11(0) C p2(0), then

p1(0) = () *Bu(0,n7") C p2(0) C *Ba(0,1),
neN
so saturation implies that *B1(0,n™1) C *B2(0, 1), for some n € N*. Then
(z+ *B1(0,n7'r)) C (z+ *B2(0,7)) for any = € *X and r € RT, therefore
7, C Th.
Similarly po(0) C p1(0) implies 77 C 73. Hence 77 = Ts. O

A useful fact to note is the following.

Proposition 2.4. Let X be a linear space quipped with equivalent semi-
norms ||-||; and ||-||,. Then there is k € N such that

Vo € X (k7" lzlly < llzlly < k).

Proof. Let p; and B; denote the monads and unit open balls centered at
0 w.r.t. the seminorm |||, .
Then p1(0) = p2(0). As in the proof of Prop. 2.3, we have for some
n,m € Nt that *B1(0,n=1) C *B2(0,1) and *B2(0,m~1) C *B;1(0,1).
Then Vo € X ((||z]l, < nllz|l,) A (lz]l; < m||z],)). Hence, by taking
k = max{n,m},

k= el < mk™Hlzlly < lally < nllell, < ko, o€ X. 0

When emphasis is needed, we write ux for the monads in X. If X is
a seminormed linear space, we sometimes write px instead of p«x, for
monads in *X.

For an internal seminormed linear space X and z € Fin(X), monads
wu(x) are also denoted by Z.

The nonstandard hull of an internal seminormed linear space X is
defined as

X = {Z |z € Fin(X) }.
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For convenience, if A C Fin(X),
A denotes {z|zeA}.

In particular, A and X are the same thing when A = Fin(X).
We also sometimes write
(«r )

when dealing with a long expression.
We define for z,y € Fin(X) and « € Fin(*F) (i.e. ns(*F)) the following
operations:

o T |z = 2l

Then it is simple to check that they are well-defined. For example, if
r1 =Ty and g1 = 7o, then (v1—22) ~ (y1—y2), hence (v1+y1)—(z2+y2) = 0
and so 331/+\y1 = :cg/@g.

For convenience, the same symbols are used for the above operations and
the corresponding internal ones in X. So 0 =0, Z+7 =z +y, °aZ = az
and [7]) = |-

Theorem 2.1. Let X be an internal seminormed linear space. Then the

nonstandard hull X forms a Banach space.

Proof. The needed properties of a normed linear space are easy to check.
_l’_

For example, 7+ =2 +y=4y+2 =7+ 7 and
18+ 31 = [#53] ~ Il + ol < 2l + Iyl ~ 1211+ 151,

hence [|Z + 7| < |2 + |7]], ete.

The completeness of X follows from saturation. Let {Z,},en be a
Cauchy sequence in X , where z,, € Fin(X). Extend {x, }»en to an internal
sequence {T, }n<n. (Recall Prop. 1.1.)

For any k € Nt there is n € N so that for alln < m € N, ||z, — | =
|Z,, — Zwm|| < k1. So it follows from overspill that for some M) € *N that
Vm ((n < m < My) = (|Zn — Zm|| < k71)). In particular, z,,, € Fin(X),
for all m < M. Now let M € N\ N and M < My, k € N. Then z; €
Fin(X) and lim, . ||Zn, — Zas]| = 0, hence &,, — Zps € X. O

Similarly, by saturation, we also have the following.

Proposition 2.5. Let X be an internal seminormed linear space and let
A C Fin(X) be an internal subset. Then A is closed. O
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Note that the above conclusion remains valid for A C Fin(X) which is
the intersection of fewer than k internal sets, where « is the cardinality of
saturation.

Most of time we only deal with the nonstandard hull of an internal
normed linear space, instead of an internal seminormed linear space, as the
resulting space is the same if we replace the internal seminormed linear
space by its quotient by the kernel of the seminorm, which is an internal
normed linear space.

Here is an alternative way to view the nonstandard hull X.

Proposition 2.6. Regard Fin(X) as a seminormed linear space under the
seminorm ° ||-|| . Then p(0) is a closed subspace of Fin(X) and X is iden-
tical to the seminormed quotient space Fin(X)/u(0), which in fact forms a
normed linear space.

Proof. Trivially, ;1(0) is closed under the seminorm °||-|| .

For each z € Fin(X), Z = u(z) = 2 + u(0), hence X = Fin(X)/u(0) as
linear spaces.

Moreover, from the definition, the norm on the nonstandard hull X
is the same as the quotient seminorm on Fin(X)/u(0). Furthermore, by
Prop. 2.1(ii), the quotient seminorm is actually a norm. ]

A Dbijection between linear spaces that preserves linear operations is
called a (linear) isomorphism. When it exists, the linear spaces are
called (linearly) isomorphic. A bijection between seminormed linear
spaces (over the same field ) is called an isometric isomorphism if it
is a linear isomorphism that preserves the seminorms. When it exists, the
spaces are called isometrically isomorphic. A linear subspace of a semi-
normed linear space is automatically a seminormed linear space. Likewise
a linear subspace of a normed linear space is a normed linear space. A
closed subspace of a Banach space is automatically a Banach space. An
isometric isomorphism of a seminormed linear space onto a linear subspace
of a seminormed linear space is called an isometric embedding.

In Thm. 2.1, if the X is of the form *X for some normed linear space
X, we have a natural isometric embedding of X into a nonstandard hull.

Proposition 2.7. Every normed linear space X embeds isometrically into
*X wvia the mapping T — T.
(Henceforth, we regard X C X under this identification.) O

—

Note that for a normed linear space X, we have X = ns[ *X ]
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For a subset Y C X we let

Lin(Y) := { Z Qe € ’ Yy C Y is finite, a:Y0—>IF},
ecYy

called the linear span of Y. Normally the scalar field F used is the same
as the one for X. If they are allowed to be different, we would specify real
linear span or complex linear span and write Ling or Lin¢ accordingly.

So Lin(Y") is a linear subspace of X. The topological closure of Lin(Y)
in the Banach space *X is called the closed linear span of X, denoted
by Lin(Y'), and forms a Banach space.

In particular, given any normed linear space X, Lin(X), is the minimal
Banach space with X isometrically embedded into. Lin(X), is called the
completion of X and is simply denoted as X, same as the topological
closure.

Proposition 2.8. Let X be an internal seminormed linear space, n € N

and x1,...,x, € Fin(X). Suppose Z1,...,T, are linearly independent then

T1,...,Ty are ‘linearly independent.

Proof. Suppose x1,...,T, are not *linearly independent, then let
n

ai,...,a, € F with some of them nonzero and Z a;z; = 0. Without loss

i=1
n
of generality, let |o1| = max;=1, || # 0. Then Zaiaflxi = 0. But

i=1

n
then all aya; ' € Fin(*F) with one of them = 1 and Z °(aza; )T = 0,
i=1
therefore T1,...,Z, are not linearly independent. |
It should be noted that Prop. 2.8 gives an internal reflection of an alge-
braic condition such as linear independence in the nonstandard hull, even
though whose construction involves topology.

2.1.3 Finite dimensional Banach spaces

Proposition 2.9. Let X be a finite dimensional normed linear space.
Then X is isometrically isomorphic to *X, hence X = *X through the
natural identification x — T.

Proof. Let 6: X — *X be defined by 6(z) = 7.
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Then clearly 6 preserves linear operations. Moreover, for x € X,

16@)]| = 112l = °C*ll]l) = [l«] -

(Note that *[|-|| is the internal norm on *X.)
In particular,  is an isometric isomorphism onto a subspace of *X.
Let the dim(X) =n € N. Let {€;};=1,..,n be a basis of X. Then since

.....

.....

{€;}i=1,... n is linearly independent.

Suppose 0 is not onto *X, let € € *X \ 0[X]. Then {eé1,...,€,,€} is
linearly independent. So it follows from Prop. 2.8 that {e1,...,e,, e} is
linearly independent. Hence dim(*X) > n. Then, by transfer, dim(X) > n,
a contradiction.

Therefore 6 is a bijective. O

The converse of Prop. 2.9 can be proved and is left as an exercise.

Proposition 2.10. Let X be a finite dimensional normed linear space over
F with a basis {e;}i=1,..n. Then

Fin(*X) {Zazez|a1,...,an€Fin(ﬂF)}.

Proof. The inclusion (D) is clear.

For the other direction, let a € Fin(*X). Write a = Y., B;e; for some
B; € *F, as {e;}i=1,...n is a basis of *X.

By Prop. 2.9, a = Z?:l a;e; for some «; € F. Therefore

n

b:= Z(ﬂz — oz,-)ei =~ 0.

i=1

Now, since each €; = e;,

n n
g °(Bi — ey E °(Bi —ay)e; =b=0.

i=1 i=1
Then, by the linear independence of {e;}i=1,..n, all °(8; — «;) = 0, hence
all §; € Fin(°F). O

Proposition 2.11. There is no isometric isomorphism between an infinite
dimensional normed linear space X and *X. O

Corollary 2.1. Let X be a normed linear space, then ns(*X) = Fin(*X)
iff *B(0,1) C ns(*X) iff dim(X) < oco. 0
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Corollary 2.2. A normed linear space X is finite dimensional iff the closed
unit ball B(0,1) is compact.

Proof. Note that B(0,1) = st(*B(0,1)) if *B(0,1) C ns(*X). Then use
Prop. 1.23 and Cor. 2.1. O

Notice from Thm. 2.1 that finite dimensional normed linear spaces are
automatically Banach spaces.

Note also from Cor. 2.2 that for a *Eucldean space RN, where N €
(*N'\ N), the closed unit ball in *R¥ is not compact although it is clearly
bounded and closed. (See Ex. 4 on p.74.)

Proposition 2.12. Let X be a finite dimensional normed linear space.
Then any two norms on X are equivalent.

Proof. Fori = 1,2, let |-|[, be a norm on X generating a topology 7;
with monads denoted by u;(z) and the finite part by Fin;(*X).

By an earlier remark, if 7; # 75 we would have pq(0) # p2(0). Clearly,
this is impossible if dim(X) = 1, so we assume that dim(X) > 1.

Suppose without loss of generality that pi(0) \ pu2(0) # 0. So there is
a € *X so that ||al|; = 0 but ||a||, % 0.

Let {e;}i=1,...n be a basis of X and write a = Y. | a;e;. Since a €
Fin; (*X), we have «; € Fin(*F), by Prop. 2.10

n

Then |laf, < max |os| Y lleill,. But 30, [lesll, € F, therefore it
i=1,...,n -

follows from ||a||, % 0 that mzlix;l)mm |ai| % 0.

But then, in the nonstandard hull w.r.t. 73, 0 =a = Y ., °a;€&; with
one of the coefficients °a; # 0, since max;=1.._, ;] # 0. So {€;}i=1,...n s
linearly dependent, leading to a contradiction by Prop. 2.9. O

As a result, note that any two normed linear spaces over the same F of
the same finite dimension are homeomorphic as topological spaces.
In particular, we have:

Corollary 2.3. A finite dimensional normed linear space over F is homeo-
morphic to F™ for somen € N. (Hence also homeomorphic to the Euclidean
space R™ for somen € N. ) O

2.1.4 Examples of Banach spaces

A set C'in a linear space is convex if it is closed under convex combinations,
i.e. (tz+ (1—t)y) € C whenever ,y € C and t € [0,1].
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In the case X = R"” for some n € *N, any bounded convex set C with
0 as an interior point w.r.t. the usual topology produces a norm given by
x +— sup{r | rz € C}. For example, define ||(ay,...,an)| = max{|a;| |
i=1,...,n}. Then [-||  is a norm on R".

Take X = F" for some n € N, and let {e;};=1, ., be a basis. Then
the following are norms on X :

los

a»—>ifxl1axn\ai\, a— <Z|ai|p) , p € [1,00), Wh0r0a=Zaiei,
e i=1

i=1

and hence they are all equivalent according to Prop. 2.12. Of course, the
geometry corresponding to each one of them is different.

When the above n is replaced by an infinite set, we get examples of
infinite dimensional Banach spaces.

In the following, the addition and scalar multiplications for functions
from a set 2 to F are inherited from the pointwise definition in the linear
space F, i.e.

Vee Q|(f+ag):z— f(z)+ag(z)|, where f,g e F? acF.

For 2 = N, the following Banach spaces are referred to as the classical
sequence spaces.

e /,, where p € [1,00) : the elements are sequences a : N — F with
[al|, < oo, where the norm, called the p-norm, is defined as

fal, = (X laal?) "

neN

Note in particular that ¢; consists of absolutely convergent sequences.
o /. : the elements are sequences a : N — F with ||a| . < oo, where the
norm, called the supremum norm, is defined as

llallo == sup|an].
neN

Convergence of functions in ¢, is the same as uniform convergence,
hence the supremum norm is also called the uniform norm.

e ¢, or ¢(N) : the elements are convergent sequences a : N — F, with the
supremum norm ||-|| . . Hence ¢ forms a closed subspace of (.

e ¢j : the elements are sequences a : N — F, such that a,, — 0. The norm
is still the supremum norm ||-|| . So ¢y forms a closed subspace of c.
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The Banach spaces £, for p € (1,00), ¢ and ¢y are separable, while £«
is nonseparable.

Observe also the set X = {f € ¢ | |f[N]] € N} is a dense but in-
complete subspace of /... However, it follows from Thm. 2.1 that X = EOO
through a natural identification of the monads and both form the same
Banach space.

Now let € be a topological space and

C(Q):={f:Q—TF| fis continuous }.
Then under the pointwise addition and scalar multiplications, C () forms
a linear space.

e C,(9) : this is the subspace of C(Q) consisting of elements f : Q@ — F
such that || f||, < oo, where the supremum norm is given by

[fllo = sup [f(2)].
reQ)

Cy(Q) is complete under the supremum norm, by the property of uni-
form limit of continuous functions.

For a locally compact €2, we define

o Cp(f) : this is a closed subspace of C(Q) consisting of elements f :
Q — F such that {z | |f(x)| > €} is compact for all ¢ € RT, with the
supremum norm inherited from Cy(2). Elements in Cp(2) are called
continuous functions vanishing at infinity.

Of course, if Q is compact, then Cy(2) = CL,(2) = C(Q).

For Q = [0, 1], the Banach space C([0, 1]) is separable, by the Weierstrass
Approximation Theorem using polynomials over Q.

Note that when Q = N with the discrete topology, we have C},(N) = £+,
and Co(N) = ¢o.

Let Q be a locally compact space.

e M(Q) : this is the collection of regular o-additive complex Borel mea-
sures on {2 under the obvious addition and scalar multiplication, with
the norm of each measure p given by |u| (), where |u| is the total
variation of p. If Q is a countable union of compact subsets, then any
o-additive complex Borel measures on 2 is automatically regular, as
mentioned on p.37.

Let N € *N, then *FN = {a| a:{0,...,N} — *IF} forms an internal
linear space under the pointwise addition and scalar multiplication. We
have the following example of nonstandard hulls.
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—

e [,(N), where p € *[1,00) : here £,(N) := {a € *FV | lall, € *R*},
with the internal p-norm given by

lal, = (3 1a?)” et

0<n<N

o Z(F) : here oo (N) := {a € TN | ||a||, € *R*}, with the internal
supremum norm given by
lall o, = ngigXNlan|7 a € ls(N).

Note that the above internal space ¢,(N) and ¢o(N) are hyperfinite di-
mensional and in the definition of the norms, the sum is a hyperfinite sum
(in comparison with the convergence requirement for ¢, and ¢) and the
maximum is attained.

Given F-valued finitely additive measures p1, g on P(N) and o € F, we
let w1 + aps be the F-valued finitely additive measure N D A — pq(A4) +
apiz(A). Then the set of F-valued finitely additive measures forms a linear
space under these operations.

The following are Banach spaces.

e ba(N) : here the elements consist of F-valued finitely additive measures
w:P(N) = F, with ||u|]| < oo, where the norm is the total variation of
1, with the definition on p.35 restricted to finite partitions. Elements
of ba(N) are also called bounded additive measures.

e ca(N) : this is a closed subspace of ba(N) consisting of F-valued o-
additive measures—bounded countably additive measures.

Both ba(N) and ca(N) are nonseparable.

Instead of N, and hence P(N), one can use a Boolean algebra of sets or
a o-algebra of sets and produce more examples of Banach spaces similar to
ba(N) and ca(N).

Consider a set Q, a c-algebra B C P(f2) and a positive o-additive
measure p on B. (Recall the arithmetic of [0,00] given on p.78.) For
such (Q, B, ,u), we have the following Banach spaces, called the Lebesgue
spaces.

o L,(1) (or as L,(f2), or more precisely L,(£2, B, 1)), where p € [1,00) :
first we define a seminormed linear space (under the pointwise addition
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and scalar multiplications) and a closed subspace:

X :={f|f:Q—F isp-measurable and £l <oo}
and N = {f€X| ||f\|p:0}7

where |-, is the seminorm given by the Lebesgue integral

191, = ([ 1o aw) ™"

Then the quotient space X /N forms a Banach space denoted by Ly (u).
In our convention, elements L,(u) are just written as f instead of as
equivalent classes, i.e. cosets f + N, and [|-||, is identified with the
corresponding quotient norm ||-| ,+ also called the p-norm.

o Loo(p) (or Loo(€2), or Loo(2, B, 1)) : this is defined similarly using the
essential supremum (semi)norm given by

£l := inf {r € R [ u([f]7" [[r,00)]) =0},

0
where f: Q — F is py-measurable. (By convention, inf §) := co.)

Note that if we take 2 = N, B = P(N) and p the counting measure,
then the above L, (1) and Lo (p) are just £, and {o.

If we take Q = [0,1], B the Lebesgue measurable subsets and p the
Lebesgue measure, then the above L, (u) are separable while Lo, (1) is non-
separable.

Suppose (4 is the Loeb measure of an internal positive measure v and B
the corresponding Loeb algebra, then for p € [1,00], L, (1) embeds isomet-
rically as a closed subspace of the nonstandard hull m via liftings of the
Loeb measurable functions. In general, this embedding is proper. Take for
example the internal counting measure v on {0, ..., N}, where N € *N\N,
then m contains elements having an infinite coordinate while this is not
the case for elements of L, ().

Another important class of Banach spaces are the Sobolev Spaces
WFP(Q), where for some n € N, Q € R™ is open, k € N, and p € [1,00].
These are linear subspaces of L,(€2) (with p being the Lebesgue measure)
equipped with the following norm for each f € WkP(Q) :

k p 1/p
ooy 2= (32 [ |r] )™,
m=0

where the f(")’s are derivatives in the distributional sense.
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Finally we mention that more examples of Banach spaces can be con-
structed by the direct sum method.

Let X;, ¢ € I be a family of normed linear spaces over the same F. Then
for p € [1,00), the L,-direct sum of the family is given by

@Xl = {J:GHX | I, <00},

i€l

where

el o= (X el )

el
(We define ;. r; as sup{>_,c;ri|J C I is finite }.)
Likewise, we have EBXZ' under the norm [|z|| = sup;e; [|7illx, -

o0

Usually, we simply write @ X; for @, X;

It can be checked that sflecil direct sums of normed linear spaces are
normed linear spaces and it forms a Banach space when all X;’s are Banach
spaces.

Note that in any of the above direct sums, the factors X; are closed
subspaces under the obvious identification.

Note also that for finite I, we have

é}i = @X] for pe {0} UL, 00].
P P

2.1.5 Notes and exercises

The nonstandard hull construction was invented by Luxemburg in [Luxem-
burg (1969)].

The ultrapower construction of Banach spaces has been used in [Mc-
Duff (1970)] and [Dacunha-Castelle and Krivine (1970)], it can be viewed
as a special case of the nonstandard hull construction when the under-
lying nonstandard universe is produced from an ultrapower. However the
nonstandard hull approach gives better access to other nonstandard objects
(such as the hyperfinite numbers) and is therefore much more versatile than
the Banach space ultrapower approach.

In a sense, nonstandard hulls are generalizations of finite dimensional
Banach spaces. Other than finite dimensional cases, most well-studied ex-
amples of normed linear spaces are not nonstandard hulls. However, all of
them are embeddable into such.
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Regard C as a linear space over R. Let e; = 1 and e; = —e??, where
0 # 60 ~ 0. Then |le1|| =1 = ||ez]| and e; and es are *linearly independent
in *C. Moreover, 0 = e¢; 4+ e3 € Fin(*C), so €1 + é2 = 0. In particular, one
doesn’t have a reasonable version of a converse of Prop. 2.8. Furthermore,
let € = [|e1 + €|, then ||e7!(e1 + e2)|| = 1, so the statement in Prop. 2.10
fails for a 2—dimensional internal normed linear space.

Here is another example. Let X = *R2, fix some € € *R with 0 # ¢ ~ 0
and define a norm ||(z,y)|| as |z|+€|y| . Then X forms a finite dimensional
internal normed linear space with basis (1,0), (1, 1) such that ||(1,0)]| =1 ~

—

[[(1,1)]]. But (1,0) = (I,/T), so the converse of Prop. 2.8 fails. Moreover,
(0,671) € Fin(X), so Prop. 2.10 cannot be generalized for arbitrary finite
dimensional internal normed linear spaces.

Most of the results here generalize to topological vector space setting.
See, for example, [Rudin (1991)].

For more examples of classical Banach spaces, see [Dunford and
Schwartz (1988a)].

EXERCISES

(1) Prove Prop. 2.1.

(2) Let X be a normed linear space with a Hamel basis {e; };cs. Let a € *X
and write a = ), ; aie; for some hyperfinite J C *I.

Suppose a € Fin(*X), is it necessarily true that Vi € J (ai € Fin([F))?
Suppose a ~ 0, is it necessarily true that Vi € J (ai ~ O)?
(Compare these with Prop.2.10.)

(3) Let X be a normed linear space. Show that ns(*X) = Fin(*X) iff X is
finite dimensional.

(4) Let X be an infinite dimensional normed linear space. Show that for
any countable list of finite dimensional subspaces of X, the union of
their bases is never a Hamel basis of X. In particular any Hamel basis
of X is uncountable.

(5) A normed linear space X is said to have the Heine-Borel property
if every bounded closed subset is compact. Show that X is finite di-
mensional iff it has the Heine-borel property.

(6) Prove Prop. 2.11 and Cor. 2.1.

(7) Show that a nonstandard hull of an internal normed linear space is
separable iff it is finite-dimensional.

(8) Prove the Minkowski Inequality:
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Let n € N, for any aqg, ..., 0n,B0,---,0n € Fand p € (0,00),

n n n

(Z lo; + ﬂi|p)1/p < (Z \Ozi\p)l/p + (Z |5i|p)1/p.

i=0 i=0 i=0
Prove the corresponding Minkowski Inequality for functions measurable
w.r.t. a positive measure.
Check that the spaces in §2.1.4 are Banach spaces. In particular, check
that the defined functions are norms and the spaces are complete under
those norms.
Verify the separability and nonseparability of the above spaces.
Let p € [1,00]. Find a closed subspace X C ¢, such that the quotient
space £,/ X is isometrically isomorphic to £,,.
Can /¢, and /; be isometrically isomorphic for some 1 < p < g < 00?
Show that the set of elements in C([0,1]) which are nowhere differen-
tiable on (0, 1) is of second category.
Is the nonstandard hull m isometrically embeddable into some space
of measures?
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2.2 Linear Operators and Open Mappings

Bounded linear operators form a Banach space. Open mappings are
those matching up the finite parts.

Given linear spaces X, Y over F, a function f : X — Y is a linear opera-
tor if it preserves linearity, i.e.

Vri, 20 € X Va e F (f(xl + axg) = f(x1) —i—af(xg)).

The kernel of f refers to the subspace f~1[0] and is also denoted by Ker(f).
If X, Y are seminormed linear spaces, f : X — Y is called bounded, if

Vs € R Ir e R* VmeX(HxH <s= @) Sr)-

So, for bounded linear f, Ker(f) is a closed subspace of X.

We write Bx for the open unit ball B(0,1) in X and hence the clo-
sure Bx corresponds to the closed unit ball {x € X | ||z|| < 1}. The
symbol Sx is used for the unit sphere {z € X | ||z|| = 1}. Sometimes
we write Bx (z,r), Sx(z,r) etc instead of B(z,r), S(z,r) to emphasize the
underlying space.

For A C X and o € F, the set {ax | z € A} is denoted by aA. So a
linear operator f: X — Y is bounded if

Ir e R (f[Bx] C rBy).

Or equivalently, 3r € R* (f[Bx] C rBy).

This section covers properties of the space of bounded linear operators,
its nonstandard hull, the Open Mapping Theorem and its well-known con-
sequences and then there is a discussion on projections in Banach spaces.

2.2.1 Bounded linear operators and dual spaces

The following are useful characterizations of continuity for linear operators.

Proposition 2.13. Let X,Y be normed linear spaces over the same F.
Suppose f: X — Y is linear. Then the following are equivalent:

(i) f is continuous.

(i) f 4s continuous at 0.

(iil) f is uniformly continuous.

(i) *flux(0)] C py (0).

(v) 3r e RT (f[Bx] C rBy). (i.e. f is bounded.)
(vi) 3n € N(f[Bx] C nBy).
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) 3n € N(*f[*Bx] C n*By).
) *f["Bx] C Fin(*Y).

(ix) *f[*Bx] C Fin(*).
) *f[Fin(*X)] C Fin( ).

Proof. We only prove the equivalence of (i) and (v). The rest is left as
an exercise.

(i) = (v))

Suppose Vr € RT (f[BX] \ rBy # Q]). Then by saturation, there is
N € "N\Nand z € *By such that *f(z) ¢ N *By, i.e. || *f(z)|| > N. Then
N7lz ~ 0 but *f(N~'z) %0, so f is not continuous at 0 by Prop. 1.18.

((v) = (i)

We use Prop. 1.18 again. (ii) follows if any 0 ~ = € *X satisfies *f(x) ~
0. Since f(0) = 0, we assume that = # 0. Then by transferring (v), there is
r € R* such that *f( Hm||71m) € r*By, i.e. *f(z) € ||z||r *By and hence
“f(x) ~ 0 as required. O

The set of bounded linear operators from X to Y is denoted by B(X,Y).

When X =Y, we use the symbol B(X) instead.

B(X,Y) forms a linear space over F via pointwise addition and scalar
multiplications, i.e. for f,g € B(X,Y) and « € F,

ftag: z— (f(z)+ag(z)).
If we define on B(X,Y) a function

fe A= sup{ | f(@)]ly | = € Bx },

then it is easy to check that ||-|| is a norm, called the operator norm, on
the linear space B(X,Y"). Moreover, if Y is a Banach space, B(X,Y) is also
a Banach space. Unless stated otherwise, we always work with the operator
norm on B(X,Y).

It follows from linearity that for f € B(X,Y),

11 = sup { [z 1@y [0#z€X}.

For the special case Y = F, where F is regarded naturally as a normed
linear space over itself, B(X,F) is called the dual of X and is denoted by
X'. Elements in X’ are called bounded linear functionals. They are
called real bounded linear functionals if F = R and complex bounded
linear functionals if F = C.

Note that even if X is an incomplete normed linear space, X’ is always
complete.
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Note also that *(X’) has the same meaning as (*X)’ and is simply
written as *X'.

Example 2.1.

e Let p be a positive measure on a o-algebra of subsets of 2. For p €
(1,00), let ¢ be such that p~! 4+ ¢~! = 1. Then we have the Hélder’s
Inequality (see [Rudin (1991)]):

Vf € Ly(Q) Vg € Ly(Q) [/Q |fgldp < (/Q Ifl”du)l/p(/Q Iglqdu)l/q]-

From this, it can be shown that the mapping = : Lg(p) — Lp(p)
given by 7(g) : f — fQ fgdu is an isometric isomorphism. We simply
regard Lg(p) = Ly(p)'. Likewise, L, (1) = Lq(p)'

e It can be shown that L. () = Li(n)’. However Lq(p) # Loo(p)
except for trivial cases.

e As special cases, {; = £}, and {, = £ for p,q € (1,00) such that
pl4+qgl=1and l, =1.

e One also has ¢; = ¢, and ba(N) = ¢/_.

O

Proposition 2.14. Let X be a normed linear space and Y C X a closed
subspace. Let f € (X/Y)/ and define fo: X - F byz— f(z+Y).

Then fo € X' and | foll < 1£1]. ,

Let g € X', then g = fo as above for some f € (X/Y) iff g[Y] = {0}.

Proof. We will apply the equivalence of (ii) and (v) in Prop. 2.13.
Clearly fy is linear.
For any x € X since 0 € Y, we have

[+ Y[ =inf{llz+yl |y eV} <]z

Let x € *X with &~ 0. Then ||z|| = 0, so ||z + *Y|| =~ 0. Now by Prop. 2.13,
*flx+ *Y) = 0, i.e. *fo(z) = 0, implying fo € X’ by Prop. 2.13 again.
Il foll < IIf]l follows from the above inequality.

Now let g € X'.

If g[Y] = {0}, then the function f : (x +Y) — g(z) is well-defined,
linear and g = fy as above. Furthermore, if x € *X and (z + *Y) = 'Y,
then x &~ y for some y € *Y, so *g(z) ~ *¢9(y) = 0 by Prop. 2.13, i.e.
“flz+ *Y) = 0, therefore f € (X/Y)/ by Prop. 2.13 again.

The converse is clear. (]
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If X is a normed linear space, Y C X a subspace and f € X', then it is
easy to see that the restriction (f[y) € Y’ with || f Iy |ly, < || fllx -

Proposition 2.15. Let X be a normed linear space andY C *X an inter-
nal subspace such that X C'Y. Suppose fi1,..., fn € X', n €N, are linearly
independent. Let Z := *Lin(*f1 y,..., *fuly) CY'. Then

(i) *fily,---, fuly are *linearly independent in Y';
(i) Fin(Z) = { X" o *fily | € Fin(*F) } and Z = Lin(f1,..., fn).

Proof. (i) This is similar to the proof of Prop. 2.8.  Suppose
Z?:l a; *f; Ty= 0, for some «; € *F, not all zero. Assume without
loss of generality that a; # 0. Then Y ., aiafl *f; ly= 0 and therefore
S 2oy ) fi(z) = 0 for each z € X, since X C Y.

Hence f1 + > 1, °(a;ay ') fi = 0, a contradiction.

(ii) By the same proof in (i), we see that ﬂ, R m, are linearly
independent. Now define

G:Lin(fl,...,fn)—>2 by G(Zaifi)zzaiﬂa
i=1 i=1

where aq,...qa, € F.

Similar to the proofs of Prop. 2.9 and Prop. 2.10, the conclusions follow
from dim (0[Lin(f1, ..., f»)]) = n = dim(Z). O

For normed linear spaces X, Y, Z, it is clear that given g € B(X,Y’) and
feB(Y,Z), then (fog) € B(X,Z).

If X, Y are internal normed linear spaces, we see that

Fin(*B(X,Y)) = {f € "B(X,Y)| | f|| € Fin(’F) }.
Note also that
ns(*B(X,Y)) ={f € "B(X,Y)|Ig € BX,Y)(f~ "g) }.

For f € B(X,Y), f = 0 means || f|| = 0, i.e. °f is the zero operator.
The following gives a useful identification of the nonstandard hull

*B(X,Y). Its proof is left as an exercise.

Proposition 2.16. Let X, Y be internal normed linear spaces over *F.

—

(i) Let f € Fin(*B(X,Y)). Then the function f : T+ f(x), where z € X,
is well-defined and f € B(X,Y).
Moreover, f = g whenever [ = g.
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(ii) Define 6 : *BT)?Y) — B()A(,)/}) by G(J?) = f.
Then 0 is an isometric embedding into B(X,Y). O

From now on, we identify f with 6(f) and *BT)?Y) as a subspace of
B()A(,?) In general, *B(X,Y) is a proper subspace of B()?,)A’) We will
discuss this in § 2.5.4.

Corollary 2.4. Let X, Y be normed linear spaces over F.

Then B(X,Y) isometrically embeds into B(*X, *Y) via the mapping
f—==f. . .

Moreover, f = *f [x, the restriction of *f on X. O

From now on, we identify f with /*? Ix .

2.2.2 Open mappings

We now turn our attention to open mappings. The following can be viewed
as the dual version of Prop. 2.13, as all the inclusions are reversed.

Proposition 2.17. Let X, Y be normed linear spaces over F. The following
are equivalent for any f € B(X,Y) :

(i) f is an open mapping.
(i) *flux(0)] D py (0).
(%iii *flux (0)] = py (0).

)

)

(iv
v

Ir € RT (f[Bx] D rBy).
In €N (n*f[*Bx] > *By).
“f[Fin(*X)] > Fin(*Y).

—~

(vi

Proof. We only prove the equivalence of (i), (iv), (vi). The rest is left as
an exercise using Prop. 1.20 and Prop. 1.18.

(i) = (iv)) :
Since f is open, 1y (0) C *f[ux(0)]. Then VN € N\ N

By Car(0) € Flux(0))  “f['Bx)

Hence, the underspill implies that for some n € N, n~!*By C *f[*Bx],
and so n~ !By C f[Bx] by transfer.

((iv) = (vi)) :
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Let r € RT so that f[Bx] D rBy. Then
fIFin(*X)] = *f[ | J n*Bx] = | n*f"Bx] > | nr "By = Fin(*Y).

neN neN neN

((vi) = (1)) :
From Fin(*Y") C *f[Fin(*X)], we have

"By C *f[Fin(*X)] = | J n*f[*Bx],
neN
i.e. ﬂ (*By \ n*f[*Bx]) = 0, hence, by saturation, “By C n*f[*Bx] for

neN
some n € Nt. Then

wuy (0) = ﬂ m~*By C m m~n*f[*Bx]
meN meN

= *f[ ﬂ m_l’l’L*Bx] = *f[MX(O)]

meN O

We remark that if f € B(X,Y) is an open mapping, then so is « f for
any 0 # a € F.

For a bounded linear operator, having a nonstandard version that takes
the finite part onto the finite part is precisely the property for being an
open mapping. Note that in the following (as compared with the classical
version Thm. 2.3) the completion of the spaces is not required.

Theorem 2.2. (Nonstandard Open Mapping Theorem) Let f € B(X,Y),
where X, Y are normed linear spaces over F.
Then *f[Fin(*X)| = Fin[*Y] iff f is an open mapping.

Proof. We give a proof using Prop. 2.17 (i) < (ii) only.
(=) : Assume *f[Fin(*X)] = Fin[*Y] and let 0 # b € py(0). Then
b
Tl = *f(a) for some a € Fin(*X), hence b = *f( [|b]| @) with |[b]| a = 0. i.e.
b € *flux(0)], therefore puy (0) C *f[ux(0)] and so f is open by Prop. 2.17.
(<) : *f[Fin(*X)] C Fin[*Y] always holds as f is bounded. Suppose f
is an open mapping, i.e. *f[ux(0)] D py (0), but there is some

be (Fin[*Y]\ “f [Fin(*X)]) = (Fin[*Y] \ ( U fln *BX])).
neN

Then b ¢ *f[N *Bx], i.e. N7'b ¢ *f[*Bx], for all small N € "N\ N,
by overspill. But for such N, N='b € uy(0) € *flux(0)] C *f[*Bx], a
contradiction. ]
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In particular, taking Y = F, it follows that every bounded linear func-
tional is an open mapping.

The following technical lemma is needed for the classical Open Mapping
Theorem.

Lemma 2.1. Let f € B(X,Y), where X is a Banach space andY a normed
linear space, over the same F.

Suppose Vy € By 3z € Bx (|ly — f(z)|| <271).

Then By C 2f[Bx].

Proof. Letbe By.
Then there is some ag € By such that ||b — f(ag)| < 27"
Let n € N and assume inductively that a,, € Bx, m < n, are defined

such that ||b — f( z": 2*mam>

2"ty —2ntp( Z 2 Mg ) € By, 50 a1 € B, can be found

< 2™t

Then

/N

satisfying ||2"1b — 2”+1f( Z 2_mam) — apt1|| < 271, therefore, by lin-

n+l
earity, we can write ||b — f( Z 2’mam)

m=0

< 27" 2 je. the inductive

hypothesis is satisfied.
By completeness, since Zﬁ:o 27 ™a,, is absolute convergent, it con-
verges in X to some a. Note a € 2Bx and, by continuity, b = f(a). (]

The completeness of a Banach space plays a crucial role in the proof
of the following fundamental result—for its reliance on the Baire Category
Theorem.

Theorem 2.3. (Open Mapping Theorem) Let X, Y be Banach spaces
over F and f € B(X,Y) be surjective. Then

(i) *f[Fin(*X)] = Fin[*Y].
(ii) f is an open mapping.
(iii) *f is an open mapping in B( *X *Y)

Proof. (i): By assumption, Y = |J,cn+ f[nBx]. Then the Baire Cate-
gory Theorem (Thm. 1.24) implies that int(f[nBx]) # 0 for some n € N*.
Take m € N* and b € Y so that B(b,m™!) C f[nBx].
That is, b+ m~'By C f[nBx].
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By Prop. 1.14(iii), let @ € n*Bx so that b = *f(a), i.e. b= *f(a) —€
for some 0 =~ € € *Y.
Now by transfer, we have m~! *By C *(f[nBX]) — *f(a) + e
Since a € n*By, it follows that
"By C *(f[anBX]) + me = *(anf[BX]) + me.
Apply transfer to Lem. 2.1 with 2mnf in place of f, we have

*By C 4mn*f[Bx| C (4mn + 1) *f[Bx].

Finally,
fFin(*X)] = *f[|J k*Bx] = | k*f"Bx] < | kIIfIl *By
keN keN keN
C |J k(@mn+1) || f]| f[*Bx] = *f[Fin(*X)]
keN

and, since Fin("Y") = ey k|| fI| "By, we conclude that
*f[Fin(*X)] = Fin(*Y).

(ii): From (i) and Thm. 2.2, it follows that f is an open mapping.
(iii): By Cor. 2.4, *f € B(*X, ). By (i), the condition *f[Fin(*X)] =

Fin[*Y] holds, implying that *f is surjective. Hence it follows from (ii) that
*f is an open mapping. O

Immediately, we have the following easy result which is often useful in
checking equivalent norms.

Corollary 2.5. Let X form Banach spaces under norms |-||; and |||, .
Suppose the identity mapping (X, ||||1) — (X7 ||H2) is continuous. Then
I-l; and |||, are equivalent.

Proof. Let X1 = (X,|l;), X2 := (X,|[ly) and p1, p2 be the cor-
responding monads. Let f : X; — X5 be the identity mapping. Then
f € B(X1,X>2) and is surjective, so f is an open mapping, by Thm. 2.3(ii).
Hence, by Prop. 2.17(iii), we have *f[u1(0)] = u2(0), meaning p1(0) =
12(0), which implies that ||-||; and ||-||, are equivalent, by Prop. 2.3. O

A typical corollary of the Open Mapping Theorem is the following.

Corollary 2.6. (Inverse Mapping Theorem) Let X, Y be Banach spaces
over F and f € B(X,Y) be bijective. Then f~' € B(Y,X) and is an open
mapping.
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Proof. Note that *(f~1) = (*f)~!, so we simply write it as *f~*.
Clearly f~! is linear. By Thm. 2.3(ii), f is an open mapping, so
Thm. 2.2 gives that *f ~}[Fin(*Y)] = Fin( *X). Hence, by Prop. 2.13, f~! is
continuous, i.e. f~ € B(Y, X).
From *f~![Fin(*Y)] = Fin(*X), and Thm. 2.2, we also conclude that
f~ 1 is an open mapping. (]

Note that by Prop. 2.13, the above bijection f has the property that
flpx (0)] = py (0), hence it is a linear isomorphism that preserves the topol-
ogy, i.e. a linear homeomorphism.

Recall the direct sum construction on p.91.

The following is a useful classical consequence of the Inverse Mapping
Theorem, hence of the Open Mapping Theorem.

Corollary 2.7. (Closed Graph Theorem) Let X, Y be Banach spaces over
F. Suppose f : X — Y is a linear operator with graph(f) closed in X @Y.
Then f is continuous.

Proof. Clearly, by the linearity of f, graph(f) is a vector subspace of
X @1 Y with the inherited L;-norm. Since it is closed, it forms a Banach
space.

Let wx : graph(f) — X be given by (x,y) — x. Likewise, we define
Ty : graph(f) — Y by (z,y) — y.

Then 7x € B(graph(f),X) is bijective. Hence, by applying Cor. 2.6,
(mx)~! € B(X, graph(f)). Moreover, 7y € B(graph(f),Y).

Therefore f = (my o (mx)™') € B(X,Y). O

Recall that a homeomorphism between two topological spaces is a bijec-
tive continuous open mapping. In such case, the inverse is also a bijective
continuous open mapping. We now have the following application of the
Inverse Mapping Theorem

Proposition 2.18. Let X be a Banach space and Y,Z C X be closed
subspaces such that X =Y + Z and Y N Z = {0}.
Then X and Y ®1Z are homeomorphic.

Proof. Let f:Y®1Z — X be given by (y,2) — y + z. Then f is linear
and bijective. Moreover, |ly+z|x < |lyllx + lzllx = (¥ 2)llyg,z - s0
f € B(Y®1Z,X). Then by the Inverse Mapping Theorem (Cor. 2.6), f~!
is a bijective continuous open mapping. ([l
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When the above conditions are satisfied in a normed linear space X,
namely Y, Z C X are closed subspaces such that

X=Y+2Z and YNZ={0},

we say that the closed subspace Y is complemented in X and Z is com-
plementary to Y. Hence we also call Y, Z complementary to each
other.

It is not true in general that given a closed subspace Y of a Banach space
X, there is a closed subspace Z C X complementary to Y. A deep result
is that Banach spaces for which each closed subspace is complemented are
precisely Hilbert spaces (to be discussed later).

An application of the Inverse Mapping Theorem similar to the proof of
Prop.2.18 shows the following.

Proposition 2.19. Let X be a Banach space and Y C X be a comple-
mented closed subspace. Suppose Z C X is a closed subspace complementary
toY. Then Z and XY are isometrically isomorphic. O

In Prop. 2.18, if we define p : X — X by (y + z) — y, where we
decompose each z € X as y + z for some unique (y,z) € Y x Z, then
p[X] =Y and p € B(X) satisfies p?> = p, i.e. pop = p, an idempotent.

In general, for a normed linear space X, if an operator p € B(X) is such
that p? = p, we say that p is a projection—in the linear space sense, as
we will later redefine projection in other context by imposing some sort of
orthogonality.

Let 1 denote the identity mapping in B(X). Then whenever p € B(X)
is a projection, (1 — p) € B(X) is a projection, as

(1-p?=1-p-p+p’=1-p

Moreover, it can be seen that Ker(p) = (1—p)[X]. So, as p is continuous,
Ker(p) is closed, hence (1 — p)[X] is closed. By a dual argument, i.e.
replacing p by (1 — p), it follows that p[X] is closed.

Clearly p[X] N (1 —p)[X] = {0}. This is one half of the following result.
The other is not hard to check.

Proposition 2.20. Let X be a Banach space and p € B(X) be a projection.
Then p[X] and (1—p)[X] are closed subspaces complementary to each other
in X.

Conversely, if Y C X is a complemented closed subspace, there is a
projection p € B(X) such that Y = p[X]. O
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Now an observation about internal projections. Recall the nonstandard
hull of linear operators in Prop.2.16.

Proposition 2.21. Let X be an internal normed linear space. Suppose
p € Fin("B(X)) is a *projection, then p € B(X) and is a projection.

Proof. Let p € Fin(*B(X)) be such that p? = p. Let a € Fin(X), then

— -

(p)*(@) = p(p(a)) = p(a) = p(a) = p(a).
Hence p is a projection. O

Note in particular that if X is a normed linear space and p € B(X) is a
projection, then % € B()A() and is also a projection.

In a normed linear space X, for nonzero projection p € B(X), if we let
a € p[X]NSx, then p(a) = a and so ||p(a)|| = ||a|| = 1. Therefore, ||p| > 1.
We leave it as an exercise to show that, in general, for any » € R™, there
are examples such that [|p|| > r.

Corollary 2.8. Let X be a normed linear space and Y C X be a comple-
mented closed subspace.

Then % is a complemented closed subspace of X

Moreover if Z C X is a closed subspace complementary to Y, then
*7 C *X is a closed subspace complementary to .

Proof. Letpe B(X ) be a projection given by Prop.2.20 so that p[X] =Y.
Then by Prop.2.21, * € B( *X) is a projection. So, by Prop.2.20 again,
*p[*X ] is a complemented closed subspace of *X.

On the other hand, ”p[*X] = *p[*X] = % i.e. % is a complemented
closed subspace of X,

Replacing p by (1 — p), we have *(T—\p)[;)\(] =1 f17[*X].

Let Z C X be a closed subspace complementary to Y. Then we have
(1—p)[X] = Z, hence (1= p)[*X] = *Z.

Therefore *Z is a closed subspace complementary to . O

2.2.3 Uniform boundedness

Another typical application of the Baire category Theorem is the following
important result relating pointwise boundedness to uniform boundedness.

Theorem 2.4. (The Uniform Boundedness Principle) Let X be a Banach
space and Y be a normed linear space over the same field.
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Suppose A C B(X,Y) is such that Vo € X (supjcq || f(2))] < 00).
Then sup e 4 |||l < oc.

Proof. Forn €N, let
Coi={zeX|suplf(x)| <n}= ()" [Br(0,n)],
fea feA

so the C,’s are closed and X = U,enCl.

By applying the Baire Category Theorem (Thm. 1.24) to the Banach
space X, we see that for some n € N, int(C},) # 0. Then for some a € X
and r € R*, we have Bx(a,r) C C,,, hence

Vo € X ([|lz —al <r=sup|f(z)
feA

| <n),
i.e. Yz e X ((lz]] <r)= (sup|f(z)| < 2n)),
feA

i.e. Vz € Bx (sup|/f(z)|| < 2nr™t),
feA

so we conclude that sup e [|f)|| < 2nr O

Corollary 2.9. (Banach-Steinhaus Theorem) Let X be a Banach space
andY a normed linear space over the same field. Let f, € B(X,Y), n € N.
Suppose im,, o, fn(x) exists for each x € X. Define f : X — Y by f(x) :=
lim,, oo fr(x). Then f € B(X,Y).

Proof. It is clear that such f is linear.
By the Uniform Boundedness Principle, for some r € R*, we have
sup, ey || fn| = 7. Then for each z € Bx we have

1£ @ < 1F(2) = Fal@)] + @) < 1F @) = fal@)] +7,
ice. |l = sup,cpy |f(@)]| < r, hence f € B(X,Y). O

2.2.4 Notes and exercises

The Open Mapping Theorem was proved by Schauder in the 1930’s. It
remains still valid in the more general setting of a kind of metrizable topo-
logical vector space called F-spaces. (See [Rudin (1991)].)

For a linear operator f : X — Y, Prop. 2.13 shows that continuity
means *f[Fin(*X)] C Fin(*Y"). From Prop. 2.17, intuitively, being an open
mapping means the dual notion that Fin(*Y) C f[Fin(*X)]. Hence the
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Nonstandard Open Mapping Theorem (Thm. 2.2) is obtained by putting
both together.

In the Open Mapping Theorem (Thm. 2.3), the assumption can be
weakened by requiring the target space Y to be any normed linear space,
as the proof did not use the completeness of Y. However this weakening is
simply superficial: whenever there is a Banach space X with a surjective
fe€B(X,Y),Y is automatically a Banach space. This can be proved from
Thm. 2.3 (with Y weakened to a normed linear space) as follows:

;]\“ € B(;)\(, ;i\/) is a surjective open mapping, by Thm. 2.3 (i) and (iii).
X is a closed subspace of */)\(, since X is Banach.

Therefore Y = f[X] = ;?[X | is closed in the Banach space Y.

Hence Y is a Banach space.

It is worth-noticing from Prop. 2.1 and the Open Mapping Theorem
(Thm. 2.3) that if X is a Banach space with a closed subspace Y, the
mapping X — X/Y given by  — (z +Y) is an open mapping.

The linear homeomorphism in the Inverse mapping Theorem (Cor. 2.6)
is not necessarily an isometry: just think of the identity functions on a
space with two distinct but equivalent norms.

The converse of the Closed Graph Theorem holds in general, i.e. conti-
nuity implies closed graph. (See Ex. 5 on p.75.)

EXERCISES

(1) Complete the proof of Prop. 2.13.

(2) Verify the representation of the dual spaces in Example 2.1.

(3) Prove Prop. 2.16 and Cor. 2.4.

(4) Let X, Y be normed linear spaces and X, Y their completions. Show

that for any f € B(X,Y), there is an extension f € B(X,Y) with

LA =171l

(5) Show that under the operator norm, B(X,Y) is a Banach space when-
ever Y is a Banach space.

(6) Let X,Y be Banach spaces and f € B(X,Y). Show that if there is
r € RT, Vo € Bx (||f(z)]ly = r), then Ker(f) = {0} and f[X] is
closed. Show that the converse also holds.

(7) Prove the following version of Thm. 2.2:

Let X, Y be internal normed linear spaces. Let f € Fin(*B(X,Y)) be

such that f[Fin(X)| = Fin[Y]. Then f is an “open mapping and fis

an open mapping.
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(8) Given an example of a normed linear space X such that for some a €
Bx and b € B-x, a# b but V¢ € X' (¢(a) = “¢(b)).
(9) Verify in Example 2.1 that Lq(p) = Ly(p) and Lo () = L1 (p)'.
(10) Show that the statement in the Closed Graph Theorem (Cor. 2.7) could
fail if X is replaced by an incomplete normed linear space.
(11) Let r € R™ be given. Find a normed linear space X and a projection
p € B(X) such that ||p|| > 7
(12) Give a direct proof of the Uniform Boundedness Principle (Thm. 2.4)
without quoting the Baire Category Theorem.
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2.3 Helly’s Theorem and the Hahn-Banach Theorem

To norm or not to be normed, that is the question leading to the
extension of functionals without increase in norm.

We begin with a remark that any functional is almost normed by elements
in the space and precisely normed by an element in the nonstandard hull:

Proposition 2.22. Let X be a normed linear space and f € X'. Then there
is a € *Bx such that ||f|| = *f(a) € *0,00), hence *f ’ =l

Proof. Since Ve € RT3z € Bx (||f| < |f(x)|+¢€), it follows from satura-
tion that | *f(ao)| = ||f|| , for some ag € *Bx. Now let @ € *F be such that
a*f(ag) = | *f(ao)| and a := aag, then a € *BX and ||f]| = *f(a) € 0, c0).

Because || *f|| = || fI|, we have *f(@) = ||| = 1/1]- O

This section provides the major tools in Banach space theory, namely
Helly’s Theorem, Hahn-Banach Theorem and the Hahn-Banach Separation
Theorem. The introduction of these tools comes with some related norming
properties. The Hahn-Banach Theorem follows from the proof of Helly’s
Theorem, so one can regard the latter as the most fundamental result.

2.3.1 Norming and Helly’s Theorem

In general, the space X itself may not have enough norming elements. We
will characterize this in a later section.

Before exploring further these norming properties in dual form, we need
the following geometric property from finite dimensional Euclidean spaces
showing that every nonzero element attains the maximal possible distance
from a hyperplane.

Lemma 2.2. Let X be a normed linear space with 1 < dim(X) < oo.
Then for any c € X with ||c|| = 1, there is a subspace Z C X such that
X =Lin(Z U{c}) and dist(c, Z) = 1.
Proof. Since ||c| =1, we only need to find such Z with dist(c, Z) > 1
Case 1: F=R.
Let dim(X) =n+ 1 and fix a list of subspaces

Lin({c}) =Xo S X1 & C X = X,
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We are going to construct subspaces {0} =Yy C Y7 C -+ C Y, such that
VE=1,...,n ( (Xx = Lin(Yx U{c})) A (dist(c, Yi) > 1) )

Assume inductively that Y} is constructed with above properties. To
continue with the construction, first let

V= U ABx,., (c+y,1),
AERT, y€Y,

where Bx, (z,r) denotes the open ball B(z,r) N X in Xj.
CrAM: V is an open convex set and V N (=V) = 0.

As a union of open balls, V' is clearly open. Let aj,as € V and t € [0, 1].
Then for some A, A2 € RT and some y1, 92, %3,y € Y,

(tar + (1 = t)az) € (t\1Bx, ., (c+y1,1)) + ((1 = t)XA2Bx,,, (¢ +y2,1))
= tBXk+1 ()\1(0 + yl), )\1) + (1 — lf)BXk_*_1 ()\Q(C + y2), )\2)

C By (0 + (1= a)e +ys, (A1 + (1= 1))
= (A + (1 =1)A2)Bx, (e +y, 1) CV,

by (tA1 + (1 —t)X2) € RT. Hence the first part of the Claim is proved.

For the second part, if there is a € V N (=V), then a,—a € V and,
by convexity, the line segment [—a,a] C V. But 0 € [—a,a], hence 0 € V
and consequently 0 € Bx,_, (c+y,1) for some y € Y, contradicting to the
assumption dist(c, Yz) > 1.

Since Xj11 is homeomorphic to R™ for some m > 1, Xp4q\ {0} is
connected and it follows from the Claim that Xy # (V U (=V)U{0}).
Now let a € Xj41 \ (V U (=V)U{0}). By assumption,

Xp=Lin(Yyu{ch) c |J MBx.,(c+y1)=(VU(=V)U{0}),
AER, yEY),
so a € Xpy1 \ Xi and therefore Xy1 = Lin(Yj, U {a, c}).
By a ¢ Ujer, yey, ABxpya(c + 9, 1) and dist(c,Yy) > 1, we have
lc+y—Aa|| > 1 for any A € R and y € Y.
That is, dist(c, Lin(Y; U {a})) > 1.
Hence the required properties are satisfied by Yy := Lin(Yy U {a}).
With all Yy’s constructed, let Z = Y,,, then the proof for Case 1 is
completed.

CaseE 2: F=C.
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Regarding X as a normed linear space over R under the same norm, the

above shows that there is a real subspace Y C X such that
X =Ling(YU{c}) A dist(c,Y)>1.

In the above construction, we may assume without loss of generality
that ic € X; and put ic € Y1 C Y, because ||c + Aic|| = |1+ Ai| ||¢|| > 1, for
any A € RT.

Now let Z C Y be a real subspace such that Y = Ling(Z U {ic}).

Then clearly dist(c, Z) > dist(c,Y) > 1.

Let Xo := Ling({¢, ic}) = Linc({c}).

So X = Ling(Xo U Z) with iXg = Xy and Z N Xy = {0}. Finally,

ZCX =1X = LinR(iXo UZZ) = Lin]R(Xo UiZ),
implying Z C iZ. But then iZ C (—Z) = Z, therefore Z =iZ, i.e. Z is a
complex subspace of X, completing the proof for case 2. |

With the hyperplane treated as a level curve of a bounded linear func-
tional, the corresponding element is normed. As a result, the dual to
Prop. 2.22 has a stronger form.

Theorem 2.5. Let X be a normed linear space.
Then ¥ € X (37 € X' ((1f1l = 1) A (f(2) = [l21) ).

Proof. To avoid triviality, we assume that dim(X) > 1 and consider
some 0 # ¢ € X. Furthermore, it suffices to norm ||¢[| " ¢. So we assume
that ||c|| = 1.

Apply Lem. 1.1, let Y C *X be a hyperfinite dimensional subspace such
that X C Y C *X. In particular, c € Y.

By transferring Lem. 2.2 and applying it to ¢ and Y, there is an internal
subspace Z C Y such that Y = *Lin(Z U {c}) and *dist(c, Z) = 1.

Let g : Y — *F be defined internally by g(z) = «, where each z € Y is
represented as ac + z for some unique « € *F and z € Z.

Clearly, g is linear. By assumption, for any 0 # o« € *F and z € Z,
we have [Jac+ 2|y = |¢f ||c+a_1zHY > |a|. Moreover, g[Z] = {0}, hence
g €Y and |glly, < 1.

Note that g(c) = 1, which shows also that [|g||,, = 1.

Now define f := °g|x, i.e. f: X >z~ °g(x).

From the definition, we have f(c) = °g(c) = 1.

Obviously, f is linear. Moreover,

1=f(c) < Iflx < °lglly =1,
since X is a subspace of Y. So f € X', ||f||X, =1and f(c)=1. 0
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In particular, the above Theorem implies that X’ separates elements in
X :forif a # b in X, then there is f € X’ with f(a —b) = |la —b|| # 0,
hence f(a) # f(b).

As an application of Thm. 2.5, we digress a little bit with a continuation
of the discussion of the projections on p.103.

Theorem 2.6. Let X be a normed linear space and Y C X be a finite
dimensional subspace. Then Y is complemented.
In particular, there is a projection p € B(X) such that Y = p[X].

Proof. First we need the following.
CramM: Let a € X. Then Lin({a}) = p[X] for some projection p € B(X).

If a = 0, we simply take p = 0. So we assume that a # 0. Since we
get the same conclusion if a is replaced by ||a|| " @, we further assume that
Jall = 1.

Let f € Sx/ be such that f(a) = ||a|| =1, as given by Thm. 2.5.

Define p: X — X by X 3 2 — f(x)a. Then immediately p is linear
and [|p|| < [|a|]| = 1, hence p € B(X). For any = € X, p*(z) = p(f(z)a) =
f(@)p(a) = f(x)a = p(z). i.e. p* =p.

Clearly we also have p[X] = Lin({a}). Therefore the Claim is proved.

By Prop. 2.20, the Claim implies that Y is complemented if dim(Y") =
0,1. Hence the theorem holds when the subspace is of dimension 0, 1.

Now assume inductively that the theorem holds for subspaces of dimen-
sion < n, where n € N.

Let Y C X be a subspace with dim(Y’) = n+ 1. So there is some a € Y
and a subspace Yy C Y with dim(Yy) = n such that ¥ = Lin(Yy U {a}).
Let L := Lin({a}). Then since dim(Y/L) = n, it follows from the inductive
hypothesis that some closed subspace V' C X/L is complementary to Y/L.

Let W={ze X|(x+L)€V}. Then L C W and V = W/L. Clearly
W forms a subspace of X. In fact it is a closed subspace by Prop. 2.2(ii).

Now apply the inductive hypothesis (or the Claim), let Z C W be a
closed subspace complementary to L in W. So W = L + Z. Then from
X/L=Y/L+W/L,wehave X =Y +L+W =Y + Z.

Let ¢ € Y N Z. Then (c+ L) € ((Y/L) N (W/L)) = {L}, showing that
ceL.But LNZ ={0},s0c=0.ie YNZ={0}

Moreover, Z is closed in W and W is closed in X so Z is a closed
subspace of X. Therefore Z is a closed subspace complementary to Y.

Finally, by Prop. 2.20, Y = p[X] for some projection p € B(X). O
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Let X be a normed linear space. The dual of X’ is denoted by X",
called the bidual of X. The following shows that X can be viewed as
closed subspace of its bidual.

Proposition 2.23. Let X be a normed linear space. For each x € X, let
0(z) be the evaluation map 0(x) : X' 3> f— f(x).
Then 0 : X — X" and is an isometric embedding.

Proof. Clearly, f(x) : X’ — F is linear. Note that
10(2) [l = sup [0(z)(f)] = sup [f(x)] < [l x -
fEBx/ fEBx/
By Thm. 2.5, there is f € By such that f(z) = ||z y -
Therefore ||6(x)|| . = ||z|| x and consequently Vz € X (f(z) € X"”) and
0 is an isometric isomorphism into a subspace of X”. |

In general, the above identification of X is not onto X”. We will discuss
this in more details in later sections, but here is a quick application that
should be compared with the norming in Thm. 2.5.

Proposition 2.24. Let X be a normed linear space and S C X. Then S is
bounded in norm iff Vf € X' (sup,eg |f(x)] < 00).

Proof. (=) :is trivial.

(<) : Use Prop. 2.23 to view S C X”. Then apply the Uniform Bound-
edness Principle (Thm. 2.4) to the Banach space X’ (see p.95) and F, so
the given condition implies that

sup [lallx = sup [l x,» < oo. -
a€s a€sS

Given 0 # f € X' and v € F, trivially there exists x € X so that
f(x) = ~. The following generalization will be an important tool for us.
(For convenience, we use V1" ... as an abbreviation for V finite - - - .)

Theorem 2.7. (Helly’s Theorem—nonstandard version) Let X be a
normed linear space, f; € X' and v; € F, i € I, where I is an index
set. Then for any r € RT,

Jo € *X [( Iz S 7) A (Vi eI ("filx) ~ %-))] (2.1)
iff

Iz € X [(nxn <7)A (wef(iﬁ(x):%))} (2.2)
iff

)} (2.3)

vin 71 [V{ai}iej CF ( ‘ 3 am
ieJ

< TH Zaifi
=
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Proof. By the nonstandard hull construction, (2.1) and (2.2) are equiv-
alent.
((2.2) = (2.3)) : Let a € *X with [la]| < and *f;(a) =, i € I.
Then for any finite J C I and a;; € F, 7 € J, we have

| a| = |3 @i < llall | 3o 0 | = llall | 3 an:
ieJ i€J ieJ ieJ
by Prop. 2.7.

((2.3) = (2.1)) : Assume (2.3), fix a finite J C I.
List {fi | i€ J} as fi,..., fm,- -, fn, where fi,..., fi, is a maximal

linearly independent subsequence, and list {y; | ¢ € J} as y1,...,7, ac-
cordingly.
Let e1,...,ey € *X with |le1]] = -+ = |len|| = 1, where N € *N,

be a Hamel basis extending that of X. Note that N > m by the linear
independence of f1,..., fm.
Let Y = *Lin(es,...,en), then X C Y C *X.
Fori =1,...,m, let g; = *f; [y and extend ¢1,...,9m to a linearly
independent sequence g1,...,g9x in Y. So Y’ = *Lin(g1,...,9n).
gi(er) ... gn(er)
Define an N x N matrix M := L :
gi(en) -+ gn(en)
Note that M has full rank and hence is invertible.
Now let [a,...,an] = [Y1,-++Ym,0,...,0] - M~ and define

N
ag = Zaiei €Y.
i=1
Then
Vi=1,...m (*fi(ao) = gi(ao) = i) (2.4)
Let Z := *f7*(0)N---N*f,.1(0)NY. Note that Z forms a closed subspace
of Y.
By transfer and Thm. 2.5, there is some h € (Y/Z)/ such that
(10w /2y =1) A (Blao + 2) = llao + Zlly, 2 )
Define hg € Y’ as in Prop. 2.14. i.e.
ho:x— h(z+2Z) with [[holly, < [|All(y/z)y = 1.
In particular,

holZ] = {0} (2.5)
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Write hg = vazl Big; for some 3; € *F. For each k with m < k < N,
let ¢1,...,¢n € *F satisfy [(1,...,¢v] = [0,...,0, k%h, 0,...,0]- M~ ! and

set ¢ = Zf\il Ciei €Y, then Vi # k (*f;i(c) = gi(c) = 0) Agi(c) = 1. In
N

particular ¢ € Z hence 0 = hy(c) = Z Bigi(c) = Pk.
i=1

Therefore hg = Y.~ Big:-
By ||ho|| < 1 and Prop. 2.15, 51, .., Bm € Fin(*F). Moreover, apply the
isometric isomorphism in Prop. 2.15,
m m
Z °Bifi Z ‘Bigi|| ~
i=1 i=1

= |lholly, < 1. (2.6)

m
Z Bigi
i=1

X’ 4 g
On the other hand,
ho(ao) = h(ao + Z) = inf{||ao + 2|ly | 2 € Z} = |lao + 20| (2.7)
for some zy € Z, by saturation.
Now define a = ag + 2zp. Then for k = 1,...,m, we have *fi(a) = Vi,

by (2.4) and (2.5). For k = (m + 1),...,n, by linear dependence, write
fe =2 it Aifi for some \; € F, then (2.3) gives

e = “Fr(@)l = | = Y Ao fe =Y Nifi
i=1 i=1

Therefore we obtain

Vi=1,...,n(*fi(a) = ). (2.8)
By transferring (2.3) and combining it with (2.6) and (2.7), we have

lall = llao + zoll = ho(ao) = 32724 Bigi(ao) = 322, Bivi
<P IS Bl ey RIS SBiill S (29)
Consequently, by (2.8) and (2.9),Vin JCc I VneN 3Jze*X
(lall <7+ 071 A (Vi € T (i(2) =%)).
Finally, by saturation, let b € *X with [|bl| < 7 and Vi € I (*f;(b) = ),
therefore (2.1) is proved. O

<r =0.

As a corollary, we have the usual version of Helly’s Theorem.

Corollary 2.10. (Helly’s Theorem) Let X be a normed linear space,
fi € X' and vy; € F, i € I, where I is a finite set. Then for any r € RT,

Vee RT3z e X [( [zl <7 +€) A (Vz’ el (fi(x)= %))} (2.10)

iff
< S
ieJ

V{a;}tier CF ( ‘Zai% ) (2.11)
i€l
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Proof. The easy direction (=) is similar to the proof before.
For the harder direction(<=), by Thm. 2.7, we have z € *X satisfying

(lzl <7 +e€) A (‘v’i € I(*i(z) = fyi)), and therefore (2.10) follows by

transfer. 0O

However, the dual version bears a closer resemblance to Thm. 2.7.

Corollary 2.11. Let X be a normed linear space, a; € X andv; € F,i € I,
where I is any index set. Then for any r € R,

A e X' [(If1 <7) A (Vi€ (fa) =))] (212)

STH E Q;ia;
ieJ

Proof. Let 6: X — X" be as in Prop. 2.23 and consider Thm. 2.7 for
6(a;) € X" and ;, i € I.
Then (2.12) is the same as
A e X[ (I <r) A (Vi€ IO =))]

implying Vi*J C T V{a;}ies CF
Y] <o Sostten], =] s
ied icJ ieJ

as in the proof of Thm. 2.7 and by Prop. 2.23.
Conversely, from the proof of Thm. 2.7, the above condition implies for
some g € *X’ that

(gl £ 7) A (Vi € T ((a)(9) = 7))
Now let f = °g [x, then |[f|ly, < °|lgll.x < 7, in particular f € X'.

Moreover, for each i € I, we have f(a;) = °g(a;) = °("0(a;)(g)) = .
Therefore (2.12) is satisfied. O

if

ving o g [V{ai}ie} CF ( ’ S am )] (2.13)
ieJ

3

X

ST’

Corollary 2.12. Let Y be a subspace of a normed linear space X. Suppose
a € X is such that dist(a,Y) = r € RY. Then there is f € Bx/ such that

fIY]=A{0} and f(a) =r.

Proof. By assumption, for any finite subsets {a;}icr C Y, {a;i}ier CF
and « € F, we have |o|r = || dist(a,Y) < || Zaiai + aa)|. Therefore
iel

’ g ai-0+ar’:|a|r§ H g oziai—l—ocaH
il il

and the conclusion follows from Cor. 2.11. O
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Further elaboration of Thm. 2.7 will yield the following result, whose
proof is left as an exercise.

Theorem 2.8. (Extended Helly’s Theorem) Let X be a normed linear
space and I,J index sets with some {fiticr C X', {vij}icr, jes C F and
r:U{F|Jo C J is finite} — [0,00). Then

Hzjljes X [[VﬁnJO C J{Bjtjen CF (H > ﬂj:ch < T({ﬁj}jeJo))]
icTo

A [¥Gi,5) € (T x ) (i = Filay)] |
if
vinr,cr virgocJ Y{aitier, CF V{Bj}jes, CF
Y aiBivig| < r({B}ien) H > aif;

i€lp,j€Jo i€lp

).

O

2.3.2 The Hahn-Banach Theorem

From the exercises in the last section, we see that if X is a normed linear
space over F and f € X’ (i.e. B(X,F)), then f := (:f Ix ) € X' is the
=151

Actually, such f extends to some functional in Y/ with the norm pre-
served whenever X is a subspace of Y, although generally there is no unique-
ness. This is the essence of the Hahn-Banach Theorem which is now shown
to be a corollary of Helly’s Theorem.

unique extension of f in X’ with H f

Theorem 2.9. (Hahn-Banach Theorem) Let X be a subspace of a normed
linear space Y over F. Then for any f € X' there is f € Y’ such that

f="Fix and |If] =|7].

Proof. Apply Cor. 2.11 to the space Y with I = X, and for each x €
let ay = « and v, = f(x). Let » = ||f||. Then (2.13) is satisfied and
consequently (2.12) gives some f € Y’ such that ||f|| < r = | f|| and

]

V.L“EX(]F(J:):JF(GI):’YLE:JC('T))

However, it may be useful to see a second proof of the Hahn-Banach
Theorem.

Proof. (A direct proof of the Hahn-Banach Theorem.)
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First we need the following:

CLAIM: Suppose there is some a € Y \ X, then f extends to some f €
. ro =
(Lin(X U{a})) with ||f| = Hf” .

To prove the Claim, by replacing f by ||f|r1 f, we can assume that
[If]l = 1. Write Yy for the real linear span of X U {a} and Y7 for the real
linear span of Yy U {ia}. So, in the case F = R, we have Yy = Lin(X U {a});
otherwise, we have Y7 = Lin(X U {a}).

Let g := Re(f), the real part of f. So in the case F = R, f = g.
When X is viewed as a normed linear space over R, g : X — R is a real
bounded linear functional. Clearly ||g|| < ||f]|. By Prop. 2.22, let ¢ € *Bx
“f(c) = |[fIl, then “g(c) = Re("f)(c) = *f(c), therefore | f[| = [lg[| = 1.

Forany z,y € X, g(z)—g(y) = 9(z—y) < |lz —yll < [z —all+|ly — al|,
ie. —|lz —al +9(z) < [ly —all + g(y), hence

ri=sup (— [lz —all +g(2)) < inf (ly —all +g(y))-
zeX yeX

Define go : Yo — R by go(z + ka) = g(x) — kr for each element in
Yy represented uniquely as (z + ka) for some z € X and k € R. Clearly
Jo : Yo — R is linear and extends g. Moreover, for z € X and 0 # k € R,
— [k e —al| + gk e) <r < ||k '2 —al| + g(k ),
that is, |[g(k~"z) — 7| < ||k™ @ + a|, hence |go(x + ka)| < ||x + ka|| and
therefore ||go|| = llg]| = 1.

In the case F = R, we let f = g and the proof is complete.

In the case F = C, by repeating the same procedure, we obtain a real
bounded linear functional g : ¥; — R which extends gy and satisfies ||g|| =
9ol = 1.

Finally, define f:Y; — C by = — (g(m) — zg(zx)) It is straightforward
to check that f is linear. Furthermore, by an application of Prop. 2.22
as before, ||f|| = |Re(f)|| = [|g]l and therefore f € Y{ extends f and
1] = 11£1]-

Therefore the Claim is proved.

Apply Lem. 1.1, let Z be an internal extension of *X which is hyperfinite
dimensional over *X and Y C Z C *Y.

By iterating the Claim, the same conclusion holds for any subspace of
Y which is finite dimensional over X, i.e. a linear span of the union of X
with a finite subset of Y.

Then by transferring this, *f extends to some f € Z’ with HfH = || *f]l -

Now the conclusion follows if we let f = f]y . O



118 Nonstandard Methods in Functional Analystis

The Hahn-Banach Theorem has the following generalization. The proof
is based on similar techniques and is left as an exercise.

Theorem 2.10. (Hahn-Banach Theorem—extended versions)

(i) Let X be a subspace of a linear space Y over R and p : ¥ — R
be a pseudo-seminorm. Then for any linear f : X — R such that
Vo € X (f(z) < p(x)), there is a linear f : Y — R extending f such
that Vz € Y (f(z) < p(z)).

(ii) LetY be a linear space over F having a seminorm ||| . On a subspace
X CY, suppose f: X — F is linear and Vo € X (|f(z)] < ||z]).
Then there is a linear f :' Y — T which is an extension of f satisfying

Ve e Y (|f(@)] < |l])- 0

2.3.3 The Hahn-Banach Separation Theorem

As an application of the above Hahn-Banach Theorem, we have the follow-
ing important result:

Theorem 2.11. (Hahn-Banach Separation Theorem) Let X be a normed
linear space with nonempty disjoint convex subsets A and B, where int(A) #
(). Then there is f € X' such that

Re(f)[A] C (=00, A] and Re(f)[B] C [\, 00) for some XEeER.
(If A is open, we can require that Re(f)[A] C (—oo, A).)

Proof. LetC:=(A—B)={z—y|x € ANy € B}, then the assumptions
imply that C is convex, int(C) # () and 0 ¢ C.

Fix ¢ € int(C), let K := (C — ¢) and define p : X — [0,00) by

p(x) = inf{t e Rt ‘:c € tK}.

As 0 € int(K), p is well-defined. Clearly, p is positively homogeneous.
Moreover, given t,t; € RT, for any z1,29 € K, convexity implies that
(tl(tl +t2)71$1 +t2(t1 +t2)71$2) € K. Therefore (th+t2K> C (tl +t2)K
It follows that p is subadditive, i.e. p forms a pseudo-seminorm.

Furthermore, p(—c) > 1, since —c¢ ¢ K (because 0 ¢ C).

Regard X as a normed linear space over R. Let go : Lin({c}) — R be
given by go(rc) = —rp(—c), r € R. Note that go(—c) = p(—c) > 1.

Clearly, go is linear. For r < 0, we have go(rc) = (—r)p(—c) = p(rc), by
positive homogeneity. Hence Vz € Lin({c}) (go(z) < p(z)).

Therefore, by Thm. 2.10, gy extends to some linear g : X — R such
that Vo € X (g(z) < p(z)).



BANACH SPACES 119

Note that Vo € K (p(z) < 1), so Vo € K (g(z) < 1). As 0 € int(K), it
follows that *g(z) ~ 0 whenever *X > x ~ 0.

By Prop. 2.13, this means that ¢ is a real bounded linear functional.

By Va € K (g(z) < 1), it follows that Va € C (g(z — ¢) < 1), i.e.

Yz e AVy € B (g(z) — g(y) + g(—c) < 1).

As g(—c) = go(—c) > 1, we have Vz € AVy € B (g(z) < g(y)).

Let A :=inf {g(y) |y € B}, we have g[A] C (—o0, A] and g[B] C [\, c0).
If A is open, actually g[A] C (—oo, ), since g is an open mapping (by
Thm. 2.2).

If F =R, we simply let f = g and the proof is complete.

IfF = C, we define f : X — C by f(z) := g(x)—ig(iz). Then g = Re(f)
and, as in the direct proof of the Hahn-Banach Theorem, f is linear and
has the same norm as g, so f € X’ and has all the required properties. [

Note that, as a consequence, linear functionals separate points from a
convex set in the following sense:

Corollary 2.13. Let X be a normed linear space, C C X be conver and
a € X with dist(a,C) > 0.
Then 3f € X' (Re(f)(a) < inf {Re(f)(z) |z € C })

Proof. Apply Thm. 2.11 by taking B = C' and A an open ball centered
at a disjoint from B. O

In particular, in the above, a and C' are separated by an affine plane
(i.e. a translated hyperplane).

Corollary 2.14. Let X be a normed linear space, Y C X a closed subspace
and a € X with dist(a,Y) > 0.

Then 3f € X' (f(a):l A fY] :{0}).

Proof. Again, we apply Thm. 2.11 by taking B =Y and A an open ball
centered at a disjoint from Y.

Then since Y is closed under multiplication by real numbers, the con-
clusion of Thm. 2.11 implies that Yy € Y (f(y) = 0).

Replacing f by a scaling and rotation of f if necessary, we can require
that f(a) = 1. O

It may be worthwhile to compare the above with Lem. 2.2.
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2.3.4 Notes and exercises

What we call norming here is also called norm-attaining elsewhere.

The Hahn-Banach Theorem should have been named Helly-Hahn-
Banach Theorem, for it was Eduard Helly who first prove a special version
of it in 1912. (See [Hochstadt (1979/80)]. See also AMS Review MR595079
of the article by J. Dieudonné for a different view.)

The stronger assumptions in the usual version of Helly’s Theorem
(Cor. 2.10) are needed for the existence of the realization in the original
space instead of the nonstandard hull. (See [Megginson (1998)] for details
about this and a different proof of the theorem.)

The Hahn-Banach Theorem is essentially a phenomena of finite dimen-
sional extension of real bounded linear functionals. Because of this, in the
second proof, the basic tool is the same as everywhere in the literature—
with a slight difference here the use of AC gets hidden behind the hyperfinite
dimensional extension.

The Hahn-Banach Theorem remains valid for functionals taking values
in certain types of partially ordered real linear spaces. See [Day (1973)] for
results due to L.V. Kantorovi¢, W. Bonnice, R. Silverman et al.

Typically, the Hahn-Banach Separation Theorem (Thm. 2.11) is an ap-
plication of the Hahn-Banach Theorem. Compare also with Cor. 2.12. See
[Rudin (1991)] for a general version for topological vector spaces and vari-
ants.

EXERCISES

(1) Prove Thm. 2.5 by generalizing Lem. 2.2 using a transfinite induction
argument.

(2) Prove Thm. 2.8.

(3) Prove Thm. 2.5 from the Hahn-Banach Theorem.

(4) Prove the general version of the Hahn-Banach Theorem (Thm. 2.10).
(5) Show that there is ¢ € By,_ such that

e Vacec (limnﬁoo an = (b(a));
o Va €l ((Vn €Na, €[0,00)) = (¢(a) € [O,oo)));

o Va,be b (\m EN(by = ani1) = ((b) = ¢(a))).
Functionals of the above kind are called Banach limits.
(6) Give a direct proof of the following: Let X be an internal normed linear

space and Y ¢ X be an internal closed subspace. Then there is a € Sx
such that *dist(a,Y’) = 1. (Compare with Cor. 2.14.)



BANACH SPACES 121

2.4 General Nonstandard Hulls and Biduals

Biduals are nonstandard hulls w.r.t. the weak topology, Robinson makes
Alaoglu’s Theorem weak*ly apparent.

Using a family of internal seminorms, a Banach space can be constructed by
a generalization of the nonstandard hull construction given in Section 2.1.

This section is about this construction and the special case of the weak
nonstandard hull.

2.4.1 Nonstandard hulls by internal seminorms

Let X be an internal linear space over *F. Consider a family W of internal
seminorms on X. (Implicitly, |W| < &, the cardinality of saturation.) Then
the following defines an equivalence relation on X :

TRy & Vpe W(p(a:—y) A~ O), where z,y € X.
Also, for z € X, the monad w.r.t. W is defined as
pw(z) = {y € X |z =~y y}.
The finite part w.r.t. W is given by:
Finy (X) := {z € X | sup °p(z) < 0}.
pEW

Note that Vo € X (pw(z) = z + 1 (0)) and
Vz € Finy (X)Vy € X ((z =w y) = (y € Finy (X))).

So, if € Fing(X), then uy(z {yeFan( )|z =y y}.

In particular, yy(0) C Fan(X).

Clearly, both Fing(X) and pw(0) are closed under linear combination
with scalar multiplications from Fin(*F).

In particular, Finy (X) can be viewed as a linear space over IF with 1, (0)
as a subspace.

We denote the quotient space Fing (X) /1w (0) over F by

-

Vo= {z+ pw(0) |2 € Finy (X)} = {pw(z) |z € Finy (X)
For convenience, when W is fixed, we write py(2), i-e. & + pw(0), a
__Notice that, for 7,y € XV and F 5> a ~ § € *F, we have T
x + By. R

Now define [|-||,, : X — R by

IZ]l,, :=sup{ °p(z) | p € W }.

S .
aj =

+
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It is easy to see that ||-||,, forms a norm on Xv.
Observe that the nonstandard hull X in Section 2.1 corresponds to X*
with W = {[|-[|x }.

Lemma 2.3. Let X be an internal linear space and W a family of internal
seminorms on X. Then XY forms a Banach space under |||, .

Proof. By the above remarks, we only need to verify completeness.
Consider a Cauchy sequence {a, |n € N} in XV.
For m € N, fix k,, € N so that

v e N (0> k) = ([~ < 2m) ") ).

Extend {ay, }nen to a hyperfinite sequence {a, }n<n in X, for some N €
N. For p € W and m € N, define

Fpm =1{an|n <N A play, —ay,,) < (2m)~*}.

Then the F, ,,’s satisfy the finite intersection property. Hence, by sat-

uration, there is a € ﬂ Fp,m- Then the following holds:
peEW, meN

Vn,m € N ((n > km) = (sup °pla—a,) <m™) )
peEW

In particular, a € Finy(X) and lim ||a —a,|, = 0.
n—oo

Hence X" is a Banach space under -1l - O

The Banach space X" is called the nonstandard hull of X w.r.t. W.
Similar to Prop. 2.6, we have the following view of XV :

Proposition 2.25. Let X be an internal linear space and W a family of
internal seminorms on X.

Under the seminorm Fing(X) 3 z — [|Z]|,,, #w(0) is a closed sub-
space of Fing(X) and XY is identical to the seminormed quotient space
Fing (X)/pw(0), which in fact forms a Banach space. O

To emphasize the difference, the notation X is reserved for the nonstan-
dard hull w.r.t. the norm, called the norm-nonstandard hull of X.
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2.4.2 Weak nonstandard hulls and biduals

Now we turn our attention to internal spaces of the form *X, where X is a
normed linear space over F.

For each ¢ € X', it is easy to check that the mapping pg : X — [0, 00)

given by
pg(x) == |p(x)|, wherez € X,
defines a seminorm on X.

The topology on X generated by seminorms {p, | ¢ € X'} is called the
weak topology on X, i.e. the weakest (i.e. the coarsest) topology that
makes all ¢ € X’ continuous.

So a net {a;}ie;r C X converges to a € X under the weak topology,
written a; — a, if V¢ € X’ (hmiel py(a; —a) = O).

Under the weak topology, the infinitely close relation on X is given by

TRy < Vo e X (o(z) = o(y), z,ye X

The following is easy to check.

Proposition 2.26. Let x,y € *X where X is a normed linear space. Then
TRY =T Ry Y.
Consequently, weakly closed subsets of X are norm-closed. ([l

Moreover, we have a partial converse:

Proposition 2.27. Let C be a closed convex subset of a mormed linear
space X. Then C is weakly closed.

Proof. Let ¢ € *C. Suppose X 3 a =~y ¢, we want to show that a €

C, then by the nonstandard characterization (Prop. 1.14(ii)), C is weakly
closed.

But if a ¢ C, then by Cor. 2.13, there is ¢ € X’ such that ¢ separates

a from C. In particular, by transfer, ¢(a) # *¢(c), contradicting to a =, c.

O

Next we apply Lem. 2.2 with

W:{*p¢|¢€BX/}.
The resulted *XW is called the weak nonstandard hull of X.
Then we have

Fin, (*X) = {xe “X | sup{°|"p(z)| ‘¢€BX/}<OO}
e (0) = {2 € Finy (*X) |Vop € X' ("p(z) =~ 0)}  and
2]l = sup {°|"¢(2)| | ¢ € Bx' }.
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Notice that Fin(*X) C Finy(*X) and p(0) C pw(0). In general, both in-
clusions are proper.

By Prop. 2.25, we can view the above X" as the seminormed quotient
space Finy (*X) /11w (0). The following theorem gives another quotient space
identification for *XW using the internal norm on *X.

Firstly, *X can be regarded as an infinite-valued seminormed linear
space under ° ||| .y : *X — [0, 00|, where we assign ° ||«
lz]| o ¢ Fin(*R).

Then secondly, Finy (*X) is a subspace of *X, hence p(0) is also a
subspace of “X. On the quotient space "X/uw(0), we let |||, denote the
quotient seminorm, i.e.

|z + pw (0)]] = inf {° ||z + yl| .x |y € 11w (0) } € [0, 00], where z € *X.
The finite part of *X/p(0), is defined as
Fing ("X /e (0)) := {z + pe (0) [ z € "X A ||z + p (0)]]; < 00 }
and forms a subspace of *X/ . (0).

As an obiter dictum, note that "X > x — |z + pw(0)||, forms a semi-
norm on *X.

+x = 00 wWhenever

Theorem 2.12.

(1) Vo € Fing ("X) (|12l = [l2+ e (0)]l4)-
(ii) As Banach spaces, *X™ = Fing (*X/uw(0)).

Proof. (i) : We will show for a € Finy (*X) that ]|, = [[a + pw(0)[[ -

For any y € uw(0), since

[ally = sup °|"d(a)] = sup °["Bla+y)] < °lla+yl.x,
¢€BX/ ¢EBX/

we have |[al, < la + pw (0)]] -

Now we prove [la + pw(0)||, < [[all,, . Without loss of generality, assume
that [[a]|, = 1. Then it suffices to show that [|a + pw(0)[|, < 1.

For each ¢ € X', write r4 := °("¢(a)).

Cram: For any finite subset A C Sx/ and n,m € N, there is some ¢ €
(1 +m~1)Bx such that

Vo € A(|p(c) —rgl <n™h).
Suppose the claim fails for some finite A C Sxs and n,m € N. Then

voe X [ A (o) —rol <n7Y) = (v ¢ (14+m™)Bx) |

peA
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ie. {x € X[ Ngeald(@) —rg| < n~'} is disjoint from (1 + m~')Bx.
Moreover, both sets are convex with the latter open. So by the Hahn-
Banach Separation Theorem (Thm. 2.11), for some € Sy, and A € R,

(1+m ") Bx C {z € X|Re(f(z)) < A}

{x eX| N\ loa) -7yl < n—l} C {ze X |Re(d(z)) > AL.
PpeA

That is, for any z,y € X, whenever |z]|x <1and A, [¢(y) — 14| < n-1,

A
1+m-!
(Note that A > 0, since (2.14) holds for any x with ||z|/y < 1.)

By re-scaling, we may assume that |6y, = 1.

By Prop. 2.22, for some x € *Bx, we have ||0||y, = *0(z) € *R. Then
by transferring (2.14),

Re(0(x)) < < A < Re(8(y)). (2.14)

A

L= 0y =~ "0(z) < T+ m1

< A < Re("0(a)) < [(a)l.

As m € N, the above gives ||a||,, > 1, a contradiction.
Hence the Claim is proved.

By transferring the Claim for all those finite subset A and n,m € N, an
application of the saturation shows that

Jee *X ((° lellox < 1) A (V6 € X' ("¢(a) = *qb(c)))),

i.e. we have some (¢ — a) € iy (0) such that ° |lc||.y < 1.
Therefore [la + uw(0)||, < 1 as required and (i) is proved.

(i) : From (i), it follows immediately that *X* C Fing (*X/p(0)).
To show the other inclusion, let z € *X such that ||z + pw (0)]|, < oo.
So there is y € 1y (0) such that ° ||z + y|| .y < co. Then, for any ¢ € By,

1) = "oz +y) - By = e +y) < ety

Hence z € Fin,, (*X) and we have Fing (*X/1(0)) C X
Therefore, by (i), as Banach spaces, XW = Finq(*X/,uw(O)). |

By the definition of [|-[|, and saturation, we have from Thm. 2.12(i) that

x)). O

Corollary 2.15. VZ € “X¥ (Hy € pw(0) (1Zlly =~ llz+y
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In particular, for each a € Finy(*X), there is b € Fin(*X) such that
a =y b and |[al, ~ ||b] . , so Thm. 2.12(ii) further implies the following.

Corollary 2.16. *XV = Fin(*X)/(pw(0) N Fin(*X)), the quotient space
under the seminorm °||-|| . O

Using Thm. 2.5, it is easy to show that:

Proposition 2.28. The mapping X > x — T € *XW s an isometric
embedding. 0

In general, the above embedding is a proper one.
We have already used biduals in the last section. Now we give yet
another representation of the weak nonstandard hull: as a bidual.

Theorem 2.13. Let X be a normed linear space.
Then there is an isometric isomorphism m : *XV — X" such that w |x
is the canonical embedding given by the evaluation mapping in Prop. 2.23.

Proof. We first define 7 : XWX,
For z € *XV we let m(Z) to be the function

X' 3¢ °(*¢(a:))

So 7(Z) is a well-defined bounded linear functional on X', i.e. w(Z) € X".

Clearly 7 is linear and injective, and for z € X, 7(x ) : X’ — F is the
evaluation mapping in Prop. 2.23.

We now show that it is surjective and isometric.

Let F € X”. Apply the nonstandard Helly’s Theorem (Thm. 2.7, with
I=X"and f; =¢,v; =F(¢), foreachi =¢ € I, and r = | F|| y,,), we see
that (2.3) is satisfied. Hence there is some a € *X such that

x SIFlx, A (Y0 € X' (*6(a) = F(6)).

In particular, a € Fin(*X) C Finy(*X) and V¢ € X' (n(a)(¢) = F(9)).
The latter implies that |[a]| .. = [|F|x, and (@) = F, by Prop. 2.22.

Therefore 7 : *X%¥ — X" is an isometric isomorphism. O

la

Corollary 2.17. Finy, (" U {pw(z)| z € Fin(*X)}.

Proof. This follows from the proof of the above theorem that each F' €
X" is m(a) for some a € Fin(*X). O
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2.4.3 Applications of weak nonstandard hulls
Recall from Example 2.1 that ¢ = {1, ¢] = o and £ = ba(N).
Example 2.2. Let X = co and W = { *py | ¢ € By, }. Then

Fing ("co) = {a € "o | Vx € {q ( | Z Qn, *$n| < oo) } and
ne*N
tw(0) = {ae *00|Vx€€1( Z an Ty, %O) }
ne*N
Observe that elements of juy(0) may have infinite coordinates: Fix any
N € "N\ N. By saturation, there is € € *R such that 0 ~ € > |*by| for all
b € ¢y. Then e_l/QX{N} € 1w (0) and has an infinite coordinate.
Note, however, N3X{N} ¢ Finy(*cg) for any N € "N\ N.
Now let 7 : *X¥ — X" be given by Thm 2.13, i.e. 7 : "kcO — Lo
Let a € *¢) and 7(a ) = c € ls. Then it holds for any b € ¢; that
YBURIRNEIIED S SR
ne&*N neN ne&* N
By taking b = x{n}, n € N, we have Vn € N (an ~ cn).
Therefore, 7(a) = (°an)nen. In particular, for a € Finy ( *cp),
a € pw('co) iff Vzel ( Z an T %0> iff VnEN(an %0).
ne*N
Consequently, given any a € *¢y with Vn € N (an ~ 0) satisfied,

(ﬂxefl(Zan*xn?é0)> = <3x€€1 (| Zan*xn|zoo)>.
ne*N ne*N
Also, given a € Finy (*cp), there is by Thm 2.12 ¢ € Finy(*¢p) so that

Va € ( Z ap Ty ~ Z Cn *acn) (i.e. a =y ) and

ne N ne*N

sup °len| = sup Z an "Tn ll vy = lla+ pw (0)][l)-

neN z€ By, ne *N

Similarly, there is a concrete representation of measures in ba(N).
Example 2.3. Let X =¢; and W = { "py | ¢ € B,__ }. Then

Fing (") = {a € " | Vo €l ( ‘ Z an *:L'n| < oo) } and
ne*N

pw(0) = {ae*ﬁl‘wﬁe&w( Zan*acnzO) }

ne*N
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Again, let 7 : XV — X" be given by Thm 2.13. As we have mentioned
(without proof) that ¢ = ba(N), we therefore regard 7 : ?Elw — ba(N).

So each p € ba(N) corresponds to 7(a) for some a € Finy (*).

Let S CN, so xs € o and

() = [ du=r@xs) = 3 au xs(o)

ne*N
That is, by Thm 2.12, for any p € ba(N), there is a € Finy, (1)

VS C N(u(S) =y an) and [luf = ° 3 Janl. (2.15)

ne *S ne*N
O

Actually, (2.15) defines a mapping
7 0] — ba(N)

by taking, for each a € Finy(*(1), the @ to the u given by the first
equation—it is clear that p is a finitely additive measure P(N) — F. Also it
is not hard to check that 7 is an isometric isomorphism taking the Banach
space £{ onto ba(N). (Recall that the finitely additive measures in ba(N)
are required to have finite total variation w.r.t. finite partitions.) So, by
Example 2.1 (and Ex. 9 on p.107), ¢/ is isometrically isomorphic to ba(N)
and we identify each ¢ € ¢/ with the unique p € ba(N) that takes each
[ €l to [ f(n)du(n).

More generally, let €2 be a compact topological space, we would like to
get a similar representation for C'(2). For convenience, consider the complex
case, i.e. C() is taken to be a complex Banach space. Recall the definition
of M(€2) on p. 88 and we will show that C(€2)" can be identified with M(€2).

The Banach space M(Q) consists of finite o-additive complex Borel mea-
sures on the compact space §2. For each such measure pu, obviously the map-
ping C() > f — [, f(z)du(z) is linear and bounded and hence belongs
to C(Q2)’. We denote such mapping by ¢,,.

Note that M(Q2) 3 p — ¢, € C(Q) is an isometric isomorphism, and
we only need to show that it is onto. i.e. for each ¢ € C(2)', we need to
show that i = ¢,, for some p € M().

Let’s fix some ¢ € C(Q)".

By ©Q being compact and by the saturation, there is a hyperfinite H
such that Q C H C " and st[H] = Q, because st[*Q] = Q.

We use an internal identification of H with a hyperfinite subset of "N,
and naturally regard *(o.(H) C *!» as an internal subspace.
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For each f € C(Q), let f denote *f |y . So f € oo (H), hence
f € *o. Then for each finite dimensional subspace X C C(€) with basis
{f1,..., fa}, we let X denote the internal subspace *Lin(fi, ..., fn) of oo

Note we have for f € C(Q) that °f(z) = f(°z) by the S-continuity
of *f and st[H] = Q. Also, if {f1,..., fn} is linearly independent in C(Q),
then so is {fl, .. ,fn} in .

Moreover, each finite dimensional subspace X C C ( ) with basis
{f1,..., fn} gives rise to the internal linear functional in (X )/ which takes
the f; to ¥(fi), i = 1,...,n. We denote this internal linear functional by
dx. Hence 0x(f) = 9(f) for all f € X. Clearly dx does not depend on a
particular choice of basis for X.

Applying the Hahn-Banach Theorem internally, for each finite dimen-
sional subspace X C C(Q), the dx extends to some fx € (*KOO)/ such that
16x]l = |dx]| - Note that Ox (f) = dx(f) = ¥(f) for every f € X.

Now apply saturation to the dx, where the X’s range over all finite
dimensional subspaces of C'(§2), we obtain some 6 € (*ﬂoo)/ such that

161l = [[oll and 6(f) =o(f) forall feC(Q).

So by what was shown earlier, § = ¢, for some A € *ba(N).

Then let v be the restriction of A on internal subsets of H. Since the
total variation |v|(Q) < [N (*N) = |All = ||0]] = |||, which is finite, v is
a finite internal complex measure. So we apply Thm. 1.11 to obtain the
Loeb measure L(v), a finite o-additive complex measure.

Finally, let g be L(v) ost™, deﬁned on Borel subsets of Q. Then we
have p € M(Q) and, for each f € C'(Q

/fd)\ /fduf/ °fdL(v /fd,u

i.e. Y = ¢,,. Therefore we have proved the following:

Theorem 2.14. (Riesz Representation Theorem) Let  be a compact
topological space and consider the complex Banach space C(S).
For each p € M(Q) let ¢,, denote the mapping C(Q) — C given by

C) > fr [, f( (x). Then ¢, € C(Q).
Moreover, deﬁne T M(Q) — C(Q) by n(n) = ¢,. Then 7 is an
isometric isomorphism onto the Banach space C(Q)'. ]

Note that Thm. 2.14 and Thm. 2.28 are namesakes.

According to [Dunford and Schwartz (1988a)], no completely satisfac-
tory representation of ba(N)’ seems to be known. However, we have the
following representation of ba(N)’ as a quotient space:
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Example 2.4. Let X = { and take W = { *p,, | 11 € Byuy) }- Then

Fing (%) = {a € "o | Vv € ba(N) (| Z an "v({n})| < o0) }

ne*N
tw(0) = {a € Yoo | Vv € ba(N Z anv({n}) = O) }
ne*N
Fing (oo /ptw(0)) = {a+ pw(0)] a € oo A la + pw(0)[], < o0 },  where
a4t (Ol = inf {la+ 0] b€ pn(0) .

Since ba(N)’, is the bidual ¢7_ , we have by Thm 2.13 an isometric iso-
morphism showing ba(N)" = *% and we also have by Thm 2.12 that

ba(N)' = Fing("Cuo/p(0)).

2.4.4 Weak compactness and separation

We are still working with the weak topology on a normed linear space X
and W= { *ps| ¢ € Bx' }.

By Robinson’s characterization of compactness, a subset K C X is
weakly compact iff Vo € "K' Jy € K (z =y y).

Immediately the following holds.

Proposition 2.29. Let X be a normed linear space and C C X is weakly
compact. Then C' is bounded and closed in norm.

Proof. Let ¢ € X'. Suppose sup, < |¢(x)| is infinite. Then by saturation,
there is ¢ € *C such that *¢(c) is infinite. But this is impossible, as the
above remark shows that ¢ /2, a for some a € C, implying ¢(a) is infinite.
So it follows from Prop. 2.24 that C' is bounded in norm.

Clearly compactness implies closedness in the weak topology, so it fol-
lows from Prop. 2.26 that C is closed in the norm topology. ]

The converse of the above fails in general. But it does hold in the class
of reflexive spaces (Cor. 2.22).
We have the following strong separation property.

Theorem 2.15. Let X be a normed linear space, K and C be disjoint
nonempty subsets of X such that K is weakly compact and C is closed
convex. Then dist(K,C) > 0
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Proof. Suppose dist(K,C) = 0, then for any ¢ € RT, there are a € K
and ¢ € C such that |la — ¢|| < e.

Then, by saturation, let a € *K and ¢ € *C such that a ~ c.

By assumption and Robinson’s characterization of compactness, let b €
K such that b =, a.

Since b ¢ C and C is closed, AN C = ), where A := B(b,r) for some
r € RT. Now apply the Hahn-Banach Separation Theorem (Thm. 2.11),
there is ¢ € X’ and A € R such that

Re(¢(b)) <A and Vz € C (Re(p(z)) > A).

Transferring the latter, we see that Re(*p(c)) > A, hence ¢(b) % *¢(c).
On the other hand, b ~y, a, so *¢(a) % *¢(c), which is impossible, since
a = c. |

2.4.5 Weak* topology and Alaoglu’s Theorem

The following shows that the general nonstandard hull could be very small.

Proposition 2.30. Given a normed linear space X, let W = {*p,|a €
Bx }, where pa : X' —[0,00) is the seminorm 6 — [6(a)|. .

Then X' = *X'W 4n the sense that m: X' — *X'V given by ¢ — *¢ is
an isometric isomorphism.

Proof. First note that

Fin, (*X) = {6 € "X’ | sup °|0(a)| < oo},
aGBX

e (0) = {0 € "X'|Vz € Bx (6(z) = 0) }.

Clearly 7 is linear. To show isometry, let ¢ € X’, then

(@)l = ||

o = sup °[é(a)] = ¢l -
a€EBx

To show surjection, let § € *X'~. Define ¢ := °0[x . Then

¥z € Bx (|¢(z)] = °|0(x)| < |1

)
hence ¢ € X'. Moreover,

va € Bx ((0— "6)() = 0(x) — "8(x) = 0(x) — 6(x) ~ 0,)

~ —

therefore (60 — *¢) € uw(0), i.e. 6 = *¢. O
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Given a normed linear space X, the topology on X’ given by the above
seminorms p,, a € By, is called the weak* topology on X'. Hence, under
the weak* topology, 6, — 0 in X’ iff Vo € X (6,,(z) — 0).

One says that a topological vector space X is a locally convex linear
space if the topology of X is given by a family F of seminorms. (See
[Rudin (1991)].) Moreover, such X is Hausdorff iff

Ve e X ((x =0) < (Vpe F(p(z) = O)))

Then we see that, for any normed linear space X, X’ forms a Hausdorff
locally convex linear space under the weak™ topology.

Note that the weak* topology is defined on any normed linear space
which is the dual of another space, i.e. those having a predual.

If 0 # ¢ € X', then ||¢|| # 0, i.e. ¢(a) # 0 for some a € X. Therefore,
if 0 # ¢ in X', then p,(0) # pa(¢) for some a € X, i.e. the p,’s separate
points in X', i.e. the weak® topology on X’ is Hausdorff.

Note that by Prop. 2.28, the weak* topology on X' is weaker (i.e.
coarser) than the weak topology on X'.

Then the monad of 0 w.r.t. the weak™ topology is given by the equiva-
lence relation

0~ 0 iff VreX(0(zx)~0), wherefe X',

For 0,¢ € *X’, we have 6 ~ ¢ iff (§ — ¢) ~ 0.
By Robinson’s characterization (Thm. 1.21), a subset A C X’ is com-
pact under the weak* topology—weak* compact, if

VOe AT A(OX *p).

By Cor. 2.2, unless X is finite dimensional, By is not compact in the
norm topology. However, we have the following.

Theorem 2.16. (Alaoglu’s Theorem) Let X be a normed linear space,
then Bx: is weak* compact.

Proof. Respectively, we let *X and *X’ denote the nonstandard hulls of
*X and *X’ w.r.t. their norms with their elements written as 7 and 6.

Let 0 € *BX/ = B*X/. So 56 :)?/

By Prop. 2.16(ii), g e (;)\()/ Noting that X C */)\(, let ¢ := (§rx ) So
¢ € X'. It is clear that ||¢[ v, < ||§||:)?,, hence ¢ € Bx.

Finally, for any z € X, we have 0(z) ~ 0(%) = ¢(z), i.c. 0 gk .

Therefore, by Robinson’s characterization, Bx- is weak* compact. [J
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Now consider a denseness result concerning the weak® topology on X”'.

Theorem 2.17. (Goldstine’s Theorem) Let X be a normed linear space,
then Bx is weak*® dense in Bx.

Proof. Let *XW denote the weak nonstandard hull of X and 7 : *X% —
X" be the isometric isomorphism given by Thm. 2.13.

Let a € Bx. Then a = 77(3) = (b + 11w (0)) for some b € *X. Moreover,
by Cor. 2.15, b can be chosen so that ||b|| .y =~ ||7r(g) v = llallx - b #0,
replace b by b/ ||b|| .y , so we assume that b € B.x. Moreover,

V6 € X' (6(a) = 7(B)(6) ~ "B(b))

ie. amb. Therefore, by Prop. 1.28, By is weak™ dense in Bx. (]

2.4.6 Notes and exercises

A more general nonstandard hull construction for uniform spaces was first
considered in [Luxemburg (1969)].

In the general nonstandard hull construction considered here, one can
alternatively use the fact that sup,cyw °p() forms a seminorm on Finy (X),
then by Prop. 2.1(ii), the quotient space Finy (X)/piw(0), i.e. the nonstan-
dard hull X W forms a normed linear space over F.

Let X be a (not necessarily Hausdorff) locally convex linear space with
topology given by F, a family of seminorms. Take W := {*p|p € F } then
xw , is the nonstandard hull construction of a Banach space from a locally
convex linear space.

EXERCISES

(1) Prove Prop. 2.28.

(2) As a consequence of Lem. 2.3 and Thm. 2.12, Fing (*X/ /1w (0)) is com-
plete. Give a direct proof of this fact.

(3) Prove the Riesz Representation Theorem (Thm. 2.14) where § is only
assumed to be locally compact.

(4) Find an infinite dimensional Banach space X such that the weak* topol-
ogy on X is metrizable.

(5) Show that every Banach space is isometrically embeddable into C(2)
for some compact space §2.

(6) Are there Banach spaces X,,, n € N, such that X, is a predual of
X,, and nonisomorphic to X,,?
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2.5 Reflexive Spaces

To recognize the reflection of a space on a nonstandard mirror, it is
necessary to apply some theorems of James.

A normed linear space X is said to be reflexive if X = X" under the
canonical isometric embedding as evaluation mappings given by Prop. 2.23.
Since the dual space is always complete, reflexive normed linear spaces
are necessarily Banach spaces.
This section is mainly about reflexive spaces, including superreflexive
spaces. A collection of characterizations of reflexivity is given and finite
representability is treated.

2.5.1 Weak compactness and reflexivity

Example 2.5. Among the examples in § 2.1.4, Lebesgue spaces ¢, and
L,(p), where p € (1,00), are reflexive.
While the others:

U1y looy L(p), Loo (), ¢, co, Cu(€2), Co(£2),ba(N), ca(N)

are examples of nonreflexive spaces.
Also all finite dimensional normed linear spaces are reflexive. (|

Theorem 2.18. Let X be a normed linear space. Then the following are
equivalent:

(i) X is reflexive;
(ii) X = *Xv, the weak nonstandard hull;
(iii) Bx is weakly compact;

Proof. ((i) < (ii)) : By Thm. 2.13 and the definition.

((il) = (iii)) :

This is similar to the proof of Goldstine’s Theorem (Thm. 2.17). Let
a € *Bx. Then a € Finy (*X), so @ € B, which is, by (ii), identifiable
with Bx under the canonical isometric isomorphism. Hence @ = b for some
b € Bx. Therefore

v6 € X' (6() = 7(@)(6) ~ "$(a)).

where 7 : X% — X" is the isometric isomorphism given by Thm. 2.13.
That is, a ~ b (i.e. infinitely close in the weak topology), hence By is
weakly compact by Robinson’s characterization of compactness.
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((iii) = (ii)) :
Since By is weakly compact, Robinson’s characterization of compact-
ness implies Vo € Fin(*X) 3y € X (x ~y y). Therefore, by Cor. 2.16 that

D Fin(*X)/(pw(0) N Fin(*X)) we have X = X O
In particular, Thm. 2.18 and Lem. 2.3 imply that:
Corollary 2.18. Reflexive normed linear spaces are Banach spaces. ]

Corollary 2.19. Let X be a reflevive Banach space, then X' is normed by
X, i.e. V¢ € X' 3z € Bx ([|¢]| = ¢(x)).

Proof. Let ¢ € X' then [|¢] = sup,cp, [6(2)] = sup,cz, 6(x) ~ “9(a)
for some a € *Byx, by saturation. But By is weakly compact, so there is
b € Bx such that a ~,, b, hence ||¢|| = ¢(b). O

The converse of the above corollary is a deep result due to R.C. James.
Since all known proofs are rather involved, the result is stated here without
proof. (See [Megginson (1998)] for a presentation of the original proof.)

Theorem 2.19. (James’ Theorem) Let X be a Banach space such that
V¢ € X' 3z € Bx (||¢]| = ¢(x)). Then X is reflexive. O

Recall in Prop. 2.16 that, for an internal normed linear space X, the
norm-nonstandard hull of X’ is a closed subspace of the dual of the norm-
nonstandard hull X.

Here is a characterization of the reflexivity of a (norm-)nonstandard hull
via its dual, which simultaneously shows that in general X’ ¢ (X).

Theorem 2.20. Let X be an internal normed linear space. Then the norm-
nonstandard hull X is reflezive iff X' = (X)'.

Proof. (=) : Suppose X is reflexive but X/ ¢ (X). Letd € (()?)’\55’)

Since X' is a closed subspace of ()/(\')', by Cor. 2.14 and X” = X, there
is @ € Fin(X) such that

6(@) =1 A V¢ € Fin(X') (4(a) = 0),

i.e. 6(@) =1 A V¢ € Fin(X") (¢(a) = 0).

In particular, @ % 0, so by Thm. 2.5, for some ¢ € Sx/, we have
¢(a) = ||al| x % 0, contradicting to the above.

(<) : Let 0 € (X)'. Then, by assuming X’ = (X)’, we have 6 = ¢ for
some ¢ € Fin(X’).



136 Nonstandard Methods in Functional Analystis

By Prop. 2.22, there is a € Bx such that ¢(a) ~ ||¢|| 5. , hence

0(a) = °¢(a) = ° [4llx = [10ll x -

That is, every 6 € ()? )’, is normed by some @ € By, therefore X is reflexive
by James’ Theorem (Thm. 2.19). O

2.5.2 The Eberlein-Smulian Theorem

Let W be a set of seminorms on a linear space X. Define an infinite semi-
norm on *X by |z, := sup,cy (°*p(z)) and let Finy(*X) denote the
finite part of *X w.r.t. this seminorm.

We say that W is binding if for any a € Fing,(*X), p1,...,0n € W,
€1,...,6n € RT, where n € N,

b e X (b, < lall,) A Cria=o) <))

Let X be a normed linear space. By an endorsement of the norm
[|I-|| x on X, we mean a set W of seminorms on X with the property

vz € X (||z]yx = sup p(z)).
pEW

Example 2.6. On a normed linear space X, the following are binding
endorsements:

e {py|¢ € Bx:}, where py : X 2 2+ |p(z)|, as in §2.4.2.

e {pslocSx).

® {Pre(p) | ¥ € Sx }, where Re(¢) is regarded as a real linear functional.
e {ps|¢: X — R is areal linear functional and ||¢|| =1}.

If X has a predual, i.e. there is a normed linear space Y such that X =Y’
then {p,|a € By } where p, : X > x + |z(a)|, forms a binding endorse-
ment.

Trivially, {||-|| v} always forms an endorsement for X. It is binding iff
X is finite dimensional.

Note that there is a € S+, such that Vo € {1 (*[la — 2| = 1).

Another situation is to take Wy to be any collection of seminorms on
a linear space X, with seminorm ||z|| := sup,cy, p(z) and nullspace Y :=
{r e X | ||z|| =0}. Let Z := X/Y be the quotient space and W the set of
seminorms on Z inherited from Wy. Then W is an endorsement on Z. [
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Lemma 2.4. Let X be a normed linear space and W a binding set of semi-
norms. Let a € Finy (*X) with r := ||al|,, > 0. Then there are increasing
finite subsets W,, C W, ay, € X, ||lan||, <7, n €N, such that

e Vpe W, (|*p(an —a)l <n™t);
o Vz € Lin({a,ai,...,an}) (Hx”w < (14 n Y maxpew, ,, (° () )).

Proof. Without loss of generality, we assume that [jal|, = 1.

Let W7 = {p1}, where p; € W is arbitrary. Then, by W being binding,
there is a1 € X, |la1]|,, <1 such that |*p;(a; —a)| < 1.

Assume inductively that the W;, a;, ¢ = 1,...,n, with the above prop-
erties are constructed.

CLAIM: Suppose Y C *X is a finite dimensional subspace under |||, .
Then for any e € RT, we have Vy € Y ([ly[|,, < (1+ €) maxpev (°*p(y)))
for some finite V- C W.

Proor OF THE CLAIM: It suffices to consider the complement to the
nullspace {y € Y| |lyll, = 0}, so we replace ¥ by such and hence the
seminorm ||-||,, forms a norm on Y denoted by |||y .

Suppose the conclusion fails for some € € RT. Then

Viry c W3y e Sy (1+e) max (y) < 1).
P

Then by saturation, there is a € S+«y such that

Vpe W (pla) < (1+6)7").
Since Y is finite dimensional, Sy is compact by Cor. 2.2, so there is b € Sy
such that a =~ b in the topology given by ||-||y , hence by |[|-||, . In particular,

*

p(a) = *p(b) for all p € W, therefore
1= [[blly = sup (°*p(b)) = sup (°p(a)) < (1+€)7" <1,
pEW peEW

a contradiction, and hence the Claim is proved.

Returning to the construction, since Lin({a, a1,...,a,}) C *X is finite
dimensional, it follows from the Claim that there is a finite V' C W such
that

Vz € Lin({a,a1,...,an}) ( lzll, < (@ +n"t) max (°*p(x) ))
P

Then, by letting W, 41 := W, UV, the requirement for W, ;1 is satisfied.
Moreover, as W is binding, there is an41 € X, ||ant1]l,, < 1, such that
Vp € Wni1 (| Plant1 —a)l < (n+ 1)71)
and the requirement for a, 1 is satisfied.
Therefore the inductive step of the construction is completed. O
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We call {(an, W)} nen C X x P(W) a Day sequence for a.

In the case of a normed linear space X which has a predual Y with
W = {ps|a € By}, we have a trivial example of a Day sequence for
a € Fing(*X) by taking all a,, = ¢ for some ¢ € X such that ¢ =y a
(Alaoglu’s Theorem (Thm. 2.16) ) and W,, any increasing subsets of W.

For a normed linear space X and A C X, where n € N, the convezx
hull of A is denoted by conv(A) and is defined as

{Xn:/\iai|a1,...,an€A,n€N, Ay An €0,1] A Zn:)\izl}.
i=1 i=1

Elements of conv(A) are called (finite) convex combinations of elements
from A.

The norm closure of conv(A) is denoted by conv(A).

To apply Thm. 2.18, it is important to have a simple characterization
of weak compactness such as the following.

Theorem 2.21. (Eberlein-Smulian Theorem) Let X be a normed linear
space. Suppose (\,enyCn # 0 for every decreasing sequence {Cp}nen of
nonempty closed convex subsets of Bx. Then Bx is weakly compact.

Proof. Let W :={ps|¢ € Sx'}. Let a € B-x.

Apply Lem. 24 to W := {py|¢ € Sx/} and a, then from the Day
sequence, we have increasing finite S,, C Bx/, n € N, and {a, }nen C Bx
such that

Vo € Sy (|"d(an —a)l <n™t);
Vz € Lin({a, a1, ..., an}) <||x||w < (Utnh) max (°] () )).

€Sni1

Let C,, := conv({an,ant1,-.-}), n € N, then by assumption, there is
some b € (), cy Cn. In particular b € Bx.

We now show that |a —b||, = 0, i.e. V¢ € Sx: (¢(b) = *¢(a)), i.e. a
and b are infinitely close under the weak topology. Since this holds for any
a € By, it follows from Robinson’s characterization of compactness that
By is weakly compact.

CLAIM: Vo € U, ey Sn (6(b) = *6(a)).

Proor oF THE CLAIM: Suppose ¢ € W,. Let ¢ € RT. Let m > n be
large enough satisfying both m™ < e and ||b—¢||y < € for some ¢ €

conv({@pm, Gmi1,-..}).



BANACH SPACES 139

Write c as a %onvex combination Zf:o XiGm4i, where Ao, ..., Ap € [0,1]
are such that > " (A = 1.

Since m > n, we have |¢p(am+i) — *¢(a)| < m~! by the property of the
Day sequence. Hence

[6() = "o(a)| = o §jA<MHﬁ - "0l y—|§jx (am+) = "$(0))]

< ZAi |6(ami) = "$la)) <m ™" <e.
i=0
On the other hand, since ||b — ¢|| y < eand ¢ € Sx/, we have [¢(b) — ¢(c)| <
e. Therefore, |¢(b) — *¢(a)| < 2e. But € € R is arbitrary, so ¢(b) = *¢(a)
and the Claim is proved.

Now for any n € N and ¢ € conv({aq,...,a,}), we have by the property
of the Day sequence and the Claim that
o < 1 —1 0 * o
la —clly, < (1 +n7") max *%(a—c)

n41

=(1+n"") max °G(b—c) < (1+n"")[b—c]

PESn+1
Hence

la = blly, <lla—clly +b—clly <3lb—cl,

So for any € € RT, choose n € N large enough so that ||b—c||,, < e for
some n € N and ¢ € conv({ai,...,an}), then [|a —b||, < 3¢, therefore
la bl —0. 0

What happens in the above proof is essentially that, in the
weak topology, the Day sequence gives a Cauchy sequence from the
conv({as,...,a,}), n € N, which potentially may have a limit in [, ey Cn
infinitely close to the a € *X. Also, in general, [ C,, is either empty or
a singleton.

Conversely, if {a,}nen is any Cauchy sequence in the weak topology,
then with W corresponding to the weak topology and any increasing finite
subsets of W, {(an, W,)}nen forms a Day sequence.

In a seminormed linear space X a subset S C X is said to satisfy the
Smulian condition if for every decreasing sequence {C,, },en of nonempty
closed convex subsets of S, we have (), oy Crn # 0.

By Prop. 2.27, closed convex subset of a normed linear space is weakly

neN

closed, hence a closed convex subset of a weakly compact set is weakly
compact, therefore weakly compact sets satisfy the Smulian condition.
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In the proof of Thm. 2.21, Bx can be replaced by any bounded closed
convex subset. Therefore we have the following.

Corollary 2.20. Let X be a normed linear space and A C X be bounded
closed convex. Then A is weakly compact iff the Smulian condition is sat-

isfied.
Moreover, for a weakly compact C C X, SN C is weakly compact for
any closed convexr S C X. |

In particular, together with Thm. 2.18, we have

Corollary 2.21. Let X be a normed linear space. Then the following are
equivalent:

o X is reflexive;
e Bx(a,r) is weakly compact for some a € X and r € RT;
e Bx(a,r) satisfies the Smulian condition for some a € X and r € R*.

O

Immediately we also have the following converse of Prop. 2.29 for reflex-
ive spaces. In the setting of normed linear spaces, this infinite dimensional
analogue of the classical Heine-Borel Theorem is perhaps more satisfactory
than Thm. 1.22.

Corollary 2.22. Let X be a reflexive Banach space and C C X.
Then C is weakly compact iff it is bounded and closed in norm. O

Notice that for a normed linear space X and a closed subspace Y C X,
a subset C C Y is closed convex in Y iff it is closed convex in X. It
follows then from Thm. 2.21 that X is reflexive iff every closed subspace
is. Moreover, suppose X is nonreflexive, let {C,,}nen C Bx be a strictly
decreasing sequence of closed convex sets such that (), .y C, = 0. Choose
en € (Cp\ Cri1) and Y := Lin({c, |n € N}), then Y is a separable closed
subspace of X failing the Smulian condition for By . Hence we have the
following:

Corollary 2.23. Let X be a normed linear space. Then the following are
equivalent:

o X is reflexive;
o cvery closed subspace of X is reflexive;
e cvery closed separable subspace of X is reflexive. (]
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Corollary 2.24. Let X be a reflerive Banach space. Then for every
nonempty closed convexr C C X and a € X, there is ¢ € C such that
dist(a,C) = |la — ¢|| .

Proof. Write r := dist(a, C).

For each n € N, let C,, := C N Bx(a,r +n~1). Then the C,’s are
decreasing nonempty bounded convex subsets of X hence, by the Smulian
condition and Cor. 2.21, we let b € N,enCh, then the required property is
satisfied. O

Actually the above can be re-stated in a more general setting:

Corollary 2.25. Let X be a Banach space. Then for every nonempty
weakly compact convex C C X and a € X, there is ¢ € C such that
dist(a,C) = |lc —a]| . O

We leave it as an exercise to prove the following generalization.

Theorem 2.22. (Eberlein-Smulian Theorem—general version) Let X be
a linear space and W a binding set of seminorms.

Then, w.r.t. |||, , if Bx satisfies the Smulian condition, then Bx is
compact. O

2.5.3 James’ characterization of reflexivity

Although we skip the proof of James’ Theorem (Thm. 2.19), we now give
a complete treatment of another important characterization of reflexivity
due to James. It is more convenient to state this result in a negative form.

Theorem 2.23. (James’' Characterization) Let X be a Banach space.
Then the following are equivalent:

(i) X is nonreflezive.
(ii) There are r € (0,1), {an}nen C Bx and {¢n}nen C Sx/ such that
Yn,m €N, n=m = ¢,(a,) € [r, ),
n < m = Re(pn)(am) € [r,00),
n>m = ¢n(am) =0.

Proof. ((i) = (ii)) : By Prop. 2.23, we identify X C X" as a closed
subspace. Since X is nonreflexive, X # X", so (Bx» \ X) # 0.

Let 7 : *X¥ — X" be the isometric isomorphism given by Thm. 2.13.
Consequently, for some @ € B+, we obtain distx~(m(a),X) € Rt, as X
is a closed subspace of X".
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Let s := distx (7w (a), X).

By Cor. 2.15 and scaling, we can assume that a € B.x.

Choose r,e € RT such that s > (1+ €)r.

The required sequences {a,}nen C Bx and {dn}tnen C Sx/ will be
constructed inductively. For each n € N, we define the property

or(ag) € [r,0), if1<k<n,
P Re(or)(am) € [r,00), ifl<k<m<n,
") ér(am) =0 ifl<m<k<n,

m(a)(or) € 7[3(1 +e€)7 1 o0), if1<k<mn,

for {ak}lgkgn C BX and {Qbk}lgkgn C Sxr.
First, distx (7(2),X) =s > s(1+¢)~" implies that

7@ 5 = (@) (d1) = ° “p1(a) € [s(1+€)~", 00)

for some ¢1 € Sx/. (Recall that we can require 7(a)(¢1) to be a positive
real number by replacing ¢; by an appropriate rotation of ¢;.) Then, by a
rotation of a if needed and by s(1+ €)™ > r, we obtain the following:

3z € Bx (¢1(x) € *[r,oo)).
By transfer, there is a; € By satisfying the above and, together with
the ¢1 € Sx+, P; holds.
Now, assume inductively that {ax}1<p<n C Bx and {¢x}1<k<n C Sx-

have been constructed so that P, holds.
For any {ag}i<k<n+1 C F, we have

n
\ > a0+ s‘ = |ans1] 5 = |ans1| distxn (r(@), X)
k=1

n
< H Z O G + Oy w(a)H
k=1

X//.
Therefore, by Helly’s Theorem (Cor. 2.10 applied to X”), thereis § € X’
with [|0]| v, <1+ € such that
ap(0) =0, ifl1<k<n, . O(ar) =0, if 1 <k <n,
5y i.e.
m(a)(f) = s, *0(a) = s.
Clearly, such 6 # 0. Let ¢, 41 : =6 Ht9||; , then we have ¢,41 € Sx/ and

Sniilax) =0, if1<k<n,

(@) (Gnsr) ~ "busa(a) = 0D

=" Zs(l4+e) ™t >
101l x
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Hence, by a rotation of a if needed and 7(@)(¢r) € [s(1 + €)~1,00), for
1 < k < n, the following holds:
35 € Box ("bnsi(2) € Tro0) A\ (Re(@n)(@) € Ir,00))).
k=1
By transfer, let a,,1 € Bx satisfy the above, then P, is satisfied by
{ar}1<k<n+t1 and {¢x }1<k<n+1, so the inductive step of the construction is
complete.

((ii) = (1)) : Let 7, {an}nen and {@n tnen be given by (ii).

Define C,, := conv({an, @ny1,-..}), n € N. So the C},’s are decreasing
nonempty closed convex subsets of Bx.

Note that YV € C,, (Re(¢y,)(z) € [r,00)).

Suppose X is reflexive, then as a consequence of the Eberlein-Smulian
Theorem (Cor.. 2.21), [,y Cn # 0.

Let a € (e Cn # 0 and choose n € N large enough so that for some
Ae €10,1), 1 <k <n, with 37, ., A = 1 we have

o 32 Mearlly <r
1<k<n

Since ¢,, € Sx+ and ¢, (ax) =0 for all 1 < k < n, we have |¢p,(a)| < r.
On the other hand, a € C),, so Re(¢,,)(a) € [r, 00), a contradiction.
Therefore X is nonreflexive. (|

We call the sequence in Thm. 2.23 a James sequence.

2.5.4 Finite representability and superreflexivity

We say that a normed linear space Y is finitely representable in a normed
linear space X, if for every ¢ € R* and every finite dimensional subspace
Yy C Y, there is a linear mapping 7 : Yy — X such that

vy € Yo (1467 lylly < lIm(@)llx < (1 +e) lylly )-

So for such 7 we have m € B(Yp, X).

Note that finite representability is a generalization of isometric embed-
ding. But as a consequence of saturation, as embeddings into a nonstandard
hull, the two notions are the same.

Proposition 2.31. Let X be an internal normed linear space and X its
norm-nonstandard hull. Let Y be a mormed linear space which is finitely
representable in X, then Y is isometrically embeddable in X.
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Proof. Assume that Y is finitely representable in X.
Let e1,...,e, € Y, n € N| be linearly independent.
Write Yy := Lin({e1,...,en}).

Suppose € € Rt and 7y € B(Yp, X) so that

vy e Yo (1497 yly < lImo(w)lis < (1+) gl ).

Write mg(e1) = ai,...,mo(e,) = a, for some ay,...,a, € Fin(X). So
di,...,a, are linearly independent. By Prop. 2.8, a1, ...,a, are *linearly
independent.

Let m € *B(*Yp, X) be given by

n n
7T( g akek) = g apag, at,...,on € 'F.
k=1 k=1

Then we have
Wy € B, (14207 .y < @)k < (142 Jull.y ).
Therefore we also have
vy e ¥ (14297 lylly < Il < (0 +26) ol ).
The above 7 can be identified with an element in *B(*Y, X'), which maps
elements in *Y \ *Yj to 0.

Therefore, if we let Fy, ., € € RT, denote the internal subset of
*B(*Y, X) consisting of = such that
*Y)’

e Yo(+97 ylly < Irwllx < L +6)lly
Now, over all finite dimensional subspaces Yy C Y and ¢ € R*, the

then Fy, . # 0.

families Fy, . are directed under the inclusion relation, so they satisfy the
finite intersection property.

By saturation, let 7 be an element in the common intersection of the
families Fy, .

Then 7 € *B(*Y, X) and Vy/e\Fin( V) (Nl = 7 (@)l x )-

Define 7 : Y — X by y — m(y).

It is easy to check that 7 is well-defined.

Moreover, 7 € B(Y,X) and Vy € Y (lylly = lI7(y)ll ) as required. O

On the other hand, the following exhibits the close relation between a
normed linear space and its nonstandard hull.

Proposition 2.32. Let X be a normed linear space, then X s finitely
representable in X.
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Proof. LetecRT.

Let Y = Lin({&1,...,6,}) C *X, where n € N and &,...,6, € “X
are linearly independent. Then by Prop. 2.8, e1,...,¢e, € *X are *linearly
independent.

Define Fy := {a € F| |a| < 1}. In particular,

n
x % || 2 e
i=1

)

n
Val, e, 0 € Fg (H Zaié}
=1

Define 6 : Fiy — [0,00) by O(ay,...,an) = || >0 oy - and simi-
larly © : "Fy — *0,00) by O(a, ..., an) := || X1 aieq]| .
Note that € is continuous and
Vag,...,a, € Ty (*9(041,...,an) R~ @(al,...,an)).
So there are linearly independent z1,...,z, € *X, Vai,...,a, € “F}
(1= 0(ar,...,0n) < HZalml o S+ 0(a,. .., an).

Now, by transfer, let ai,...,a, € X be linearly independent so that
Yai,...,an € Fj

(1—5)—10(a1,..., <HZO‘Z“1HX (14+€e)f(ar,...,an).
Hence Vay, ..., o, € Fj

n
(1= 07 ot = | oy = 09 ot
=1

By letting 7 € B(Y, X) be given by

n n
Vah...,anelﬁ‘g (W(Za[e}) = Zaiai>7
i=1 i=1

we have a bounded linear mapping witnessing the finite representability

*

requirement for e. O

A normed linear space is called superreflexive if every normed linear
space which is finitely representable in it is reflexive.

Trivially, superreflexivity implies reflexivity. Due to saturation, both
notions coincide for nonstandard hulls.

Theorem 2.24. Let X be an internal normed linear space.
Then X is reflexive iff it is superreflexive.
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Proof. For the nontrivial direction, assume that X is reflexive.

Let Y be a normed linear space which is finitely representable in X.
Then by Prop. 2.31, Y is isometrically embeddable into X.

Then by Cor. 2.23, Y is reflexive.

Hence X is superreflexive. (Il

Corollary 2.26. Let X be a normed linear space.
Then X s superreflexive iff *X is.

Proof. (=): By Prop. 2.32, X is finitely representable in X. So if X is
superreflexive, then X is reflexive, hence also superreflexive by Thm. 2.24.

(<) : It is clear that a closed subspace of a superreflexive space is
superreflexive. O

2.5.5 Notes and exercises

What we call Day sequence here is constructed on the basis of M. M. Day’s
idea. (See [Day (1973)].)

A similar but more direct proof of the Eberlein-Smulian Theorem
(Thm. 2.21) can be found in [Baratella and Ng (2003)].

For a geometric characterization of superreflexivity in terms of support-
ing a uniform rotund norm, see [Megginson (1998)].

Thm. 2.20 was given in [Henson and Moore (1983)]. Prop. 2.32 and
Thm. 2.24 were proved in [Heinrich (1980)].

EXERCISES

(1) Use Alaoglu’s Theorem to prove the implication ((i) = (iii)) in
Thm. 2.18.

(2) Verity the claims in Example 2.5.

(3) Verify the statements in Example 2.6.

(4) Prove Thm. 2.22. Generalize the notion of binding and generalize
Thm. 2.22 for arbitrary compact sets w.r.t. |||, -

(5) Show that N-saturation is sufficient for proving Thm. 2.24.

(6) Show that in a normed linear space X, Bxis weakly compact iff for
every finite dimensional normed linear space Y over the same field,
for every b € By, there is a € By such that *f(b) ~ f(a) for every
feB(X,Y).

Show that this equivalence does not hold in general when arbitrary
normed linear spaces Y are used.
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Show that there are nonreflexive Banach spaces X such that X and X"
are isometrically isomorphic.

Prove that a Banach space X is reflexive iff X’ is reflexive.
Continuing with the last problem, is it true for any Banach space X
that X is superreflexive iff X’ is superreflexive?

Let X be an internal normed linear space such that X is reflexive. Then
for internal C' C Fin(X), we have C is “convex iff C is convex.

Find an example of a reflexive space X which is not superreflexive. (So,
by Cor. 2.26, *X is not reflexive.)

Prove the (<) direction in Thm. 2.20 using James Characterization
(Thm. 2.23).
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2.6 Hilbert Spaces

The parallelogram law produces superreflexivity, with Hilbertness
emerging from Banachness.

Before we consider Hilbert spaces, the main topic of this section, we need
some general notion.

A pre-inner product on a linear space X is a mapping (-,-) : X2 — F
such that

(i) Vz € X ((z,z) € [0,00));

(ii) o,y € X ((z,9) = (y.) );

(iii) Yo € FVa,y € X ((az, y) = a(z,y));

(iv) Vo1, 22,y € X ({21 + 22, y) = (21,9) + (22,9)).

In the case F = R a pre-inner product is symmetric, hence it is a bilinear
form.

If F = C, then we have linearity in the first variable and antilinearity in
the second variable, i.e.

Vo€ FVx,y1,y2 € X (@, ayr + y2) = alz,y1) + (z,92)).

Such mapping is called a sesquilinear form.

Observe that if F = C, Im((x,y)) = Re((x, zy)) holds for every x,y in
the pre-inner product space.

A linear space equipped with a pre-inner product is called a pre-inner
product space.

A pre-inner product (-, -) on a linear space X is called an inner-product
if it further satisfies

o V:UEX(((;E,QC> =0) (a::())).

Such a space is called an inner-product space.
According to F = R or C, we call such space a real inner-product
space or a complex inner-product space.

2.6.1 Basic properties

First some elementary properties about pre-inner product spaces whose
proofs are left as exercises.

Theorem 2.25. Let X be a pre-inner product space. Define for all x € X
a function ||z| := \/{(z,x), Then we have
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(i) (Cauchy-Schwarz Inequality) Vz,y € X (|(z,y)| < [lz| lly||)-
(ii) The function ||-|| is a seminorm on X.
Moreover, if (-,-) is an inner-product, then |-|| is a norm.
(iii) (Polar Identity) Yo,y € X ([lz +y|* = [|z]|* + 2Re((z,3)) + |ly[*).
(iv) (Parallelogram Law)

2 2 2 2
Vo, y € X (e +yll” + e —yll” =2l + 2 lylI").
]

In particular, pre-inner product spaces are seminormed linear spaces and
inner-product spaces are normed linear spaces. Unless specified otherwise,
given a pre-inner product space, ||-|| always denotes the seminorm defined
as above.

Proposition 2.33. Let X be a pre-inner product space and let I be the
closed subspace {x € X | ||z|| = 0}. Then the quotient normed linear space
X/I forms an inner product space.

Proof. 1t is clear that I is a closed subspace and, by Prop. 2.1(ii), X/I
forms a normed linear space. Moreover, the mapping (z+1,y+1) := (x,y) x
where (-, -)x denotes the pre-inner product on X, defines an inner product
on X/I and gives the quotient norm. O

Here are two properties equivalent to the parallelogram law.

(Although, by Prop. 2.34 below, the parallelogram law in a seminormed
linear space implies the existence of a pre-inner product that gives the
seminorm, so the proof of the following can be done more straightforwardly
by calculations using the seminorm, we prefer to produce a proof free of
any reference to the pre-inner product.)

Theorem 2.26. Let X be a seminormed linear space. Then the following
are equivalent:

(i) The parallelogram law holds in X.
(ii) The following holds for any x1,...,x, € X, 1 <n eN:

n n 2
2 2
S el ==Yl + || Y (2.16)
1<i<j<n i=1 i=1
(iii) The following holds for any x1,...,2, € X, 1 <n €N:
n n 2
S lw— il =X el = || > (2.17)
1<i<j<n i=1 i=1
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Proof. ((ii) = (1)) : Let =,y € X. Apply (2.16) to z,y, —y, we have:
2 2 2 2 2 2 2
e +ylI” + Iz = ylI” + lly = ylI™ = =™+ lyl™ + [I=vl” + lz +y =yl

hence the parallelogram law holds.

((iii) = (i)) : Similarly, apply (2.17) to z,y, —y, and get the parallelo-
gram law from:

2 2 2 2 2 2 2
Iz = ylI" e+l +lly = I = 3Clel™+Hlyl"+-vl™) =z + v — yllI”

((i) = (ii)) : When n = 2, (2.16) is trivial.

Let x,y,z € X. Apply the parallelogram law to (x+y), (y+2), we have
|42y +2)* =2z + > +2 ||y + z||> = ||= — 2||>. Another application of
the parallelogram law then gives

Iz + 2y + 2II* = 2|z + ylI*+2 [ly + 2l + ]|z + 2 * =2 |z *~2]|=|* . (2.18)
Yet another application of the parallelogram law gives

(@ +2y+2) + (z +2) I + |z + 2y + 2) — (z + 2)|°
=2z +2y+ 2|> + 2|z + 2|,

ie. 2l tytzl® F2llyl® = o+ 2y + 2 + o+ 2,
which yields the following by combining with (2.18):

2 2 2 2 2 2 2
[z +yll” + llz + 21" + [ly + 21" = 21" + yl™ + 12" + [l +y + 2]

Hence (2.16) for the case n = 3 is proved.

Now fix n > 3, assume inductively that (2.16) holds for all sequence of
length at least 2 but < n.

Let x; € X, 1 <i <n. Then by (2.16) for the case n = 3, we have

2
|21 +x2\|2+Hw1+ > o —|—Hx2+ > o

3<i<n 3<i<n

2 n
= ol + el + | 2 ]+ | Yo
3<i<n i=1

2

2

(2.19)
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By the inductive assumptions, we have

2
| X = > it ol =1y 3 il

3<i<n 3<i<j<n 3<i<n
2 2 2
[ort 3w = X lmtal’+ X et
3<i<n 3<i<n 3<i<ji<n
—(n=3) [z * = (n=3) > faill?,
3<i<n
2 2 2
ozt > @l = X el > e+l
3<i<n 3<i<n 3<i<i<n
—(n=3) lw2l* = (n=3) > il
3<i<n

Substituting the left sides of the above into (2.19), we see that (2.16) holds
for the {xi}lgign.

((il) = (iii)) : We apply (2.16) to the sequence
L1, L2y« yTpy Tntl = —L1, T2 = —L2, ..., T2p = —Tp € X.

Then

(2.20)

2n 2n 2
S lwt il = @2 fal? + | Yo
i=1 i=1

1<i<j<2n

We have the following for the left side of (2.20)

2 2 2
Yoo llmiralt Y M-t Y w -yl

1<i<j<n 1<i,j<n 1<i<j<n
=2 > mitalP+2 Yz - )’
1<i<j<n 1<i<j<n

2
+2 ) el

1<i<j<n

2(n — 2) anlu —|—2“sz

Meanwhile the right side of (2.20) equals

n
2
(2n=2))  llaill* + (2n -2 ZH—%II +0=2(2n -2 ZIILH
i=1 i=1

Therefore the equality in (2.17) holds. ]
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So in particular, both (2.16) and (2.17) hold in any pre-inner product
space.

Note also by adding the two equalities together we have the following
equality which is just the result of adding the associated (n — 1) parallelo-

gram law equations:
n

2 2 2
Yoozl Y e -l =20 -1l
1<i<j<n 1<i<j<n i=1
The following shows that the sum of the squares of the distances between
n unit vectors in a pre-inner product space is always bounded by n2.

Corollary 2.27. Let X be a pre-inner product space. For any given
ai,...,an € Sx, n € N, we have

Y llai —as* <.

1<i<j<n

Moreover, the mazimum n? is attained precisely when Y i, a; = 0.

Proof. Since ||a;|| = 1,n € N, (2.17) implies that

n
S llai -l =n? = || > a
=1

1<i<j<n

2

O

Note that in particular, the maximum in the above is attained when the
a;'s are vertices of a regular polygon or a regular polyhedron.

Proposition 2.34. Let X be a seminormed linear space. Then X is a
pre-inner product space with its seminorm obtained as in Thm. 2.25 iff the
parallelogram law is satisfied.

Note that if X is a normed linear space, the above statement holds with
“pre-inner product” replaced by “inner product”.

Proof. One direction is in Thm. 2.25 (iv).
For the other implication, in the case F = R, take

1 2 2 2
(w.y) =5 (Il +yl* = ol = Iyl )
and in the case F = C, an imaginary part with similar form is needed:

(.9) = 5 (49l = el = l)® ) + 5 (Nl + il el = ol ).
Then it can be verified that (-,-) forms the required pre-inner product:
Properties (i) and (ii) of the definition of pre-inner product are straightfor-
ward. (iv) can be shown from (2.16) in Thm. 2.26 for the case n = 3. (iii)
can be proved first by using (iv) for integer «, then for rational «a followed
by using the transfer (or by a limit argument) for general o € F.) ([l
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One can view the pre-inner product (x,y) in Prop. 2.34 as being defined
from some given (z + y,x + y), (x + iy, z + 1y), (x,z), (y,y). This is usually
referred to as definition by polarization.

A complete inner-product space is called a Hilbert space. So Hilbert
spaces are Banach spaces. In fact Hilbert spaces are reflexive Banach spaces,
as we shall see in a moment.

Note also that a closed subspace of a Hilbert space is a Hilbert space.

An extreme point of a convex subset C of a linear space is defined to
be an element ¢ € C such that whenever a,b € C satisfying (a + b)/2 = c,
thena=b=c.

The following says that in a Hilbert space, the surface of a closed ball
has no flat region.

Proposition 2.35. Let X be a Hilbert space, then every ¢ € Sx is an
extreme point of Bx.

Similarly, for everya € X andr € R, every c € Sx(a,r) is an extreme
point of Bx(a,r).

Proof. Let a,b € Sx such that (a +0)/2 = ¢ € Sx. Then |ja +b|| = 2,
so the parallelogram law in Thm. 2.25 (iv) gives that |ja —b|| = 0, i.e.
a=b=c. O

Given an internal pre-inner product space X, the seminorm-nonstandard
hull X is of course a Banach space (Thm. 2.1). But X is also a Hilbert
space, because of Prop. 2.34 and the fact that the parallelogram law is
preserved from X to X.

More directly, we can see that the corresponding inner product on X is
given by (Z,y) := °(x,y), where z,y € Fin(X).

We say that the approximate parallelogram law holds in an internal
seminormed linear space X if ||z + y||* + [l& — y|* =~ 2 [«|* + 2 ||y||* holds
for any z,y € Fin(X).

The following is an easy way to construct Hilbert spaces, generalizing
what we have just remarked slightly.

Proposition 2.36. Let X be an internal seminormed linear space satisfy-
ing the approximate parallelogram law.
Then X, the seminorm-nonstandard hull, is a Hilbert space.

Proof. By Thm. 2.1, X forms a Banach space. By a saturation argument,
the parallelogram law holds in X, so it is a Hilbert space by Prop. 2.34.
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Elements z,y in an inner-product space are said to be orthogonal, if
(x,y) = 0. We write x L y when z,y are orthogonal.

A subset A of a Hilbert space H is called orthonormal if

ACSg ANVz,ye Az £y=x Ly).

By a basis for H we mean a maximal orthonormal subset of H.

Clearly, all bases of a Hilbert space are of the same cardinality called
the dimension of the Hilbert space and written as dim(H).

Note that for infinite dimensional spaces, this is not the same as the
dimension of H as a linear space, although the same symbol is used in both
cases.

Theorem 2.27.

(i) (The Gram-Schmidt Process) Every Hilbert space has a basis.
(ii) S is a basis for a Hilbert space X iff Vo € X (x L S &z =0).
(iii) (Parseval’s Identity) If S is a basis for a Hilbert space X, then
va e X (o) =3 e u)l) A (2= (5 9)w)).
yeSs yeS
(iv) Hilbert spaces of the same dimension are isometrically isomorphic. O

If Y is a subspace of a Hilbert space X, the orthogonal complement
of Y is denoted by Y+ and defined as {x € X |[Vy € Y (z Ly)}.

Note that Y is a closed subspace of X.

A mapping f : X — Y between normed linear spaces X,Y is said to be
antilinear if

Yoy, 20 € X (f(z14z2) = f(z1)+f(22) )AVz € X Va € F (f(az) = af(z)).

So for F = R linear is the same as antilinear.
If there is an antilinear isometric isomorphism between X and X', we
say that X is self-dual.

Theorem 2.28. (Riesz Representation Theorem) Let X be a Hilbert
space. For each x € X let ¢, denote the mapping X 3> y — (y, ).

Then Vx € X (¢x € X’).

Moreover, the mapping 7 : X — X' given by w(z) = ¢ is an antilinear
isometric isomorphism, i.e. X is self-dual.

Proof. Clearly, for x € X, the ¢, is linear. Also, by the Cauchy-Schwarz
inequality, for = # 0,

L)

< sup [{y, )| < sup |yl [[z]| = ],
lyll=1 lyll=1
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hence Vo € X (¢, € X') and Vo € X ([|¢allx, = [l@]|), de. 7 is an
isometry.

Clearly 7 is antilinear.

Moreover, Vz € X ((¢, = 0) < (z =0)), i.e. 7 is injective.

To show that = is surjective, let ¢ € X’. Since ¢g = 0, we assume that
# # 0. Then there is b € Ker(¢)* such that ¢(b) € R.

Set a := ¢(b) ||b]| "> b. Then (b, a) = ¢(b) and

¢(z) ¢(z) _
VxeX((x—Mb)eKer(gb)),son€X<<x—Mb,a>—0).
Therefore, for all z € X,
Gal(2) = {2,0) = (z =y by a) + (ay b ) = 042770 (b) = o( )~D

(Note that Thm. 2.14 is another theorem by the same name.)
Corollary 2.28. Hilbert spaces are superrefiexive.

Proof. Let X be a Hilbert space. So *X is also a Hilbert space by

Prop 2.36. From Thm. 2.28, every ¢ € (:)\()/ is normed, so *X is reflexive
by James’ Theorem (Thm. 2.19), hence *X is superreflexive by Thm. 2.24.
But X is a closed subspace of *X, so X is superreflexive.
Or more directly, iterate Thm. 2.28 to get (*X)/ = (*X)N, and by com-
. .- . . . == S\
posing the antilinear isometric isomorphisms, one sees that *X = (*X )

via the identity embedding, then argue as above. (]

Corollary 2.29. By regarding a Hilbert space X as its dual X', a net
{a;}icr C X converges to a € X in the weak topology iff lim;cs(a;,b) =
(a,b) for every b e X. |

By combining the Riesz Representation Theorem and the Banach-
Steinhaus Theorem (Cor. 2.9), we have the following.

Corollary 2.30. Given sequence {a,}nen in a Hilbert space X, suppose
lim,, oo (x, a,) exists for every x € X, then lim, o a,, ezists. O

Proposition 2.37. Let X be a Hilbert space. Suppose a net {a;};cr C X
converges to a € X in the weak topology.

Then lim;er a; = a in norm iff lim;e; |Ja;|| = ||all -

Moreover ||a|| < liminf;cr ||as]| -
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Proof. For each i € I we have
la —ail|” = (a —ai,a — a;) = (a,a) + (a;, a;) — (a,a;) — (a;, a),
therefore, by Cor. 2.29,

. 2 _ 2 AT — '
tim la — all” = flal*+ lim s |* — Y {az, 0] — lim{a, )

= Jlall® + lim lail|* = (a,a) — (a,a) = lim lai* = llal|*,

hence lim;e; a; = a in norm iff lim;e; ||a;]| = ||al| .
Moreover, by the Cauchy-Schwarz inequality,

2 . . . .
lall” = {a, @) = lim{a;, a) = lim [{a;, a)| < lim [la; llall < [la|lim inf [la:]-
O

For Hilbert spaces, we can strengthen the conclusion of Cor. 2.24

Theorem 2.29. (The Projection Theorem) Let X be a Hilbert space. Let
a€ X and ) # C C X be closed convex.

Then there is a unique ¢ € C such that dist(a,C) = ||c — a]| .

Such c is called the projection of a onto C.

Moreover, dist(-,C) is a uniformly continuous function.

Let p: X — C denote the projection onto C. Then p is continuous if C
is also compact.

Proof. By Cor. 2.28, X is reflexive. So it follows from Cor. 2.24 that
such ¢ € C' exists.

Let r := dist(a, C). If there were distinct ¢1, ca € C such that ||c; — al| =
2 — al| = r, then since 27 (c1 + ¢2) € C, we have |27 (c1 + ¢2) —a| >,
and since ¢y, co € Sx(a,r) it follows that 271(¢; +c2) € Bx(a,r). Therefore
it must be the case that H2_1(cl +co) — aH =7, i.e. 27 (c1+ce2) € Sx(a,7).
But, as ¢; # ¢, it is not an extreme point of Bx(a,r), contradicting to
Prop. 2.35.

For any z,y € *X, if z =~ y, we have

dist(z, "C) < Ml = "py)ll < "z =yl + "lly = py)] = dist(y, C).
By interchanging z,y we have “*dist(y, *C) < *dist(z, *C'), hence
“dist(y, *C') = *dist(x, *C). Therefore dist(-, C) is uniformly continuous.
Now suppose C' is also compact. Let a € X and z € *X such that
x =~ a. Since C' is compact, *p(z) ~ ¢ for some ¢ € C. But

la—cl = ° (" = "p(x)) = °("dist(z, 'C)) = dist(a, C) = [la — p(a)],
so ¢ = p(a) by uniqueness, hence *p(z) & p(a). Therefore p is continuous
at every a € X. O
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In particular, in a Euclidean space R™, n € N, every point has a unique
projection onto a nonempty closed convex set.

In the Projection Theorem above, if C' is a closed subspace Y C X, the
mapping X — Y that takes each a € X to such the unique ¢ € Y is denoted
by 7y and called the orthogonal projection.

Here orthogonality is taken in the following sense: By Thm. 2.27, let
So be a basis of Y extending to a basis S of X. Then, w.r.t. the basis 5,
each a € X is represented uniquely by the Parseval Identity as ¢+ b where
c=2yes @ yyand b=3" q g (a,y)y. Then it is not hard to see that
c=mny(a) and b= (a — my(a)) € Y+

Furthermore, we have the following observations which are left as an
exercise. Recall the definition of a projection given on p.103.

Proposition 2.38. Let X be a Hilbert space and p € B(X) be a projection
such that p[X] =Y, then'Y be a closed subspace of X and p = my. a

Proposition 2.39. Let Y be a closed subspace of a Hilbert space X. Then

(1) my : X =Y is linear and ||y || = 1, hence wy € B(X).
ii) (7ry) (my) = 7y, i.e. Ty is a projection.
(iii) Y+ = Ker(my).
(iv) my» =1 — 7y (where 1 is the identity mapping).
(v) Let f € B(X). If Vo € X ((z — f(z)) € Y1L) then f =my.
(vi) Y is complemented. |

We have seen on p.104 that projections have norm at least one, but could
be arbitrarily large for projections on general Banach spaces. However, by
Prop. 2.20 and 2.39, we have the following.

Corollary 2.31. Let X be a Hilbert space and p € B(X) be a projection.
Then ||p|| = 1. O

2.6.2 FEzxamples
All finite-dimensional inner-product spaces are Hilbert spaces.
Example 2.7.

e For each n € N, the inner product space with (z,y) := >"7_, 2,7 on
F™ forms a Hilbert space. So every finite dimensional inner-product
space is a Hilbert space.
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e The Lebesgue space Lo(p) forms a Hilbert space with inner-product

)= / F(@)g(w) dp(w).

So by the Riesz Representation Theorem (Thm. 2.28), bounded linear
functionals on Lo(p) are precisely mappings of the form

PERIE / F(@)5(w) du(w), for some g € Ly(y).

Note that the other Lebesgue spaces Ly(u) for p # 2 fail to be inner-
product spaces. In particular, the parallelogram law fails in these
space.

e The set of absolutely continuous functions f : [0,1] — C with f(0) =0
and f’ € La(u), where p is the Lebesgue measure forms a Hilbert space

under the inner-product
1
- [ regwino.

e The Sobolev spaces W*2(2), where k € N and € is open in some R",
are Hilbert spaces.

e The Hardy space Hy forms a Hilbert space. Hy consists of complex
functions analytic on the open unit disc having a finite norm given by

T ) /
9= tim (5= [ Iroe)fae) ", st

and inner product given by

(f,g) == lim (i f(re g (reze)d9> f,g € Hs.

r—1— \27

given by

O

Note that by Thm. 2.27 (iv), all separable Hilbert spaces are isometri-
cally isomorphic to /5.

Moreover, for any infinite dimensional Hilbert space X, we have the
following isometric embeddings:

X ClyC *X.

(Here X and ¢y are over the same F.)

We also remark that by Thm. 2.27 (iv) again, because of k-saturation, all
infinite dimensional Hilbert space (over the same IF) which are nonstandard
hulls have a dimension at least .
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Similar to those described on p.91, a Hilbert space can be constructed
by a direct sum of a family of Hilbert spaces as follows.
Let X, i € I, be a family of Hilbert spaces over the same field. Define

@X,» = {x|x € HXi A Z 2] < oo}
iel el iel

with coordinatewise linear operations. It can be verified that €@, ; X; forms

a Hilbert space under the inner product given by

(z,y) = Z<Ii7yi>a T,y € EBsz

i€l i€l

icl

Note that each element in EBXi contains only countably many nonzero
il
coordinates.

2.6.3 Notes and exercises

A pre-inner product is also called a semi-inner product and is the same
as a positive semi-definite Hermitian sesquilinear form.

Note that it is common for physicists to adopt a definition of pre-inner
product where the linearity and antilinearity are switched, i.e. antilinear
in the first variable and linear in the second.

Hilbert spaces can be viewed as strong infinite dimensional analogue of
Euclidean spaces. Such study was first taken by David Hilbert in early 20th
century.

Types of Hilbert spaces are not as varied as Banach spaces in general—
as Thm. 2.27 indicates that there is only one Hilbert space over F for each
dimension. In particular, in the setting of this book, all nonstandard hulls
of Hilbert spaces over F are the same. This is basically due to the simple
geometry features that Hilbert spaces inherited from the Euclidean spaces.
However, operators on Hilbert spaces turn out to be rather complex and
rich in structure which we will investigate in the following section and in
the next chapter.

On the other hand, although Hilbert spaces over F of a given dimension
are unique up to isometric isomorphism, some are more convenient to work
with than the other, depending on the problems on hand. For example, the
complex Hilbert spaces Lo ([0,27]) and ¢5(Z) are isometrically isomorphic
through the Fourier transform and the Fourier transform is an important
tool to help people to jump between the two representations and solve
problems, including those from sciences.
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The unique separable Hilbert space turns out to be fundamental in
quantum physics as C or R in classical physics. Von Neumann was the one
who initiated the use of this Hilbert space to represent states in quantum
mechanics.

See §4.1 for more important applications of the identities (2.16) and
(2.17) in Thm. 2.26.

Cor. 2.27 can be verified more straightforwardly by using the pre-inner
product. A special case for R? appeared as a Putnam Mathematical Com-
petition problem in 1968.

EXERCISES

(1) Verify Thm. 2.25 and supply details for the proof of Prop. 2.34.

(2) (The Pythagorean Theorem) Show that if aj,...,a,, n € N are pair-
wise orthogonal in a Hilbert space, then || Y7, aiH2 =" faill?.

(3) Prove Thm. 2.27.

(4) Show that isometries between Hilbert spaces need not be isomorphisms.

(5) Show that for a Hilbert space, a basis is a Hamel basis iff the space is
finite dimensional.

(6) Give a direct proof of Thm. 2.29 using the parallelogram law instead
of quoting Cor. 2.24.

(7) Show that in Thm. 2.29 the uniqueness fails for reflexive spaces in
general.

(8) Complete the proof of Prop. 2.39.
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2.7 Miscellaneous Topics

The dessert menu includes compact operators, extreme points, bases
and fixed points.

2.7.1 Compact operators

Let X,Y be normed linear spaces and A C X. A function f: A — Y is
called compact if f[B] is compact whenever B C A is bounded.

A compact operator f: X — Y is a compact function which is also
linear. Note immediately that a linear function f : X — Y is a compact

operator iff f[Bx] is compact.
We mainly deal with compact operators on Hilbert spaces.

Proposition 2.40. Let X,Y be normed linear spaces and f : X — Y be
linear. Then the following are equivalent:

(i) f is compact
(i) Vo € Fin(*X) Jy € Y (*f(z) = y), i.e. *f[Fin(*X)] C ns[*Y].
(ifi) *f[*X] C Y.
Proof. ((ii) < (iii)) is clear from the nonstandard hull construction.

((i) = (ii)) : Without loss of generality, consider z € B«x. So *f(x) €
“f[Bx]. Apply Robinson’s compactness characterization to the compact set
f[Bx], we see that there is y € f[Bx] such that *f(x) =~ y.

((ii) = (1)) : To show that f[Bx] is compact by Robinson’s character-
ization, let a € *f[Bx], and find ¢ € f[Bx]| such that a ~ c. Note that
a ~ *f(b) for some b € B-x. In particular, b € Fin(*X), so *f(b) ~ ¢ for
some ¢ € Y. Such ¢ must belong to f[Bx], for otherwise dist(c, f[Bx]) >0
and, by transfer, we have a % ¢, a contradiction. O

We remark that by Prop. 2.13 (x), another consequence of Prop. 2.40
is that a compact operator f : X — Y must be an element in B(X,Y).
The collection of compact operators in B(X,Y) is denoted by B.(X,Y).
Likewise we write B.(X) when X =Y.

Corollary 2.32. For a normed linear space X and a Banach space Y over
the same field, B.(X,Y) is a closed subspace of B(X,Y).

Proof. B.(X,Y) is clearly a linear space, we only need to show that it is
closed.
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Let f,, € B.(X,Y), n € N, such that f, — f in B(X,Y).

Let © € B«x. For each n € N, let m € N so that || f — fu| < (2n)71,
hence ||*f(x) — *fm(2)|| < (2n)71. By fn € B.(X,Y) and Prop. 2.40,
choose y,, € Y such that ||y, — *f(7)| < (2n)~!. Hence

I'f(x) = yul <n™*
which implies that {y, }nen is Cauchy and, since Y is complete, y,, — y for
some y € Y. Then we have *f(z) =y € Y.

The same conclusion holds for all € Fin(*X), so another application
of Prop. 2.40 shows that f € B.(X,Y). O

Corollary 2.33. Let X be a normed linear space. Then 1 € B.(X) (i.e.
the identity mapping is compact) iff dim(X) < oo.

Proof. By Cor. 2.1, dim(X) < oo iff ns(*X) = Fin( *X). Now note that
the latter is equivalent to 1 € B.(X) by Prop. 2.40. |

Proposition 2.41. Let X,Y be normed linear spaces and f € B(X,Y).
Then f € Bo(X,Y) iff *f € B.(*X, *Y).

Proof. (=) : We have the following:

—

FiB] = T Bx] = (FTBx]) = (*(71Bx]))

where the second last equality comes from the the Robinson’s characteri-
zation of compactness for f[Bx].
In particular, *f[B ] is compact in *Y".

A —

f[Bx] = f[Bx],

/(\<=) is clear, as f[Bx] is a closed subset of /*?[BAX] which is compact
in ¥ g

A related result is the following.

Proposition 2.42. Let X,Y be normed linear spaces and f € *B(*X, *Y).
Suppose f[Fin(*X)] C ns(*Y). Then (f [x) € Be(X,Y).

~

Proof. Let g= f [x . Then

o~

9[Bx] = f[Bx] C [[B] =st[f[B-x]] C Y.

By Prop. 1.23, st[f[B-x]] is compact, therefore g[Bx] is compact, i.e. g is
a compact operator. O
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Note that given normed linear spaces X,Y,Z with f € B.(Y,Z) and
g € B(X,Y) then fg € B.(X, Z). Likewise, as a consequence of Prop. 2.42
we have:

Corollary 2.34. Let X,Y, Z be normed linear spaces.
Suppose that f € *B(*Y, *Z) satisfies f[Fin(*Y)] C ns(*Z). Then for
any giwen g € Fin(*B(*X, *Y)), we have (?\g Ix) € B.(X,2). O

As an application, we can produce compact operators from internal
powers of a compact operator.

Corollary 2.35. Let X be a normed linear space and f € B.(X). Let
N € "N. Suppose *fN # 0, define g = || *fN|r1 FNHL and b =G [x
Then h € B.(X).

Proof. The conclusion follows from an application of Cor. 2.34 with X =
Y = Z to the operators *f and || *fNHf1 “fN O

Given a normed linear space and f € B(X), we define fI0 := f0 =1
the identity operator, and for each 0 < n € *N we define

Fop. { (=t =y if 57 #0

0 otherwise.

So, whenever f € B.(X), the f"! are not just elements of B(X, )?), they
are elements of B(X).
Given f € B(X), the symbol {f}’ denotes the commutant of f, i.e.

{(rY ={9eBX)|fg=9f}

Then note that Lln({f 1ln e N}) c {f} for every f € Be(X).

Moreover, Cor. 2.35 implies that Lin({f!"l |n € *N}) C B.(X) when-
ever f € B.(X).

Note also that for f € B(X), if *f™* = 0 for some n € "N, then, by
transfer, we must have f* =0 for some n € N, i.e. f is nilpotent.

Non-nilpotent compact operators do exist.

Proposition 2.43. Let X be an infinite dimensional Banach space and
f € B(X). Then *f[X] 5 X.

Proof. By Prop. 2.40, we have *f[*X] C X. Suppose *f[*X] D X, then
we have *f[*X] X. Hence by the Open Mapping Theorem (Thm. 2.3),
*f € B( X ,X) is an open mapping. By Prop. 2.17, there is r € RT so
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that *f[ ) 2 rBx. Since f is compact, the proof of Prop. 2.41 shows

that *f [B ] is compact, therefore By is compact. Then X must be finite
dimensional (Cor. 2.2), a contradiction. O

We leave as an exercise to show the following

Proposition 2.44. Let X,Y be Banach spaces, where X is reflexive. Let
f € B(X). Then f € B.(X) iff it holds for every net {a;},cr C X and
a € X that a; —v a implies lim;er f(a;) = f(a). O

In general, given Banach spaces X,Y, f € B(X,Y) is said to be com-
pletely continuous if the weak convergence condition in the above propo-
sition is satisfied. It is easy to check that compact operators are always
completely continuous, but the converse may fail if the target space is not
reflexive.

Example 2.8. Recall the Loeb measure theory in §1.5.2 and §1.5.3.
Let € be a hyperfinite set and p an internal probability measure on ).
Consider real Hilbert spaces

X = Ly(Q,B1, L(p)) and Y = Ly(Q?, Ba, L(1?)),

where By = L(*P(2)) and By = L(*P(Q?)) are the Loeb algebras.
We remark that in general (L(u))z—measurability implies L(u?)-
measurability but not the other way around.
Fix any SL2-function g : Q% —
For each f € X, let F': 2 — "R be given by
=> g(s,t) *f(s)u({s}), teQ.
s€Q

It is easy to see that F is SL? hence °F € X.
Now define T : X — X by T(f) := °F for each f and F' as above.
It can be verified that T' € B(X) and T is compact. O

“R.

Examples from L2?-spaces with ordinary probability measure can be
obtained from the above example via liftings. For example, it follows
that the Volterra operator T' : L%([0,1]) — L*([0,1]), with T(f)(t) =
fo s)dLeb(s), f € L*([0,1]), is compact.

For f,g € B(X), we write fg for the composition f o g and note that
fg € B(X). With this product, B(X) turns into an algebra.

A linear operator f : X — Y between normed linear spaces is said to
have finite rank if dim(f[X]) < co. i.e. the range is a finite dimensional
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subspace. Note also that operators in B(X,Y) of finite rank are compact,
but there are unbounded linear operators of finite rank.

The following shows that compact operator on a Hilbert space behaves
like a *finite rank operator.

Proposition 2.45. Let X be a Hilbert space and f € B(X). Then the
following are equivalent:

(i) f € Be(X).
(ii) For some g € *B.(X) of *finite rank, we have *f = g.
(iii) For any € € R, there is g € B(X) of finite rank with || f — g|| < .

Proof. ((i) = (ii)) : Since f[Bx] is compact, it is separable (Ex. 13
on p.75). By Thm. 2.27 (iv), separable Hilbert spaces are isometrically
isomorphic to 3, so we assume with loss of generality that f[X] C ¢, C X.

Let m, : ¢ — {5 be the projection of the first n coordinates, i.e. for
a = {ap}nen € b2, Tp(a)m = am if m < n and 7, (a),, = 0 otherwise.

Let N € "N\ N.

For any b € B-x, by Prop. 2.40, there is a = {ay, }nen € ¢2, such that
“f(b) = *a. Hence also 7 *f(b) = mn(*a) and

ICF =mn DO = lI"a —7n(a)|[* = D ap =0
m>N
Therefore || *f — wn *f|| = 0.
Take g = wn *f, then g € *B.(X) is of *finite rank and *f ~ ¢

((ii) = (iil)) : Given *finite rank h € *B(X) with *f ~ h, for any
e € RT we have ||*f — h|| < e. Transfer this, we conclude that for some
g € B.(X) of finite rank, || f — g|| <e.

((iii) = (1)) : We already noted that finite rank operators in B(X) are
compact, so it follows from Cor. 2.32 that if there are finite rank f,, €
B.(X), such that f, — f, then f € B.(X). O

We now define the adjoint of a linear bounded linear operator between
Hilbert spaces.

Proposition 2.46. Let X,Y be Hilbert spaces. Then for each f € B(X,Y)
there is a unique element in B(Y, X), denoted by f*, such that the mapping
x: B(X,Y) — B(Y, X) given by f — [* is continuous and satisfies

() VfeBX,Y)Vze X VyeY ({(f(z),y)y = (z, f*(y))x.
(i) Vf,g € B(X,Y)Va € F ((f + ag)* = (f* + ag")).
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(iii) Vf € B(X,Y) ((f*)* = f).

(iv) Vf e BLY) (I =141 = VIl o fII).
Such unique f* is called the adjoint of f.
Moreover, Vf,g € B(X,Y) ((f9)* =g* *).

Proof. LetyeY. Let §:X — T be given by X > x +— (f(z),y)y. Then
6 is linear and sup,cp. [(f(2),y)y| < | f| ||yl , therefore 6 € X".

So 8 = ¢, for some unique z € Y as given in the Riesz Representation
Theorem (Thm. 2.28). We define f*(y) to be such z € Y.

Then for any x € X and y € Y we have

(f(@),y)y = () = (@, f(y)x
and thus (i) holds.

(i) follows from ¢z 4ay = ¢z + gy for any z,y € X and o € F.
For (iii), let € X, then we have for any z € X that

Pper(a)(2) = (2, (f7)"(2)) = (f*(2), 2)

= (z,[*(2)) = {f(2),2) = (2, [(2)) = D1x) (2),
so, by applying the Riesz Representation Theorem, (f*)* = f.
For (iv), let f € B(X,Y) and consider the following:

IF1I* = sup [f(@)I* = sup [(f(x), f(@)| = sup |z, f*(f(x)))]
rEBx rEBx

rEBx
< sup [[f*(f@)I < [£7] sup [ f(z)]
r€Bx r€Bx
= I/ LfI- (2.21)

So [|f] < [lf*[ and hence also [[f*[| < [|(f*)*[l = [Lf]l, by (iii). ie. [If] =
[l#*]l. Then (2.21) gives

IFI7 < sup 7 (F @) = 11F7 o Il < IIFIP-
rEBx

To see the continuity of the adjoint mapping, let f € B(X,Y), then
f~0 & Voe B (*f(z)=0)
& Vo € Bux Vy € Bay ((*f(2),y)y =~ 0)
& Vo € Bx Yy € By ({z, *f*(y))x =0
& Vy e Bay ("f*(y) = 0)
& 0.
Finally, let f,g € B(X) and z,y € X then
(z,(f9)"(y)) = (f9) (@), y) = {g(x), " (y)) = (=, (9" ") (y)),
te. (fg)* =g f*. O

)
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Despite the unsightliness, we trust that the various possibly ways of
placing the * sign would not cause much confusion.

Note that for finite dimensional Hilbert spaces, the adjoint of a linear
operator can be identified with the Hermitian transpose (i.e. conjugate
transpose) of a square matrix representing the operator.

Now we add another property to Prop. 2.39 with the following charac-
terization of the orthogonal projection operator.

Proposition 2.47. Let X be a Hilbert space and p € B(X).
Then p is an orthogonal projection iff p = p* = p>.

Proof. (=) : If p = my for some closed subspace ¥ C X, then
clearly p? = p. The fact that p = p* follows from the Parseval’s Identity
(Thm. 2.27).

(<) : Suppose p = p* = p?. Let Y = p[X]. One sees that Y is closed
because whenever a € X is such that a = *p(b) € *Y for some b € *X, then
p(a) ~ *p?(b) = *p(b) = a, implying a = p(a), i.e. a € p[X] =Y.

Now one can verify that p = 7y : Let a € X and b € Y. Write b = p(c).
Then (p(a), p(e)) = (a,5" 0 p(e)) = (@ p(€)) = (@, p(c)), hence

(a —p(a), b) = {a — p(a), p(c)) = {a, p(c)) — (p(a),p(c)) = 0,

i.e. (a—p(a)) € Y™ for every a € X, therefore p = my. O
When dealing with B(X) for a Hilbert space X, we often call an orthog-
onal projection simply a projection, so we require such p not only satisfies

p? = p as on p.103 but also p = p*.
Being a compact operator is a dual property.

Theorem 2.30. Let X,Y be Hilbert spaces. Let f € B(X,Y). Then f is
compact iff f* is.

Proof. By (f*)* = f, we only need to prove one direction.
First note that for any h € B(X,Y) and y € Y,

y € Ker(h*) < Vz € X ((z,h*(y))x = 0)
& Vo e X ((h(x),y)y =0) & ye (h[X])",

i.e. Ker(h*) = (h[X])*. In particular, for any h of finite rank, h*[Y] is
finite dimensional, so h* is also of finite rank.

Suppose f € B.(X,Y). is compact. Then by Prop. 2.45, for some g €
*B.(X) of ffinite rank we have *f ~ g.

Then *f* & g*. Since g* is of *finite rank, f* € B.(Y, X), by Prop. 2.45
again. ([l
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When X,Y are Banach spaces, the adjoint of f € B(X,Y) is defined
as some f* € B(Y’, X’) such that for ¢ € Y', f*(¢) is the functional in
X' given by X 3 z — ¢(f(x)). It is straightforward to check that this is
well-defined and generalizes the previous definition in the case of Hilbert
spaces. We leave it as an exercise to verify that Thm. 2.30 generalizes for
the adjoint in Banach space setting.

For a Banach space X and f € B(X), a subspace ¥ C X is call an
invariant subspace for f if f[Y] C Y. It is called nontrivial, if it is
different from the zero space {0} and X. Usually ones is more interested in
closed invariant subspaces, as non-closed ones are easy to get.

Note that Y is invariant for f iff (my f7y) = f7y.

Theorem 2.31. Let X be a complex Banach space of dimension > 1.
Then each f € B.(X) has a nontrivial closed invariant subspace.

Proof. We assume that f # 0; for otherwise, trivially, any closed sub-
space of X would be an invariant subspace.

By saturation, let Y be a hyperfinite dimensional subspace of *X such
that X C Y.

By Prop. 2.40, since /*}[*/)\(] C X, we have /*}[37] cY

Let g := (7Tyo *f) [y, then g € *B(Y') and g ~ *f on Fin(Y"). Therefore,
qg= *f and extends f.

Let N *dim(Y"). Since g € *B(Y), by a transfer of the Jordan Canon-
ical Form Theorem, there is a basis {e,...,exy} w.r.t. which g can be
represented by an upper triangular matrix.

Therefore, if we let Y;, := Lin({e1,--- ,en}), then

e {0}=YoC---CY,CY,1 C---CYn=Y;
o “dim( n+1) *dim(Y,) + 1; R R
e by the triangular matrix, for n < N, g[¥,] C Y,,, hence §[Y,] C V...

Define closed subspaces Z,, := )A/n NnX,n<N.
Since *f [X] C X, we have g [Y] C X.
Then f[Z,] C f[ W] =3 1[Y,] C Y, and of course f[Z,] C X, therefore

Vn < N (f[Zn] C Zn).
i.e. the Z,,’s are closed invariant subspaces for f.
Suppose f has no nontrivial invariant subspace. Then we must have
Z, =140} or Z,=X foralln<N. (2.22)
Note it follows that Zy = X, because f # 0 implies
{0} # fIX] =G[X] C Y N X = Z.
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Also f # 0 implies that f(a) # 0 for some a € X = Zy. Let r € R
such that ||f(a)|| > r > 0. By g(a) = f(a), we have °||g(*a)| > r.
Now define 7, := 7y, . Then it holds that

I(gmo)("a)|| = 0 <7 < ®lg("a)ll = ° [[(gmn)("a)] -

By r € R, this gives |[(gmo)("a)|| < < [[(gmn)("a)]|-
So, by N being hyperfinite, there is some M < N such that

I(gmar—1)("a) || <7 < [(gmar)("a)[ - (2.23)
Since [|ma(Fa)|| < || *all = ||a|| < oo, by Prop. 2.40, for some b € X,
g(wM(*a)) =~ *f(ﬂM(*a)) ~b.
As ||(gmar)(fa)|| # 0, we have b # 0. Then Zy; # {0}, since
b=g(mu("a)) € (GI¥m)NX) € (Yar N X) = Zus.

Hence Z); = X according to (2.22).

On the other hand, it cannot be the case that Zp;,_; = X. For oth-
erwise, a € Zyr—1, so my—1(%a) = *a, then |gma—1(%a)|| = [|g(7a)| 2 7,
contradicting to (2.23).

So we conclude that Zy;—; = {0}. But {0} = Zy—1 C Zy = X is
an impossibility, since, from *dim(Yy;) = *dim(Yar—1) 4+ 1, we would then
have dim(?M) < dim(?M,l) + 1 by Prop 2.8. Consequently, dim(Zy;) <
dim(Zpr—1) + 1, making dim(X) < 1, contrary to the assumption.

Therefore we have shown that (2.22) is false. O

2.7.2 The Krein-Milman Theorem

In Euclidean spaces, any polyhedron is a closed convex hull of its vertices.
By Prop. 2.35, in a Hilbert space, the closed unit ball has the same property
as it is the closed convex hull of extreme points, namely points on the sphere.

The Krein-Milman Theorem provides a simple and useful extension of
these results.

Recall the definition of a locally convex linear space on p.132. Given a
locally convex linear space X, we extend the notation for the dual space
of a normed linear space by letting X’ to denote the space of continuous
linear functions X — F.

By an application of the Extended Hahn-Banach Theorem (Thm. 2.10)
and by following the same line of argument for proving Cor. 2.13, the fol-
lowing general separation result can be shown.
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Lemma 2.5. Let X be a Hausdorff locally convex linear space. Let a € X
and C' C X be a nonempty and convex subset.

Suppose a ¢ C, then I¢p € X' (Re(gb)(a) > sgg Re(qﬁ(:n))). O

Theorem 2.32. (Krein-Milman Theorem) Let X be a Hausdorff locally
convez linear space. Let C' C X be nonempty, compact and convex. Let
E C C be the set of extreme points in C.

Then E # 0 and C = conv(E).

Proof. We first need the following:

CramM: Let K C C be nonempty, compact and convex and ¢ € X'. Define
K?:={xz € K|Re(¢(z)) = r}, where r = max,cx Re(¢(z)). Then K¢ is
nonempty, compact and convex.

ProOF OF THE CLAIM: By saturation, let A be a hyperfinite set so that
K C AC *K. Let c € A with "Re(*¢(c)) = *maxzeca "Re(*¢(z)). Then

sup Re(¢(z)) S Re("¢(c)) < *( sup Re(¢(x))).
zeK reEK

By Robinson’s characterization of compactness, let a € K such that a = c.
Hence
Re(gb(a)) = Q(”T{e( *gzﬁ(c))) = su}g Re(gb(m)) = max Re(¢(m))
z€ K

is realized and r = max,cx Re (gb(x)) is defined. In particular K¢ # (.

Let a € X such that a = ¢ € *(K"’) for some c. Then by continuity,
#(a) =~ *é(c) ~ 1, s0 ¢p(a) =, i.e. a € K?. Therefore K¢ is closed. As a
subset of K, K¢ is compact as well.

Now let a,b € K? and ¢ € [0,1]. Then (ta + (1 —t)b) € K. Since

Re(¢(ta +(1- t)b)) = tRe(qﬁ(a)) +(1- t)Re((b(b)) =,
we have (ta+ (1 —t)b) € K?. i.e. K? is convex and the Claim is proved.

By saturation, let H be an internal set of hyperfinite cardinality N € *N
such that X’ ¢ H C *X’. Let L denote the internal set of all internal
bijections {1,--- ,N} — H

For each A € L, we let K := *C and for n < N, define re-
cursively Kfl‘ﬂ = (K;})A(n)
K* =, <~ K.

Then the Claim implies that () # K* ¢ *C is *compact and *convex.

Let A € L. Since *C C ns(*X), st[K*] is defined.

as given by transferring the Claim. Let
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Moreover, st[K*] is a singleton: For otherwise, there would be a,b € K*
with °a # °b. By Lem. 2.5, there is ¢ € X’ such that ¢(°a — °b) # 0.
Rotate, if necessary, we can assume that ¢(°a — °b) € RT. But *¢ = A\(n)
for some n < N, so0 a,b could not be both in the same K\, a contradiction.

Furthermore, the unique element in st[K*] is an extreme point of C :

Let ¢ € st[K?*], with ¢ ~ ¢y € K*. Suppose a,b € C are such that
c=(a+0b)/2. Let ag := *a and by := 2¢o — *a.

Then °ag = a, °bg = b and ¢g = (agp + boy)/2.

Clearly, ag, by € *C = K. Let 0 < n < N. Suppose ag, by € K;\_;. Since
co € K) = (K;}fl))\(n), A(n)(co) = "max,epr ‘Re(A(n)(z)). Hence, by
co = (ag +bo)/2, we have A\(n)(ag) = A(n)(co) = A(n)(bo), i.e. ag,by € K.
Therefore ag,by € K* and thus both ¢ = *ag and b = *by equal to the
unique ¢ € st[K*], showing that c is an extreme point of C.

Finally, let Eg := |J, o, st[K*], a set of extreme points in C. i.e. Ey C E,
and so, conv(Ey) C conv(E) C C.

Suppose there is some a € tonv(Ep) \ C. Then by Lem. 2.5, let ¢ € X’
be such that Re(¢(a)) > Re(¢(z)) for all x € conv(Ey). Let A € L be such
that A(1) = *¢. Let c € st[K*]. So ¢ € Ey, therefore Re(¢(a)) > Re(¢(c)).
But this is impossible, as ¢ € st[K7] = st[*C ?]. It follows that Re(¢(c)) =
max,ecc Re(¢(x)). So such a does not exist. i.e. C' = conv(Ep).

Hence we conclude that C' = conv(E). O

By the remark on p.132, we obtain the following consequence.

Corollary 2.36. Let X be a normed linear space. Let ) # C C X' be
convezr and weak* compact. Then C equals the closed convex hull of its
extreme points. U

2.7.3 Schauder bases

In a Banach space X, a sequence {e,, }nen of X is called a Schauder Basis,
if for every a € X, there is a unique sequence {ay, }nen of F such that

E ape, converges and E a”G”:n}LHéo E an€, = Q.

neN neN n<m
In particular, a Banach space having a Schauder basis is necessarily
separable. But an example given by Enfo shows that there are separable
Banach spaces with no Schauder basis.
It is clear that the only case where Hamel bases form Schauder bases is
when the Banach space is finite dimensional.
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Many classical sequence spaces, such as ¢, ¢, where p € [1,00) do have
Schauder basis. In fact their standard bases are examples of such. But /.,
does not have a Schauder basis as the space is not separable.

In a separable Hilbert space, any basis (i.e. a maximal orthonormal
subset) forms a Schauder basis.

Tt is easily seen that a Banach space X having a Schauder basis {e;, } nen
is isometrically isomorphic to the sequence space where an equivalence class
of a sequence {ay, }nen is given the induced norm ||ZnEN anenHX .

Theorem 2.33. Let {e,}nen be a Schauder basis of a Banach space
(X, [I-l). Define mm : X — X, m €N, by 3, oy Onen — D < Onn. (S0
= limy, 00 T (@) holds for all x € X.)

Let || - || be the mapping on X given by

Il 1l := sup flmn ()] -
neN
Then the following hold:

@ -l : X = [0,00) and forms a norm on X.
@ii) |||l and || - || are equivalent norms.
(i) Yz € X ((*[l2]l ~ 0) & (“[J] = 0)).
(iv) mm, m € N, are projections in B(X).

Proof. (i) : First of all, || - || is finite: for if there is @ € X such that
llall = oo, there would be some my, € N such that 7,,, (a) — oo as k — oo,
and hence the representation of a is some divergent series ZneN Qp€p, &
contradiction.
Also, [lal| = lim {[jmm(a)|| < sup |[mm(a)]], therefore [|-[| <] - |.
m—0o0 meN

In particular, Vz € X ([z] =0 < (z = 0)).
It is straightforward to check that || - || is subadditive and homogeneous,
therefore it forms a norm on X.

(ii) : We first show that X is complete w.r.t. || -||.

Let {cy}nen € X be Cauchy w.r.t. || - ||. Then for each € € RT, there is
ne € N, such that ||c,, — ¢, || < € holds for all n, < nj,ne € N. Write

Apm, = Tm(cn), n,m €N.
Then for any e € RT and n. < ny,ny € N, we have for any m € N that
lan m — @nyml = [Tm(cn — e )| < llew, — e || <€ (2.24)

Therefore, (1.5) in Thm. 1.18 is satisfied. Hence, by Thm. 1.18, for any
N,M € (*"N\N),

lim lim apm = lim °(Faym) = °(Tany) € X,

m—00 N—00 m—0o0
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where the limits and standard parts are taken w.r.t. ||| .
Fix any N, M € (*N\N) and let ¢ := °(*annm).
Then, for all m € N, we have m,,(c) = °(*anm), because

Cc = O(*aNm) + leIEO (o(*aNk) — o(*aNm)) .

€ Lin({ex | m<keN})
Therefore, for any m € N, ¢ € Rt and n. < n € N, we have by
transferring (2.24) that
Hﬂm(c —co)ll = 1°Canm) — anm|| = O(*” aNm — *aan) <e
In other words, |lc — ¢, || — 0 as n — oo.

Hence {c, }nen C X has a limit in X w.r.t. |- |-
Therefore X is complete w.r.t. | - |-

Let f: (X, - ) — (X,]|']) be the identity mapping. This linear

mapping f is bounded because of ||-|| < || - || from the proof of (i). i.e.
£ € B s (X IH1D)-
Therefore, by Cor. 2.5, ||| and || - || are equivalent.

(iii) : By Prop. 2.3 and (ii).
(iv) : By (ii), let K € R* so that || - || < k||| . (By Prop. 2.4.)
Let m € N. For each a € X with ||a|| =1,

[Tm (@)l < flall < Elal] < k.

In particular, m,, € B(X).
Moreover, 7, is clearly a projection onto the finite dimensional subspace
Lin({eo7 e ,em})7 a complemented closed subspace of X. O

The following shows that Banach spaces with a Schauder basis behaves
like #;.

Corollary 2.37. Let {e,}nen be a Schauder basis of a Banach space X.
Then ns(*X) =

Fin(*X) { Z o e, ({an}ne*N C *}F) AVN € ("N\N) Z ay, e, & 0 }

ne *N n>N

Proof. We continue to use the notations in Thm. 2.33.

(C): Let ¢ € ns(*X), with ¢ = *a, where a € X. Then by Thm. 2.33,
“le = *af| = 0.

Let N € (*N\N). Then *ry(c— *a) = (¢ — *a). But, as {m,(a)}nen
converges, *my(*a) ~ *a, therefore *my(c) & ¢, as required.
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(D): Let ¢ € Fin(*X) so that *ry(c) ~ ¢ for any N € (*N\ N).

Since *|c|| is finite, for each n € N, *| *m,(¢)|| is finite; moreover, m,[X]
is finite dimensional, so *m,(c) € ns(*m,[*X]) C ns(*X) by Cor. 2.1. i.e.
{5 (7 (0)) bnen © X.

Since VN € ("N\ N) (*rn(c) = ¢), we note that {°(*m,(c))}nen is
Cauchy and hence converges to some a € X.

By saturation, *a ~ °(*ry(c)) for any N € ("N\N). Let N € (*"N\N),
then *mn(c) = ¢, therefore *a ~ ¢, making ¢ € ns(*X). O

2.7.4 Schauder’s Firxed Point Theorem

Typically fixed point theorems are results about fixed points of a self-
mapping, i.e. the existence of some z such that f(z) = x for some
f:C — C, where C is a set satisfying some compactness or convexity
conditions. We have already mention two essential ones, namely the Ba-
nach Contraction Principle (Thm. 1.19) and Brouwer’s Fixed Point Theo-
rem (Thm. 1.20). Many important fixed point theorems are motivated by
re-formulating solutions to certain system of equations as fixed points.

In a normed linear space, given f : C' — C, in order to find a fixed
point, the next best possibility is to have a fixed point for ;j\f 0 — *C.
But first we need to know ;} can be defined, which was possible in earlier
sections when we were dealing with bounded linear operators. We need *C
to be in some finite part i.e. some sort of boundedness condition on C,
and *f such that *f(x) ~ *f(y) in order to define /*?(53\), i.e. some sort of
continuity condition on f. If we want to have a fixed point in the original
C we need to make sure that *f(x) is infinitely close to some element in C,
i.e. some compactness condition on the image f[C]. Moreover, it also turns
out that with convexity condition on C, we may define a kind of projection
which makes it possible to apply Brouwer’s Fixed Point Theorem. Hence,
all these conditions are very natural ones. Here we present some examples
along this line in the case of normed linear spaces.

Motivated by the notion of totally boundedness (see Prop. 1.25 and the
Generalized Heine-Borel Theorem ( Thm. 1.22)), we consider the following
notion.

Given a normed linear space X and € € RT, we say that a subset A C X
is e-bounded (w.r.t. the norm on X) if there is a finite H C A such that
A C H¢, where

H :={zxeX|IeH(|z—yl|<e}.
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Lemma 2.6. Let A be an e-bounded subset in a normed linear space X for
some € € RY. So let A C H¢ for some finite H C A.

Then there is a continuous function w: A — conv(H), the convex hull
of A, such that Vo € A (|lz — n(z)|| <e).

Proof. For each y € Y, define a continuous function 7, : X — [0, 00) by
X 2z 7y(z) ;== max (e — |l — y[|, 0).
Then Vo € A3y € H(7,(x) > 0). Now define 7 : A — conv(H) by

Z/\ z)y where \y(x) :Ty(x)<ZTy(x)>_1 € [0,1].

yeH yeH

It is clear that 7 is continuous.
Moreover, for x € A we have

lz = w(@)l < Y- Ay(@) llz =yl <,

yeH

by noticing that >, _; Ay(z) =1 and \y(z) =0 if ||z —y|| > e. O

yeH

Given an internal metric space X, a (possibly external) subset A C X
is called infinitesimally bounded if for some 0 =~ ¢ € *[0,00), there is a
hyperfinite internal subset H C A such that A C H€.

Note that the definition remains the same even we only require H C X.

In an internal metric space X and A C X, we say that an internal
function f: A — X is S-continuous on some Y C A if

Vri,z0 €Y ((331 N X)) = (f(l"l) ~ f(ﬂﬁz)))

We simply say that f is S-continuous if it is S-continuous on its own domain.
So, in a metric space X, given A C X and f: A — X, f is continuous iff
*f is S-continuous on A and f is uniformly continuous iff *f is S-continuous,
i.e. S-continuous on *A. If X is an internal normed linear space and f €
Fin(B(X)), then f is S-continuous. For general internal functions, there is
no implication between *continuity and S-continuity.
The following result is a consequence of Brouwer’s Fixed Point Theorem.

Theorem 2.34. (Schauder’s Fixed Point Theorem—mnonstandard version)
Let X be an internal normed linear space. Let ) # C C X be *convex
and f : C — C be an internal *continuous function such that f[C] is
infinitesimally bounded. Then

(1) f(c) = c for some ce C.
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(ii)) If C C Fin(X) and f is S-continuous, then f: C - C given by
T f(x), x € C, is well-defined and has a fized point.

Proof. We first note the following implication from the Brouwer’s Fixed
Point Theorem.

CrLAIM: Let Y be a finite dimensional normed linear space, ) # K C Y be
bounded closed convex and g : K — K be continuous. Then g has a fixed
point.

Proor oF THE CLAIM: By Cor. 2.3, let § : Y — R"™ for some n € N, be a
homeomorphism. By scaling if needed, we may assume that 0[K] C Bgn.
Then 0[K] is closed convex and (fogof~!) is a continuous self-mapping
on O[K]. Moreover, g has a fixed point iff (o g o #~1) has a fixed point.
So we may assume without loss of generality that Y = R™, a Euclidean
space. Note that, by the Heine-Borel Theorem (Thm. 1.22), K is compact.
Let p : R® — K be the projection onto K given by the Projection
Theorem (Thm. 2.29). So by Thm. 2.29, p is continuous, hence g o p :
Bgn — Bgn is continuous.
By Brouwer’s Fixed Point Theorem (Thm. 1.20), let ¢ € Bgn be such
that g(p(c)) = c. In particular, ¢ € g[K] C K. Then we have an element
¢ € K such that g(c) = g(p(c)) = ¢ and the Claim is proved.

To prove (i), we let € &~ 0 such that f[C] C H€ for some hyperfinite
H C f[C]. Let K = *conv(H).

Since H is hyperfinite, K is *bounded, *closed and *convex. (In fact it
is also *compact.)

Moreover, because H C f[C] C C and C is *convex, K C C.

Let 7w : f[C] — K be the *continuous function given by transferring
Lem. 2.6.

Then (7o f) : K — K and is *continuous.

Since H is hyperfinite, K = *conv(H) is a subset of some hyperfinite
dimensional subspace of X. By transferring the Claim, we see for some
c € K that n(f(c)) =c.

By Lem. 2.6, ||7(f(c)) — f(c)|| < € & 0, therefore f(c) = c.

—

For (ii), clearly, Z — f(x), x € C is well-defined under the additional
conditions on C and f. Then for the ¢ € C from (i) such that f(c) ~ c. we
have f(c) =¢c. O
Corollary 2.38. Let X be an internal normed linear space. Suppose for
some f € Fin(B(X)), there is a nonempty *convexr C C Fin(X) such that
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fIC) € C and f[C] is infinitesimally bounded.
Then f has a fixed point in C.

Proof. As remarked earlier, such f is S-continuous, so the conclusion
follows form Thm. 2.34(ii). O

In Cor. 2.38, the interesting case is of course when 0 ¢ C.

Corollary 2.39. (Schauder’s Fixed Point Theorem) Let X be a normed
linear space and ) # C C X be convex.

Suppose f : C — C is continuous, f[C] C C and f[C] is compact. Then
f has a fized point.

Proof. Clearly, *C' is *convex, *f is *continous. Note, by Thm. 1.22,
Prop. 1.25 and *f[*C] C *(m), that *f[*C] is infinitesimally bounded.
So it follows from Thm. 2.34(i) that for some ¢ € *C we have *f(c¢) =~ c.
But by the compactness of f[C] and f[C] C C, for some a € C we have
*f(¢) =~ a. Since f is continuous at a it follows that f(a) ~ *f(c), therefore

fla) = *f(c) = a, i.e. f(a)= a, because both are in X. O

Recall the definition on p.161 of a compact function. If the C' above is

also closed, we have immediately that f[C] C C. So we have:

e Any compact self-mapping on a nonempty bounded closed convex set
has a fixzed point.

In Cor.2.39, f[C] is bounded closed convex and the restriction of f on
it is a compact self-mapping, so the above statement has the same strength
as Schauder’s Fixed Point Theorem.

In a metric space (X,d), if Y C X, a function f : Y — X, of Lips-
chitz constant 1, i.e. Vyi,y2 € Y (| f(v1) — F(y2)|| < llyr — 2]l ), is called
nonexpansive.

So all nonexpansive functions are continuous and, in the case of internal
metric spaces, nonexpansive internal functions are S-continuous. Also if X
is a normed linear space, then operators in Sy are nonexpansive.

Thm. 2.34(i) is about the existence of an almost fixed point. Another
situation of the existence of such point is the following Cor. 2.40. But
we first prove a result which basically says that in a nonstandard hull,
nonexpansive self-mapping that can be lifted to an internal function always
possesses a fixed point. The proof relies on an application of the Banach
Contraction Principle.
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Theorem 2.35. In an internal normed linear space X, consider some
internal A C Fin(X) and an internal S-continuous function f: A — X.
Let f: A — X be given by’fHﬂ;), x e A
Suppose f[C} C C for some nonempty convex C C A\, and f o s
nonexpansive, then ]?has a fixed point.

Proof. First note that by A C Fin(X) and the S-continuity of f, we also
have f[A] C Fin(X), so f: A — X is well-defined.

Moreover, by f being S-continuous, f is uniformly continuous. By
Prop. 2.5, A is closed, so the closure C' C A. Note that C is convex. Let
g:= f I - Then by continuity, g : C' — C and is nonexpansive.

Fix any a € C, where a is chosen to be an element of A, by C C A. For
any n € N, the function given by

Cozw (n'a+(1-n"Yyg) el

is of Lipschitz constant (1 —n~!) < 1, i.e. a contraction. Hence, by the
Banach Contraction Principle (Thm. 1.19), for some @, € C' C A, we have

o~

n1a+ (1 —n ) f(@n) = an.

Again, the choice an be made so that a,, € A.
Note that

I£(@n) = anlly ~ | F@n) = | . <07 (1F @) 5 + Iz ) — 0

as n — oo in N.
Extend {an}nen to an internal sequence in A, let N € *N\ N be small
enough, then

|f(an) —anllx =0, hence f(an)=an,
therefore f(cffv) =ay. O
Consequently we have the following.

Corollary 2.40. Let X be an internal normed linear space with an internal
nonempty and *convex C C Fin(X) and an internal S-continuous function
f:C—C.

Suppose f: C—Cis nonezrpansive, then ]? has a fized point. O

Note that the C above is necessarily bounded closed convex.

Corollary 2.41. Let X be a normed linear space, C C X be bounded closed
convez and [ : C — C be nonexpansive. Then dx € *C (*f(z) ~ x)
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Proof. Note that *C C Fin(*X) is nonempty *convex and *f is
*nonexpansive, hence S-continuous.

It is also easy to check that /*? 70— O s nonexpansive. So it follows
from Cor. 2.40 that for some ¢ € *C' that /*}(E) =¢, hence *f(¢)=c. O

See [Benyamini and Lindenstrauss (2000)] for more discussion about
nonexpansive mappings and the approximation of fixed points.

2.7.5 Notes and exercises

Thm. 2.31 was first proved by von Neumann, Aronszajn and Smith ([Aron-
szajn and Smith (1954)]). It was generalized to the case for polynomial
compact operators by Robinson and with improvement by Bernstein ([Bern-
stein and Robinson (1966)])—a result hailed as a success in the early days of
nonstandard analysis. It was subsequently converted by Halmos to a proof
which avoids the use of nonstandard analysis. The strongest extension of
results in this direction is the Lomonosov’s Theorem, in which the assump-
tion in Thm. 2.31 is weakened to that {f}’ contains a compact operator,
but a stronger conclusion that there is a nontrivial closed subspace which is
invariant for any element of { f}’ was produced. It can be viewed as an in-
finite dimensional analogue of Burnside’s Theorem—i.e. the Fundamental
Theorem of Noncommutative Algebra.

Lomonosov’s Theorem was first proved using Schauder’s Fixed Point
Theorem. See [Aupetit (1991)] for an elegant presentation. A proof for the
compact operator case using the Schauder’s Fixed Point Theorem can be
found in [Fabian et al. (2001)]. Despite simplified proofs of the Lomonosov’s
Theorem are available nowadays, the proof of Thm. 2.31 given here is more
concrete and, in a sense, more constructive as well.

An open problem called the Invariant Subspace Problem asks whether
every f € B(X), where X is a complex Hilbert space of dimension > 1,
necessarily possesses a nontrivial closed invariant subspace. This statement
is known to fail for complex Banach spaces in general. The problem is
essentially about infinite dimensional separable complex Hilbert spaces. For
the statement holds for finite dimensional ones (just consider the subspace
generated by a nonzero eigenvector) and it holds for nonseparable Hilbert
spaces (take Lin({f"(a) |n € N}) for any nonzero a € X).

There is an abundance of fixed point theorems in the literature, includ-
ing too many artificial ones. At least when metric spaces are involved, the
Brouwer’s Fixed Point Theorem is by far the most fundamental result.
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The proof of Thm. 2.34 is based on the same idea used in the usual proof
of Schauder’s Fixed Point Theorem (see [Conway (1990)], for example) and
they are really corollaries of Brouwer’s Fixed Point Theorem. See [Goebel
and Kirk (1990)] for more study of the fixed point properties.

A major open problem is whether every nonexpansive self-mapping on
a nonempty weakly compact convex subset of a reflexive space has a fixed
point. See [Aksoy and Khamsi (1990)] for some partial solutions to this
problem using the ultraproduct construction.

EXERCISES

(1) Complete the proofs of Prop. 2.47.

(2) Show that for f € B(X), where X is a Hilbert space, if f2 = f (i.e.
idempotent) and || f|| = 1, then f is a projection.

(3) Verify the compactness of the operator given in Example 2.8.

(4) Are the characterizations of compact operators in Prop. 2.45 valid for
an arbitrary Banach space?

(5) Let X be a Banach space. Show that B.(X) is a closed ideal of By,
i.e. a closed subspace so that fB.(X) C B.(X) and B.(X) f C B.(X)
for any f € B.(X).

(6) Prove Prop. 2.44.

(7) Generalize Thm. 2.30: Let X,Y be Banach spaces, show that f €
B(X,Y) is compact iff f* is compact. (This result is called Schauder’s
Theorem.)

(8) Give an example of f € B(X), where X is a Hilbert space, so that f[X]
is not closed.

(9) Let X,Y be Banach spaces and f € B(X,Y). Suppose for some r € R
that Vo € X (| f(2)|ly = 7 ||lz]|x ). Show that f[X] is closed.

(10) In a normed linear space X, find necessary conditions on f € B(X) so
that Lin({f" |n € 'N}) = {f}".

(11) Find example of a compact operator which is not nilpotent.

(12) Show that the statement in Thm. 2.31 fails for some real Hilbert spaces.
(13) Show that for a Hilbert space X, if f* = f € B(X) (i.e. self-adjoint),
then for every invariant closed subspace Y C X, Y is invariant.

(14) Prove Lem. 2.5.

(15) Give an elementary and direct proof of the Krein-Milman Theorem
(Thm. 2.32) for the finite dimensional case and use it to prove the
general case.

(16) Find a Schauder basis of C([0,1]).



Chapter 3

Banach Algebras

3.1 Normed Algebras and Nonstandard Hulls

In the land of Banach algebras, it is natural for algebra and topology to
form a strategic partnership.

In this section, the focus is on unital Banach algebras, invertibility and
properties about the spectrum. The nonstandard hull construction extends
to this context.

A normed algebra M over F is a normed linear space over F that
forms a ring so that

o Vo € FVz,y € M ((ax)y = afzy) = z(ay));
o Va,y € M ([lzyll < || lyll)-

where the ring product of two elements x,y from z is written as zy. It
follows immediately that the multiplication is continuous w.r.t. the norm.

The commutativity of the normed algebra refers to that of the un-
derlying ring product. Most of the normed algebras considered will be
noncommutative.

Depending on whether F = R or F = C, the normed algebra is called a
real normed algebra or complex normed algebra.

When a normed algebra M is complete w.r.t. its norm, M is called a
Banach algebra.

3.1.1 Ezxamples and basic properties

We first continue with some more definitions.
If the ring structure of a normed algebra M has a unit, i.e. a multi-
plicative identity, we call M a unital normed algebra. This necessarily
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unique identity is denoted by 1, not to be confused with the unit element
in F under the same symbol.

In a unital normed algebra, for o € F, we write « instead of al. Again,
this should not cause any confusions.

Note from the definition of normed algebras that ||1|| > 1 holds for any
unital normed algebra. For most normed algebras we considered, ||1|| =1
holds naturally. In any case, this can be achieved with the norm ||-|| replaced
by the equivalent norm ||-|| /||1]] -

For convenience, we assume hereafter that

L =1 |

holds in all unital normed algebras under consideration.

If x is an element of a unital normed algebra, we define 2" as 1 and
2" i=gzz" L for 1 <neN.

Note that VYn € N ([|z"]| < [jz[™).

A subalgebra of a normed algebra M is a linear subspace which is also
a subring of M. if M is unital, a unital subalgebra is one that contains 1.
A subalgebra is closed if it is closed w.r.t. the norm.

Every normed algebra M is embedded in a unital normed algebra in
the following canonical way. Regard F as a normed algebra over itself. On
the Li-direct sum of M @ (as a direct sum of normed linear spaces), we
define a product by

(2,0)(y, 8) = (zy + ay + Bz, aB), where (z,a), (y, ) € M@ F.

Then it is clear that M @TF forms a normed algebra under this product and
the Li-norm.
For example, for (z,a), (y,3) € M &F,

(@, ) (y, Bl = lwy + ay + Bzl + el < [l ly]l + led Iyl + 18] =]l + ||
= (llzll + leD Uyl + 18D = NI, ) Iy, B)II -

It is easy to check that (0,1) acts as the identity in M @ F.

Moreover, the mapping M > z — (z,0) is an isometric algebra isomor-
phism of M into a subalgebra of M @ F. (Hereafter, when dealing with
normed algebras, isomorphism is taken w.r.t. the algebra structure.) Note
that even if M is unital, (1,0) is not the identity in M @ F and under the
above embedding, M always has codimension 1 in M & F.

The normed algebra M @ F is referred to as the unitization of M.

We remark that the unitization of a Banach algebra is a Banach algebra.

Here are some examples of normed algebras and Banach algebras.
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Example 3.1.

Given a normed linear space X over I, the normed linear space B(X)
forms a normed algebra over F with the the product given by the com-
position. Since B(X) contains the identity mapping, it is unital. Unless
dimX =1, B(X) is noncommutative. If X is a Banach space, B(X) is
a Banach algebra. Later we will pay particular attention to the case
when X is Hilbert space.

If the normed linear space X is finite dimensional, the normed algebra
B(X) is isomorphic to B(F™) for some n € N, hence forms a Banach
algebra. In fact B(F™) can be represented as the Banach algebra of
n X n matrices over F, the matrix algebra.

Let X be a normed linear space. By Prop. 2.40, the composition of
compact operators in B(X) is compact. So B.(X) forms a subalgebra
of B(X). By Cor. 2.32, B.(X) is actually a closed subalgebra of B(X).
If X is an infinite dimensional normed linear space, the identity map-
ping is not compact (Cor. 2.33), and hence B.(X) is nonunital.

Given a topological space 2, the Banach space C},(Q2) forms a Banach
algebra under the pointwise multiplication of functions, i.e. for f,g €
Cy(82), fg(x) is defined to be f(z)g(x),x € €, and it is easy to check
that (fg) € Cp(€2). Moreover, Cy(£2) is commutative and is unital with
the unit given by the constant unit function. Note that unless 2 is
finite, Cp(€2) is not reflexive as a Banach space.

If Q is locally compact, Cy(£2) still forms a commutative Banach algebra
in the same way as above. Of course Cy(€2) is the same as C},(§2) when
is compact. If 2 is locally compact but not compact, Cy(€2) is nonunital.
In particular, ¢y is a commutative nonunital Banach algebra.

Let n € N and || = n, then Cy(Q) is isomorphic to F”. In particular,
the Euclidean space F™ forms a Banach algebra under the pointwise
multiplication.

The Lebesgue space Lo (2, B, 1) forms a commutative Banach algebra
under the pointwise multiplication when p is a probability measure, or
even a o-finite complex measure.

The quaternions forms a noncommutative unital Banach algebra. The
quaternions can be identified with 2 x 2 complex matrices of the form

[ v yz- ut m} , T,y,u,v € R, with the usual matrix operations and
—Uu+vi T — Yl
the norm given by the square root of the determinant. (I

Unless in the trivial case when (2 is finite, the Lebesgue space L1 (€, B, 11)
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would not form a normed algebra under the pointwise product. However,
if  is a locally compact topological group (i.e. a topological space which
also forms a group under a continuous binary operation +), the Lo, (2, B, 1)
does form a Banach algebra.

The following is such an example of a group algebra.

Example 3.2. Let ) be a locally compact topological Abelian group, then
by [Hewitt and Ross (1963)] for example, Q has a Haar measure which is
unique up to multiplication by r € RT. Here, by a Haar measure ;i we
mean a a o-finite positive measure which coincides with the one generated
by its restriction on the Borel sets of Q and such that it is invariant, i.e.
w(X) = pla+ X) (equivalently, u(X) = u(X + a), since Q is Abelian) for
all Borel X € 2 and a € X, and is a Radon measure.

Now consider the complex Banach space Li(u). Let f,g € L1(u), then
the convolution product of f,g is defined as follows:

(f*g)(x /f:v— du(y), for allz € Q.

First note that by Lebesgue integration, f*g is u-measurable. To show that
Li(u) forms a Banach algebra under the convolution, just note by Fubini’s
Theorem and the invariance of y that:

L o) @ldnta) = tim [ | [ @ = naduto|duta)

n— oo Q

< lim. /Q /Q |f(x —y)|lg(y)] du(y)du(x)
= nlijgo/ /Q |f(x —y)| du(z) [g(y)| duly) < [IfI gl

where {Q, }nen is a family of Borel sets, or even compact sets, such that
() < oo and Q =, ey M

In the non-Abelian case of Q, the above still work by a corresponding
modification using left- or right-Haar measures.

It can be shown that L;(u) is unital precisely when {2 is a discrete space
and L;(p) is commutative precisely when 2 is Abelian.

When € is Z under the usual addition and p is the counting measure,
we have the commutative unital Banach algebra ¢;, where, for a,b € /1,

VneN((axb)n=>_ tn mbm).
mEZ
Observe that the identity is the sequence a given by ag = 1 and a, = 0
whenever n # 0.
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Moreover, it can be shown that ¢; is isomorphic to the Wiener algebra
consisting of continuous functions [0, 27] — C having absolutely convergent
Fourier sequence. O

Similar to p.90, given a family of normed algebras M;, i € I, and p €
[1,00], the L,-direct sum of the family is

P M= {ze][Mi]lzll, <o},
p

i€l

where the norm is given by ||z, := (Ziel ]2, )1/177 if p # oo and
2]l = sup;er [|zill oy, otherwise.

For x,y € @p M, the product zy is defined by pointwise product, i.e.
(zy); = z;y; for every i € I.

To show that @p M; forms a normed algebra, let z,y € @p M;. If
p # oo, we have |zyl|) =

Dollzawillig, < D Nl lwilhe, < D lwallig, D lwallig, = (13 1l -
iel i€l i€l i€l
Similarly, if p = oo, we have ||zy|| < ||z] o |Z] . -

Moreover, if all factors M are Banach algebras, @p M, is also a Banach
algebra.

Note that for each k € I, the mapping p : My, — P, M, given by for
each a € M such that p(a); = a, if i = k, and p(a); = 0 otherwise, is an
isometric isomorphism taking My into @ M.

Observe that if M is a unital normed algebra, then its unitization M®F
is isomorphic to the normed algebra L;-direct sum M @&, F via the mapping
M&F > (z,a) — (z +a,a) € M &, F.

A subalgebra I C M is called a left ideal of the normed algebra M if
Vee MVyel (:cy € I), i.e. Vo € M(z[ C I).

Similarly, it is called a right ideal if Vo € M(I xClI )

If I is both a left and a right ideal, it is called a two-sided ideal, or
simply an ideal.

For example, if a € M, then Ma is a left ideal and aM is a right ideal.
If M is commutative, then aM = Ma forms a two-sided ideal.

Note that even if M is unital, by an ideal or a left or right ideal I C M,
it is not required that I be a unital subalgebra. In fact it is easy to see that
if such I is unital in a unital M, then I = M.

We call an ideal I C M a proper ideal. So there is no proper unital
ideal in a unital normed algebra. Note that the trivial ideal {0} is regarded
as a proper ideal.
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In a commutative normed algebra M, for every a € M\ {0}, the ideal
aM is a proper and nontrivial ideal.

Example 3.3. Let X be a normed linear space. By Example 3.1, B.(X)
is a subalgebra of B(X). Since the composition of a compact operator with
a bounded linear operator is compact, we have B.(X)T C B.(X) holds for
every T € B(X), i.e. B.(X) is a right ideal of B(X).

On the other hand, if T € B(X),S € B.(X) and Y C X is bounded,
then S[Y] is compact, so, as a continuous image of a compact set, T'[S[Y]] is
compact (Prop. 1.26). Since TS[Y] C T[S[Y]], TS[Y] is compact. There-
fore T'S € B.(X). Hence B.(X) is a left ideal of B(X).

i.e. B.(X) is a two-sided ideal of B(X). Also, B.(X) is nonunital when
X is infinite dimensional.

Moreover, B.(X) is a dense but not closed ideal of B(X). O

The following defines the quotient algebra w.r.t. a closed proper ideal.

Proposition 3.1. Let M be a normed algebra and I C M a closed proper
ideal. Then M/I forms a normed algebra under the product

@+ Dy +1):=(zy+1), v,y € M.
Moreover, if M is a Banach algebra, M/I is a Banach algebra; and if M
is unital, M/I is unital.

Proof. By Prop. 2.1, M/I forms a Banach space. By I being a two-sided
ideal, the product is well-defined.
Let a,b € M. Then

llab+ I|| = inf |lab+ z|| < inf |[(a + 21)(b + 22)]]
zel z1,22€1

<inof|la+z| inf |b+z|| = |la+ 1| ||b+ 1],
zel zel

So M/I forms a normed algebra.

It also follows from By Prop. 2.1 that M/I is a Banach algebra if M is
a Banach space.

If M is unital, then it is easy to check that 1+ I is the identity in the
quotient algebra M/I. O

Note that in Prop. 3.1 if I is the trivial ideal {0}, then M/I is just M
through the obvious identification.

In a unital normed algebra M, an element a € M is called left-
tnvertible if there is b € M such that ba = 1. (Such b is called a left-
inverse of a.) Likewise, a is right-invertible if there is b € M so that
ab = 1. (b is called a right-inverse of a.)
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When a is both left- and right-invertible, we say that a is invertible.
Observe that if a has both a left-inverse and a right-inverse, the inverses
are equal: let b, c € M such that ba = 1 = ac. Then

b=0b-1=b(ac) = (ba)c=1-c=c.

In particular, there is a unique element representing both the left- and the
right-inverse.

We call this unique b the inverse of a and denote it by a~*.

The set of invertible elements in M is denoted by M~1.

Note that M~! contains 1 and is closed under product. i.e. M1 is a
subgroup of M \ {0} under the product.

Observe that, given a normed algebra M, we have in the nonstandard
extension that *(M™') = (*M)il, hence we express it simply as *M ™1,

Example 3.4. Let X be an infinite dimensional normed linear space. By
Example 3.1, B.(X) is a nonunital subalgebra of the unital algebra B(X).
For any T € B.(X),if T € B(X)™!, then, as 1 = T T~!, the composition of
a compact operator with a bounded linear operator, 1 is compact, therefore,
by Cor. 2.33, dim(X) < oo, a contradiction.

i.e. Bo(X)NB(X)™t=0. O

We remark that the definition of the invertibility of a element is relative
to the algebra containing it, as the following shows.

Example 3.5. Consider Sg, the unit circle centered at 0, and M = Cy,(S¢)
as a Banach algebra over C. Let My C M be the closed subalgebra gener-
ated by polynomials over C. Note that M contains the unit of M. Then
the identity function z, i.e. the function S¢ > z — z € C, is an element of
M which is not invertible in Mg but invertible in M. O

Lemma 3.1. Let M be a unital Banach algebra and a € By, i.e. |ja| < 1.
Then (1+a) e M~ and (1+a)™' =307 (—a)™

In general, forc € M~ and a € M, if ||CflaH < 1 then (c+a) € ML
Proof. Replace a by —a, we show that (1 —a) € M~ and (1 —a)~! =
Do "

First note that { Y7 _ja™} _ is Cauchy in M, and since M is com-
plete, we have b:= > ~a" € M.

Note that ab = ba, i.e. they commute with each other. Then

b(l—a):(1—a)b=(1—a)Za":1,
n=0
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in particular (1 —a) € ML
For the second statement, by what was just proved, (1+c¢ ta) € M~1.
Therefore, as ¢ + a = ¢(1 + ¢ la), we have

(c+a)t= (1+c*1a)7lc*1. 0
Corollary 3.1. Let M be a unital normed algebra, then M~1 is open.

Proof. Noticing that if a € M is invertible, then a remains invertible in
the closure M, we may assume that M is a Banach algebra.

Let a € M~!. Suppose b € *M is such that a ~ b. Write b = a + ¢ for
some ¢ ~ 0. So a"'c ~ 0 and in particular, |a_1cH < 1.

Transfer Lem. 3.1, we have b € *M 1.

That is, u(a) C *M~! for every a € M™!, therefore M~! is open by
Prop. 1.14. (Il

We turn to a few remarks about ideals. Note that in a unital normed
algebra M, a left ideal I C M that contains a left-invertible element must
contain 1, hence I = M. In particular, for an a € M, the left ideal Ma = M
iff a is left-invertible. Likewise for right ideals. In particular, a proper ideal
I € M must satisfy IN M~ = (. It is easy to see that the closure (in M)
of an ideal in M is also an ideal. Since M ™! is open, I N M~! = () implies
IN M~ =, thus the following:

Corollary 3.2. Let M be a unital normed algebra and I C M a proper
ideal. Then I, the closure in M, is also a proper ideal. O

Given a unital normed algebra M, a proper ideal I C M is called a
maximal ideal if it satisfies the property that there is no proper ideal J C
M such that I C J. By applying Zorn’s Lemma, every proper ideal extends
to a maximal ideal. Combining with Cor. 3.2, we state the following:

Corollary 3.3. In a unital normed algebra, all mazimal ideals are closed
and every proper ideal extends to a mazximal ideal. O

Theorem 3.1. Let M be a unital normed algebra, then the inverse map-
ping M=t 3z 27t € M~ is continuous.
Moreover, the inverse mapping is a homeomorphism on M™1.

Proof. First of all, by Cor. 3.1, for every x € M~ we have u(z) C
ML

Now let a € M~ and a ~ b, so b € *M ™! and we need to show that
al~b L
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From (a—b) ~ 0, we have 1 —ba~! = (a—b)a~! ~ 0. Therefore, together
with Lem. 3.1,

abl=(ba ) = (1-(1-baH)) =Y (1-baH" =1 (31)
n=0
On the other hand,
bl—a'=atab' —at =a(ab" ") (a—b)a", (3.2)
hence, by (3.1),
[t = at < Jla=! |- lab™ [ fla = b - o[ = fla~" [ o — Bl ~ 0,

as required.
Note that the inverse mapping is bijective on M ™! and its square is just
the identity mapping, hence it forms a homeomorphism on M1, O

Given a unital normed algebra M, both the product and the inverse
mapping on M~! are continuous, so M~! forms a topological group.

M1 is sometimes called the general linear group of M, in symbol:
GL(M), generalizing the corresponding notion for invertible matrices of
fixed dimensions.

The following shows that a nonzero element is invertible in M iff it is
“almost invertible” in *M.

Proposition 3.2. Let M be a unital Banach algebra and a € M. Then the
following are equivalent:

(i) a e M1,
(i) b e M ((a
(iii) 3b e *M~? ((a

Q

D) A (Jlab~t 1] <1)).
b A ([pta=1] < 1)).

Q

Proof. ((i) = (ii)) and ((i) = (iii)) are trivial.

((ii) = (i)) : Suppose a = b+ ¢, where b,c € *M with b € *M~1,
||ab_1 — 1“ <1land c~0.

Then ab~' = 14cb~!, hence ||cb~!|| < 1. Now by Lem. 3.1, (1+cb™') €
M~ d.e. ab™! € *M~!, therefore a € *M~! which, by transfer, implies
a€e ML

((iii) = (1)) is obtained from a similar proof. O

Example 3.6. The conditions in (ii) and (iii) in Prop. 3.2 are optimal in
the following sense.
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Consider M = B(F?), i.e. the unital Banach algebra of 2 x 2 matrices
over F as bounded linear operators on F2. Fix N € "N\ N.

Takea:[(l)g} and b = [1 0 }.Thenb‘lz[1 O].

0N 0N
Henceab™ ' —1=b"la—1= 8 01] , 50 in this situation we have a ~ b,
|lab=' —1|| = [|p~'a — 1| =1 but a ¢ M. 0

3.1.2 Spectra

Let M be a unital normed algebra. The spectrum of an element a € M
is defined to be

o(a):=={A€F|(a—A) ¢ M}

For emphasis on its dependence on the underlying normed algebra, we
sometime write oaq(a).

Given unital normed algebras M, M such that My is a subalgebra of
M with unit 1 € My, it is clear that o(a) C o, () holds for all a € My,
since My ! ¢ ML,

We leave it as an exercise to find examples of of such Mgy, M and a € M,
so that oa(a) C o, (a).

Example 3.7.

e Trivially o(0) = {0} and for Vo € M (z € M~ & 0 ¢ o()).
e Let n € N. If M = B(F™), the Banach algebra of n x n matrices over
I, then the spectrum of a matrix is precisely the set of eigenvalues of

the matrix.
e In particular, B(R?) contains a matrix such as 10 whose spectrum
is empty. We will show in a moment that that this is never the case

for F = C.

e When M = B(X) for some Banach space X, elements in B(X) are
bounded linear operators on X and the o(T') for T' € B(X), are called
the spectra of bounded linear operators on X. Given T € B(X),
we have A € o(T) iff (T'— ) is not invertible. Since (T'—\) € B(X), it
follows from the Inverse Mapping Theorem (Cor. 2.6) that (T'— ) €
B(X)~1iff (T — \) is bijective. That is, the spectrum of T consists of
exactly the A € F such that 7" — A is not bijective.
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e Given an infinite dimensional normed linear space X, for any compact
T € B(X) we have by Example 3.4 that T' ¢ B(X)™!, therefore 0 €
o(T). O

Proposition 3.3. Let M be a unital Banach algebra and a € M. Then

(i) o(a) C llall Br;
(ii) o(a) is compact.

Proof. (i): By Lem. 3.1, for every X € F, if A ¢ ||a|| By, i.e. |A| > ||a],
we have (a — \) € M™1, hence \ ¢ o(a).

(ii): Let A € (F\ o(a)). Then for any a € 'F, if a ~ A, then (a — o) ~
(a—M). Since (a—\) € X1, it follows from Cor. 3.1 that (a—a) € *X ', i.e.
o € *(F\ o(a)). Therefore o(a) is closed. Together with (i), we conclude
that o(a) is compact. O

Observe that, by Prop. 3.3(i), in the precious example, for a bounded
linear operator T' on a Banach space and o € F, if |\| > ||T||, then (T'— \)
is bijective.

Due to Prop. 3.3, we define the spectral radius of an element a in a
unital normed algebra with o(a) # () as

p(a) :==sup{|A| | A € o(a)} ( =max{|A| | A € a(a)}).

So by Prop. 3.3, we have p(a) < |la]|. We will consider the case when
equality does hold. In general, the gap between the two terms could be
arbitrary, see Example 3.8 below.

The following is useful for comparing the spectrum of ab with that of
ba in a noncommutative unital Banach algebra.

Proposition 3.4. Let M be a unital Banach algebra and a,b € M. Then
YA € (C\ {0}) (()\ € olab)) & (A€ U(ba))).
In particular, p(ab) = p(ba).
Proof. Let 0# X e C.If A ¢ o(ab), then for some ¢ € M we have
(ab—XNec=1=c(ab—A), hence abc=1+ \c= cab,
from which we get babca = ba + \bca = becaba, implying
(ba — /\)(bca)\f 1) 11— (bca}\f 1)(ba .

Therefore A ¢ o(ba).
By a symmetry argument, we have A\ ¢ o(ab) iff A ¢ o(ba). O
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It turns out that any complex Banach space X shares enough common
features with C to admit a generalized version of classical complex analysis
to functions taking values in X, i.e. X-valued functions. Moreover this
generalization of complex analysis gives us access to many useful tools in
studying complex Banach algebras. To be more precise and for the ease of
references, we briefly mention the following.

Let X be a complex Banach space. Let F' be an X-valued function from
C, i.e. F:Dom(F) — X with Dom(F) C C.

o Let @« € Dom(F). We say that F is differentiable at o if
. Fla+Az)— F(a)
lim

Az—0 Az

e Fis analytic at « if it is differentiable at every point in an open set
containing .

e Fis analytic if it is analytic at every point in Dom(F).

e Fis entire if Dom(F) = C and F is analytic (equivalently differen-
tiable) at every « € C.

exists in X.

Let v : [0,1] — C parametrize a curve C in C.

C is closed if v(0) = ~(1).
C is smooth if v is continuously differentiable.

C is piecewise smooth if v is continuously differentiable at all but
finitely many points in [0, 1].
C is simple if Vs,t € [0, 1] ((7(3) =(t) = (s= t))

Let U C C be open and C C U be a curve parametrized by a continuous
v : [0,1] — C. Then for a continuous F' : U — X, the line integral

F(z)dz is defined as the limit of Riemann sums in exactly the same way

c
as in the C-valued case. That is,

/CF(z)dz =lim Y F(y(tk))(tr — te-1),

k=1
where the limit is taken over all partitions of [0,1] as 0 =ty < t; < --- <
t, = 1, n € N. By continuity, the limit exists and so / F(z2)dz € X.

Repeating verbatim ac litteratim the classical proofs, but with all C-
valued functions replaced by X-valued functions, we have the following
results.
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Theorem 3.2. (Cauchy’s Theorem) Let X be a complex Banach space
and F : U — X be analytic, where U C C is open connected. Suppose that
C C U is a piecewise smooth closed curve.

Then / F(z)dz = 0. O
c

Theorem 3.3. (Cauchy Integral Formula) Let X be a complex Banach
space and F : U — X be analytic, where U C C is open. Suppose C C U is
a counterclockwise oriented simple closed curve and « is a point inside C.
Then
! F(z)
P = 2 [ O 4 e
(@) 2 Jo (2 — a)ntl s

]

As a consequence of the Cauchy’s Integral Formula, we also have the
following.

Theorem 3.4. (Liouville’s Theorem) Let X be a complex Banach space
and F : C — X be entire and bounded. Then F is a constant function. [

Although the above are stated for functions taking values in a complex
Banach space, our attention is mostly on those taking values in a unital
complex Banach algebra, as the multiplicative inverse is often needed.

Now we apply Liouville’s Theorem to obtain a basic result.

Theorem 3.5. Let M be a unital complexr Banach algebra. Then for
every a € M, o(a) # 0.

Proof. Leta € M and suppose contrary to the claim that o(a) = (). This
means that (a — \) € M~ for every A € C.

So we can define F : C — M by F(\) = (a — )%

Now let € € *C such that 0 # € ~ 0. Apply (3.1) and (3.2) in the proof
of Thm. 3.1 to (a — A) and (a — A — €) in place of a and b, we have

(a—X—e)t—(a—N)"t

€

=(a=N""(la=Na=A—¢ ) a-N""
~(a— N2
Hence, by saturation,

o FO+A2) - FO
Az—0 Az

=(a-N"2eM.

In particular, F is differentiable at every A € C, i.e. F'is an entire function.
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Observe that, for A € C, as |A\| — oo,
~1
(@-N"= (0 e-1) = (a1 A
:—)\_12)\_”@” —>0,
n=0

hence F' is a bounded function.

Then by Liouville’s Theorem (Thm. 3.4), since F' is bounded and entire,
it must be a constant function.

But the above calculation shows that F(\) — 0 as |A\| — oo, so F' must
be the zero function, leading to a=* = F(0) = 0, impossible.

So we conclude that o(a) # 0. O

Recall that a unital associative algebra is called a division algebra if
every nonzero element is invertible. So C is a division algebra over itself.
In fact it is the only one among unital complex Banach algebras.

Corollary 3.4. (Gelfand-Mazur Theorem) Let M be a unital complex
Banach algebra. Then M is a division algebra iff M = C.

Proof. For the nontrivial direction, let M be a unital complex Banach
division algebra. Then for any a € M, by Thm. 3.5, let A € o(a), then
(a—X) ¢ M1, hence (a — \) = 0, by assumption, i.e. a € C.

Therefore M = C. O

Corollary 3.5. Let M be a commutative unital compler Banach algebra
and I C M a mazimal ideal. Then M/I = C, i.e. the quotient algebra is
isometrically isomorphic to C as a Banach algebra.

Proof. By Cor.3.3, I is a closed proper ideal and so, by Prop.3.1, M/I
is a unital complex Banach algebra which is clearly commutative as well.
Let J C (M/I) be any ideal. Let

Jo={zeM|(z+1I)e J}.

Then it is easy to check that Jy C M forms an ideal. Moreover, since
I=(0+1)€ J wehaveVz €I ((x+1)€J),ie ICJy UnlessJ is the
zero algebra, i.e. J = {(0+ 1)} = {I}, we have I C Jy, hence Jy = M by
I being maximal, resulting J = (M/I).

In other word, M /I has no proper ideals, consequently, for every a €
1

(M\ I), we have (a+I)(M/I) = (M/I) implying (a + 1) € (M/I) .
Therefore M/ is a division algebra and so M/I = C by Cor. 3.4. O
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When comparing Thm. 3.5 with the example in Example 3.7, we see
that while the spectrum could be empty for an element in a real normed
algebra, this is never the case for complex normed algebras.

Consequently, in a unital complex Banach algebra, the spectral radius
is defined for all elements.

Due to the availability of tools in spectrum analysis essential for many
important results in normed algebras, for the rest of this chapter, we make
the following restriction:

i.€.

Unless otherwise stated, all Banach algebras are
complex Banach algebras.

For notational clarity when dealing with nonstandard extensions such
as *f, *o(*a),..., especially later when we also use * for the involution
operation, we declare henceforth the following:

If the reference is clear from the context, the x sign is allowed
to be dropped from the notation for a nonstandard extension.

Given a complex polynomial p(z) = Y ;_, Axz" and an element a in
a Banach algebra M, then >°}_, Aia® is defined and is an element in M
denoted by p(a). In a moment, this will be extended to all analytic functions.

Proposition 3.5. Let M be a unital Banach algebra and a € M. Let p(z)
be a polynomial over C. Then p|o(a)] = o(p(a)).

Proof. The results is trivial if p is a constant function, so we assume that
deg(p) =n > 1.

Let A € C and consider the polynomial ¢(z) := p(z) — A. By the Funda-
mental Theorem of Algebra, ¢(z) factorizes into a[],_;(z — ay) for some
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a,aq,...,a, € C with a # 0. Then we have the following equivalence:
A ¢ o(pla)) & (p(a) —A) e M7 Ha—ak ye M
sa—a),...,(a—ay) e Mt @al,...,angéa(a)
& ¥y € o(a)(g(y) #0) & Wy €a(a)(X#p(v))
S Aé p(a(a)).
Since this holds for all A € C, we conclude that p[o(a)] = o (p(a)). O

Example 3.8. Let M be a unital Banach algebra and a € M an idem-
potent element, i.e. a? = 0. Then since o(a?) = {0}, so by Prop. 3.5,
o(a) = {0}. i.e. p(a) = 0. In particular, if M has a nonzero idempotent,
then for any r € R, there is a € M such that p(a) = 0 but ||al| > r.

As a concrete example, let M be the Banach algebra of complex 2 x 2-

. 00 . .
matrices, then [r 0} satisfies the requirement. ([

Observe that series in a Banach algebra M behave just like series in
C. For example, the n'™ root test works in the same way in a Banach
algebra M as in C : let {a, }nen C M, then > ° ja, converges in M if
limsup,, ., [lan||"/™ < 1 and diverges if it is > 1.

Given a function f : D — M, where D C C and M is a Banach algebra,
as in classical complex analysis, if f is analytic at some o € D, then, near
, f can be represented by some power series f(z) = > - (2 — a)"a, for
some {a, }nen C M. Moreover, by the n'' root test, the power series has
radius of convergence given by <lim SUD,, 00 Han||1/")_

Next we prove a useful formula for calculating the spectral radius.

Theorem 3.6. Let M be a unital Banach algebra and a € M.

nH1/n n”l/".

Then lim,,_, ||a exists and p(a) = lim,,_ ||a

Proof. First note that, by Prop. 3.5, we have for all n € N that
g@®) =o(a)" (i.e. {A\"|XA€ac(a)}.)

Hence, for any A € o(a) and n € N, we have |A\|" = |A"| < |a"|, b
Prop. 3.3(i). In particular, |A| < |la™|*/™.
Therefore

p(a) < liminf [|a™||"/" . (3.3)
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Now let A € C such that || > p(a). As A ¢ o(a), we get (a— ) € ML
By Lem. 3.1 and A # 0,

oo
(a—N"t=ATa a1 =AY (A ta)
n=0
As the series converges, it follows from the n'™ root test that
limsup,, o [A1|[|anl"

A€ C (N> p(@) = (lmsup an /" < A1),

n—oo

< 1. So we have shown that

hence
lim sup [|a” "™ < p(a). (3.4)

Now (3.3) and (3.4) together show that the limit lim,_, Ha"||1/" exists
and equals p(a). O

As remarked on p.190, in general, the spectrum of an element depends
on the invertibility relative to the subalgebra containing the element. As
the number lim, . [|a”||*™ in Thm. 3.6 is independent of the subalgebra
chosen, we have the following result for the spectral radius.

Corollary 3.6. Let M be a unital Banach algebra and let My C M be a
closed subalgebra such that 1 € M.

Then pa,(a) = pam(a) holds for all a € M.

That is the spectral radius does not depend on the invertibility relative
to the subalgebra in which the element is contained. O

In a unital normed algebra over F, for any element a and a polynomial p
over IF, p(a) is defined in an obvious way as an element of the algebra. Hence
we can define the polynomial of an element from any unital normed algebra.
Now we want to show that in the case of unital complex Banach algebras,
this can be extended to analytic functions by the following procedure.

Let M be a unital Banach algebra and a € M. Let f : U — C be a
analytic function with open domain U C C such that o(a) C U. Then we
define f(a) € M as follows.

By Prop. 3.3 and Thm. 3.5, o(a) is a nonempty compact subset of C. In
general, o(a) may not be connected and even if it is, it need not be simply
connected, i.e. it could have a hole inside. But in the case o(a) is simply
connected, there is a simple closed smooth curve C C U in counterclockwise
direction such that o(a) is strictly inside C. Then we simply define

fla):= % /c f(2)(z —a)"*dz € M.
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Note that as z € C, z ¢ o(a), hence (z —a) € M~1. Moreover, the function
2z (2 —a)”! € M is a continuous function defined on an open set which
includes C.

Observe that in the above if C’ is another simple closed smooth curve
satisfying the same requirements, then / f(2)(z—=a)"tdz = 0, as a

c—c
consequence of Cauchy’s Theorem (Thm. 3.2), hence f(a) is well-defined.

For the general case where o(a) is not necessarily simply connected, we
use the fact that o(a) is compact to get a finite family of simple closed
smooth curves Cq,...,C, C U in counterclockwise direction such that

e For z € 0(a), the winding numbers of the C;’s around z sum up to 1;
e for z € C\ U, the winding numbers of the C;’s around z sum up to 0.

(Recall that the winding number of a closed piecewise smooth curve C
around a point z € C\ C is the number of times it winds around z as
measured in the counterclockwise direction. Moreover, the number equals

to 27rz fC 1dw )
Then we deﬁne

2mZ/f (z—a) 'dz € M.

As in the case where o(a) is simply connected, the above f(a) is well-
defined and is independent of the choice of the C;’s as long as they satisfy
the required properties.

We remark that for n € N, if f(z) = 2", then f(a) = a™. Therefore the
above definition extends the polynomial functions on M.

Furthermore, if f is a power series y  A,2" for some ), € C and
p(a) is less than the radius of convergence of the series, then >~ A, [|a™ ||
converges and f(a) = > 07  A\ya”.

As a special case, in a unital Banach algebra M, the exponential func-
tion is defined for any a € M

o0 n

a
et = Z —.
n!

n=0
As another example, suppose o(a) C Bg, i.e. p(a) < 1, then
> (L = (=1)"(2n)!
1 — 2 n o _ R A Sl A )
Vita nz:; (n)“ nz:; (1 —2n)22 (2"

by using the branch of the square root function /1 4 z that contains the
positive real roots.
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The following is left as an exercise to check.

Theorem 3.7. (Riesz Functional Calculus) Let M be a unital Banach
algebra. Then for any a € M and analytic f,g : U — C, where U C C is
open and o(a) C U, the following holds:

(i) YA€ C((f +Ag)(a) = f(a) + Ag(a)).
(ii) (f9)(a) = f(a)g(a) = (gf)(a).
(iii) If f =1, is the constant unit function, then f(a )
(iv) If f =1id, is the identity function, then f(a) =
(v) Suppose f, : U — C, n € N, are analytic and converge uniformly to f
on U, then f(a) = lim, . fn(a). O

The following is a generalization of Prop. 3.5.

Corollary 3.7. (The Spectral Mapping Theorem) Let M be a unital
Banach algebra, a € M and f : U — C be analytic, where U is open with
ola) U CC.

Then flo(a)] = o(f(a)).

Proof. (C): Let A € o(a).
Suppose f(A )§E ( ( ) then ( (a) = f(N) e M~
Note that (f(z (\) = )g(z) for some analytic g : U — C since

(f(z) = fFN))(z — )*1 is analytlc in U outside a neighborhood around A
and f(z) — f(\) expands into a power series in (z — A\) when 2 is near .
By Thm. 3.7 and the commutativity between (a — A) and g(a), we have

(f(a) = f(N) = (a—Ng(a) = g(a)(a - N).

Hence

(f(a) = FN) "gla)(a—X) =1=(a—Ng(a)(f(a) - fFN) "

and (a — \) € M™! as it possesses both a left- and a right-inverse. (See
p.187.)

Therefore A ¢ o(a), a contradiction.

(D): Let A € o(f(a)). Suppose that A ¢ f[o(a)]. Then there is an open
V C C such that o(a) C V and Vz € V (f(z) # A).

Therefore the function (f(z)— )\)_1 is analytic on V and it follows from
Thm. 3.7 that (f(a) — )\)_1 is defined and is the inverse of (f(a) — A) in
M, i.e. X¢ o(f(a)), a contradiction. O

-1
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Example 3.9.

e From Example 3.7, for an infinite dimensional unital Banach space X,
if T' € B(X) is compact, it is necessary that 0 € o(T"). Hence, for any
T € B(X), e” is not compact, since 0 ¢ ¢?(7) = o(e’) by the Spectral
Mapping Theorem (Cor. 3.7).

e In an unital Banach space M, for a € M~ we have 0 ¢ o(a). Hence
there is a neighborhood including o (a) on which the reciprocal function
is analytic. Therefore it holds for any A € C that

(a—A) eMiFAgo(a)if A go(at)iff (a7t =2 e ML
O

The following useful formula is obtained by a simple application of the
Spectral Mapping Theorem similar to the above example.

Corollary 3.8. Let M be a unital Banach algebra, a € M and A €
C\ o(a).

Then dist (X, o(a)) = p((a — )‘)_1)_1

Proof. Since A ¢ o(a), there is a neighborhood of o(a) on which the
function f(z) = (z — A\)~! is analytic.
Then By the Spectral Mapping Theorem (Cor. 3.7),

—1
ol(la—N"") = (U(a) - A) , de {(a=N)""aeo(a)}.
Hence
p((a=X)"") =sup{|a— AT la€o(a)}
B 1 _ 1
~inf {|a — A la€o(a)} dist(A o(a) O

Corollary 3.9. Let M be a unital Banach algebra and let My C M be a
closed subalgebra such that 1 € My. Let A € C\ opm,(a).

Then dist (X, o, (a)) = dist (X, oaq(a)).
Proof. Since A € C\ o,(a), we have A € C\ oprq(a). Then by Cor. 3.6,
P, ((a— /\)_1)_1 =pm((a— )\)_1)_1, hence the conclusion follows from
Cor. 3.8. 0

As a straightforward consequence of Thm. 3.7, in a unital Banach alge-
bra M, for any a € M, e®* € M~ and

()" = > (—na!)”.

n=0
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b’ﬂ
Moreover, for a,b € M with ab = ba, we let ¢® ~ Z — and eb ~ Z ok
n= O n=0

where N € "N\ N, then

. B\ ab™ SN (a+ b,
D T S M () e S

n,m=0 n+m=
0<n, m<N

In particular, e® and e® commutes as well.

In the above, an easy fact was used: In *M it holds that z1y; ~ x2ys
whenever 1 = 2 and y; = y2. More will be dealt with in the next subsec-
tion.

Now the following is defined:

exp(M) := {ea1~~~e“" | ai,...,a, € M, nEN}.

We let e denote the set {e®|a € M}. So for a commutative unital Banach
algebra M, we get e = exp(M).

Clearly exp(M) is closed under finite products. It is also closed un-
der inverse: for an element e® ---e% from exp(M), its inverse is simply
e~ ...e~% We have seen that exp(M) C ML, thus exp(M) is a sub-
group of M~! under the multiplication.

Moreover, exp(M) is a clopen subset of M~ i.e. both open and
closed. The little fact below will be used to prove it.

Lemma 3.2. Let M be an internal unital Banach algebra. Let a,b € M
such that a € M=t with a=! € Fin(M) and a ~ b.
Then o(a='b) C (1), the monad of 1 € *C.

Proof. From b~ a and a! € Fin(M) we have
a1 = a0 - ) < a1 all O,
i.e. (a='b—1) ~ 0. Hence, by Prop.3.3, o (a='b—1) C p(0). Let f(z) = z—1,
then by the Spectral Mapping Theorem (Cor. 3.7),
o(a™'0) —1= flo(a™'b)] = o (f(a™'b)) = c(a"'b—1) C p(0).

That is, o (a'b) C p(1). O

First we show that exp(M) is open.

Let a € exp(M) and b € *M such that b ~ a. Applying Lem. 3.2

to *M, we have a(a_lb) C u(1). In particular, the principal logarithm
function Log(z) is analytic in an open neighborhood of a(a‘lb).
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Then we have b = a(a™'b) = aeee@'b) ¢ exp(*M).

Therefore exp(M) is open.

Next we show that exp(M) is a closed subset of M~1.

So for any a € M=t and b € *M, if a ~ b and b € exp(*M), we must
show that a € exp(M).

Clearly, as b € exp(*M), we have b € *M ™1,

Also, write ¢ = a~!(a — b), then b = a(1 — ¢) and from b ~ a we have
0 ~ ¢ € *M. Then, by Lem. 3.1, (1 —¢) € *M~" with |[(1—¢)7}| =
15l ~ 1.

Hence b= = (1 — ¢)~ta™! ~ a~!. Consequently, b~ € Fin(*M).

Then by Lem. 3.2, we have U(bfla) C u(1). As above, we can apply the
principal logarithm and obtain

a=b(b""a) =be =T € exp(“M),

and so a € exp(M) by transfer.

Therefore exp(M) is a closed subset of M ™1,

(Note that the above did not show that exp(M) is a closed subset of
M, which is false.)

exp(M) is a path-connected set, since for any element e --- % from
exp(M), the function

[0,1] >+ el ... glon

is a continuous path in M~! from 1 = € to e - - - e,

A subset X of a topological space is connected if X is not the union of
more than one disjoint nonempty open subsets of X. Path-connected sets
are connected. A maximal connected subset of X is called a connected
component of X. So a connected clopen subset of X is a connected com-
ponent.

The following summarize what was just proved:

Theorem 3.8. Let M be an unital Banach algebra.
Then exp(M) is a clopen connected component of M~1. a

3.1.3 Nonstandard hulls

We define in this subsection the nonstandard hull of an internal normed
algebra and study its properties including those about invertibility and the
spectrum.

Given an internal normed linear algebra M over F,the nonstandard hull
construction from p.81 given a Banach space M.
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For aj,as,by,by € Fin(M) such that a; ~ as and by ~ by, we have
[a1by — azb:]| < llax — az|| [[b1]| =~ 0 and [azby — azbs|| < |laz|| [|br — bof| =
0, hence a1b1 ~ a2b2, i.e. a1b1 = a2b2.

Therefore the following product is well-defined for @,b € M :

~

ab:= ab.

Clearly this product gives M a ring structure.
For a, bGMand)\GIF we have

e (X@)b = (Xa)b=Xab= A (ab) = A(@b) = Aab = aXb = a(Ab) = a(\b),
o [jab]] = |at

therefore M forms a Banach algebra over F.
Moreover, in case M is unital with unit 1, then

a=1l-a=a=a-1=al

holds for all @ € M\, hence M is also unital. For convenience, the unit 1is
denoted simply by 1 too.

It is also clear that if M is commutative, so is M.

For a normed algebra M, it is easy to see that the canonical embedding
of M into *M as Banach spaces gives the identification of M as a subalge-
bra of *M. This will always be assumed and M C M is written with this
meaning.

Example 3.10. Let X be an internal normed linear space, then by
Prop. 2.16, B(X) embeds into B(X) as a Banach space. It is straightforward

to check that it also embeds as a subalgebra. So we write B/()?) C B()? )
as a subalgebra with this identification assumed. In general, it is a proper
subalgebra. |

A word about a notation. For an internal unital normed algebra M and
a € M7 a=! € Fin(M) is equivalent to a = b~! for some b € Fin(M),
hence we also write a € (Fin(/\/l))f1 in this case.

Hence (Fin(/\/l))_1 is the set of elements in M having finite inverses.

Proposition 3.6. Let M be an internal unital Banach algebra and a € M.

(i) Ifa € (Fin(./\/l))_l, then u(a) C M=t and (u(a))_l c p(a™t).
(ii) Ifa€ (Fin(/\/l) N (Fin(/\/l))_l), then (u(a))_l = p(a™t).
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Proof. (i): Let b € p(a), i.e. b€ M and b~ a. Write c:=b—a ~ 0.
Since a=! € Fin(M), we have a~!c ~ 0. By Lem. 3.1, (1+a~'c) € M~L.
Hence

b:a+c:a(1+a*10) e M~ L.

Since b € u(a) is arbitrary, we get p(a) C ML,
To show that (u(a))71 C p(a™t),let b € pu(a) and prove that b= ~ a~t.
So, still with ¢ = b — a, notice the following:

al=bl=at1-ab"!) = a*1(1 _ (baﬂ)ﬂ)

where we apply the second last equality Lem. 3.1 to ca™! = 0.
Therefore a=! ~ b=1.

(ii): From (i), we already have (,u(a))fl c u(a™t).
For the other inclusion, by noticing that since a € (Fin(M) N M),
we have a=! € (Fin(/\/l))fl, and so (i) gives
(@)™ u(@™)™) = pla).
Therefore
-1
pla) = () ™) ()™ .

The following characterizes the invertible elements in a nonstandard
hull.

Proposition 3.7. Let M be an internal unital Banach algebra. Then for
any a € Fin(M),

ae (M) iff ae (Fin(M)) ™"
Proof. («): If a € (Fin(./\/l))_l, then since a=! € Fin(M), we have
a—' € M. But

a(@ ) =al@a)=1=(aVa=(a1)a

soa € (/\//D_1 with a~! = a1,
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(=): Suppose a € (/\//\1)71, then ab ~ 1 ~ ba holds for some b € Fin(M).
By Lem. 3.1, as (ab—1) ~ 0, ab = (1 + (ab — 1)) € M~ we let

c:= Z(ab — 1)" to be the inverse of ab.
n=0

Note that ¢ ~ 1 and
a(be) = (ab)e =1,
i.e. a is right-invertible.

Likewise, as (ba — 1) ~ 0, ba = (1 + (ba — 1)) € M~!, with the inverse
of ba denoted by ¢ := "> (ba — 1)", we have

(d'b)a = (ba) = 1,

i.e. a is left-invertible.
Now by the remarks on p.187, a € M~! and a~! = bc, the right-inverse
above. Since ¢ ~ 1, we have bc ~ b € Fin(M), so a=! € Fin(M). O

Corollary 3.10. Let M be an internal unital Banach algebra.
Then for any a € (Fin(/\/l) N (Fin(/\/l))_l) and b € M with b = a, we

have b € (Fin(/\/l) N (Fin(/\/l))_l).

Proof. We have b=adc¢e .X/l\, so the conclusion follows by noticing that
b € Fin(M), since b = a, and by applying Prop. 3.7 to b. |

By combining Prop. 3.7 and Cor. 3.10, we can write:

Corollary 3.11. Let M be an internal unital Banach algebra.
_ _ A
Then (m o (Fin(/\/l) N (Fin(M)) 1) . O

As an example, take M = C? under the supremum norm and a = (1,€),
where € is a nonzero infinitesimal. Then |[a]| = 1 and @ is not invertible,
but a is invertible.

Contrary to the dependence of the spectrum on the underlying Banach
algebra as remarked on p.190, we mention the following straightforward
result.

Proposition 3.8. Let M be a unital Banach algebra.
Then Vx € M <:E eEMlere (*//\71)_1)
Consequently, op(a) = o5, (a) holds for every a € M.
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Proof. As M C W7 we have M~! C (W)fl, so one implication is
clear.

For the other implication, let a € MN (;—/\71) _1, then a € (Fin( */\/l))_l,
by Prop. 3.7. Hence for some r € R, we have

Jy € "M ((llyll <) A (ay = 1 = ya)).
Now by transfer, we get
Fy € M((lyll <7) A (ay = 1 = ya)),
ie. a € ML, |

Recall that an element a # 0 in a ring is a left zero-divisor if there is
b # 0 such that ab = 0. Similarly a is a right zero-divisor if there is b # 0
such that ba = 0. We say that a is a zero divisor if a # 0 and is either
a left zero divisor or a right zero divisor. Clearly if ¢ in a unital ring is a
zero divisor it cannot be invertible, for otherwise ab = 0 or ba = 0 holds
only when b = 0.

The following gives a sufficient condition for the invertibility in a non-
standard hull.

Proposition 3.9. Let M be an internal unital Banach algebra. Leta € M
be a nonzero divisor, where a € Fin(M).
Suppose lim ||(@—1)"|| =0. Thena € (./\/1)71

Proof. By saturation, there is N € *N \ N such that (a — 1)+ = 0.
Let ¢ := EnN:o(l —a)™. Then we have
N
ca=ac=(1-(1-a)) 2:(1—61)":1—(1—(1)]\7+1 ~ 1.
n=0
If ||/ is infinite and we could set b = ||¢|| "¢, getting ||b]| = 1 such that
ab = ba ~ 0, implying Gb = ab = 0, contradicting to @ being a nonzero
divisor.
Hence ¢ € Fin(M) and ac = ca = 1, i.e. ac =ac = 1.
Therefore a € (./\7)_1. O

3.1.4 Notes and exercises

Thm. 3.6 was proved by A. Beurling and I.M. Gelfand hence the formula
is called the Beuling-Gelfand Formula. The result is also attributed to
S. Mazur.
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By Thm. 3.6, we see that in a unital Banach algebra M, an element is

such that o(a) = {0} iff lim, ||a"||1/” = 0. Such elements are called
quasinilpotent. So nilpotent elements (i.e. those having a vanishing
power) are quasinilpotent.

EXERCISES

(1)

Does Cor. 3.4 hold for the real case? That is, if M be a unital real
Banach division algebra, is it necessary that M = R? If not, can such
M be infinite dimensional?

In a unital Banach algebra M, is the function M 3 x + 27! € M™!
uniformly continuous?

Find unital Banach algebras Mg, M such that M, is a subalgebra of
M with unit 1 € My, so that oaq(a) C o, (a) holds for some a € M.
Prove Thm. 3.7.

Use the Riesz functional calculus to prove the Cayley-Hamilton Theo-
rem: Let M be an n x n-matrix over C,n =1,2,.... Then p(M) =0,
the n X n zero matrix, where p(z) is the characteristic polynomial de-
fined by p(z) = det(zI — M) with I denoting the n x n identity matrix.
Find a unital Banach space M in which there are elements a, b so that
eatb oL eaeb,
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3.2 C(C*-Algebras

One sees more stars in C*-algebras than in van Gogh’s famous painting.
Given a (not necessarily unital) Banach algebra M, a mapping
M>sz—az"eM
is called an inwvolution on M if the following properties are satisfied:

o Vo e M ((z)* =z);
o Va € FVr,ye M ((ax+y)* = az* +y*);
o Va,y € M ((xy)" =y z*).

That is, an involution is an involutive antilinear antimultiplicative mapping.
Fortunately, the % symbol used for an involution is clearly distinguish-
able from the * used for the nonstandard extension.
A Banach *-algebra is a Banach algebra with a fixed involution.
If a Banach *-algebra M further satisfies

o Ve M ((Ja*z] = ||=[),

we call M a C*-algebra.
Note in particular that all C*-algebras are assumed to be complete.
This section is about C*-algebras and their representations as concrete
operator algebras through the Gelfand transform and the GNS construc-
tion.

3.2.1 Ezxamples and basic properties

An involution * on a Banach algebra M is a bijection on M with 0* = 0.
If M is unital, the above implies that

Ve e M (1*;1:* —r*1* = 1:*),
i.e. 1* = 1. Consequently, for a unital Banach *-algebra M and a € M~1,
(a_l)*a* — (aa—l)* — 1* =1= 1* — (a—la)* — a*(a_l)*’

i.e. (a*)fl = (a=1)*. Since (a*)* = a holds for all a € M, we see that the
involution is bijective on M1,

For a in a unital Banach *-algebra M, we have (a”)* = (a*)™ for all
n € 7.

For an element a in a C*-algebra M, we have |ja|® = |la*a] < |la*|||a] ,
hence [la]| < ||a*||. Since (a*)* = a, we also have ||a*|| < ||a| . Therefore
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Vo € M (||z*]| = ||z]|), i.e. the involution on a C*-algebra is an isometry.
In particular, the involution is a homeomorphism on M. From the previous
paragraph, we see also that the involution is a homeomorphism on M1,

Also for an element a in a C*-algebra M, we have

a=0 iff Ja|*=0 iff |(a*)a]=0 iff (a*)a=0.

Even if we do not require the existence of the unit element of norm 1,
no two distinct norms can be admitted in a C*-algebra. Suppose M forms
a C*-algebra under ||-||; and under |||, , with the property (by Prop. 2.4)
that for some k € N*, ||z||; < k|z]|, for all z € M. Then it holds for all
x € M that ||z]|? = ||z*z|, < k|lz*z]l, = k|3, ..., hence

vn e N([lz]l, <kY¥ |z|l,), de YoeM(|zl; <|z|,).

So, by symmetry, ||-||; and ||-||, are the same.

For a in a unital Banach *-algebra M and \ € C, we have (a—)\) € M~!
iff (a* — \) € M~1 hence o(a*) = o(a), i.e. {\|\ € a(a)}.

Furthermore, given a unital C*-algebra M and a € M, suppose for
some A\, € C,n € N, that ) >/ A,a™ converges, then by the continuity of
the involution,

( Z /\na”) = Z A (a®)™.
n=0 n=0
In particular, (ea)* = e holds for every a in a unital C*-algebra M.

Example 3.11.

e The most basic C*-algebra is simply C itself, where the involution is
just the conjugate operation.

e Let X be a complex Hilbert space, then the B(X), the Banach algebra
of bounded linear operators on X, forms a unital C'*-algebra where, for
each T' € B(X), T™ is the adjoint of T" given in Prop. 2.46. B(X) is
noncommutative when dim(X) > 1.

Also B.(X) forms a C*-subalgebra of B(X), but it is not unital unless
X is finite dimensional.

e When X = C" n € N, the matrix algebra B(C"™) of n x n matrices
over C forms a C*-algebra, where the involution is just the conjugate
transpose of the matrix.

e Let 2 be a topological space. Then the commutative unital complex
Banach algebra C},(f2) forms a C*-algebra, where for each f € C(),
the involution is defined by f* : x — W, x € Q. We simply write
f* = f. It is easy to check that the C* requirements are satisfied.
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e If Q is a locally compact space, Cp(£2) similarly forms a commutative
C*-algebra. If Q is not compact, Co(§2) would not be unital.

As it will become clear in the next subsection, we will be mostly inter-
ested in the case when ) is a compact topological space. Recall that
Co(Q) = Cp(Q2) = C(2) when Q is a compact.

e For a compact space 2, we define B(€2) to be the space of bounded
Borel functions 2 — C. Then under pointwise addition, multiplication,
complex conjugate and the supremum norm, B(Q)) forms a unital C*-
algebra. Note that C(Q) is a unital C*-subalgebra of B(Q). O

C*-algebras above are called concrete C*-algebras.

We will see later that any commutative unital C*-algebra can be rep-
resented as Cp(Q) for some compact topological space 2 and any unital
C*-algebra can be represented as a C*-subalgebra of B(X) for some com-
plex Hilbert space X.

An ideal of a C*-algebra is a (not necessarily unital) C*-subalgebra
which is also an ideal as in a Banach algebra as before. One can also define
left- and right-ideal similarly as before. The quotient algebra construction
in Prop. 3.1 extends to the C*-algebra case. The following is easy to check.

Proposition 3.10. Let M be a C*-algebra and I C M a closed proper
ideal. Then the quotient algebra M/I forms a C*-algebra under the invo-
lution given by

(x4+1)" = (" +1), x € M.
Moreover, if M is unital, so is M/I. O

In a C*-algebra M, it is easy to check that the closure of an ideal of M
is an ideal of M in the C*-algebra sense. Also in the C*-algebra setting,
maximal ideals are closed proper ideals and each proper ideal extends to a
maximal ideal as in Cor. 3.3.

Given a C*-algebra M and X C M, the C*-algebra generated by X,
written as M x, is the intersection of all C*-subalgebras of M that include
X. If M is unital, it is understood that 1 € Myx. When X = {a} for
some a € M, we call it the C*-algebra generated by a and write M,. So
M, coincides with the closure of the linear span of elements of the form
(@*)"a™ - (a*)™a™, k€ N, ny,my,...,ng,my € N

Here is a list some common types of elements in a C*-algebra M.

e a € M is self-adjoint if a = a".
e The set of self-adjoint elements of M is denoted by Re(M).
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a € M is positive if a = b* for some b € Re(M).
The set of positive elements of M is denoted by M™.
a € M is a projection if a = @ = a®.

The set of projections in M is denoted by Proj(M).
a € M is a partial isometry if a*a € Proj(M).

a € M is normal if d*a = ad*.

Observe that if My is a C*-subalgebra of M, then Re(Mjy) = Mg N
Re(M), Proj(My) = MoNProj(M) and elements in M, which are normal
remain normal in M ete. By Thm. 3.10 and Thm. 3.16(iv) below, at least
in the case of unital C*-algebras, we also have M{ = My N M™.

In other words, all these notions are independent of a particular choice
of the C*-algebra that contains the element.

The terminology partial isometry is further justified by the property
given in Ex. 4 on p.241.

In a unital C*-algebra M, the following are also defined:

e a € M is an isometry if a*a = 1.

e a € M is an coisometry if aa® = 1.

e a € M is unitary if d'a = aa” = 1.

e The set of unitary elements of M is denoted by U(M).

In particular, for any a € M, d*a is always self-adjoint, projections are
positive, positive elements are self-adjoint, self-adjoint elements are normal
and unitary elements are also normal.

Of course, if M is commutative, all elements are normal. In a noncom-
mutative C*-algebra M, the significance of a € M being normal is that M,
is commutative. Note also that if « € M is normal and b € M commutes
with a, then b commutes with any ¢ € M,,.

If a € M is normal and « € C then it is clear that (a + «) is normal.

If a € M~ is normal, then a~! is normal since

ail(ail)* — ail(a*)il _ (a* a)fl —_ (aa*>71 — (a*)flafl —_ (ail)* ail.

Example 3.12.

e In B(C?), the algebra of complex 2 x 2-matrices, is an example of

00

10
a element which is not normal. Similar result holds for B(C™), n € N.

e In the infinite dimensional case, let S € B(¢2) be the unilateral shift,
i.e. for every &€ = {&, }nen € Lo,

S(€)o:=0, S)n:=¢&,1 if neNT.
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Then for every £ € f5, we have S*(£),, := &,41 for all n € N, hence
S* S is the identity on /5 while SS* is the orthogonal projection onto
the closed subspace {£ € £ | & = 0}.

In particular, S is not normal. |

Clearly real linear combinations of self-adjoint elements are self-adjoint
and since the involution is continuous, Re(M) is a closed real linear sub-
space of M.

In a unital C*-algebra M, for any a € Re(M), (ei“)* =70 = gia,
hence e'* is unitary.

On p.103 projections have already been defined for the special case
for operators in B(X), where X is a Banach space. See also Prop. 2.38
Prop. 2.39 for what has been discussed about projections in B(X), where
X is a Hilbert space.

For T € B(X), where X is a Hilbert space, T*T = 1 means for all x € X
that (T'(x),T(x)) = (x, T*T(x)) = (x,z), by Prop. 2.46. Hence the usage
of the term isometry for the above definition is justified.

An element a € M is an isometry iff ¢* is a coisometry and vice versa.
It is unitary iff it is both an isometry and a coisometry.

=g and |ja|| = 1.

Also, if @ € M is unitary, then a is an isometry, a~

In fact it is easily seen that U(M) C M~! and forms a closed subgroup
of M~1. Moreover, U(M) is closed under the involution. U (M) is also
called the unitary group of M.

Note that the following results lend justification to the use of the sym-

bols U (M), Re(M) etc.
Theorem 3.9. Let M be a unital C*-algebra.
(i) If a e U(M), then o(a) C Sc.

)
(ii) If a € Re(M), then o(a) C R.
(iii) If a € M™, then o(a) C [0, 0).

)

)

)

—~

iv) If a € Proj(M), then o(a) C {0,1}.
If a € Proj(M), then (1 — a) € Proj(M).
Every a € M decomposes as a = ay + iaz, where a1,as € Re(M) are

—~

v
(vi

+ a—d
and as = -
21

unique. Moreover, a; =

(vii) If a € M is normal, then p(a) = |a] .
In particular, Yz € M (||z| = \/[lz*z]| = /p(z*z).
Moreover, for normal a, we have a = 0 iff o(a) = {0}.
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Consequently, it holds in a commutative unital C*-algebra M that
Vo e M (p(x) = |lzl|) and Vze M ((x —0) & (o(x) = {0})).

(viii) Let a € M. Then a is a partial isometry iff a = aa* a.
Consequently, a is a partial isometry iff a* is a partial isometry.

Proof. (i): Let a € U(M). Then |a|| = 1, so o(a) C Bc. Since a* €
U(M), we also have o(a*) C Bc. Moreover, as a~! = d*,

(U(a))_l =o(a™") =0(d") C Be.
From o(a), (U(a))i1 C Bc, we obtain o(a) C Sc.

(ii): Let a € Re(M). As remarked earlier, e® € U(M), hence we have
o(e’*) C Sc by (i). But, by the Spectral Mapping Theorem (Cor. 3.7), we
have o(e'®) = {e'* |\ € o(a)}, implying that o(a) C R.

(iii): Let a € M™, so a = b? for some b € Re(M). Then by (ii) and the
Spectral Mapping Theorem (Cor. 3.7) we have o(a) = a(b)? C [0, 00).

(iv): If @ € M is a projection, then, by (ii) or (iii), o(a) C R. Let
r € R\ {0,1}. Then by using a® = a, clearly (a—r)(a—1+7) =r(1—r) #0,
so(a—r)€ M~ i.e. r ¢ o(a). Hence o(a) C {0,1}.

(v): If a € Proj(M), then (1 —a)* = (1 —a*) = (1 —a) and (1 —a)? =
l-a—a+a>=1-a—-a+a=(1-a),so(l—a)e€Proj(M).

a—+d a—da

(vi): For a € M, if we define a1 := 5 and a; = 5 then
i

clearly a1, as € Re(M) and a = a1 + ias.

On the other hand if for some ay,as € Re(M) that a = ay + iag, then
a4+ d = aj +ias + a1 — iaz = 2a7 and similarly a — a* = 2ia, so a; and as
must have the above forms.

(vii): First note that if ¢ € Re(M), then [|c?|| = |¢'c| = lell?, so it
follows by induction that ||¢*"|| = ||c||2n holds for all n € N.
Let N € "N\ N, then by Thm. 3.6,
N1/2N N joN
ple) = || 77 = flel® /" = el hence p(e) = ]l

Now let a € M be normal. Note that by a being normal, (a")*a”™ =
(a*a)™ holds for all n € N. Let N € *N'\ N, then by Thm. 3.6 again,

—-N —N-—1 * —N-—1
pla)~ o | = 2" = ||(a2N) (@)
N-—-1 — —
— @) ||F " = aal?™* = Valaa) = \/llal* = |lall,
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where equalities on the last line follows from (a*a) € Re(M) and the above
result for self-adjoint elements.

(viii): Let a € M. If a is a partial isometry, then a* a € Proj(M), so
(a*a) = (a*a)? = (a* a)3, hence

(a —aa*a)* (a —aa* a) = (a* a) — (a* a)* — (a* a)® + (a*a)®> =0

s0 |la — aa* al|* = ||(a — aa* a)* (a — aa* a)|| = 0, i.e. a = aa*a.
Conversely, if a = aa* a, then (a* a)? = a*(aa* a) = a* a and (a* a)* =
a* a, hence a* a € Proj(M).
Note that a = aa* a iff a* = a* aa*, so a is a partial isometry iff a* is a
partial isometry. |

Partial converse of the statements in the above theorem will be dealt
with in the next subsection.

In a unital C*-algebra M, by Thm. 3.9(vi), for a € M, we let Re(a)
+d

denote the real part of a, i.e. and Im(a) denote the imaginary

K

. a—a .. .
part of a, i.e. —. This is of course an extension of the use of the same

J
notation for C, which we regard as a subalgebra of M.

Corollary 3.12. Let M be an internal unital C*-algebra and p € Proj(M).
Then

(i) p=0iffp=0.
(ii)) p=1liffp=1.

Proof. Consider only the nontrivial direction.
(i): Since p* = p* = p, we have [|p|* = [lp* p|| = ||p*|| = Ilp|l -
If p = 0, then ||p|| # 1, therefore ||p|| =0, i.e. p = 0.
(ii): By Thm. 3.9(v), (1 — p) € Proj(M).
If p~ 1, then (1 —p) = 0, s0 (1 —p) =0 by (i), i.e. p=1. O

Theorem 3.10. Let M be a unital C*-algebra and My C M be a C*-
subalgebra such that 1 € M. (i.e. a unital C*-subalgebra.) Then

(i) Myt =M"1nM,.

(ii) Vo € Mo (opm(z) = opm,(2)).

Proof. Notice (ii) implies for any a € Mg that a € My iff 0 ¢ o, (a)
iff 0 ¢ oaq(a) iff @ € M1, hence (i) follows from (ii).
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For the proof of (ii), as remarked earlier, o aq(a) C o am, (a) holds trivially
for all a € My, we only need to prove the other inclusion.

First consider any ¢ € Re(My). Let A € C \opq(c). So (¢ — \) € ML,
Choose any a € *C \ *R such that o & A. By Thm. 3.9(ii), oam,(¢) C R, so
ad foam,(c), e (c—a)e "Myt

By Thm. 3.1, M 3 (c— \)"! = (¢ —a)~! € *M,. Since My is a closed
subspace of M, we have (¢ — A\)~! € Mo, i.e. A ¢ o, (c).

Hence we have proved that oa(c) D o, (c) for any ¢ € Re(My).

Next let ¢ € Mg be arbitrary and let A € C\oa(c).

So(c—A) e Mt Leta:=(c—)) € Mgand b := (c— )"t € M.
From ab = 1 = ba we also have a6 = 1 = l*a", hence

(da)(b6") = a"(ab)b = a6 =1 = ba = b(b"'d")a = (bV")(da"a).

i.e. (a*a) € M~1. Since (a*a) € Re(My), we have by what has just been
proved that

(a"a) € MTViff 0 ¢ opq((a"a)) HE O ¢ o, ((a"a)) iff (a"a) € Mg,

hence (a“a) € My and so (bb) € M.
Then b = b(b*a*) = (bb*)a* € My, i.e. (c—A)"1 € Mo, i.e. X ¢ opa,(c).
Therefore oaq(c) D o, (c) holds for any ¢ € M,. O

The results in Thm. 3.10 depends crucially on the C*-properties and
should be compared with remarks on p.190 and the results in Prop. 3.8.

To illustrate what has been discussed so far, consider the following list
of some elementary properties about any concrete C*-algebra C()), where
Q) is a compact space. In fact it will be shown in the next subsection that
all properties about commutative unital C*-algebras are already captured
by the C(2)’s.

Example 3.13. Let €2 be a compact topological space. As remarked al-
ready, C(Q) is a commutative unital C*-algebra, with involution given by
f* = ffor f € C(Q) and C(2) contains 1, the constant unit function.

(i) Let f € C(Q). then f € C(Q)~!iff f is invertible as a function iff Vw €
Q(f(w) #0). If f € C(Q)7!, then f~1 is the function C 3 z +— 1/f(z).

(i) Let f € C(Q2), then for any A € C, X € o(f) iff (f — ) ¢ C(Q)~1 iff
Jw € Q((flw)—A) =0) iff X € f[Q, ie. o(f) = fO.
Consequently, p(f) = | fll.

(iii) f € Re(C() iff f* = fiff f = fiff f/[Q] CRiff o(a) CR.

(iv) Likewise, f € C(Q)T iff f = g* for some g € Re(C(Q)) iff f = |f| iff
19 € [0,00) iff o(a) C [0, c0).
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(v) In particular, f € C(Q)* iff 3g € C(Q) (f = g%9).

(vi) Let f € C(Q)" and r € R+, since f[Q2] C [0,00), there is a unique g €
C(Q)*, f = g". In fact g is the positive 7! root of f. In particular, for
fec )t Vfe ), the positive root and |f| = /f*f € C(Q)T.

(vii) C(2)7 is closed, contains 0,1 and for any f,g € C(Q)T and r € [0, ),
we have (f +rg)[€2] C [0,00) and (fg)[Q] C [0,00), so (f +19),(fg) €
C(Q)". In particular, Vr € [0,00) (rf € C()*1) and 3(f+g) € C(Q)*.
This property is what we call a cone, so C(2)" forms a closed cone in
C(). Furthermore, C(Q)* N (- C(Q)") = {0}, where —C ()7 is the
negative cone {—f | f € C(Q)"}.

(viii) For f € Re(C(Q)), let f1 = max{f,0} and fo = —min{f,0}, then
fi,f2 € C(O)T, fifs = 0 and f = f; — fa. Such decomposition is
unique.

(ix) f € C(Q) is unitary iff it is an isometry iff f*f = 1 iff |f] = 1 iff
f[Q] C Sc. ~

(x) f € C(Q) is a projection iff f = f = f2iff f € Re(C(Q)) and f = f2
iff f|Q] ={0,1} iff o(f) ={0,1}.

(xi) For every f € C(Q)~! (hence 0 ¢ f[]), we can write f = |f|e?A8(f)
where Arg is the principal argument function. Let u = e2™8(f) then
we see that u € C(Q) and is unitary, and f = |f|u can be viewed as
the polar decomposition of f.

(xii) Observe that for f € C(2) the real part Re(f) in the sense of a C*-
algebra agrees with the same notion in the sense of a complex-valued
function. Likewise for Im(f). Moreover,

Re(C(Q)) = Re[C(Q)] = {Re(f) | f € C()} = {f € C()| f[2 C R}
and the same equations for Im[C(Q)] hold similarly. Note that
Re[C(©)] = Im[C(Q)].

(xiii) For any 6 € C(C) and f € C(Q), obviously (6 o f) is continuous, hence
0(f) € C(2). When 6 is analytic on o(f) i.e. on f[€}], this agrees with
the 6(f) obtained from the Riesz functional calculus. For example, let
o(f) cU and C4,...,C, C U be as given on p.198 and 6 : U — C be
analytic, then the Riesz functional calculus gives the function

which is the same as the function > w — H(f(w)) by the Cauchy
Integral Formula.

Consequently, the Continuous Functional Calculus just described
is an extension of the Riesz functional calculus. O
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We end this subsection with the following result about the C'(£2) which
will be an important tool in the next subsection.

Theorem 3.11. (Stone-Weierstrass Theorem) Let Q be a compact topo-
logical space and M C C(Q2) be a C*-subalgebra with 1 € M. Furthermore,
suppose that M separates points in §2, i.e.

Vr,ws € Q (w1 #wn) > (3f € M(Fw) # F(wn)).
Then M = C(Q).
Proof. First we need the following:

CrLAIM 1: For any wy # ws from € and ag, ag from C, there is g € M such
that g(w1) = aq and g(wq) = as.

By M separating points in €, let h € M such that h(wy) # h(ws). If
we define g : ) — C to be the function

ap — Q2

Q3w az+ m(h(w) — h(ws)),

then g(w1) = a1 and g(ws) = as.
Moreover, since 1 € M we have g € M and the Claim is proved.

CramM 2: (i) Let g e MNC(Q)", then \/g € M.
(ii) Suppose g1,92 € M NRe(C()). Then

min{gl,gg}e./\/l and max{gl,gg}e./\/l.

For any g € M NC(Q)", we have o(g) C [0,00) by Thm. 3.9(iii). Now
for each n € NT, let  be the analytic function corresponding to a branch of
the function z — vz +n~"! that includes the positive roots for z € [0, c0).
So the domain of 6 contains ¢(g) in its interior, therefore 8(g) € M by the
Riesz functional calculus. By Example 3.13(xiii), = /g +n~1, the
composition of the positive square root with (g +n~ ) Moreover,

|V9+n1\/§|_‘m+\[’ 1n

hence \/g+n~1 — /g in C(Q) as n — oo.
Since M is closed, /g € M and (i) is proved.
For (i), let g1, g2 € M NRe(C(Q)) and note that

min {g1, 92} = (91 +92— 191 — |) = %(91 +92— V(31— 52) (91 — 92))~
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Hence, by (g1 — g2)(g1 — g2) € M N C(Q)T (Example 3.13(v)) and (i), we
have min {gl,gg} e M.

Consequently, max {gl, gg} =— min{ - 91, 792} e M.

So the Claim is proved.

Now, to prove the theorem, let f € C(2). We would like to find g € *M
such that g =~ *f, then it follows from M being closed that f € M.

As both C(R2) and M are C*-algebras, we have Re(f),Im(f) € C(Q),
Re(C(Q)) C C(2) and Re(M) C M, we may assume that f[)] C R, i.e.
f € Re(C()).

Observe that for any finite list of open sets Vi,..., Vi C Q,k € N, there
is an internal family {U, |w € "} of *open subsets of *2 such that for
eachw € ", we U, and U, C *V,; whenever w € *V;, where i =1,...,k.

Hence it follows from saturation that there is an internal family
{U, |w € *Q} of *open subsets of *} such that for each w € ", w € U,
and for each open subset V C Q, if w € *V then U, C *V, i.e. U, C p(w).

Since "2 is *compact and {U,, |w € *Q} covers (2, there is a hyperfinite
subfamily of {U,, |w € "1} that still covers *Q2. That is, for some N € *N,
there is {wy, |[n < N} C *Q and a family {U,, |[n < N} of *open subsets of
(2 such that

e Vn < N(wn eU, C ,u(wn));
e ) C Un<NUn-

Note °w, € Q for any n < N, by the compactness of €.
Now we are ready to construct the required g € *M. Fix e € RT.

CLAIM 3: For n,m < N, there is gn, € *M N *Re(C(€2)) such that

e VweU, (|gnm(w) - *f(w)| < 6);
o Yw € Up (gnm(w) < *f(w) +e€).

If w, = A\, we simply let g,,, be the constant function *f(w,), which
is in *Re[M] since 1 € M, then the both conditions follows from the con-
tinuity of f.

If wy, % A, we apply Claim 1 to get h € M such that h(°w,,) = f(°wy,)
and h(°X\y) = f(°Ap). Since f € Re(C(€2)), replace h by Re(h), we can
assume that h € Re(C(Q)). Now take gnm, = *h, we see the required
conditions are satisfied by the continuity of h and f. So the Claim is proved.

By transferring Claim 2 and use it hyperfinitely many times, we define
for each n < N the function g, := min{gnm |m < N} € "M N Re(C()).
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Then the following are satisfied:

o Yw € U, (Jgn(w) — *f(w)| < ¢);
o YVw e *Q(gn(w) < *f(w)—|-€)-

By Claim 2 again, we define g. := max{g, |n < N} € *M. Then
o Vw € " (|ge(w) — *f(w)‘ <e).

Since € € RT is arbitrary, we apply saturation to obtain ¢ € *M such
that ¢ = *f and the theorem is proved. O

Corollary 3.13. (Tietze Extension Theorem) Let Q be a compact topo-
logical space and 2 C  be a closed subspace.
Then every continuous f : 0 — C extends to a continuous F : Q — C.

Proof. Note that Q is compact. Let 7w : C(Q) — C(Q) be given by
F i F g and let M = 7[)]. So we need to show that M = C(Q).

By Prop. 1.24, Q is normal, so, by Urysohn’s Lemma (Thm. 1.17), M
separates points in . Clearly, M is a unital normed subalgebra of C(f)
and is closed under the involution.

We leave it as an exercise to show that M is closed, hence M is a unital
C*-subalgebra of C(12).

Therefore the required conclusion follows from the Stone-Weierstrass
Theorem (Thm. 3.11). O

3.2.2 The Gelfand transform

We will show that the Gelfand transform represents a commutative unital
C*-algebra as the algebra of continuous functions: C(£2) for some compact
topological space €.

Given a unital Banach algebra M, a nonzero linear functional
6 : M — C which is multiplicative, i.e. Va,y € M (0(zy) = 0(2)0(y)),
is called a character of M. We let hom(M) denote the set of characters
of M. (The choice of the symbol suggests that characters are also regarded
as homomorphisms of the ring structure.)

Immediately, we see that V6 € hom(M) (6(1) = 1).

Note in particular that 6(xy) = 0(yx) for any x,y € M.

Moreover, if § € hom(M) and a € M \ {0}, then (a — 6(a)) ¢ M1
For otherwise, there is b € M~! such that (a — 6(a))b = 1, then we have
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an absurdity:

1=0((a—6(a))b) = 0(ab - 6(a)b) = 6(ab) — 6()6(5) = 0.
In particular, 8(a) € o(a), hence |6(a)| < p(a) < ||aH by Prop. 3.3. Since
this holds for any a € M, together with 6(1) = 1, we see that ||0]] = 1. In
particular, € is bounded.

Therefore hom(M) C Spy.

We equip hom(M) with the weak*-topology inherited from M’.

Let # € M’ and ¢ € *hom(M) such that § ~ ¢ in the weak*-topology.
Then for any a,b € M, using the weak*-open sets given by a,a,ab, we
have 0(ab) ~ ¢(ab),0(a) ~ ¢(a) and 0(b) ~ ¢(b), hence 0(ab) ~ ¢(ab) =
d(a)p(b) =~ 0(a)d(b), giving O(ab) = 0(a)f(b). Therefore hom(M) is weak*-
closed and consequently, by the Alaoglu’s Theorem (Thm. 2.16), we have:

Theorem 3.12. Let M be a unital C*-algebra, then hom(M) is weak*-
compact. U

Now we concentrate on the commutative case for the time being.
Given a commutative unital C*-algebra M, we define

A:M—C(), where Q=hom(M),
by the evaluation mapping
a(0) = 0(a), for each a € M and 6 € hom(M).

a is called the Gelfand transform of a.

As it should be distinguishable from the context, there is no confusion
of the meaning of G here with that of an element in the nonstandard hull.

If we apply the same definition of the Gelfand transform to the group
algebra of a discrete Abelian topological group (Example 3.2), we get the
Fourier transform, hence the usage of the same wedge symbol.

Note that the weak*-topology is the weakest topology under which all
the a, a € M, are continuous. In particular, the range of the Gelfand
transform is indeed in C(£2).

Observe that the Gelfand transform corresponds to the canonical em-
bedding into the bidual M" given by Prop. 2.23, but with the domain of
the linear functionals M restricted to hom(M).

We let 9M(M) denote the family of all maximal ideals of a Banach
algebra M.

Lemma 3.3. Let M be a commutative unital C*-algebra. Then the follow-
ing mapping is bijective:
Ker : hom(M) — IMM(M), given by 6 — Ker(0).
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Proof. Let 6 € hom(M). Then clearly, Ker(#) forms an ideal of M. As ¢
is linear and its range is C, having dimension 1, Ker(f) is maximal. Hence
the range of Ker is indeed 9(M).

Next let I C M be a maximal ideal, let 8y : M — M/I be the homo-
morphism y(z) := (x + I), v € M. By Cor. 3.5, let 7 : M/I — C be the
isometric isomorphism. Then for 6 := 7 o 6y, we see that § € hom(M) and
Ker(f) = I. Therefore Ker is surjective.

Now suppose 61,02 € hom(M) and Ker(6;) = Ker(¢2). Then for any
a € M, we have (a — 61(a)) € Ker(6;) = Ker(6:), so 62(a — 61(a)) = 0,
hence 62(a) = 01 (a), therefore 1 = 2. So Ker is injective. O

Observe where commutativity is used in the above proof.

Theorem 3.13. Let M be a commutative unital C*-algebra and a € M.
Then o(a) = {6(a) |0 € hom(M)}.

Proof. The inclusion D follows from a remark on p.220.

For the other inclusion, let A € o(a). So (a—\) ¢ M~1, hence (a—\)M
is a proper ideal of M, extendable to some maximal ideal I. Then by
Lem. 3.3, let 6 € hom(M) such that I = Ker(#) and we get 6((a—\)) =0,
i.e. 6(a) = A. O

Given a unital C*-algebra M, # € hom(M) and a € Re(M), by con-
sidering the commutative unital C*-algebra M, generated by a, noticing
0 [ m, € hom(M,) and applying Thm. 3.9 and Thm. 3.13, we conclude that
6(a) =6 [ am, (a) € R. Likewise, 6(a) € [0,00) whenever a € M™, etc.

Corollary 3.14. Let M be a unital C*-algebra. Let § € hom(M) and

a € M. Then 6(a*) = 0(a).
Proof. By Thm. 3.9, write a = a1 + iaq, where a1, as € Re(M).
The above remark implies that 0(a1),0(az) € R, hence
0(a*) = 0(a; —iaz) = 6(a1) —ib(az) = O(ay) + i0(az) = O(ay + iaz) = 6(a).
]

Corollary 3.15. Let u € U(M), where M is a commutative unital C*-
algebra. Then it holds for any a € M that p(a) = p(au).

Proof. By Thm. 3.9(i) and Thm. 3.13, for any 6§ € hom(M), we have
0(u) € S, hence [0(au)| = |0(a)| [6(u)| = |0(a)].
Therefore by Thm. 3.13 again,
p(au) = sup { |#(au)| | € hom(M)}

=sup{|0(a)| |# € hom(M)} = p(a). O
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Corollary 3.16. Let M be a unital C*-algebra and a,b € Re(M).

(i) If ab = ba then o(a+b) C (o(a) + o (b)).
(ii) If ab=0=ba then o(a+b) C (c(a) Uo(b)) C (a(a+ b) U{0}).

Proof.  (i): Under the given assumptions, M, ;) is a commutative unital
C*-subalgebra of M.

By Thm. 3.10(ii), we have o4, ,,(a) = o(a), omy, ,, (b) = o(b) and
OMiayy (@ + D) = o(a +b), so we assume without loss of generality that
M = M{a,b}'

Then it follows from Thm. 3.13 that

o(a+0b)={0(a+0b)|6 € hom(M)}
= {0(a) + 0(b) |0 € hom(M)} C (o(a) + o(b)).

(ii): We continue with the setting in (i). Suppose ab = 0 = ba.
Then for every 6 € hom(M), as 0(a)f(b) = 0(ab) = 0, we cannot have
6(a) # 0 # 6(b).

Hence, for every 6 € hom(M), we have
either O(a+0b) =6(a) or 6H(a+b)=20(b).

In any case 6(a + b) € (o(a) Uo(b)). So we conclude by Thm. 3.13 that
o(a+b) C (o(a)Uc(b)).

For the other inclusion, for any # € hom(M), if 6(a) # 0, then 0(a) =
O(a+b), i.e. 6(a) € o(a+b). Likewise if 6(b) # 0, then 6(b) € o(a + b).
Therefore, by Thm. 3.13, we have (o(a) Ua(b)) C (o(a + b) U{0}). O

A mapping 0 : M — M between two unital C*-algebras M and M is
a *homomorphism if it is a homomorphism in the algebra and C* sense,
ie. Ve, ye M VaeC

o (0(z+ay)=0(z)+ab(y) A (0(zy) =0(x)0(y)) A (6(1) =1)
o 6" = (6(2))".

If in addition, 6 is injective, it is a *isomorphism. In this case we also
say that 0 embeds M into M and 6 is a C*-embedding.

Note that we do not require a *isomorphism to be surjective. When
there is need, we would specifically mention whether the *isomorphism is
onto or just into the target algebra. Note also that an isometric *homo-
morphism between unital C*-algebras must be a *isomorphism. It will be
shown in Thm. 3.15 for a *homomorphism, isometry is the same as *iso-
morphism.
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By Cor. 3.14, a character of a unital C*-algebra is a *homomorphism
into C.

Now we prove that every commutative unital C*-algebra is representable
as an algebra of continuous functions on some compact set. Hence we have
a classification of all commutative unital C*-algebras.

Theorem 3.14. Let M be a commutative unital C*-algebra.

Then the Gelfand transform A : M — C(Q), where Q = hom(M), is an
isometric *isomorphism onto C(Q).

(In fact isometry follows from being a *isomorphism, by Thm. 3.15.)

Proof. Let a,be M, aeC, and 6 € Q. Then

— ~

(a+ ab)(0) = 0(a+ ab) = 0(a) + ab(b) = a(f) + ab(h),

— o~

(ab)(0) = 0(ab) = 6(a)d(b) = (a(0)) (5(9)), a*(0) = 0(a”) = 0(a) = a(d),

where the last equality follows from Cor. 3.14.

So the Gelfand transform is a *homomorphism.
Moreover, for a € M,

lal[* = max |6(a)|* = max (6(a) (a)) = max (6(a") (a)

— * _ * _ * _ 2
= max0(a"a) = pla*a) = la"al| = .
where the last line follows from Thm. 3.13 and Thm. 3.9(vii). So we get
lall = llal -
Therefore the Gelfand transform is an isometry.
Consequently, for a,b € M,

a=b iff 0=|la—b|=]|a—b]| iff 0O=la—b]| iff a=b,

i.e. the Gelfand transform is injective, i.e. a *isomorphism.

So the Gelfand transform embeds M onto a unital C*-subalgebra of
C(€2). Moreover, it separates points: for 8, # 6 in Q = hom(M), there is
a € M such that 6, (a) # 02(a), hence a(01) # a(62).

Now the surjectivity follows from the Stone-Weierstrass Theorem
(Thm. 3.11) and we conclude that the Gelfand transform is a *isomorphism
of M onto C(Q). O

For a not necessarily commutative unital C*-algebra, Thm. 3.14 is still
applicable to M, the C*-subalgebra generated by a € M, when a is nor-
mal, as 1 € M, and is a commutative C*-algebra of M. By the Gelfand
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transform in Thm. 3.14, from Thm. 3.13 and Example 3.13(ii), by recalling
Thm. 3.10(ii) that oy is the same as oy, , we have:

Corollary 3.17. Let M be a unital C*-algebra. Then for every normal
element a € M and Q := hom(M,),

om(a) = alQ] = oc(a)(a).
O

Consider a commutative unital C*-algebra M, @ = hom(M) and a €
M. Then for every § € C(o(a)), by the Gelfand transform in Thm. 3.14
and Cor. 3.17 there is an unique b € M such that b = 0(a) € C(€).

We define this unique b as 6(a). This is referred to as the Continuous
Functional Calculus on M. It is more convenient than the Riesz func-
tional calculus, even for a simple example such as the positive root, \/m
is defined for every a € M, but is not available from analytic functions, as
0 is a singularity for any branch of the square root function.

However, as in Example 3.13(xiii),the continuous functional calculus
extends consistently the Riesz functional calculus: Suppose 6 is analytic on
o(a). As the argument for the general case is similar, we assume that o(a)
is simply connected and let a simple closed smooth counterclockwise curve
C be in the interior of the domain of f with o(a) inside and be parametrized
by v : [0,1] — C. By viewing 6(a) as given by the Riesz functional calculus,
we have at each w € 2 the value of the Gelfand transform of 6(a) given by

9/(\(1)(w) =w(f(a)) = w<21m /c 0(z)(z — a)_ldz>
= oo 000 - @) o - 1))
k=1
g (1 300010 (0) — @)~ 1)

i

_ 2m/e (2 — w(a)dz = 6(w(a)),
where the limit is taken over all partitions of [0,1] as 0 =ty < 1 < -+ <
t, =1, n € N. Equalities on the third and fourth lines are justified by the
convergence of the Riemann sums and the continuity of 6.

As O(w(a)) = 0(a(w)) = (§oa)(w) = 6(a)(w), the value at w of the
Gelfand transform of 6(a) viewed by the continuous functional calculus is
the same as that viewed by the Riesz functional calculus, hence both views
of 6(a) are the same by the *isomorphism of the Gelfand transform.
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By Cor. 3.17, we also have

om(0(a)) = 0(a)[Q) = 0(a)[2) = 0[a[] = 0[oc()(a)] = 0[om(a)].

In the case of noncommutative unital C*-algebra M, the continuous
functional calculus can still be defined for normal elements a € M, for the
C*-subalgebra M, generated by a is commutative and contains 1.

Note that then the Gelfand transform is defined on M, i.e.

A: Mg — C(hom(M,)).
We also have oy, (6(a)) = 8o, (a)], but by Thm. 3.10(ii), opq is the

same as oy, S0 o (0(a)) = o] holds.
We thus summarize all these as follows.

Corollary 3.18. (The Continuous Functional Calculus) Let M be a unital
C*-algebra. Then for every normal element a € M and f € C(o(a)), an
element f(a) € M is uniquely definable from

f/(;) = f(a), where A is the Gelfand transform on M,.

(Hence 11£(@)] s = 1 logoay -

This is in agreement with the Riesz functional calculus when f is an-
alytic on o(a). Moreover we have the Spectral mapping Theorem for
continuous functions:

o(f(a)) = flo(a)].

If M is commutative, all the above hold for every a € M. O

The following shows that a *isomorphism is automatically an isometry,
i.e. the topological property is already encoded in the algebraic properties
of the C*-algebra.

Theorem 3.15. Let M and M be unital C*-algebras. Let m: M — M.

(i) If © is a *homomorphism, then m € B(M, M) with ||z|| < 1, i.e. a
contraction.
(ii) If w is a *isomorphism, then m is an isometry.

Proof. (i): Firstly, 7 is clearly linear.

To show that ||7|| < 1, we first note that by being a *homomorphism,
T[M™] C M. Hence Yz € M (o (7(2)) Com(@)).

If ¢ € M is normal, then 7(c) is also normal. So, by Thm. 3.9(vii), we
have both ||¢|| = p(c¢) and || (c)|| = p(7(c)). Moreover, by the above,

p(m(c)) = max{[Al [ A € o ;(7(c))} < max{|]A| [A € or(c)} = plc).
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Therefore, it holds for any a € M that

2 * * * 2 .
[m(@)]” = llm(a)* 7 (a)]| = [[x(a” a)[| < lla* all = [|lal|", i.e. [x(a)ll < all,
showing ||7|| <1 and in particular 7 € B(M, M).

(ii): We need to show that Vo € M (||« (z)|| = [|z] ).

It suffices to show that Vz € Re(M) (||7(z)|| = [z|). Because this
implies for any a € M that (since (a*a) € Re(M))
Im(@)|* = ||(n(a) “m(a)|| = lI(a* a)]| = l|a* al| = |la]>.

So fix a € Re(M) and show that ||7(a)| = ||a| -
CLAIM: hom(/\/la) = {(9 o [Ma) |9 S hom(./\;lﬂ(a))}.
Proor oF THE CLAIM: First note that, by (i), as a contraction, 7 is con-
tinuous in norm. Therefore, as a *isomorphism, we have W[Ma} C /\;lw(a).
For convenience, denote 2 := hom(M,) and let Qo := {(@omam,) |0 €
hom(Mﬂ(a))}.

First note that g is weak*-compact in € : Let ¢ € g, i.e. for some

6 € *hom(My(,)) we have ¢ = (6 o 7 [arq,). Then since hom(My(,)) is
weak*-compact, for some 1) € hom(My(,)) we have § ~ ¢ in the weak*-
topology. Then, in the weak*-topology, ¢ ~ (¢ o7 a1,) € Qo.

If 6 e hom(/\;l,r(a)), then clearly, (6 o w[aq,) € hom(M,), so the inclu-
sion Qg C £ is trivial.

Now suppose there is some 6 € Q\ . Since ) is compact in the weak*-
topology, it is a Tychonoff space (Cor. 1.8), so there is F' € C'(2) such that
F(6) =1 and F[Q] = {0}.

By Thm. 3.14, there is ¢ € M, such that F = ¢, using the Gelfand
transform on M,. Then

O(c)=¢(0) =F(@) =1 and ¢(c) =c(¢) = F(¢p) =0 for all ¢ € Q.
The former implies that ¢ # 0. By Thm. 3.13, the latter implies that
VI (7(c)) = {0}, hence w(c) = 0 by Thm. 3.9(vii) and 7(c) being nor-
mal. (M, is commutative and 7 is a *isomorphism, so 7[M,] is commu-
tative. In particular, m(c) is normal.)

Therefore we have a contradiction to 7 being injective from ¢ # 0 but

m(¢) = 0. The Claim is proved.

Now as both a and 7(a) are self-adjoint (and hence normal), we get
from Thm. 3.13 and the Claim that

~ = ~ = ~ = 9
@l = 5@ s, = P, (50 = mas  0(r(@)

= max 6H(a)= a) = lla —Tall...
fchom(M,) (@) = pm,(a) = | HMa llall o

Therefore (ii) is proved. O
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By Thm. 3.15(ii), for a unital algebra with an involution operation,
there is at most one norm turning it into a unital C*-algebra.

In Thm. 3.15(i), if we let I = Ker(w), then it is easy to see that I
is a closed ideal of M. By Prop. 3.10, M/I is a unital C*-algebra. Let
71 M/I — M be given by mr(x+I) = n(z), where z € M. Then 77 is a
*isomorphism, hence 7;[M] is a unital C*-algebra, by Thm. 3.15(ii). Since
w[M] = 71[M], we have the following:

Corollary 3.19. Let m : M — M be a *homomorphism between unital
C*-algebras M and M. Then 7[M)] is a unital C*-subalgebra of M and,
in particular, m[M] is closed. O

With the availability of the continuous functional calculus, we are ready
to prove some useful properties motivated by Example 3.13.
The following contains the converse of some assertions in Thm. 3.9.

Theorem 3.16. Let M be a unital C*-algebra and a € M be normal.
Then the following hold.

(i) Let f € C(o(a)). Then f(a) is normal.
(il) a e U(M) iff o(a) C Sc.
(i) @ € Re(M) iff o(a) CR.
(iv) a € MT iff o(a) C [0, 00).
(v) a € MT iff a € Re(M) and || |lal| — a|| < ||a] .
(vi) £ta € MT iffa=0.
(vii) a € Proj(M) iff o(a) C {0,1}.

Proof. (i): Since f(a) € M,, we have (f(a))* € M,. As M, is commu-
tative, f(a) commutes with (f(a))".

(ii): Onme direction was given in Thm. 3.9(i). For the other one, suppose
o(a) C Sc, then a[Y] = o(a) C Sc, by Cor. 3.17, where Q := hom(M,).
Then for any w € Q, (@0 a)(w) =1, Hence (@oa) =1, i.c. ata=a*a=1,
therefore, by the Gelfand transform, a*a = 1.

By a being normal, also aa* =1, so a € U(M).

(iii): Again, by Thm. 3.9(ii), we consider the other direction and let
o(a) CR. Let f € C(C) be the function f(z) =z — z. So
flo(@)] ={A=X|A € a(a)} ={0}.

By Cor. 3.18, f[o(a)] = o(f(a)), so o(f(a)) = {0}. By (i), f(a) is normal,
so it follows from Thm. 3.9(vii) that f(a) = 0, implying a — a* = 0, i.e.
a € Re(M).
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(iv): By Thm. 3.9(iii), we consider the other direction and let o(a) C
[0,00). Let f(z) = +/z be a branch of the square root function that includes
the positive roots. By Cor. 3.18, o(f(a)) C [0,00), so f(a) € Re(M)
according to (i) and (iii). Furthermore, (f(a))2 = f?(a) = a, therefore
ae M.

(v): Let Q := hom(M,).

Suppose a € M™. Then clearly a € Re(M). By (iv), o(a) C [0,00),
hence a[Q2] C [0,00), by Cor. 3.17. So Vw € Q (0 < a(w) < [|a]| ), implying
| llall — a|| < l|all, therefore || [|a]| — a|| < |lal|, by Cor. 3.17 and Cor. 3.18.

For the converse, we have o(a) C R and similarly || [lal| — a|| < [lal|.
It follows then a(w) > 0 for all w € Q, hence o(d) C [0,00) and thus
o(a) C [0,00), therefore a € M™ by (iv).

(vi): For the nontrivial direction, if +a € M™, then by (iv), we have
o(a) C[0,00) and — [o(a)] =0o(—a) C [0,00),
hence o(a) = {0}. Therefore, by Thm. 3.9(vii), a = 0.
(vii): One direction is Thm. 3.9(iv). So suppose o(a) C {0,1}. Then by
(iv), a* = a. Let f € C(C) be the function f(z) = z — 22. By Cor. 3.18,

{0} = flo(a)] = o (f(a)) =0o(a—a?), so a—a? =0 by Thm. 3.9(vii), i.c.
a=a* = a? and so a € Proj(M). O

Corollary 3.20. Let M be a unital C*-algebra and a € M™.
Then (||la|| — a) € MT.

Proof. By Thm. 3.16(iv) and Thm. 3.9(vii), o(a) C [0, ||a||]. Then by
Cor. 3.18, o(|la]l — a) = (lla]| — o(a)) < [0, [lall].
Hence (||a|| —a) € M by Thm. 3.16(iv) again. O

Because of Thm. 3.16, we can decompose a self-adjoint element as the
sum of a positive and a negative element. Note the resemblance between
this and the Hahn-Jordan Decomposition of a signed measure given on
p. 35.

Corollary 3.21. Let M be a unital C*-algebra and a € Re(M).
Then there are unique ai,as € M™ such that

a=a1 —ay and aijas =0 =asa;.

Moreover, [lay], [laz|| < [la] -
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Proof. Note that a is normal. Let f1, fo € C(C) be given by
f1(2) == max {Re(z),0} and f5(z) := —min {Re(z),0}.

Define a; := fi(a) and ag := fa(a).
Then fi(a) and f2(a) are both normal, since they are elements of M,
which is a commutative unital C*-algebra. Moreover,

o(ar) = fi[o(a)] € [0,00) and o(az) = f2]o(a)] C [0,00),

so it follows from Thm. 3.16(iv) that ai,as € M, so aj,as € M™T.
Also, f1 + f2 is the identity function, therefore

it = (fu(a) + fo(@) = f1(0) + fala) =4

and it follows from the Gelfand transform (for M,) that a; + as = a.
Furthermore, ajas = 0, since

araz = G162 = fi ( )f2( ) = fi(a)f2(a) = (f10 f2)(a) =

Note that a; commutes with as, since both are elements of M, and a
is normal.

As for the uniqueness, suppose a = b; — by for some by, by € M™ with
b1by = 0 = bab;. Since bja = b% = aby; and bya = —by = abo, all elements in
M U{b1,bo} commute with each other, by the remark on p.211.

Let M be the C*-subalgebra of M generated by M, U {b1, by}, then
1 € M and M is commutative. From the Gelfand transform for M, we
have 1, as, by, by : hom(/\/l) [0, oo) From a = a; — ay = by — by and
a1as = 0 = b1by, we have a1 — ag = b1 bg and a1a9 =0 = b1b2 The latter
implies Jw € hom (M) ((a1(w) > 0) A (42(w) > 0)) and similarly for by, by.
Hence we conclude that a; = 131 and ao = I;Q, therefore a; = b1 and ay = bs.

Finally, by Thm. 3.9(vii), ||a1|| = p(a1). By Cor. 3.18, since o(a1) =
filo(@)] € [0, lall], we get [lar]| < Jla] . Likewise, flaz]] < [la] O

Positive elements plays an important role in unital C*-algebras by re-
flecting their key algebraic structures. So we continue with the followings.

Theorem 3.17. Let M be a unital C*-algebra. Then:

(i) M forms a closed cone and M N (— MT) = {0}.
(ii) (M*)" =M™ holds for all v € (0, 0).

(iii) Vo € M ((w EMY) & (FyeM(z= y*y)))
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Proof. (i): Clearly rM™ C M™ holds for all r € [0,00). So it suffices to
show that M™ N By is closed convex. But by Thm. 3.16(v),
MT N By =Re(M) N {z e M[ (2] <A1 -2l <D},

with both sets on the right side being closed convex, hence MT is closed

convex.
The other statement about M* follows form Thm. 3.16(vi).

(ii): Let @ € MT and r € (0,00). By the Gelfand transform for M,,
we have by Cor. 3.18 that o(a”) = (a(a))r C [0,00), hence a” € M* by
Thm. 3.16(iv). Therefore (M*)" c M*.

Consequently, (M*)l/r C M™, so we also get M+ C (M*)".

(iii): The direction (=) is trivial.

For the nontrivial direction, first we need the following;:
CrAIM: Let ¢ € M. Then (c*c + cc*) € M.

By Thm. 3.9(vi), decompose ¢ = ¢ + icz, where ¢1, c2 € Re(M). Then

cfetect =2(c2 +c2) e MT

by ¢2,c2 € M* and (i) and so the Claim is proved.

Now let a = c*c for some ¢ € M. We need to show that a € M™.

Clearly a € Re(M). Therefore, by Cor. 3.21, we have the decomposition
a = a; — ay for some a1, as € M* with ajas = 0 = asa;. Then

—(cas)* (caz) = —asc*cas = —asaay = ay € M,

by (ii). Consequently, by the Claim and (i), we get

(caz)(caz)* = (((cag)* (caz) + (caz)(caz)*) — (caz)* (cag)) c M+,

So, by Thm. 3.16(iv), o ((caz)(caz)*) C [0,00). Hence, by Prop. 3.4, we also
have o ((caz)* (caz)) C [0,00), i.e. ((caz)* (caz)) € MT, by Thm. 3.16(iv)
again.

Note that (caz)* (cas) = asc*cas = azaay = —a3, so we have +a3 € M+
and hence a3 = 0 by Thm. 3.16(vi). Since ay € M™, it is necessary that
az = 0, by Thm. 3.9(vii).

Therefore we conclude that a = a; € M™T. O

We define a natural partial ordering on M by letting a < b, where
a,be M,if (b—a)e M+ and a <bif (b—a) e MT\ {0}.

Then, because of Thm. 3.17(i), < is a partial ordering: it is clearly
reflexive, as 0 € M™T; it is antisymmetric, for if a < b < a, then (b —a) €
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Mt N ( — ./\/l“'), hence a = b; and it is transitive, for if a < b < ¢ then
(c—a)=(c—b)+ (b—a) e MT, ie. a<ec.
Note that 0 < x is the same as x € M™.

Proposition 3.11. Let M be a unital C*-algebra.

(i) Yz e M* (z < [|z]]).
(ii) Vo € MTVy e M ((y*zy) € MT).
(iii) Yo,y € M ((zy)*(zy) < ||lz|” y*y).

Proof. (i): Let a € M™. Then o(a) C [0,[al), by Prop. 3.3 and
Thm. 3.16(iv). Now apply Cor. 3.18 to the function f(z) = |la|| — z, we
have ([lall - a) = flo(a)] C [0, ).

So it follows from Thm. 3.16(iv) that 0 < (||a]| — a), i.e. a < [|a]|.

(i): Let a € M* and b € M. By Thm. 3.17(ii), let ¢ € M* such that

c? = c¢*c = qa, then

b*ab = b*c*cb = (cb)*(cb) € MT,
by Thm. 3.17(iii).

(iii): Let a,b € M. By Thm. 3.17(iii), b*b € M™, so it follows from (i)
that b*b < ||b*b]| = ||b])*.

Then by (ii), we get 0 < a*( [l]]> — b*b)a = 16> a*a — a*b*ba, hence
(ba)*(ba) < ||b]|* a*a. 0

The following gives some information about the partial ordering <
within a monad.

Proposition 3.12. Let M be an internal unital C*-algebra and a,b € M
are such that a = b.
Then there is ¢ € M such that c~a ~b and a,b < c.

Proof. Letd=a—b=~0.Then by Cor. 3.21 there are dy,ds € M™ such
that d:d1 —dg andd1 %OWdQ

Now define ¢ = a + d; + do. Then ¢~ a ~ b.

Moreover, as required, (c—a) = (d1+dz) € M* and (¢—b) = 2d; € MT,
by Thm. 3.17(i). O

As a consequence of Thm. 3.17(iii) and the continuous functional cal-
culus (Cor. 3.18), in a unital C*-algebra M, we define the modulus of an
element a € M as

la| == Vaa* € M.
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Proposition 3.13. Let M be a unital C*-algebra.

(i) If a € Re(M), then |a| = a1 + az, where a1, as € M™ with ajay =0 =
asay 1s the decomposition given by Cor. 3.21.
(ii) (Polar Decomposition) If a € M™1, then there is u € U(M) such that

a = |a]u. Moreover this decomposition is unique in the sense that if
there is b € M~ and v € U(M) such that a = bv, then b = |a| and
v =u.

Proof. We give part of the proof of (ii), the rest is left as an exercise.
Since a € M1, o(|a]) C (0,00), hence |a| € M~L. Let u := |a| " a.
Note that (|a|™")" = (|a|*)_1 =la]™". So

wu=ala| ?a=a"(ac*) ta=1 and wu*=l|a| " |a’|a]”t =1,
therefore w is unitary and a = |a|u. O

One should compare the above Polar Decomposition for invertible ele-
ments with Example 3.13(xi).

Observe that, as remarked earlier, if a € Re(M), then e € U(M),
hence Prop. 3.13 implies that ’ei“’ = 1. On the other hand, not every
unitary element has the exponential form and Prop. 3.13 is as close as one
can get for the decomposition.

We end this subsection with an application of the representation given
by the Gelfand transform.

Example 3.14. (Stone-Cech compactification of a Tychonoff space.)

Let X be a Tychonoff space. Apply Thm. 3.14 to M = C(X), we see
that Cy,(X) is *isomorphic to C(£2), where Q@ = hom(Cp(X)). (Recall a
*isomorphism is automatically a isometry.)

For each z € X let 0, denote the functional Cy,(X) > f — f(z) given by
the evaluation. It is easy to see that 6, is nonzero, linear and multiplicative.
Moreover |f(z)| < || f], for all f € Cp(X), so 8, is a character, i.e. 6, € ).
Clearly, the mapping X 3 z +— 6, is an bijection onto its image. Neighbor-
hoods of 6, are generated by subsets of the form {¢ € Q| |p(f) — f(z)| < €}
for some f € C,(X) and € € RT, whose restriction on {6, |y € X} has the
form {60, (y € X) A (|f(y) — f(z)| < €)}, hence X is homeomorphic to
{0y |y € X} and so we identify X C § as a subspace.

Moreover, X is dense in €. For if not, let ¢ € Q\ X. Then by Prop. 1.24
and Urysohn’s Lemma (Thm. 1.17), there is F € C'(2) such that F(¢) =1
and F[X] = {0}. By Thm. 3.14, F has the form f for some f € M = C,(X),
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so F[X] = {0} implies for all z € X that 0 = f(z) = 0,(f) = f(x), hence
f =0, the zero function, which implies F' = 0, a contradiction.

Note that if f : X — [0, 1] is continuous, then f € C,(X) = M, hence
f:Q — Cis continuous. For each z € X, f(z) = 0,(f) = f(0.) = f(x),
through the identification of x with 6,,, hence f extends f. Since X is dense
in  and f is continuous, f and f have the same compact range [0, 1], i.e.
f:Q —[0,1]. So if we let Sf := f then the first two requirements in the
definition in §1.6.6 are satisfied.

Therefore, by Prop. 1.29, the Stone-Cech compactification of the Ty-
chonoff space X is just hom(Cb(X)).

Moreover, by Prop. 1.30, for any Tychonoff space X and compact topo-
logical space Y, any continuous f : X — Y extends uniquely to a continuous
function 8f : hom(C’b(X)) —Y.

If X =N, we have C,,(N) = £, 80 £ is *isomorphic to C(8N) and SN
can be identified with hom(¢s).

Furthermore, by Example 2.1, ba(N) = C(8N)’. O

3.2.3 The GNS construction

For a general unital C*-algebra, we will show that it can be represented as
a subalgebra of some B(H), the algebra of operators on a complex Hilbert
space H, via the Gelfand-Naimark-Segal construction.

Unless specified otherwise, M always denote a not necessarily commu-
tative C*-algebra throughout this subsection.

A linear functional ¢ : M — C is called a positive functional if
Vo € MT (¢(z) € [0,00)).

Note that if ¢1, ¢ are positive functionals and r € RT, then (¢1 + r¢z)
is a positive functional.

Almost identical to the proof of Thm. 3.9(vi) and the proof of Cor. 3.21,
one can show the following.

Proposition 3.14. Every ¢ € M’ is a linear combination of positive func-
tionals. (In fact only four positive functionals are enough.) O

Proposition 3.15. Let ¢ : M — C be a positive functional. Then

(i) Vz € Re(M) (¢(z) € R);

(ii) Ve e M (gb(x*) = gb(x))

Proof. (i): If a € Re(M), decompose it as a; — az, where aj,ay € MT
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as given by Cor. 3.21. Then ¢(a) = ¢(a1) — ¢(az) € R, since ¢(a1), p(asz) €
[0,00) by ¢ being positive.
(ii): If a € M, decompose it as aj + iaz, where a1, as € Re(M) as given
by Thm. 3.9(vi). Then by (i),
¢(a) = ¢(ar) + id(az) = Plar) — id(az) = (a1 — iaz).

By af = a1 and a} = as, we have a* = a1 — iag, therefore ¢(a*) = ¢(a). O

Note that if ¢ is a positive functional and a,b € Re(M) such that a < b
then ¢(a) < (b).

Lemma 3.4. Let ¢ : M — C be a positive functional.
Define (-,-)y : M? — C by (z,y)y := d(y*z), 2,y € M. Then (-,-)4
forms a pre-inner product on M.

Proof. Let a € M, then (a,a)s := ¢(a*a) € [0,00), since a* a € M™T by
Thm. 3.17(iii).
For ay,a2,b € M and a € C, clearly we have
(a1 + aas, b)g = (a1,b) + a(az, b)s.

For a,b € M, by Prop. 3.15(ii), we get

(a,b)p = ¢(b* a) = ¢((a* b)) = ¢(a*b) = (b, a)y.
Therefore (-, )y forms a pre-inner product. |

We continue to use the notation (-, -)4 throughout.

Theorem 3.18. ¢ : M — C is a positive functional iff ¢ € M’ and
8]l = o(1).

Proof. (=) :Let a € Sp. So |la*a| = |la]|®> = 1 and ¢(a*a) > 0 since
a*a > 0. In particular, 0 < ¢(a*a) < ||a]|.
By the Cauchy-Schwarz Inequality (Thm. 2.25(i)),

[¢(a)] = [o(1 - a)] = [{a, )| < /(a,a)s1/(1, 1) = v d(a*a)/o(1).

Hence |¢(a)\2 < ||#]l (1) for any a € Spq. Hence ||| < ¢(1). As |1 = 1,

we get [|o]| = ¢(1).
Note in particular that ¢ € M.

(<) : Consider ¢ # 0, replace ¢ by ||¢|| " ¢ if necessary, we assume that
o]l = 1.
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Let a € M*. So a(a) C [0,]lal]], by Thm. 3.16(iv) and Thm. 3.9(vii).
We will show that ¢(a) € [0, ||a||]. If this is not the case, ¢(a) is separated
from a ball that includes [0, ||a]|]. .e. there is o € C and r € RT such that

¢(a) ¢ Be(a,r) 2 [0, [lal].
Since (a — a)* = (a — @), (a — ) is normal and Thm. 3.9(vii) applies.
Moreover, by the continuous functional calculus (Cor. 3.18), o(a — a) =
o(a) — a, hence p(a — o) = dist(a, 0(a)). Therefore

r <[p(a) - a| = [¢(a) — agp(1)] = |¢(a — )]
< lla— o = pla — @) =dist(a, 0(a)) <7,
impossible. So ¢(a) € [0, ]|a||]. In particular, ¢(a) > 0. O

A positive functional ¢ : M — C is called a state if ¢(1) = 1. By
Thm. 3.18, states are positive functionals belonging to the unit sphere Sy .
Note that by Prop. 3.14, linear functionals on M are linear combination of
states.

If ¢1,¢o are states and r € [0,1], Then (r¢y + (1 —r)@s) is a positive
functional. Moreover, (r¢1 + (1 — 7)¢2)(1) = 1, hence (r¢1 + (1 — r)¢2)
is a state. Let S(M) denote the set of states on M, so S(M) is convex
subset of Sxq. It is not hard to see that S(M) is weak*-closed subset of
S, hence it is weak*-compact, by the Alaoglu’s Theorem (Thm. 2.16).

By the Krein-Milman Theorem (Thm. 2.32), S(M) = conv(E) (the
weak*-closure), where E C S(M) is the set of extreme points. Such extreme
points are called pure states. So each state is infinitely close to a convex
combination of pure states, for this reason, non-pure states are called mixed
states.

Note that by the Hahn-Banach Theorem, the identity mapping on C
extends to a state on M. In particular, states exist for every unital C*-
algebra. In fact, by Thm. 3.18, hom(M) C S(M).

Example 3.15.

o Let M = B(C") be the C*-algebra of n x n matrices over C, n € N.
Let P € M be a matrix with positive real entries such that the trace
Tr(P) = 1. (i.e. the main diagonal entries sum up to 1.) Then the
functional given by M > M +— Tr(MP) is a state.

o Let M = C,(Q2), where Q is a locally compact space. Let u be a Borel
probability measure on 2. Then the functional given by M > f —
fQ fdu is a state. It is a pure state if p is a Dirac delta measure, i.e.
for some a € Q, p({a}) = 1. O



236 Nonstandard Methods in Functional Analystis

It turns out that positive elements are normed by pure states.

Proposition 3.16. Let M be a unital C*-algebra and a € M™.
Then there is a state ¢ such that ¢p(a) = ||al| .
Moreover, such ¢ can be chosen from pure states.

Proof. By Thm. 3.9(vii), p(a) = ||la||, and by Thm. 3.16(iv), o(a) C
[0,00), so |la|| € o(a). Since o, (a) = o(a) (Thm. 3.10(ii)), |la| € om, (a).

Now Thm. 3.13 implies that ||a|| = 6(a) for some 6 € hom(M,).

By the Hahn-Banach Theorem, 6 extends to some ¢ € M’ with ||¢|| =
191l r4, - So

ol =100, =1 and (1) =0(1) =1,
hence ¢ € S(M), by Thm. 3.18.

Therefore C' := {¢ € S(M) | ¢(a) = ||al|} # 0.

It is clear that C is a closed convex subset of S(M), hence it is weak*-
compact by the Alaoglu’s Theorem (Thm. 2.16). Then it follows from the
Krein-Milman Theorem (Thm. 2.32), C' contains extreme points. Let ¢ € C
be an extreme point.

Then ¢ is also an extreme point in S(M) : For if ¢ = (¢1+¢2) /2, where
¢1, 02 € S(M), then

lall = 6(a) = 5 (61(0) + 62(@)) < 3 (llal + all ) =

and as ¢1,¢2 are positive, we must have ¢1(a) = |la]| = ¢2(a), hence
@1, 02 € C implying ¢1 = @2 = ¢, therefore ¢ is an extreme point in S(M).
By definition, such ¢ is a pure state. (|

In the following, GINS stands for “Gelfand-Naimark-Segal” and we now
describe the construction of representing an arbitrary C*-algebra M due
to these discoverers.

By a GNS representation of M we refers to a pair (7, H), where H
is a complex Hilbert space and 7 : M — B(H) is a *homomorphism.

Note in particular the requirement that (1) = 1. Also, by Cor. 3.19,
w[M] is a unital C*-subalgebra of B(H).

When 7 in a GNS representation (7, H) is an *isomorphism, (7, H) is
also called faithful. (Equivalently, the *homomorphism 7 is injective, a
*monomorphism.)

Given a GNS representation (7, H) and £ € H, w[M][£], i.e. the set
{m(a)(§)|a € M}, is a subspace of H. If there is £ € H such that 7[M][¢]
is dense in H, then (m, H) is called a cyclic GNS representation and ¢
is called a cyclic element for (w, H).
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Example 3.16. Let (7, H) be a cyclic GNS representation of M with a
cyclic element £ € Sy. Then the functional M 3 z — (7(z)(£),&)y € C is
a positive functional. O

The converse of the above holds:

Theorem 3.19. (The GNS construction.) Let M be a unital C*-algebra
and ¢ € M’ be a positive functional.

Then there is a cyclic GNS representation (w, H) of M with a cyclic
element £ € Sy such that Vo € M (¢(z) = <7r(x)(§),§>H).

Proof. Let ¢ € M’ be a positive functional and define the pre-inner
product (-,-)4 on M as given by Lem. 3.4. Let H := M, the nonstandard
hull w.r.t. (-,-)¢, as in Prop. 2.36 and the remarks preceding it.

So H is a Hilbert space.

Now define 7 : M — B(H) as follows: for each a € M, we let m(a) be
the linear operator in B(H) given by

m(a)(n) := ax, wheren=7¢€ H.
(Not to be confused with the Gelfand transform: T here denotes an element
in the nonstandard hull M, for some = € Fin(*M).)

(Recall also the convention stated on p.195 regarding to the suppression
of the * signs.)

First of all, 7 is well-defined: let a € M and let ¢;, ¢a, € € Fin(*M) such
that ¢; = ¢p + € with e = 0. i.e. ¢ = ¢ and 0 ~ H6||§) = (e,€)p = P(e"¢).
Then by Prop. 3.11,

2 * 2 *
laelly = (ae, ae)y = ¢((ae)" (ac)) < |ally, d(e"€) =0,

therefore ac; = acy + ae = acs, showing that ac; = acs.
For a € M, clearly 7(a) : H — H is a linear operator. Moreover, similar
to the above calculation, for n =7 € H,

Im(@)(m) 7 ~ ¢((az)* (az)) < llallyy dla*a) = llallig llly = lall i Inll7

so w(a) € B(H) with [|w(a)| < ||a| -
To show the linearity of m, note that for a,b € M,a € Candn =2 € H,

m(a+ ab)(n) = ((a+ ozb)yc)A = a7 +abs = m(a)(n) + o (7(b)(n)).
Also, for a € M, m = 71,12 =22 € H,
(m, (@) (n2)) y = (1,0" 22)¢ = ¢((a” 22)" 21)
= ¢(3 (ax1)) = (ax1, T2)p ~ (w(a)(m), M2)
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showing that 7(a*) = (ﬂ(a))*, the adjoint operator of 7(a).

Moreover, VZ € H (7(1)(Z) = z), i.e. (1) = 1. Therefore 7 is a
*homomorphism and so (w, H) is a GNS representation of M.

Finally, define £ := 1, where 1 is the unit element in M.

—

Then for each a € M, we have 7(a)({) =a-1=a, so

¢(a) = d(1-a) = (a,1)s = (@ )i = (v(a)(€). ) -

Now we need to reduce the size of (7, H) in order to obtain a cyclic
representation.

Let X := 7[M](] = {n(z)(Q) |z € M} = {Z|2z € M}. Clearly X is an
inner-product subspace of H. Note that m(a)(Z) = az € X holds for every
a € M and z € X, so X is invariant under w[M].

Therefore, if we replace H by X and 7 by its restriction on X, then
(m,H) is a cyclic GNS representation of M with cyclic element given by
1 € H satisfying Vo € M (p(z) = <7r(z)(/1\),T>H) O

Given a family {(m;, H;) |i € I} of GNS representations of M, we define
the direct sum @, (m;, H;) = (7, H) as follows:

First of all, H := ,.; H; as given on p.159.

Then 7 := @, ;7 : M — B(H) is given by 7(a) = (m(a))iel, where
a € M. So m(a)(n) = {mi(a)(n;) }ics for every n € H.

Let a € M. Note that by Thm. 3.15, for all n € H, and each i € I,
[lmi(a)(m:)]] < lm:ll, hence [|m(a)(m)|l g < |Inllg . Moreover, it is clear that
m(a) : H — H is linear. So 7(a) € B(H).

It is not hard to check that 7 is a *homomorphism, i.e. @,;(m:, H;)
is a GNS representations of M.

Example 3.17. Let M = C(f2) for some compact space Q. Let u;, i € I,
be o-additive complex Borel measures on 2. For each i € I we let H; :=
B(Ls (1)) and define 7; : C(Q2) — H; such that for each f € C(Q),

7i(f) g fg, where g€ Ly(us).

Then it is clear that @(ﬂ'i, H;) is a GNS representation of M. O
il
The following fundamental result shows that any unital C*-algebra can
be given a concrete representation as an operator algebra on a Hilbert space,
i.e. any unital C*-algebra embeds as a C*-subalgebra of the algebra of op-
erators on some Hilbert space. This can be viewed as a rough classification
of unital C*-algebras.
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Theorem 3.20. (GNS Theorem) Let M be a unital C*-algebra.
Then there is a Hilbert space H and a *isomorphism 7 : M — B(H).
(Note that 7 is isometric, by Thm. 3.15(ii).)

Proof. For each ¢ € S(M), let (74, Hy) denote the GNS representation
of M and &4 € Hy the cyclic element, as given in Thm. 3.19.

Define (7, H) := @ yes v (7o, Hy)-
So 7 : M — B(H) is a *homomorphism.
For each ¢ € S(M), we have by Thm. 3.18 that ¢(1) =1 and so

1=6(1) = (ms(1)(6), &s) = (€s66) = €7, »
i.e. §¢, S SHrb‘
Therefore it holds for each a € M and each ¢ € S(M) that
17 (@)l ar,) = Imo(@)(€o)ll3, = (mo(a)(€o), mo(a)(Es)) 4,
= (mg(a)" mo(a) (€. Eo), = (mpla” )(Eg). &)y, = 6(a” a).
By Thm. 3.17(iii), (a* a) € M™, so it follows from Prop. 3.16 for some
¢ € S(M) that
¢(a” a) = |la” al| = |lal*.
Putting all these together, we see for any a € M that

Im(@)llgry = sup |Img(a)l 2 |all-
B(H) ¢eS(M)H ) |B(H¢) |

In particular, 7 is injective, therefore 7 is a *isomorphism.
(Since *isomorphisms are isometries (Thm. 3.15(ii)), we actually get
[m(a)ll ey = llal| for any a € M in the above.) O

So the GNS Theorem (Thm. 3.20) says that every unital C*-algebra has
a faithful GNS representation as a unital C*-subalgebra of some B(H).

The representation €D ,cq ) (g, Hg) in the proof of Thm. 3.20 is re-
ferred to as the universal representation of M.

The terminology is justified by the following which is left as an exercise.

Proposition 3.17. Let (7, H) be the universal representation of a unital
C*-algebra M. Then for any GNS representation (7, H) of M, there is a
*homomorphism g : w[M] — T[M] such that @ = go . O

The universal representations used in the proof of Thm. 3.20 is in fact
unique in a unitary sense. We now make precise of this notion.
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We say that two GNS representations (71, Hy) and (mq, Hz) of M are
unitarily equivalent if there is a Hilbert space isomorphism U : H; — Hy
(i.e. a surjective linear isometry) such that

Vo € M (mi(z) =U ' omy(z) o U).

The proof of the following is left as an exercise.

Proposition 3.18. Let (w, H) be a GNS representation of a unital C*-
algebra M. Then there is {(m;, H;) |i € I}, where each (m;, H;) is a cyclic
GNS representation of M, such that @, ;(m;, H;) and (w, H) are unitarily
equivalent. ([

3.2.4 Notes and exercises

A self-adjoint element of a C*-algebra is also called Hermitian, as in the
special case of square matrices over C, such matrices are also commonly
called Hermitian matrices.

Both Lem. 3.3 and Thm. 3.13 are due to Gelfand. Because of Lem. 3.3,
hom(M) is identifiable with 9t(M), hence hom(M) is also called the max-
imal ideal space of M.

hom(M) is also called the spectrum (or the Gelfand spectrum) of M.

Because of Thm. 3.14, commutative C*-algebras correspond to compact
spaces, hence one can view the classical topology theory as theory of com-
mutative C*-algebras. By the same token, the theory of general C*-algebras
can be viewed as the theory of noncommutative topology.

By combining the Riesz Representation Theorem (Thm. 2.14) and
Thm. 3.14, one sees that the dual of a commutative unital C*-algebra is
identifiable with M(£2), the space of o-additive complex Borel measures on
some compact space €.

The Stone-Weierstrass Theorem (Thm. 3.11), as a generalization of the
Weierstrass Approximation Theorem on uniform approximation of contin-
uous functions in C([0, 1]) by polynomials, was first proved by M.H. Stone.
For a proof due to L. de Branges which involve the Riesz Representation
Theorem for C'(2)’, the Krein-Milman Theorem and Alaoglu’s Theorem,
see [Conway (1990)].

Quantum physics can be given C*-algebra formulations. Then states
on algebras correspond to physical interpretation of states in a quantum
system, i.e. connections between observables and measurements. Most
physical states are statistical mixture of other states, those not of this type
are pure states.
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In most topology textbooks, the Tietze Extension Theorem (Cor. 3.13)

is proved by a more direct construction using the Urysohn’s Lemma. The
proof here via the Stone-Weierstrass Theorem follows [Reed and Simon
(1980)].

The important role played by the positive elements cannot be exagger-

ated, as a theorem in [Sherman (1951)] shows that a unital C*-algebra M
is commutative iff M forms a lattice (i.e. a partial order with any two
elements having a unique supremum and a unique infimum in M™.) We
will see later that positive elements in von Neumann algebras plays a key
role in the form of projections.

EXERCISES

Give an example of a nonunital Banach algebra M with a closed proper
ideal I such that M/I is a unital Banach algebra.

Complete the proof of the Tietze Extension Theorem (Cor. 3.13).
Determine which of the converse of the assertions in Thm. 3.9 could
fail for a non-normal element in a unital C*-algebra.

Let H be a complex Hilbert space and a € B(H). Show that a is a
partial isometry iff V& € Ker(a)® ([la(9)[| = [|€] ).

Let M be a unital C*-algebra and a, a,, n € N, be normal elements in
M such that a,, — a. Let f € C(o(a)). Show that f(a,) — f(a) in M.
Let M be a unital C*-algebra and a € M be normal. Show that the
mapping C(o(a)) 3 f — f(a) € M, is a *isomorphism and is unique
among those extending the Riesz functional calculus.

Give a direct proof of Cor. 3.19.

Complete the proof of Prop. 3.13. Can the result be strengthened by
require the unitary element u be of the form e¢?

Show that for commutative unital Banach algebras, the Gelfand trans-
form need not be surjective.

Let M be a unital C*-algebra. Show that if 7 : M — B(H) is a linear,
Vo € M (r(z*) = (7(2))*) and n[M][H] is dense in H, then m(1) = 1.
A GNS representation (7, H) of a unital C*-algebra M is irreducible
if H has no proper closed m[M]-invariant subspace. Given a positive
functional ¢ € M’, show that the GNS representation (w, H) corre-
sponding to ¢ in Thm. 3.19 is irreducible iff ¢ is a pure state.

Show that in the GNS Theorem (Thm. 3.20), if M is separable, then
the Hilbert space H can be chosen to be separable.

Prove Prop. 3.17 and Prop. 3.18.

Show that a C*-algebra is commutative iff all elements are normal.
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3.3 The Nonstandard Hull of a C*-Algebra
A C~™-algebra is just the slim silhouette of its nonstandard hull.

This section is about the nonstandard hull of an internal unital C*-
algebra and how important properties get transferred between them.

Given an internal unital C*-algebra M, the nonstandard hull M con-
structed in § 3.1.3 is therefore a unital Banach algebra.

For each a € Fin(M) we define (@)" by a*. This is well-defined, as
la]] = ||la*|| and hence also a = 0 iff a* & 0. It is straightforward to see that
M becomes a unital C*-algebra under this definition of involution. Clearly
if M is commutative, then M is commutative. Moreover, for unital C*-
algebra M, the involution on *M extends the corresponding one on M. So
we have:

Proposition 3.19.

(i) If M be an internal unital C*-algebra, then M forms a unital C*-
algebra. Moreover, if M is commutative, so is M.
(ii) If M is a unital C*-algebra, M is a unital C*-subalgebra of *M. O

3.3.1 Basic properties

Following the convention on p.195, many * signs are suppressed. For ex-
ample, we write M and B(fl ) instead of the more precise forms *M and
B (I;T ) used in previous sections.

If a unital C*-algebra M is a unital C*-subalgebra of B(H) for some
Hilbert space H, we have Mc al?) C B(ﬁ) as unital C*-subalgebras.
Here the Hilbert space nonstandard hull H is as given in Prop. 2.36 and
the last inclusion follows from the identification in Prop. 2.16(ii). This
identification can be generalized for GNS representations in the following.

Proposition 3.20. Let M be an internal unital C*-algebra and (w, H) be
an internal GNS representation of M.

Y

Define the mapping 7 : M — B(H) C B(PAI) by
#(@)(H) := m(a)(n), a € Fin(M), n € Fin(H).

Then (%7 ﬁ) is GNS representation of M.
Moreover, if w is faithful, then T is faithful.
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Proof. By Thm. 3.15(i), Vo € M ( I7m(@) ey < Nl ag ), so it follows
that the mapping 7 is well-defined, 7(1) = 1, 7 € B(M\, B/(F)) and is a
*homomorphism, i.e. (%7 ﬁ) is GNS representation of M.

If 7 is faithful, then 7 is an isometry by Thm. 3.15(ii). So we have for
each a € Fin(M) that

7@ = sup |w(a)(n)| = [[7(a)ll = [la] = [all,
nE€ESH
i.e. T is an isometry, hence injective, therefore it is faithful. (|

In particular, the GNS Theorem for an internal unital C*-algebra has
a correspondence with that for the nonstandard hull.

As a straightforward consequence by the transfer, we get the following:
Corollary 3.22. Let M be a unital C*-algebra and (w, H) be a GNS repre-

sentation of M. Then (%, I/-j) is GNS representation of M. If w is faithful,

S0 18 . O

The following is an immediate consequence of the Gelfand transform.
This result was first proved by Henson from a general result on the equiva-
lence of Banach spaces having isomorphic nonstandard hulls. See [Henson
(1988)] Thm. 5.1.

Theorem 3.21. Let X be a Tychonoff space, then there is a compact

o

space Q such that Cp(X) is *isomorphic to Cp ().

Proof. By Prop. 3.19(i), C,(X) is a commutative unital C*-algebra. So
the result follows from Thm. 3.14 by taking Q = hom (Cp,(X)). O

Now we would like to make a comparison for various notions about
elements in an internal C*-algebra and their correspondents in the non-
standard hull.

Proposition 3.21. Let M be an internal unital C*-algebra.

(i) For any a € Fin(M), we have o(a) D °[o(a)].
(ii) If a € Fin(M) is normal, we have o(a) = °[o(a)].

Proof. (i): Let A € o(a). Since p(a) < ||la||, A € Fin(*C) and (a — A) €
Fin(M).

But, as A € o(a), we have in particular (a — \) ¢ (Fin(/\/l))fl, S0
Cor. 3.11 implies that (@ — °\) =a — \ ¢ (/\//D_l7 i.e. °X € o(a).
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(ii): We only need to prove o(a) C °[o(a)].
Suppose there is some A € o(a@) \ (°[o(a)]), so dist(X, o (a)) # 0. Note
in particular that A ¢ o(a). Then by Cor. 3.8, we get

p((a— )\)71)71 = dist (X, o(a)) # 0.

Hence p((a — A)™') must be finite. By remarks on p.211, (a — A)~! is
normal, hence

l@a =07 = p(ta =27

by Thm. 3.9(vii). Therefore (a—A) € (Fin(M)) ™. Since (a—X) € Fin(M),
we have by Cor. 3.11 that

@—A=@-xe ™M

showing that X ¢ o(a), a contradiction.
Therefore o(a) C °[o(a)]. O

Normality cannot be dropped from Prop. 3.21(ii). See Notes at the end
of this section.
Recall the use of Fin(-) mentioned on p.80.

Theorem 3.22. Let M be an internal unital C*-algebra.
(i) Re(M) = (Fin(Re(M)))A.
(i) Fin(M*) = [Fin(Re(M))]*.
(iii) Fin(M™) = {y*y|y € Fin(M)}.
(iv) (./\/l) = (Fin( M+))
) U(M) = (UM))". (Note: U(M) C Fin(M).)
) Proj(M) = (Proj(M))". (Note: Proj(M) C Fin(M).)
) Let a € Fin(M). Then @ is a partial isometry iff there is a partial
isometry ¢ € M such that a = €.
(viii) Let a € Fin(M). Then a is an isometry iff there is an isometry ¢ € M
such that @ = ¢.
(ix) Leta € Fin(M). Then a is a coisometry iff there is a coisometry ¢ € M
such that @ = ¢.
(x) Let ay,as € Fin(M). Then ay < as iff there are c1,co € Fin(M) such
that ¢1 ~ aq, ca =~ as and ¢1 < cs.
Moreover, if a1 € (./\/l)+, then c1,co can be chosen from Fin(M™T).
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Proof. 1In the following, we consider an arbitrary a € Fin(M).
(i):

GeRe(M) iff a=(a) =a iff a~a* iff az‘”;“ (=Re(w)

iff a=~c¢ for some ¢ € Fin(Re(M)).

(ii): (D) is trivial. For the other direction, if @ € Fin(M™), then a = b?
for some b € Re(M), so b* = b and ||b]|* = [|b* b|| = ||a|| , therefore we have
b € Fin(Re(M)).

(iii): If @ € Fin(M™), then there is b € M such that a = b*b by
Thm. 3.17(iii). Since ||b]|* = ||b*b]| = ||a is finite, we have b € Fin(M).

The other direction is clear.

(iv): follows from (i) and (ii):

(31)" = [Re(A)]” = [(Fin(Re(10))"]” = ([Pin(Re(a))]?)”
= (Fin(M™))".

(v): Let a € Z/I(M\) In particular, a € (/(/l\)il, so, by Cor. 3.11,
we can assume that a € (Fin(./\/l))_l. Then a has polar decomposition
(Prop 3.13(ii)) as |a|u for some u € U(M).

From the Gelfand transform (Thm. 3.14) and the continuous functional
calculus (Cor. 3.18), since a* a ~ @* @ = 1, |a| = v/a* a and /- is continuous,
we have |a| =~ 1.

Hence a ~ u and so @ = @, therefore a € (U(M))".

The other inclusion is trivial.

(vi): One inclusion is trivial. For the other, let @ € Proj(ﬂ/l\). Since
ac( ﬂ we can assume by (i) that a € Fin(M™), hence o(a) C *0, 00),
by Thm. 3.16(iv). Moreover, a is normal.

By Thm. 3.16(vii) and Prop. 3.21(i), °c(a) C o(a) C {0,1}, so, by
saturation, there is some 0 ~ € € *R* such that

o(a) C ([0, Ul —¢1+¢]).

Now let f € C(c(a)) be such that f(z) = 0 for all z € (¢(a)N[0,€]) and
f(z) =1forall z € (c(a) N[l —¢,1+¢]). By a being normal and Cor. 3.18,
f(a) € M and o(f(a)) = [ ] c {0,1}, i.e. f(a) € Proj(M).

Next let g € C(o(a)) be such that g(z) = f(z) —z for all z € o(a). Then
by Cor. 3.18,

| f(a) — aHM = ||9(a)||/v1 = HgHC(o’(a)) <e~0.
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Hence a ~ f(a) and so @ = f/(;) € (Proj(M))".

(vii): Clearly if ¢ € M is a partial isometry, then ¢ is a partial isometry
in M.

For the other implication, suppose @ is a partial isometry, so a*a, i.e.
c;"\a, is a projection.

Fix g € C(o(a*a)) so that g(z) = 0 for all z € (o(a*a) N [0,¢]) and
g(z) = 2z"Y2 for all z € (0(a*a) N[l —€,1+¢€]), where, as in (vi), for some
fixed 0 ~ e € "RT we have o(a*a) C ([0,e] U[l —¢,1+¢]).

Now let f € C(o(a*a)) be f(z) = 2zg?(2), hence f(z) = 0 whenever
z € (o(a)N[0,€]) and f(z) = 1 whenever z € (o(a) N[l —€,1+¢]), and so
f(a*a) € Proj(M) as in (vi).

Now define ¢ = ag(a* a). Then by (g(a* a))* = g(a*a) = g(a* a) and
the commutativity of Mg« g,

c*e=(g(a* a))* (a*a) (9(a” a)) = (a* a) (¢*(a* a)) = f(a" a) € Proj(M).
Therefore ¢ is a partial isometry in M.
Next note that °c(a*a — g(a*a)) = {0}, so O’((ﬂ —g(a*a)) = {0} by
Prop. 3.21(ii). i.e. @*@ = a* a = g(a* a), hence
e=aglara)=aa‘a=a

by Thm. 3.9(viii) and @ being a partial isometry.

(viii): For the nontrivial direction, let @*a = 1. In particular, a is a
partial isometry. Then it follows from (vii) for some partial isometry ¢ € M
that ¢ &~ a. Then 1 =~ a*a =~ ¢* ¢ € Proj(M), therefore ¢*c = 1 according
to Cor. 3.12(ii), i.e. ¢ is an isometry.

(ix): Same proof as in (viii) by interchanging a with a*.

(x): For the nontrivial direction, suppose a; < ag. Since (az — ay) €
(M) ™, it follows from (iv) that (ay —ay) ~ ¢ for some ¢ € Fin(M™). So we
just let ¢; = a1 and cg = ay+c. Ifa; € (er, we get by (iv) ¢; € Fin(M™)

such that ¢; =~ a; and again let c; = a1 + c. O

There is a quite noticeable absence of a similar statement about normal
elements in Thm. 3.22. This will be explained in the Notes.

Corollary 3.23. Let M be an internal unital C*-algebra. Suppose that
A C Fin(M™) is finite and b € Fin(M™) is such that Yz € A (l; > 7).
Then there is ¢ € Fin(M™) such that ¢ = b and Vo € A (¢ > ).
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Proof. 1f A = {a}, then b > @. Since b—a= (b—a) e (/(/l\)+, there is
by Thm. 3.22(iv) some d € Fin(M™) such that d ~ b — a. Define ¢ = a +d,
so ¢c € MT by Thm. 3.17(i) and b ~ ¢ > a.

Now suppose A = {ay,...,a,+1} and assume inductively that there is
co € Fin(M™) such that b~ ¢y > a1, ..., an.

Since ¢y = b > Gapy1, by repeating the above argument, we get some
d € Fin(M™) such that cg ~ b = (ap11 +d) > apy1. By Prop. 3.12, let
¢ € Fin(M™) such that ¢ ~ (an41+d) =~ ¢ with ¢ > (a1 +d) and ¢ > co.

Therefore we have c~ b and ¢ > ay,...,0p41- O

Theorem 3.23. (The Nonstandard Extended Functional Calculus) Let
M be an internal unital C*-algebra and a € Fin(M) be normal.

e For every F € Fin(C(o(a)), F(a) € Fin(M,). Hence 1*{‘(;) e M.

e For every f € C(o(a)) there is an S-continuous F € Fin(C(o(a)))
such that °F = f.

e Let F € Fin(C(o(a)) be S-continuous. Then °F € C(o(a)) and

F(a) = (°F)(@).

Therefore {F/’(E) | F € Fin(C(o(a))} C M, is an extension of the continu-
ous functional calculus for a.

Proof. Let F € Fin(C(c(a)), then by the continuous functional calculus
(Cor. 3.18), [|F(a)[| ;s = [Fllc(5(ay) @nd so F(a) € Fin(M,).

Next let f € C(o(a)). Note that o(a) = °o(a), by Prop. 3.21. Then by
the Tietze Extension Theorem (Cor. 3.13), we extend f to some continuous
g : D — C, where D C C is compact such that o(a) C *D. Now let
F = "9 5, s0 F' € C(o(a)) is S-continuous and °F = f.

To prove the last statement, let F' € Fin(C(c(a)) be S-continuous.
Clearly °F € C(o(a)), as °c(a) = o(a). Let f =

To show Z*f(a\) = f(a), first note that f(a) € Mz C My, so there is
b € Fin(M,,) such that b =~ f(a). Hence it suffices to show b ~ F(a).

Let ~ denote either the Gelfand transform for Ma (as @ is normal) or
the internal Gelfand transform for M,.

By the isometry property in Thm. 3.14, we only need to show

V0 € hom(M.,) (6(9) ~ z?(a’)(e)).

For ¢ € hom(M,), define f: M, —C by 0(z) = = °0(z), x € Fin(M,).
It is easy to see that 6 is well defined and 6 € hom(M,,).
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Note that 6 I € hom( whenever § € hom(JT/l\).

a)

Finally, let 6 € hom(M,), then
b(0) = 0(b) ~ 0(b) = 6(f(a)) = f

~ F(0(a)) = F(a(0)) = F(a)

as required. O

In the case a is a normal element in a unital C*-algebra M, one can
apply Thm.3.23 to *a, which is normal by transfer, and *M to obtain the
extended functional calculus from F( a) € *M, where F € Fin(C(o("a))).

3.3.2 Notes and exercises

The long list in Thm. 3.22 does not include a similar statement about
normal elements. Of course, in an internal unital C*-algebra M, if an
element a € Fin(M) is normal, then @ remains normal, but the converse is
false, as the following example shows.

Fix N € "N\ N. Let M = B(C?"), the internal algebra of (2N x 2N)-
matrices over C. So M forms an internal unital C*-algebra. Let a € M be
the (2N x 2N)-matrix having the following subdiagonal entries

1 2 N—-1 N N-1 2 1
NN NN N NN
with entries of 0 elsewhere. i.e. a = [a; ;]1<; j<on is such that
%, fl<n<N
An4+1,n = and Qi3 = 0if 4 7.]. # 1.
A G N+1<n<2N -1
Let [z,y] := (zy — yx) denote the commutator of elements z,y in a
ring. Then [a,a*] is a diagonal matrix with the following diagonal entries
1 2n—1 2N —1 2N —1 2n—1 1
Nz Nz T NT O TNT O NE

Therefore [a,a*] # 0, i.e. a is not normal. However ||[a,a*]|| < 2N~ = 0,
i.e. @ is a normal element in M.

In this example, the only eigenvalue of a is 0. As M = B(C2N), this
means that o(a) = {0}. But ||a|| =1, so |[a]| = 1. As @ is normal, we have
p(a) = ||a|| = 1, therefore °o(a) C o(a), showing that Prop. 3.21(ii) cannot
be improved.

Note also o(a) = {0} here shows that one direction in Thm. 3.16 (iii)
and (iv) need not hold if the element is not normal.
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Still with this example of the normal @ such that a # ¢ for any nor-
mal ¢ € M. Consider the decomposition a = ay + iay, where ai,as €
Fin(Re(M)). Then [a,a*] = —2i[ay, as). So [a1,az] ~ 0, i.e. 1@y = G2d;.

This gives an example of a pair of commuting a; and @y but there are no
c1,co € M such that ¢y = a1, co &= as and c¢1, co commute. For otherwise,
let ¢ = ¢1 + icg, then a = ¢ and [¢, ¢*] = 2i[c1,c2] = 0, so ¢ is normal, a
contradiction.

Furthermore, the internal unital C*-subalgebra M, is noncommutative,
while M\a is commutative.

As an example similar to the above, consider M = *B({3) and a
weighted unilateral shift operator S € M (see also Example 3.12) defined
as follows. Fix N € *N\ N. For every £ = {&, }nen € s,

i N
5©0 =0, 8= "N e i e
y _ [-(@2n+1)N"%, f0<n<N o
Then [, S*](§)n = {O N <ne N and so S is nor-

mal. By §1.1 in [Davidson and Szarek (2001)], by comparing the Fredholm
indices of operators close to S with the index of a normal operator, one
can show that ||S — T'|| > 1 for any normal T' € M. therefore, there is no
normal T € M such that T = S.

But here °o(S) = U(g).

See [Conway (1991)] for more results on shift operators.

EXERCISES

(1) In the example mentioned in the above Notes, is //\/l\a commutative?
This is related to the converse of the second statement in Prop. 3.19(i).

(2) Check that °c(S) = o(S) in the example mentioned in the above
Notes.

(3) Given an internal unital C*-algebra M, characterizes those a €
Fin(M) such that @ is normal in M.

(4) Let M be an internal unital C*-algebra and (7, H) be a GNS rep-
resentation of M. Is (7, H) unitarily equivalent to (7o, H) for some
internal GNS representation (my, Hy) of M?

(5) Prove or disprove: If (w, H) is an internal cyclic GNS representation
of an internal unital C*-algebra M, then (7, H ) is a cyclic GNS rep-
resentation of M.
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3.4 Von Neumann Algebras

Bicommutant and bidual find peace and tranquility in the paradise of
von Neumann algebras.

By the universal representation in the GNS Theorem (Thm. 3.20), every
unital C*-algebra can be identified with a unital C*-subalgebra of B(H) for
some Hilbert space H.

So we only work with such unital C*-subalgebra in this section.

This section deals with an important class of C'*-algebras: the von Neu-
mann algebras. A von Neumann algebra satisfies certain topological closure
properties in B(H) and is algebraically characterized by being equal to its
bicommutant and its bidual. The weak nonstandard hull is used to prove
the bidual result. Spectral measures and spectral integrals are briefly dis-
cussed. The tracial nonstandard hull construction is introduced.

3.4.1 Operator topologies and the bicommutant

For a Hilbert space H, we first define two topologies on B(H) which are
weaker than the norm topology in general.
For each pair &, € H, we let

wen: B(H)—C

denote the mapping z — (x(§), n). Clearly we , is linear.

Since [(z(£),m)| < [zl [Inll < = &l 7]l , we have [[we |l < €]l {ln]] -
Hence we ,, € B(H)'.

Note that the mappings B(H) > x — [(x(§),n)| are seminorms on B(H ),
which we denote by p¢ .

On the other hand, for each & € H, the mapping B(H) > = — ||z(£)] is
also a seminorm-—denoted by pe.

The weak operator topology (WOT) on B(H) is defined to be the
topology generated by the seminorms p¢ ., §,n € H.

While the strong operator topology (SOT) on B(H) is defined to be
the topology generated by the seminorms pe, £ € H.

So a net {a;}ier C B(H) converges to a € B(H) in WOT if

%iégl(@i(é),n} ={(a(§),n) forall & ne H. (a; Wot, a.)
Likewise, {a;}icr C B(H) converges to a € B(H) in SOT if
SOT

henllal(f) =a(§) forall &€ H. (a; —— a.)
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Therefore norm convergence = SOT-convergence = WOQOT-convergence,
i.e. the norm topology is stronger (i.e. finer) than SOT and SOT is stronger
than WOT. Of course, if H is finite dimensional, all three are equivalent.
We leave it as an exercise the check that in general, one is strictly stronger
than the other.

In the following, we assume that M is a unital C*-algebra and B(H)
is obtained from the universal representation of M by the GNS Theorem
(Thm. 3.20). Moreover we regard M C B(H) as a unital C*-subalgebra.

We say that M is a von Neumann algebra if M = MYor, je. if M
is WOT-closed in B(H).

In such case, we also call M a von Neumann algebra on H.

In particular, B(H) itself is a von Neumann algebra.

It turns out that the notion of von Neumann algebras can be given a
purely algebraic characterization.

Generalizing the definition on p.163, for each nonempty X C B(H), the
commutant of X is defined as

{X}Y ={yeB(H)|Vz € X (zy =yx)}.

(This notation should not cause confusion with the similar notation for dual
spaces.)

It is clear that { X}’ always contain 1 and is a subalgebra of B(H) for any
nonempty X C B(H). It is a C*-subalgebra if X is closed under involution.

Instead of {{X}’}/, ... one simply writes {X}", {X}" etc.

With a moment of thought, one sees that {X}' = {X}"".

We call {X}” the bicommutant of X.

Note that X C {X}” holds always.

Lemma 3.5. {M}’ is WOT-closed.

Proof. Let a € B(H) be such that a; WOT, 4 for some net {ai}ier C

{M}'. We must show that a € {M}'.

Fix ¢ € M. we need to check ac = ca.

From the definition, V&, n € H ((a;(£),n) — (a(£),n)). Consequently we
have the following for any £, 7 € H :

((aic)(€),n) = {ai(c(€)),n) — (a(c(€)), m) = ((ac)(€),n),

) WOT
i.e. a;c —— ac.
On the the hand, for any £,n € H,

((cai) (), m) = {ai(§), ¢"(n)) — (a(&), " (n)) = ((ca)(§), m),
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. SOT
i.e. ca; — Ca.
Since ca; = a;c, i € I, we get ac = ca.
As this holds for all ¢ € M, we have a € {M}'. O

Combining Lem. 3.5 with previous remarks, we see the following:

Corollary 3.24. { MY} always forms a von Neumann subalgebra of B(H)
and M extends to the von Neumann algebra {M}" C B(H). O

Theorem 3.24. (Von Neumann’s Bicommutant Theorem) The following
are equivalent for a unital C*-subalgebra M C B(H).

(i) M is WOT-closed. (i.e. M is a von Neumann algebra).
(ii) M is SOT-closed.
(ifl) M = {M}".
In fact MWOT = M30T = { M} holds.
Proof. ((i) = (ii)) is trivial as SOT is a stronger than WOT.
((iil) = (1)) : f M = {M}"” then, by Lem. 3.5, M is WOT-closed.

((ii) = (iii)) : We will show that M is SOT-dense in {M}". Then
M = M>3°T implies, by Lem. 3.5, that M = {M}".

So we let a € {M}” and we need to show that a € M?3°". In other
words, for any &1,...,&, € H,n € N, and € € RT, we need to find ¢ € M,
which is dependent on € and the &1, ...,&,, such that

(pe,(a—c) <e). (3.5)

First consider the case n = 1. So we fix £ € H.

Define a closed subspace X := {z(€) |z € M} C H. Let ¢ := 7x, the
orthogonal projection of H onto X. Thus ¢ € Proj(B(H)).

As ¢[X] = mx[X] = X, we note that Vo € M (qzq = zq).

Consequently, for any ¢ € M we have
ge = (c"q)" = (q¢” )" = q(qc")" = qeq = cq,
i.e. g € {MY}.
Hence agq = ga and so a(§) = aq(§) = ga(§) € X, which is the closure of
{z(§) | = € M}. Therefore, for some ¢ € M we have pe(a —¢) < e.
Next consider the general case &1,...,&, € H,n € N.

We form the direct sum of the Hilbert space H with itself n times and
write H(™) := @?_, H. Elements in H(™) are represented as column vectors.
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Then elements in B(H ) are identified with n x n-matrices over B(H) and
their action on H(™ corresponds to the matrix multiplication.

For z € B(H) we let @™ x denote the diagonal matrix in B(H ™)) with
diagonal entries given by x.

Let 7 : B(H) — B(H™) be given by 7(z) := ™.

Then M is *isomorphic to 7[M], a unital C*-subalgebra of B(H ™).

First we claim that ©™a € {7[M]}". To see this, let any b € {7[M]}'.
Write b as the matrix [b;j]1<; j<n. For £ € M, by comparing the entries in
( e x)b = b( o™ a?), we see that xb;; = bz holds for all b;;. Therefore
b has all entries b;; € {M}'. As a result, ab;; = b;;a holds for all b;;,
same comparison again shows that (@(”) a)b = b( @) a). Since this holds
for all b € {7[M]}, we have ®™a € {r[M]}".

Repeat the previous argument for the case n = 1 but in the setting
given by 7[M] C B(H™), @™a € {zx[M]}"" and € = (&,...,&)T € H™,
we conclude that

pg(( a™ a) — (™ c)) < e holds for some @™ ¢ e n[M].

Therefore, from the definition of the direct sum of Hilbert spaces, we
obtain (3.5).

The proof of ((ii) = (iii)) shows that M is SOT-dense in {M}". By
Lem. 3.5, {M}" is SOT-closed, and since M C {M}", we have M5°T =
{M}"”. On the other hand, trivially M°T C M™°T and also, by M C {M}"
and {M}” WOT-closed (Lem. 3.5), M“°T C {M}", so we conclude that

VDT = 0T = M) .
With M identified with a unital C*-subalgebra of B(H) through the
universal representation, {M}”, the von Neumann algebra generated by

M in B(H), is called the universal enveloping von Neumann algebra

of M.
Example 3.18.

and

e As mentioned already, B(H) is a von Neumann algebra. In particular,
C is also a von Neumann algebra.

e Let 4 be a o-additive complex Borel measure on a compact space
and M = {my|f € Lo(p)}, where for f € Lo (u), we define
my € B (Lg (,u))7 a multiplication operator, to be the linear operator
Lo() 2 g— fg. Then M is a unital C*-subalgebra of B(Lg(u)).
Moreover, we leave it as an exercise to check that M forms a commu-
tative von Neumann algebra. O
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3.4.2 Nonstandard hulls vs. von Neumann algebras

In this subsection we show that other than unimportant cases, the norm-
nonstandard hull of an internal unital C*-algebra is never a von Neumann
algebra. However, there is a modified construction, called the tracial non-
standard hull, which is applicable to certain von Neumann algebras and
produces von Neumann algebras.

However, a probably better solution is to expand the class of von Neu-
mann algebras so that the class is stable under the norm-nonstandard hull
construction—this will be done in §3.5.2.

Proposition 3.22. Let M be an internal unital C*-algebra containing
nonzero {pptnen C Proj(M) so that pppm = 0 whenever n # m. (i.e.
the projections are mutually orthogonal.)

Then the norm-nonstandard hull M fails to be a von Neumann algebra.

Proof. Regard M C B(H) for some internal Hilbert space H given by
the universal representation.

Extend {py, }nen to an internal sequence of nonzero mutually orthogonal
projections {p, }n<n C Proj(M) for some N € N\ N.

Since HZz':OpiH H( i= on)WH = HZ?:OPiH holds for

any n < N by mutual orthogonality, we have

vn < N(HiopiH ). (3.6)

By Thm. 3.22(v), {fn}n<n C Proj(M).
Define ¢c: H — H by

€ cf@) = lim > pi(E) = Jim 3" pi(€), where ¢ € Fin(H),
(= =0

From (3.6), it is clear that the above sequence is norm-convergent in H, c
is well-defined and ¢ € SB(ﬁ)'
Note that given any e € R* and € ... &, € Fin(H), n € N, we have

o€ - (L5@®)] <«

for all large m € N.

Therefore we have ¢ € M30T

Consequently the desired conclusion follows from the von Neumann’s
Bicommutant Theorem (Thm. 3.24) if we can show that ¢ ¢ M.
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Suppose otherwise, ¢ = @ for some a € Fin(M). Consider

A:={n<N|VE€ S, m ([la(€) — €|l <1/2)}.

Note that A is an internal set.

Ifn e Nand ¢ €S, 5], we have C(E) = 2, so a(§) = &, in particular
n € A.

On the other hand, for infinite n < N and § € S, [y}, we have c(g) =0,
so |la(€) — ¢l = 1, and thus n ¢ A.

In other words, A = N, which is impossible as A is internal. O

Similar result holds when the conditions on the projections are imposed
on the nonstandard hull.

Corollary 3.25. Let M be an internal unital C*-algebra such that

o~

Proj(M) contains an infinite family of mutually orthogonal projections.

L

Then M is not a von Neumann algebra.

Proof. Again, regard M C B(H), as given by the universal representa-
tion.

Let {Dy }nen C Proj (M\) be mutually orthogonal. By Thm. 3.22(vi), we
can assume that {p, }nen C Proj(M).

Recall that for a closed subspace ¥ C X, we use my to denote the
orthogonal projection onto Y.

Now for n € N*, we replace p, by

Pn " T(po[H| @ ®pp—1[H])* -

Then clearly {p, }nen is a infinite family of mutually orthogonal projections
in M, hence Prop. 3.22 applies. ]

Corollary 3.26. Let H be a complex Hilbert space.
Then B(H) is a von Neumann algebra iff H is finite dimensional.

Proof. For the nontrivial direction, suppose B/(I?) is a von Neumann
algebra. Then by Prop. 3.22, B(H) contains no infinite family of mutually
orthogonal projections, so H must be finite dimensional. O

—

In particular, B(¢3) is not a von Neumann algebra. Many von Neumann
algebras contain infinitely many mutually orthogonal projections, so they
all fail to have von Neumann norm-nonstandard hulls.

More on projections will be dealt with in §3.5.1.

Now we describe the tracial nonstandard hull construction.
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Let M be a unital C*-algebra. By a tracial state on M we mean
some 7 € S(M) such that

Vo € M (1(z*z) = 7(zz")).

So the trace Tr on matrices in Example 3.15 can be normalized to form a
tracial state. Of course, if M is commutative, every state is a tracial state.

Fix an internal unital C*-algebra M which admits an internal tracial
state 7 on it. Observe that by Thm. 3.17, 7(2* x) € *[0,00) holds for all
x € M. As in the GNS construction (Thm. 3.19),

M3z (t(z* :13))1/2 € 0,00)

defines an internal seminorm on M denoted by ||| .

Define an equivalence relation on M by letting = ~, y, z,y € M,
whenever || —y||. = 0. Then let Z7 denote the equivalence classes w.r.t.
~, and define M™ := {Z" |z € Fin(M)}.

Here Fin(M) refers to the finite part w.r.t. the internal norm on M.
Note that, by Cor. 3.20, for any a € M, 7(a*a) < |ja*al7(1) = ||a|?,
hence ||a|. < ||la|| and a ~ 0 implies that a ~, 0. Therefore, the idea is
that, by using ~, instead of =, a smaller nonstandard hull is produced and
hopefully it would be of the right size to become a von Neumann algebra.

For z7,y" € M and a € C, we define

Ftaj =@ tay) and (37) = (x*)
and ||Z7|| := inf °|y|| from the internal norm on z € Fin(M).
YR, T

It is an easy exercise to prove the following:

Lemma 3.6. Suppose M is an internal unital C*-algebra having an in-
ternal tracial state 7. Then MT™ forms a unital C*-algebra under the above
operations and norm. (|

We comment that by Prop. 3.11, it holds for any z,y € M that

(@y)* (zy) < |* (v* ).

Then by 7 being a tracial state, one gets

lzyll, < min { (=] Iyl Iyl =], } (3.7)

and this is needed in the proof of the above.
It turns out 7 gives rise to a tracial state on M7 : this is done by defining
7(z7) == °7(z), = € Fin(M). It is straightforward to check that 7 forms
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a tracial state on M. Moreover, by the construction of on M\T, it follows
immediately that 7 is faithful, i.e. injective.

Theorem 3.25. Suppose M is an internal unital C*-algebra having an
internal tracial state 7. Then M" is a von Neumann algebra.

Proof. Let (m, H) be the internal cyclic GNS representation of M corre-
sponding to 7 given by Thm. 3.19.

Note that M corresponds to a *dense subset of H. Moreover, because
Vo € M (|z||, <|lz|), we make the identification Fin(M) C Fin(H).

Let H be the /n(im—nonstandard hull construction of the Hilbert space
H. Then K := Fin(M) is a Hilbert space, a closed subspace of H.

Define 7 : M™ — B(K) by #(Z") := °x(z) |k, & € Fin(M).

Then it is readily seen that (%,K ) is a cyclic GNS representation of
M corresponding to the tracial state 7. In particular, it is faithful, i.e. 7
is an isometric *isomorphism into B(K).

Suppose {6{}ie] C M isa WOT-convergent net. By the Uniform
Boundedness Principle (Thm. 2.4), {Ziz}ie] is bounded in norm. So we can
assume that {&\Z-T}Z.GI C B/\A/ﬁ' Moreover, we could let {a;}ic; C Ba.

For any ¢ € Fin(M) and &,n € Fin(M) C H, we have

FE)E), M)y ~ ()€ m)yy < Nkl Il < NEllug Inll, Nl

~ M€l ill /7 (@) (@),

where (3.7) is use in the last inequality. Observe that we get an equality
between the two ends in the above when £ =n = 1.

Hence, to show that {E{}Z_GI C M™ WOT-converges in M7, it suffices
to show that lim ?(((a;;j)T)* ((aﬁ?j)f)) =0, Qe

i,j—00
lim © (T((ai —aj)* (a; — aj))) =0.
i,j—00

So we can assume that I is countable and {a;};c; extends to some

internal {a;}ic; C Bam. Let a := a; for any choice of j € J such that
Viel (j > i), which exists by saturation. Then a € By, so a7 € M7. By

saturation, we have hrrll ° (T((a —a;)" (a— ai))) =0.
1€

Therefore woT — l'irrll a; =a’ e M".
1€

So we conclude that M\T is WOT-closed and hence forms a von Neu-
mann algebra. ([l
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Observe that if 7 is a faithful tracial state on a unital C’*;agebra M,
then the above gives an isometric *isomorphism of M into *M7. But in
general the latter is much larger than the universal enveloping von Neumann
algebra of M.

3.4.3 Weak nonstandard hulls and biduals

We continue to work with a unital C*-algebra M identified with its image
in B(H) given by the universal representation. Beware that although this
identification is helpful for the clarity of presentation, it may cause technical
confusion at times.

The main result here is to use the weak nonstandard hull construction
(see p.123) to show that the universal enveloping von Neumann algebra
{M}" is isometrically isomorphic to the bidual M".

Note that this does not mean that a von Neumann algebra M is a
reflexive Banach space, as the canonical evaluation map given in Prop. 2.23
needs not be preserved by the identification of M as a copy in B(H).

Since M C B(H), for the wg, defined on p.251, by a slight abuse of
notation, the restriction we , [aq is still denoted by we , and we also write
wen € M.

Proposition 3.23. Fach ¢ € M’ is a linear combination of some we ¢ for
some & € H.

Proof. By Prop. 3.14, ¢ is a linear combination of positive functionals
in M’, hence is a linear combination of states.

By the GNS construction (Thm. 3.19) and Thm. 3.20, each § € S(M)
is the same as the mapping M > z — (z(£), &) for some ¢ € H. O

Because of Prop. 3.23, each ¢ € M’ is also identified with a bounded
linear functional on B(H) given by the corresponding we ¢’s when the latter
are regarded as bounded linear functional on B(H). For each ¢ € M’ we
still use the same symbol ¢ to denote the corresponding element in B(H)'.

Note that by Prop. 3.23, the weak topology on M’ is generated by the
seminorms pe ¢, & € H. Consequently, for a € *M, we have

VE € H (weela) = 0) iff amy 0 iff V¢ n € H (wey(a) =0).
In the following, “M™ denote the weak nonstandard hull of M (as a

Banach space) and @ its elements, where a € Finy, ("M).
We regard M” = *M"¥ by Thm. 2.13. Then an embedding

m: M — B(H)
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is defined as follows.

Fix a € Finy (*M). For £ € H, the mapping

H>(— °(Ca§)eC

is bounded linear functional on H, so by the Riesz Representation Theorem
(Thm. 2.28), there is a unique n € H such that (¢,n) = °((,a(§)).

If c € *M and ¢ =y a, then ((,c()) = (¢, a(§)).

So the mapping 7(a) : H — C taking the above £ € H to the unique
n € H is well-defined. i.e. for any ¢ € H,

(€, m(@)(€)) = °(¢;a(§)) = °(a(§),¢) = “wecla). (3.8)
From (3.8), one sees that 7(a) is a bounded linear operator on H, i.e.
m(a) € B(H). Moreover, one also sees that 7 is injective: Suppose a,c €
Finy (*M) are such that 7(a) = 7(¢). Then for any &,{ € H,

we ¢(a) = (¢, m(@)(£)) = ((, m(€)(§)) ~ wec(c)
so we have a ~,, ¢ by Prop. 3.23, i.e. a =¢.
Note also that by (3.8) we have:

ve,¢ € H (wee (@) = (m(@)(€). Q) = Gr@@) ~ wee(@).  (39)

Theorem 3.26. Let M be an unital C*-algebra identified with its copy in
B(H) given by the universal representation.
The there is an embedding 7 : M" — B(H) satisfying the following:

(i) m is linear and injective.

)
(ii) 7 is the identity mapping on M. (As identified in B(H).)
(iil) 7 is an isometry.
(iv) w[M"] forms a von Neumann subalgebra of B(H).

Moreover, T[M"| = MWoT.
Proof. Let m: M"” — B(H) be defined in the above discussion.

(i): 7 is clearly linear and we have just shown that it is injective.

(ii): For @ € M C B(H), we have by (3.9) for all {,{ € H that
we,¢ (m(@)) ~ wec(a), hence we ¢ (m(a@)) = we ¢(a) since both are in C.
Therefore 7(a) = a.

(iii): Let a € Finy ("M) and r := [|[7(a)||5(g7) - Then
r= sw (6r@(©) = sw “(€a0) (3.10)

§,(eSu §.Ce

= sup “lweela)l <@
¢.CeSn

‘M//—
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For each internal subspace K C *H, we define O(K) := sup |wec(a)l.
,CESK

Then by (3.10), for any € € R and finite dimensional subspace Hy C H,
there is an internal subspace K C *H such that Hy ¢ K C *H and
|O(K) —r| < e. Hence, by saturation, we can fix some internal subspace
K C *H such that H C K and ©(K) ~ r.

Let p € *B(H) be the projection of *H onto K. Then for all £,{ € H, we
have weg ¢(a) = we ¢(ap), hence ¢(a) = ¢(ap) for all ¢ € M’, by Prop. 3.23.
Note that here ¢ is simultaneously regarded as an element in B(H)’ via the
canonical linear combination of positive functionals.

Therefore
@l e = sup °lg(a)l = sup [@(ap)| < llapll ) -
PES \ PES pqr
Observing that [|ap|| .z ;) = O(K), we therefore have
[allx = lapll gy = OK) ~ 1 (3.11)

Therefore (iii) follows from (3.10) and (3.11).

(iv): First show that 7[M"] is closed under product. i.e. for any given
a,b € Fing (*M), we need to show 77(6)77(3) € n[M"].

Consider a mapping that takes we ¢, where &, ¢ € H, to (&, 7(a)m(b)(C)).
Then by Prop. 3.23, this mapping extends to a linear mapping M’ — C. It
is easy to see that this mapping is bounded, hence belong to M”, therefore

it is given by ¢* for some ¢ € Fing (*M). As a result, for all £,¢ € H,
(&, m(@)m()(C)) = (we,c) mwe ¢ () =(c"(€), C)) = (& c(O))) m (&, 7(@)(C)),

therefore 7(a@)m(b) = 7(¢) € T[M”].
Next show that 7[M”"] is closed under involution.
Let a € Fing(*M). Then for any ¢,( € H,

(& (r(@)"(©)) = (r@(€), ¢) = (¢, 7@ (©)) ~ (¢, a(€))
= (a(9),¢) = (&a"(Q)) = (& 7(@)(€).
therefore (7(a))" = m(a*) € 7[M"].
Finally show that w[M"] is WOT-closed.
We do this by showing that 7[M"] = MWoT. So let ¢ € B(H) such that
¢ € MWoT, Then for any ¢ € RT and &1,...,&,, (1,...,¢ € H,n € N,

there is x € M such that /\ lwe, ¢;(c —x)] < e

i=1
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By saturation, there is a € *M such that wec(a) = we(c) for all
¢,¢ € H. Note in particular that [|al|,, = [lc|| gz » 50 a € Finy (*M).

Consequently, V¢, ¢ € H ((c(€),¢) = ((a)(€),C))-
Therefore ¢ = 7(a) € 7[M"]. O

In particular, Thm. 3.26 says that the weak nonstandard hull of a unital
C*-algebra always forms a von Neumann algebra.
To rephrase the results in Thm. 3.26, we state the following:

Corollary 3.27. (Sherman-Takeda Theorem) Let M be a unital C*-
algebra. Then the bidual M" forms a unital C*-algebra so that the von
Neumann algebra generated by M in its universal representation is isomet-
rically *isomorphic to M". O

So, roughly speaking, a von Neumann algebra M is a unital C*-algebra
coinciding with its bicommutant as well as coinciding with its bidual, 7.e.

43 M — {M}II — M// 77.

Consequently a von Neumann algebra M always has a predual given by

M.

The following shows that for a normal element « in a unital C*-algebra,
we can extend the continuous functional calculus to Borel functional cal-
culus by identifying in the generated von Neumann algebra an element
naturally corresponding to f(a), for each Borel function f on o(a).

Recall B(Q), the unital C*-algebra of bounded Borel functions, given
in Example 3.11.

Corollary 3.28. (The Borel Functional Calculus) Let M be a unital C*-
algebra identified with its universal representation in B(H). Let M denote
the von Neumann algebra generated by M in B(H).

Let a € M be a normal element and Q := o(a).

Then there is 7 : B(Q) — M which is a *isomorphism into M such that
7 [c(q) coincides with the continuous functional calculus given in Cor. 3.18.

Proof. By von Neumann’s Bicommutant Theorem (Thm. 3.24) and
Thm. 3.26, we make the identification

M = MYt = M" C B(H).

By the Riesz Representation Theorem (Thm. 2.14), we identify C(Q)’
with M(Q) (the space of o-additive complex Borel measures on 2), hence
we also identify C'(Q)Vor = C'(Q)” with M(Q2)’. In particular, M(Q)" C M.
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Then we only need to define 7 : B(Q) — M(Q)".
For each f € B(Q), let w(f) be the following mapping:

ﬂ(f):u»—>/ﬂfdu7 where p € M(Q).

It can be seen that 7(f) € M(Q)" and 7 corresponds to a *isomorphism of
B(Q) into M.

Note that when f € C(Q2), 7w(f) is just the evaluation mapping from the
canonical embedding of C(Q) into C(2)”. From this, it can be seen that
7 [c(q) coincides with the continuous functional calculus. O

In the above, we simply regard f(a) as the element in M given by the
*isomorphism.

So we see that a von Neumann algebra is rich enough to contain all
Borel functional calculus of its normal elements.

As a corollary to Cor. 3.28, by a proof similar to Thm. 3.23, we obtain
the following:

Corollary 3.29. (The Nonstandard Borel Functional Calculus) Let M
be a unital C*-algebra and M be its enveloping von Neumann algebra. Let

M denote the norm-nonstandard hull of M. Suppose a € M is normal.

Then F(a) € M is naturally defined for each F € Fin(*B(o(a))). More-
over, when °F = f € B(o(a)), it agrees with f(a) given by the Borel func-
tional calculus. O

Cor. 3.29 appears to provide the ultimate functional calculus a normal
element could possibly get.

We end this subsection by an application of the Borel functional calcu-
lus.

Example 3.19. (Spectral measure and spectral integral.)

Let M be a unital C*-algebra identified with its universal representation
in B(H) and let a € M be normal.

So f(a) € B(H) is defined by Cor. 3.28 for each f € B(c(a)).

Let B denote the collection of Borel subsets of o(a). Since for each
A € B, the characteristic function x4 € B(c(a)), we define:

p:B — Proj(B(H)) by p(A)=xa(a).

It is clear that x4 (a) € Proj(B(H)), as xa = ¥a = X4-
Note that, by Cor. 3.28, if M is a von Neumann algebra, then the
xa(a) € Proj(M), hence p : B — Proj(M).
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Note also that p()) = 0 and p(c(a)) = 1. Moreover, it is o-additive in
the sense that if {A,}nen C o(a) is a countable family of disjoint subsets,
then it is not hard to verify that

p( U A,) = (SOT— nh_)n;o Z p(Am)> € Proj(B(H)).

neN m=0

Therefore, p can be regarded as a vector measure, taking values in the
Banach space B(H).

This vector measure p is called the spectral measure of a.

Note that for each pair £, € H, we have a o-additive complex function
on B given by we ¢ o p.

Furthermore, for any f € B(cr(a)) and £ € H, the mapping

H>(— ( )f(x) d(wecop)(x) €C
is a bounded linear functional on H, hence, by the Riesz Representation
Theorem (Thm. 2.28), there is a unique n € H such that

WeH (n6) = | f@)deecon(a)

o(a
We define 7 : B(c(a)) — B(H) by letting 7(f) take £ € H to the above .
Also, one can check that (m, H) is a GNS representation of B(c(a)).

For each f € B(o(a)), 7(f) is called the spectral integral of f w.r.t.

p and is denoted by
/ fdp.

Note that f(a) = [ fdp, as it is clear from the definition that this holds
for f being the characteristic function of a Borel subset of o(a).

In particular, we get a = [ 2 dp(x). This can be viewed as the analog of
the diagonalization of a normal matrix.

In the case when a Hilbert space K is given and a normal operator
N € B(K) is under consideration, one applies the above to M := B(K) and
retrieves the [ fdp, i.e. f(a), where f € B(c(a)), from the above B(H) to
B(K) by using Prop. 3.17 with a GNS representation of M provided by the
identity mapping on itself. In other words, every normal operator admits
the spectral measure and spectral integrals.

The spectral integral representation is a powerful tool in the study of
operator theory. O
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3.4.4 Notes and exercises

Von Neumann algebras were first called rings of operators and were
intensively studied and developed by von Neumann and Murray in the
1940’s.

Comparing with general C*-algebras, von Neumann algebras form closer
link to the underlying Hilbert space, and, as such, they appear to be more
applicable in modeling observables in quantum physics.

Let M be a commutative von Neumann algebra and ¢ € M’ \ {0} be
positive. Then M has a GNS representation (7, H) with a cyclic element
& € H corresponding to ¢ as in the GNS construction (Thm. 3.19).

Let M := n[M], a commutative unital C*-subalgebra of B(H).

Let ¢ : M — C be given by 7(a) — (7(a)(£),£), a € M, then it can be
seen that ¢ € M’ and is positive.

By the Gelfand transform (Thm. 3.14), there is some compact space §2
and v : M — C(Q), a *isomorphism onto C(Q) given by the Gelfand trans-
form. Thus (¢ o~~1) € C(Q), so, by the Riesz Representation Theorem
(Thm. 2.14), there is a o-additive complex Borel measures p on €2 such that

v e @) (5070 = [ fdu).

Since ¢ is positive, w1 can be taken to be a positive measure.

For f € Loo(p), let my € B(L2(f2)) denote the multiplication operator
in Example 3.18. Note that C(2) C Lo (p) by identifying elements with
their equivalence classes.

Now define v : M — B(La(p)) by v(a) := m(yor)(a)- It is not hard to
check that (v, La(p)) is a GNS representation of M.

We claim that (7, H) and (v, Lo(p)) are unitarily equivalent.

For this we define a Hilbert space isomorphism U : H — Lo(u). By &
being cyclic, it suffices to define U on the dense subset {a(¢)|a € M} of
H. We let U(a(€)) :=v(a), a € M.

Clearly U is linear.

For isometry, let a € M, then

I = (@(€),a(€)) = ((@" @)€):&u = [ 2(a” a)d
Q
= [ @i = [ S dn= [ p@p d

As C(Q) is a dense subset of La(p) under the Lo-norm, U is a surjective,
hence a Hilbert space isomorphism.
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So we have the unitary equivalence of (7, H) and (v, La(pt)) given by
V()= (Uon()oU).
Moreover, it can be verified that the mapping

B(H)>a— (UoaoU™") € B(La(n))

is a homeomorphism w.r.t. the SOT-topology, so v[M] is a von Neumann
subalgebra of B(Lz(p)). Furthermore, {my|f € C(Q)} is SOT-dense in
L+ (9), so we conclude that v[M] is isometrically *isomorphic to Lo ().

For each ¢ € M’ \ {0} and cyclic GNS representation (7,4, Hy) of M
corresponding to ¢, we let the unitarily equivalent GNS representation
(1/¢,L2(,u¢)) and the positive measure p4 on the compact space Q4 be
given as above, resulting a *isomorphic copy Lo (i) of vg[M].

Finally, consider (v, L2(pg)), where ¢ € S(M). So pg is a probability
measure.

Define (v, H) := @ (vgs La(pg)). We let @ Loo(114) be given by

PES(M) PES(M)
the Loo-direct sum, then it forms a von Neumann algebra. Then as in the

proof the GNS Theorem (Thm. 3.20), we conclude that M is *isomorphic
to @ so(tte) as a von Neumann algebra.

PpeS(M)

It is in this sense that classical measure theory can be viewed as the
theory of commutative von Neumann algebras. As suggested by the term
noncommutative topology theory (p.240), one regards the theory of general
von Neumann algebra as the noncommutative measure theory.

For more on commutative von Neumann algebra, see III.1 in [Takesaki
(2002)].

The tracial nonstandard hull construction (Thm. 3.25) is of limited us-
age only, as some von Neumann algebras fail to admit any tracial states. It
is mainly used for a finite von Neumann algebra (to be defined on p.271),
which has plenty tracial states, or a von Neumann algebra from a class
called type II;, which admits a unique tracial state. See Ch. V. in [Take-
saki (2002)] for more on this. For an application of the tracial nonstandard
hull construction to hyperfinite dimensional matrix algebras, ¢f. [Hinokuma
and Ozawa (1993)].

There is a ultraproduct version of the tracial nonstandard hull construc-
tion known among practitioners as the tracial ultraproduct. It has been
used at least since [McDuff (1970)], although rarely put in clear details.
See [Brown and Ozawa (2008)] for this approach and applications.
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EXERCISES

Show by examples that in general the norm topology is strictly stronger
than the SOT and the SOT is strictly stronger than WOT.

Show that if the Hilbert space H is infinite dimensional, none of WOT
nor SOT are metrizable.

Show that if the Hilbert space H is separable, then the WOT on BB( H)
is metrizable. The same conclusion holds for SOT.

Let H be a Hilbert space and C' C BB(H) be convex.

Show that C'WoT = (C'soT,

Verify that the M given in Example 3.18 is a commutative von Neu-
mann algebra.

Complete all details in the proof of Cor. 3.28.

On a fixed a Hilbert space, among all normal operators, characterize

those compact ones using the spectral measures.
Prove Lem. 3.6.
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3.5 Some Applications of Projections

Projections not only constitute a von Neumann algebra’s soul, they also
constitute the von Neumann algebra’s reincarnation.

As we have seen already normal elements contribute the most manageable
part of a unital C*-algebra, as they retain enough commutativity to make
rich functional calculus and other desirable properties available. On the
other hand, they are the ones that admit the spectral integral representation
(Example 3.19), which in a sense says that a normal element is an “infinite
linear combination of projections”. Therefore projections play an important
role in C*-algebras.

Projections have been dealt with on a number of occasions: On p.103,
in §3.2.1 (p.156: Thm. 2.29, Prop. 2.38, Prop. 2.39 and Cor. 2.31), on p.167
(Prop. 2.47), in §3.3.1 and §3.4.2.

In a sense, what makes von Neumann algebras special is the fact that
they are enriched with projections, as this is evident from Example 3.19
and Ex. 3 on p.275.

However, the collection of projections could be rather trivial in a general
C*-algebra, see Ex. 1 on p.275.

In this section we consider projections in the norm-nonstandard hull of
a internal C*-algebra.

3.5.1 Infinite C*-algebras

In this subsection, M always stands for an internal C*-algebra.

Recall the partial order < on M given on p.230.

Since Proj(M) € M™, so, by Thm. 3.9(v) that if p € Proj(M) then
(1 — p) € Proj(M), it follows that 1 is the maximal element and 0 the
minimal element in (Proj(M), < ).

For p,q € Proj(M), if p < ¢, we also say that p is a subprojection of q.
This is a natural terminology, as one regard p, ¢ as orthogonal projections
in B(H) given by the universal representation of M, then p < ¢ is the same
as p[H] C q[H].

Proposition 3.24. Let p,q € Proj(M). Then p < q iff p = pq = qp.
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Proof. Suppose p < q. Let a € M™ be such that ¢ = p + a, then

p+a:q:q2:p+pa+ap+a2, i.e. azpa+ap+a2,
i.e. pa = pa+ pap + pa?, i.e. pa®= —pap,
ie. 0<pa’p=—pap <0, hence pa’p =0,

where Prop. 3.11(ii) and Thm. 3.17(i) are used for the last inequality.
Consequently, (ap)* (ap) = pa®p = 0 and (pa)(pa)* = pa’p = 0, there-
fore ap = 0 = pa and

gp=p+ap=p and pg=p+pa=p
as required.

For the converse, from assumption that p = pqg = gp we have (¢ —p)? =
q—p, i.e (g—p) €Proj(M)Cc M+ sop<gq. O

Given p, g € Proj(M), we define the following:

(PANq):=pg, (pVq):=@+qg—pq9), ®~q) :=@—pq).

It is clear that if pg = gp, then all (p A q),(p V q),(p ~ q¢) € Proj(M).
Moreover, the following is easy to check:

Proposition 3.25. Let B C Proj(M) be such that 0,1 € B and B com-
mutes with itself, i.e. Vp,q € B (pq = qp). Suppose B is closed under A,V
and ~. Then (IB%,O, 1,A,V, \) forms a Boolean algebra.

Moreover, p < q iff p= (p A q), where p,q € B. O

Example 3.20. Let 2 be a compact space with a o-additive complex Borel
measure g on B(£), the Borel subsets of Q. Let M = {my|f € Loo(Q)}
be as in Example 3.18.

Consider B := {my|f = xa where A € B(Q)}. Then B C Proj(M)
and forms a Boolean algebra—in fact a o-algebra.

Note that for Ay, Ay € B(Q), u(A1AAz) = 0 iff my, = my, .

It is easily seen that B is isomorphic to the measure algebra given by u.

See also Problem 23 on p.301. O

Given p, q € Proj(M), if there is a partial isometry ¢ € M satisfying
that p = ¢* ¢ and ¢ = cc*, then we write p ~ ¢ and say that the projec-
tions p, ¢ are Murray-von Neumann equivalent. This is an important
equivalence relation, especially in the context of von Neumann algebras.
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Note that if p € Fin(M) is such that p ~ 0, then there is a partial
isometry a € M with a* a = p and aa® = 0, but the latter implies Ha||2 =0,
i.e. a =0 and thus p = 0. Hence p ~ 0 iff p = 0.

Another common equivalence relation is the following: p, ¢ € Proj(M)
are unitarily equivalent if there is u € U (M) such that upu* = q. Note
this implies Murray-von Neumann equivalence: If upu* = ¢, then we have

(up)(up)* =q and (up)* (up) =pu*up=p*>=p, iep~gq.

Other than the ordering < on Proj(M), we mention another partial
ordering which is finer than <: Let p, ¢ € Proj(M). We define

p3q i p=(c"c)<q for some partial isometry ¢ € M.
If p = q, we say that p is subordinate to q.

In general, p = ¢ = p does not imply p ~ ¢q. However, we leave it as an
exercise to show the following:

Proposition 3.26. Let M be a von Neumann algebra.
Then for any p,q € Proj(M), if p 3¢ 3 p then p ~ q. O

The following is proved from some technical calculation results which
we refer the readers to [Blackadar (2006)].

Lemma 3.7. Suppose that M is an internal unital C*-algebra.

(i) Let p,q € Proj(M) such that p ~ q. Then p ~ q.
(ii) Let a,b € Proj(M). Then
a ~ b iff there are p,q € Proj(M), p=a, =0 and p ~ q.
(i) Let a,b € Proj(/T/l\). Then
a < b iff there are p,q € Proj(M), p=a, =0 and p < q.

Proof. (i): Apply I1.3.3.4 in [Blackadar (2006)], which is a more general
result.

(ii): If a ~ b, then there is a partial isometry @ € M such that a*a =
(@)*a = a and aa* = a(@)* = b.

By Thm. 3.22(vii), we can assume that a is a partial isometry in M.
By Thm. 3.9(viii), a* is also a partial isometry.

Now let p = a* a and ¢ = aa*, then p, ¢ € Proj(M) with p ~ gq.

Moreover, p = a*a = a and § = aa* =

The other direction is trivial by Thm. 3.22(vi) and (vii).

(iii): For the nontrivial direction, by Thm. 3.22(vi), let p, go € Proj(M)
such that p=a < b= q.
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Then Prop. 3.24 implies that gop = p, i.e. qop =~ p. By 11.3.3.5 in
[Blackadar (2006)] and saturation, there is ¢ € Proj(M) with the property
that p < ¢ and ¢ ~ ¢, hence ¢ = b. a

Classification of C*-algebras according to the types of projections has
been studied. Such classification is better understood and well-developed in
the case of von Neumann algebras. (See [Blackadar (2006)] and [Takesaki
(2002)].)

We only mention two types here and their relation to the nonstandard
hulls of C*-algebras.

A unital C*-algebra M is said to be infinite if

Jp € Proj(M) ((p#1) A(p~1)).

(Called finite, if not infinite.)

M is said to be properly infinite if

3p, g € Proj(M) ((pg=0) A (p~1) A (g~ 1)).

Note that being properly infinite implies being infinite. Also, the above
implies gp = 0 since (¢gp)* = p* ¢* = pg = 0.
Theorem 3.27. Let M be an unital C*-algebra. Then
(i) M is infinite zjj”/T/l\ is infinite.
(ii) M is properly infinite iff M is properly infinite.
Proof. (i): Suppose M is infinite, let p € Proj(M) be such that p ~ 1
but p # 1. Then, by Lem. 3.7, p ~ 1. Also, by Cor. 3.12, p# 1, i.e. p # 1.
Hence M is infinite.

Conversely, suppose M is infinite and let p € Proj(M) be such that
1#4p~1.

Then, by Lem. 3.7, we can assume p € Proj(M) with some ¢ € Proj(M)
such that ¢ &~ 1 and ¢ ~ p. Again, by Cor. 3.12, ¢ = 1 and since p % 1, we
have p # 1. Therefore 1 # p ~ 1, so M is infinite.

(ii): Onme direction is straightforward. For the other, suppose
po~1~qg and pogo =0,

where we can assume by Thm. 3.22(vi) that pg, go € Proj(M).
First note that pg = 1 & qg, so we have by Lem. 3.7(i) that

po~ 1~ qo.

—

do, hence, as (1 — pp) € Proj(M), it follows from

—

(1—po) =1-po.

So (1 — Po)ao
Prop. 3.24 that qq

IA
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Since (1 — pg) € Proj(M), so, by Lem. 3.7, there are r,q € Proj(M)
such that = ¢o, 7=1—pg and ¢ < 1.
Let p := (1 —r) € Proj(M), then

1/)\:1/—\7":]3\0 and ¢ < (1-—p).

Consequently, ¢ = (1 — p)q, by Prop. 3.24, hence pg = 0.

From p = py and ¢ = qo, we have p =~ pg and g ~ qo. Therefore, by
Lem. 3.7(i), p ~ po and g ~ qo. In particular, p ~ 1 ~ ¢ and pg = 0.

So M is properly infinite. O

3.5.2 P*-algebras

Our interest here is to have a quick look at a class of unital C*-algebras
with some features close to von Neumann algebras but is stable under the
norm-nonstandard hull construction. This is necessary, as Cor. 3.25 shows
that the norm-nonstandard hull of a von Neumann algebra can easily fail
to be von Neumann.

A unital C*-algebra is called a P*-algebra if Re(M) =

n
m({zaimai ER, p; € Proj(M), pip; =0ifi £, 0<i,j <ne N}).
i=0
That is, self-adjoint elements in M are the norm-limit of real linear com-
binations of mutually orthogonal sequences of projections. Note that this
is not the same as saying the M is the norm-closure of the complex linear
span of such elements.

Example 3.21.

e Finite dimensional unital C*-algebras are P*-algebras.

e By an AF-algebra, i.e. an approximately finite dimensional algebra,
we mean a unital C*-algebra generated as the norm-closure of an in-
creasing sequence of finite dimensional unital C*-algebras. (So AF-
algebras are separable.) We can see that AF-algebras are P*-algebras.
(See [Davidson (1996)] for more on AF-algebras.)

e Von Neumann algebras M are P*-algebras. This can be seen from
the fact that for each a € Re(M), a is given by the spectral integral
fa(a) xdp(z), where p is the spectral measure from the Borel subsets
of o(a) to Proj(M). (Example 3.19.) Since o(a) C R, by an argument
similar to the approximation of an integral by simple functions, we see
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that for any € € RT, there are kg < --- < k,, in o(a), € N such that

Ha— Z ki p((ki—1, k] N (a))H<e.

0<i<n

Since the p((ki—1,ki] N o(a)) € Proj(M) are mutually orthogonal, we
conclude that M is a P*-algebra.

e As for an example of a unital C*-algebra which is not a P*-algebra,
one simply looks for those having few projections: for example, Ex. 1
on p.275. (]

The main interest in P*-algebras is that if M is such then so is M.

Theorem 3.28. Let M be an internal P*-algebra. Then the norm-
nonstandard hull M is also a P*-algebra.

Proof. Consider @ € Re(M), where a € Fin(M). By Thm. 3.22 (i), we
can assume that a € Re(M). Then by M being a P*-algebra, there are
mutually orthogonal p, € Proj(M), 0 < n < N for some N € "N, such
that a = Y., < n anpp for some o, € "R\ {0}.

So we can replace a by a := Z QP -
0<n<N
By Thm. 3.16(vii) and the Spectral Mapping Theorem (Cor. 3.7),
o(anpn) C {0,ay,}. Since the app,, 0 < n < N, are orthogonal with each
other, we iterate Cor. 3.16(ii) and obtain

) C U a(cnpn) C ({0} U{an}o<ncn) C ({0} Ua(a)).

0<n<N
By Prop. 3.21(ii), °c(a) = o(a), so
{an}o<n<n C Fin('R).

If 0 € o(a), we can add 0 to the list of the «,,’s if necessary. So we can
assume that

o(a) ={a,|0<n< N}

Furthermore, by re-ordering the a.,’s if necessary, we can further assume
that the «a;,’s are nondecreasing.
Fix m € NT. Define ry := ag and, for 0 < n < N, define

N if rp_1 —ap| <m™t
n - .
Ay, otherwise

Then set am = > o<, <y TnPn-



BANACH ALGEBRAS 273

By the same argument as before, we get:

U(a - am) - ({O} U {(a” - Tn)}OSnSN)'

Note that a,, € Fin(Re(M)) and so is (a — a,, ). Therefore Thm. 3.9(vii)

implies that
la —am|l = pla — an) = og%xN |y, — 7| < m~!.
Consequently lim,, . ||[@ — @] = 0.

So it remains to show that @,, is a linear combination of mutually or-
thogonal projections.

In the definition of the @,,, the distinct elements from the sequence
{rn}o<n<n form an increasing sequence in o(a) with step size > m=1. As
°o(a) = o(a) is bounded, {ry,}o<n<n contains only finitely many distinct
elements. Say there are k of them.

Define a strictly increasing function ¢ : {0,...,k} — {0,...,N + 1} by
¢(0) := 0, ¢(k) := N +1 and inductively, for 0 < i < k, let {(¢) be the least
J so that r; > reg_qy.

C(i+1)—1
Next define gy := pg and ¢; := Z p; for 0 <i < k.
3=¢ (@)
Therefore a,, = Z r¢(i)¢i and 80 Gy, = Z °reGi-
0<i<k 0<i<k

—

By mutual orthogonality of the p,,’s, ¢; € Proj(M), hence ¢; € Proj(M).
Moreover, since the ¢;’s are mutually orthogonal, so are the ¢;’s.

Consequently, @, is a linear combination of mutually orthogonal pro-
jections in M.

Therefore we conclude that M is a P*-algebra. ]

By Example 3.21, von Neumann algebras are P*-algebras, so we have:

Corollary 3.30. Let M be an internal von Neumann algebra. Then M is
a P*-algebra. a

However, by Prop. 3.22, unless an internal P*-algebra is finite dimen-
sional, M is never a von Neumann algebra. In particular, together with
Example 3.21, the class of P*-algebras properly extends the class of von
Neumann algebras.

As mentioned in Example 3.21, finite dimensional C*-algebras are P*-
algebras. Hence

Corollary 3.31. Let M be a hyperfinite dimensional C*-algebra. Then M
s a P*-algebra. ([
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3.5.3 Notes and exercises

See [Dunford and Schwartz (1988c)] XV.2 and XVII for more on Boolean
algebras of projections in the Banach algebra setting and connection to
spectral integrals.

Thm. 3.27 and Thm. 3.28 were proved in [Baratella and Ng (2009)],
where the notion of P*-algebra was introduced and more properties about
projections in the nonstandard hull of an internal unital C*-algebra can be
found.

We remark that if 7 is a tracial state, then for Murray-von Neumann
equivalent projections p ~ ¢, we have 7(p) = 7(gq). In fact the connection
between tracial states and projections develops into a dimension theory
and a classification of von Neumann algebras. See [Takesaki (2002)] or
[Blackadar (2006)] for detail.

EXERCISES

(1) Given an example of an infinite dimensional unital C*-algebra M such
that Proj(M) = {0, 1}.

(2) Prove Prop. 3.26.

(3) Let M be a von Neumann algebra, show that (Proj(M), < ) forms
a complete lattice, i.e. the supremum and infimum of any subset of
Proj(M) exist in Proj(M).

(4) Check that the Murray-von Neumann equivalence is indeed an equiva-
lence relation on projections.

(5) A projection p is called infinite if there is a projection ¢ in the same
algebra such that p ~ ¢ < p. Given an internal unital C*-algebra M,
show that p € Proj(M) is infinite iff p € Proj(M) is infinite.



Chapter 4

Selected Research Topics

4.1 Hilbert space-valued integrals

We begin by defining Bochner integration, which at a first glance appears to
be a verbatim ac litteratim copy of the definition of Lebesgue integration ex-
cept with real-valued functions replaced by Banach space-valued functions.
However Bochner integral is a powerful tool that reveals subtle connection
between Banach space-valued vector measures and the geometry of Banach
spaces. See [Dunford and Schwartz (1988a)], [Diestel and Uhl (1977)], [Din-
culeanu (2000)] and [Benyamini and Lindenstrauss (2000)] for more details,
especially topics concerning the Radon-Nikodym property.

Let X be a Banach space and (€2, B, 1) a o-finite measure space, i.e. B
is a o-algebra of some subsets of Q, p: B — F a o-additive measure such
that for some {Q, bnen C B, [1(Q,)] < 0o and Q = UpenQy.

As in p.45, a simple function is a function f : @ — X of the form

ft) = ZakXAk(t) where n € N, a; € X and Ay, € B with u(Ag) < co.
k=0
The Bochner integral of the above simple function f is just defined

n

as Z w(Ag)ag, with notation given by /Qf(t)du(t) or simply /Q fdpu.
k=0
A function f : Q@ — X is called Bochner-measurable if it has an

approximating sequence of simple functions, i.e. there are simple functions
fn:Q — X, n €N, such that lim,_ || f(t) — fn(®)|| = 0 a.e. p.

Notice that for a Bochner-measurable function f, the function ||f|| is
always Borel-measurable. In fact it can be shown that f is Bochner-
measurable iff there is Qp C Q of full measure (i.e. Qo € B and
w(Q\ Qo) = 0) so that f|q, is Borel-measurable and has a separable range.
(See [Dinculeanu (2000)].) In other words, f is Bochner-measurable iff there

275
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is a Borel-measurable g having a separable range such that f = g a.e. pu.
The separability property enables one to deal with a countable base and
thus removes some technical difficulties involving the construction of an
integral.

Given a Bochner-measurable f : Q — X, suppose there are simple
functions f, : @ — X, n € N, such that

Jim [ ) = 0] dutr) =0,

we then say f is Bochner-integrable.

In such case, as ||fQ(fTL - fm)d.UH < fQ [ fn = fmlldp, nym € N,
{ Jo fadp}, .y is a Cauchy sequence in X and the Bochner integral of f
w.r.t. p is defined to be the limit:

f@)du(t) = lim [ fo(t)du(t).
Q Q

Similar to the Lebesgue integral case, it can be checked that the definition
is independent of the choice of the approximating sequence of the simple
functions {f, }nen-

For A € B, [, f(t)du(t) is defined similarly.

An important result that characterizes Bochner-integrability is the fol-
lowing. See [Diestel and Uhl (1977)] or [Benyamini and Lindenstrauss
(2000)] for a proof.

Lemma 4.1. Let X be a Banach space and (Q,B, 1) a o-finite measure
space. Suppose f : Q) — X is Bochner-measurable.
Then f is Bochner-integrable iff [, ||f(t)| du(t) < oo. O

Note in particular that bounded Bochner-measurable functions are
Bochner-integrable.

Although not needed here, it is worthwhile mentioning that
o( o fdu) = [o, #(f)dp holds for any Bochner-integrable f and all ¢ € X'

For a given Hilbert space X and a o-finite measure space (9,8, 1),
consider the following set of functions

Y:—{f:Q—>X

f is Bochner-measurable and / £ )17 dpu(t) < oo}.
Q

That is, by Lem. 4.1, Y consists of Bochner-integrable functions f : Q@ — X
such that the functions Q > ¢ — || f(¢)|| € [0,00) are L?(u)-functions. It
is easily seen that Y forms a pre-inner product space under the pre-inner

product (£, g) — ( / CFE), (D) du(t)) 2.
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Let Yo := {f € Y| [o IIF ()] du(t) = 0.}.

Then we let Lo (Q, X ) denote the quotient space Y /Y, with each element
identified with a function {2 — X belonging to the equivalence class given
by the element.

It is straightforward to see that Lo (Q, X ) is a Hilbert space. The inner
product and norm are just denoted by (-, ) and ||-|| with no confusion with
the same symbols used for the Hilbert space X.

For the following, we simply take (€, B, ) to be a probability space
with © = [0,1], B the Lebesgue measurable subsets of [0,1] and pu = Leb.
We write dt for dLeb(t).

So LQ(Q,X) is now LQ([O, 1],X)

Our main result is the following isometric identities for Hilbert space-
valued Bochner integrals:

Theorem 4.1. Let X be a Hilbert space. Then the following isometric
identities hold for every f € Lg([O7 1],X) :

H [ swal = [ [0+ sorasa- [ora @
H/ soal = [Cuora- [ [ o~ sorasa 1)

]

Example 4.1. Let (Q,B,v) be a probability space and take X to be
L(Q,B,v). Then any element f € L3([0,1], X) can be thought of as an
L?-stochastic process (2 x [0,1]) 3 (w,t) — (f(t))(w).

In this context, Thm. 4.1 deals with the isometric identities for the time-
integration of an L2-stochastic process as a Bochner integral and Thm. 4.1
is applicable when the process is L? w.r.t. v x Leb.

In particular, consider the case where (2, B,v) is the Wiener space,
where v is the Wiener measure on the space of continuous functions, i.e.
Q = C([0,1],R), whose paths at ¢ € [0,1] correspond to the 1-dimensional
Brownian motion b; (i.e. b( t)).

Then we have from (4.1) of Thm. 4.1 that
5 1 1
H/ btdt‘ LM / / by + b2, ) ds dt — / Il dt =2 =5 = 5
and from (4.2) of Thm. 4.1 that

| [,

/ [bel12,, i~ / / [0~ bel12, ) ds i =
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Of course this can be computed from the left side directly.

The isometric identities for the special case for L2-stochastic processes
can be proved in a more complicated and tedious way by the stochastic
method of the chaos decomposition of L2-Wiener functionals.

For nonstandard approach to Brownian motion and the chaos decom-
position see respectively [Albeverio et al. (1986)] and [Cutland and Ng
(1991)]. |

Thm. 4.1 and some extensions will be proved with the following tools.
First fix an N € "N \N and write At = N~!. We will work with the
hyperfinite timeline

']T::{nAt|n:0, 1,...,N}

with 1 denoting the internal normalized counting measure on T that assigns
u({t}) = At for every 0 < t € T and p({0}) = 0. The Loeb measure is
denoted by L(p). It turns out that T, p are often preferable than [0, 1], Leb.

The surjection from T to [0, 1] given by the standard part is denoted by

°:T—10,1] or st:T —]0,1].

By the Loeb measure theory (§ 1.5.3), st is measure-preserving between
L(p) and Leb. st=(A) is L(u)-measurable for any Lebesgue measurable
A C [0,1] and Leb(A) = L(u)(st~*(A)). Also, for every L(p)-measurable
S C T, st(9) is Lebesgue measurable and L()(S) = Leb(st(S)). Moreover,
it A C [0,1] is Lebesgue-measurable, there is an internal S C T such that
L(p) (S & st™1(A)) =0 (Cor. 1.3).

We now define the notion of lifting (§ 1.5.3) in our setting. For conve-
nience, instead of speaking of a lifting of f o st we simply speak of a lifting
of f.

As a natural extension from the real-valued case, we call a function
F:T— *X a lifting of f:[0,1] — X if

L) ({t € TIF() ~ f(°D}) = 1.

Note the above is a Loeb-measurable subset of T. Using the measure-
preserving mapping st, an equivalent condition is:

Leb({°t|t € T A F(t) = f(°D)}) = 1.
Lemma 4.2. Let X be a Hilbert space. Let f € Ly([0,1],X) be a simple

function. Then there is an internal simple F : T — *X taking finitely many
values such that
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Q) F lifts f.
. 1
(i) Yer F(OAt =~ [ f(t)dt.
(iii) The function T >t — *||F(t)|| € *[0,00] is an SL?-integrable lifting of
the function [0,1] 5 t — || f(t)] € [0, c0).

Proof. Write f in the form f(¢t) =Y ;_,arxa,(t) where n € N, a;, € X
and Ay C [0, 1] is Lebesgue measurable. By Cor. 1.3, choose internal S, C T
such that L(u)(SpAst™!(Ay)) =0 and Leb(Ag) = L(u)(Sk).

Then let F': T — *X be given by F(t) = Y__, *arxs, (t).

(i) : As L(u)( " (skAsrl(Ak))) =0, it is clear that F lifts f.

(ii) : Note that

ZF(t)At = ZM<S’€) *ak ~ ZLeb(Ak)ak = / f(t)dt
k=0 k=0 0

teT

(iii) : Since F takes finitely many values and is bounded, the function
t — *||F(t)|| is SL?. Moreover, since F lifts of f, it follows from the conti-
nuity of the norm that ¢ — *||F(¢)|| lifts ¢t — || f(¢)]| - O

Proof of Thm. 4.1. For (4.1):
Let f € LQ([O, 1],X). So f is Bochner-integrable.
Let f, : [0,1] — X, n € N, be an approximating sequence of simple

functions so that lim |f(&) — fn(®)|| du(t) = 0 and therefore we have
n—oo Q

/1 F(t)dt = lim 1 Fa(t)dt.
0 0

For each n € N, let F}, : T — *X be a lifting of f,, as given by Lem. 4.2.
Now transfer and apply (2.16) of Thm. 2.26 to the sequence {F, (¢) }ret
(assume without loss that F'(0) = 0), we have

* 2
* 2 * 2
> IR+ R = (V=23 RGP+ | S R
0<s<t<1 teT teT
s,teT

* 2
The equation can be re-written as H Z Fn(t)At” =
teT

> ( I 1250 +Fn(s)||2At)At — (1=2A0)> " *||F.(t)]” At.

teT NM0<s<t teT



280 Nonstandard Methods in Functional Analystis

By the SL%integrable lifting of ¢ — |[fu(t)ll, Sser *II1Fn(t)]” At ~
fo | £ (t)||? dt, which is finite, so

[ mea] =

Then by the lifting properties again,

2 bt , B 1 )
S rad = [ 10+ nodsde= [0

In particular (Z Fn(t)At) € Fin("X).
teT

Let 1(F,) = ( Syer F ()At)Ae&.

1
Then by Lem. 4.2, I(F,,) = / fa(t)dt € X.

NEu(t) + Fu(s)]? At) AT E ) A

teT <O<s<t teT

0
For n,m € N, by transferring and applying (2.16) of Thm. 2.26 for the
sequence {F, (t) — F,,,(t) }rer and repeating the same argument again, we
obtain

| DIRTED I O ~ [ [ 1 5000+ G~ g s

teT
1
— ||fn(t)—fm(t)H2dt — 0, asn,m — oo.

Hence, for all small infinite N € N, I(Fy) fo t)dt and *||Fn(")]|
is a SL%lifting of || f(*)| . For any such small infinite N € N, by (2.16) of
Thm. 2.26,

| [ s =

ZFN AtH
~ Y CIEN@) + En()P A = > | Fy (1)) At

0<s<teT teT

1 t 1
~ / / 1F(E) + F(s)|P dsdt — / LF(6)]2 de.
0 0 0

For (4.2): the proof follows the same line of argument by using (2.17)
of Thm. 2.26 instead. O

Orbiter dictum, a more straightforward lifting useful in the above proof
can be found:
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Proposition 4.1. Let f € Ly([0,1],X). Define F : T — *X by F(0) =0
and F(t N/ (s)d™Leb(s) for0 <t eT.

Then F lifts f and t — *||F(t)|| is an SL%-integrable lifting of the
function t — ||f(t)] - O

We just mention that Prop. 4.1 can be proved by applying the fact
that f(t) = limy_,o+ h™! ftt_h f(s)dt a.e. Leb. (See [Diestel and Uhl (1977)]
Thm.9 on p.49.)

What the proof of Thm. 4.1 indicates is that the result can be general-
ized. Now we are no longer concerned with integration over [0, 1] and will
work with an internal probability space (2, B, ), where B = *P(Q), and
its Loeb space (€2, L(B), L(y)).

Suppose X is an internal Banach space. We now make the following
obvious and straightforward generalization of similar notions of real-valued
functions.

A hyper-measurable function f : Q) — X is defined to be one such
that for some internal F' : Q@ — X, we have F(t) = f(t) a.e. L(u). For
convenience, such F' is called a lifting of f.

By a hyper-integrable function f : Q — X we mean one such that for
some internal F' : Q — X| F lifts f as above and F' is S-integrable. Here
the latter means that [, F'(t)du(t) € Fin(X) and

vS € Q) (u(S) ~ 0= /S IE0)] du(t) ~0.)

A
In such case, we have (fQ F(t)d,u(t)) € X and the hyper-integral of

f w.r.t. L(p) is unambiguously defined (i.e. independent of a particular
choice of S-integrable lifting) by

[ sz = ( [ Foauw)" < x.

When X is a Banach space, f : 2 — X is naturally called hyper-
measurable/hyper-integrable if it is so as a function f: Q — *X.

Proposition 4.2. Let X be an internal Banach space and (Q,B,u) an
internal probability space. Suppose f:Q — X.

(i) If f is Bochner-measurable, then f is hyper-measurable.
(ii) If f is Bochner-integrable, then f is hyper-integrable. In this case, the
Bochner integral coincides with the hyper-integral.
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Proof. For a simple function of the form f(t) = Y._,arxa,(t) where
a € Fin(X) and Ay, € L(B), let F(t) :== >} _, arxs, (t), where S € *P(2)
is such that L(u)(SkAAy) = 0. Then F is an S-integrable lifting of f.

To prove (i) and (ii), given a sequence of simple functions {fy }nen ap-
proximating f, we let F}, be as defined above, then a limit argument shows
that for any small infinite N € *N, Fiy is a lifting of f and if f is Bochner-

A

integrable, the Bochner integral is the same as (/ F(t)d,u(t)) .
Q

O

Example 4.2. Take Q = T, the hyperfinite timeline with the internal
normalized counting probability measure u as before. Let X = *Lo(p).

Define F' : T — X by F(t) := vV Nyx. So vVt € T (*||F(t)| = 1) and it
is clear that F' is S—lntegrable

Now let f: T — X be given by f@) = ( ). Then F lifts f, so f is
hyper-integrable.

However, the range of f is non-separable, therefore f is not Bochner-
measurable.

Observe that [, f(£)dL(u)(t) = 0, because

H/f HAL() ()| ~ Z F(H)At]| = N2 ~ 0.
However, for *L;(u), we have

Vit € T(*HNX{t}HLl = 1) and *H Z NX{t}AtHLl =1
0<teT

So, in the case X = *Li(p), if we define f(t) := ﬂ{t}, t € T, then,
as before, f is non-Bochner-integrable but hyper-integrable, although

H/Qf()dL Bl =1 O

Let an internal Hilbert space X be given, then H Ly (€, X) denotes
the collection of hyper-integrable functions f : @ — X with an additional
condition imposed on their S-integrable liftings F' by requiring that

L@ au <

As for the case of Lo (Q,X), HLy(Q,X) also forms a Hilbert space
1/2
ander (£.9) = ([ (70 g()azun)'"”
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Note that Lo (Q, )?), is a closed subspace of H Lo (Q, )A(), but the above
example shows that the it could be a proper subspace.
When X is a Hilbert space, H Lo (Q, X) is the set of functions of

HL, (Q, ;)\() having range in X. It is not hard to check that H Lo (Q, X) is

a closed subspace of H Lo (Q, :)\()
With these notions, we have a generalized version of Thm. 4.1.

Theorem 4.2. Let X be an internal Hilbert space and (0, B, 1) a hyperfi-
nite probability space and p a normalized counting probability measure on
Q. Then for every f € HLQ(Q,X),

| [ roazo|
=5 [ 1@+ £GP AL @are® ~ [ 1701 o

| [ razio|
/Hf (1) dL (s —f// 1£(5) = £(5)I AL () (5)dL () 1)

Hence the same equations also hold for f € HLg (Q,X), where X is a
Hilbert space.

and

Proof. We only prove the first equality, for the second one is similar, as
in the proof of Thm. 4.1.

Let F : Q — X be an SL?-lifting of f.

Let |Q] = N € *N. Then as p is a normalized counting probability
measure on (), it assigns At := N~! to each singleton {t}, t € Q.

By applying (2.16) of Thm. 2.26 to the sequence {F'(¢)}:cq, we have

* 2 1 * 2 " 2
H ZF(t)AtH ~3 Y CIEO+ PP AP = Y CIF@) At
teQ 5,t€Q teQ
The rest of the proof is similar to that of Thm. 4.1.
Note however that Keisler’s Fubini’s Theorem is needed here, see Ex. 8
on p.h2. (Il

For other topics related to Loeb measure and integration theory in Ba-
nach spaces setting, Cf. [Sun (1992)], [Osswald and Sun (1991)], [Osswald
(1995)] and [Zimmer (1998)].
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Question 1. Does Thm. 4.2 (or Thm. 4.1) hold for some Banach spaces
which are not Hilbert spaces?

Question 2. Are there equalities or inequalities generalizing those in
Thm. 4.1 for functions in Lp([(), 1],X), 1<p<oa?

Problem 3. Generalize Thm. 4.2 for other internal measures other than
the normalized counting probability measures.

Question 4. For a hyper-integrable f that takes values in a Hilbert space,
is it always possible to decompose f as fo + f1 such that fy is Bochner-
integrable and f; has zero hyper-integral? (See Example 4.2.)



SELECTED RESEARCH TOPICS 285

4.2 Reflexivity and fixed points

Recall §2.7.4. We say that a subset X of a Banach space has the fixed
point property if for every nonexpansive self-mapping on a nonempty
b.c.c. (bounded closed convex) subset of X has a fixed point.

Question 5. Does every reflexive (or even superreflexive) Banach space
have the fixed point property?

Recall that in a reflexive space (Cor.2.22), b.c.c. sets coincide with
w.c.c. (weakly compact convex) sets. By an example in [Alspach (1981)],
it is known that in a nonreflexive Banach space nonempty w.c.c. sets need
not have the fixed point property.

A more general one is the following.

Question 6. Is it true that a nonempty convex subset of a reflexive Banach
space has the fixed point property iff it is weakly compact?

An even more general but vague question is the following.

Question 7. Given a class of subsets of a topological space with possibly
additional structures and a class of self-mappings on such subsets, does the
guarantee of possessing fixed points corresponds to a notion of compact-
ness?

In the absence of a positive answer to Question 5, whether nonempty
b.c.c. sets have the fixed point property, one may try to obtain some weaker
results. One approach is the following:

Given a nonexpansive f : C — C, where C # 0 is b.c.c. (or even w.c.c.),
can one find a b.c.c. D with a nonexpansive function g : D — D having a
fized point and such that CND # (0 and fcnp= glcnp?

Note that if there is such D and g in the above, f must be invariant on
CND,ie f[CND]C(CND).

We need some notions before stating a result related to the above.

In the theory of convex metric spaces, one study the notion of a metric
segment. i.e. given a metric space (X, d), and z,y € X a metric segment
from x to y is defined to be an isometry

v: [0, d(y — x)] — X such that y(0) = z and y(d(y — z)) = y.
So we have then Vt € [0,d(y — 2)] (d(y(t),z) = 1t).

We also call the set {y(t) |t € [0,d(y — z)]} a metric segment joining =
to y.
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By Menger’s Theorem (see for example [Goebel and Kirk (1990)]), in a
complete metric space (X, d) with the property that for distinct z,y € X
there is z distinct from both x,y such that d(z,y) = d(x, z) + d(z,y), any
two points are joint by a metric segment. In general, there may be more
than one metric segment between them.

In a normed linear space X and x,y € X, the set

9] = {(1 )+ ty|t e 0.1]}

is obviously a metric segment joining z to y.

The technical lemma next basically produces an invariant b.c.c. subset
of a nonexpansive function that includes a fixed point and a certain w.c.c.
subset whose elements are of equal distance to it.

Lemma 4.3. Let X be a normed linear space, C C X be b.c.c. with a
nonezxpansive f : C — C having a fized point ¢ € C.

(i) Suppose there is a nonempty w.c.c. A C C such that f is invariant on
A andVz,y € A(|lc— | = [lc—yl). Let

D = U {L ccC ’ L is a metric segment joining a point a € A to ¢ }

Then (AU{c}) C D and D is b.c.c.
Moreover, f is invariant on D.
(ii) Let @ # Co C (C\ {c}) be w.c.c. such that f is invariant on it.
Then there is nonempty w.c.c. A C Cy on which f is invariant and
va,y € A(fle—z| = e =yl )-

Proof. (i) : For any a € A, [a,c] C D by C being convex, so (AU {c}) C
D. By scaling, we can assume that ||¢ — a|| = 1 for any a € A.

Note that D C B(c, 1), so D is bounded.

Now let b € X such that b =~ by for some by € *D. Then there is an
internal metric segment in *C' joining some ay € *A to c. By Cor. 2.25,
there is a € A such that ||b — a|| = dist(b, A). But

dist(b, A) ~ *dist(bg, *A) < *||bg — ao]| ,
so we have
1= le—al <lle=0bll+[|b—al < *lle = bol[+ *[lbo — aoll = *[lc — aoll =1,

so [a,b] U [b,c] is a metric segment in C' containing b and joining a to ¢,
hence b € D.
Therefore D is closed.
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Now let by,by € D. So there are aq,as € A such that by, by are on some
metric segments joining a1, as to c respectively. Then we have
le=b1]| +]|b1 —a1]] =1 and |lc —bs| + ||b2 — a2 = 1.
Hence, by A being convex 27 !(a; + az) € A and

b1+
SHC_ 1+ 02 +‘

2
*Ilc—blll+ ||c—b2||+ ||b1—a1H+ 1b2 = az|| = 1,

ay + as b1+b2_a1+a2

2 2

1:Hc—

| /\

27 (a1 4+ az), 27 (b1 + bg)] U2t (b1 +bs), ] is a metric segment joining
27 Y(a; +as) to c and contains 271 (by +bg), i.e. 271(by +b2) € D, therefore
D is convex.

Now let v : [0,1] — X be a metric segment joining some a € A to ¢. By
assumption, f(a) € A.

Let t € [0,1]. Then by f nonexpansive and f(c) = ¢,

L= le = fla)ll < lle = FOYEDIFIS(v(@B) = all < lle =y [+]7(#) —al =1,

i.e., since this holds for all ¢ € [0,1], (fo)v :[0,1] — X is a metric segment
joining f(a) to c.

Therefore f[D] C D.

Finally, note that ¢ € D, so f has a fixed point in D.

(i) : By Cor. 2.25, the set given by A := {z € Cy ‘ e — z|| = dist(c,C) }
is nonempty. Clearly, Yo,y € A ([lc —z|| = |lc =yl ).

Let a € X such that a ~ ag for some a9 € *A. Then |c—a|] =
*|lc = aol| = dist(e, C), ie. |c—all = dist(c,C). Moreover, Cy is closed
(Prop. 2.26), a € Cp, therefore a € A and hence A is closed.

A is clearly convex. So by Cor. 2.20, A is w.c.c..

Now let a € A. Then f(a) € Cy. By f nonexpansive, we have

le = fa)ll = [1£(e) = Fa)]| < [lc — al| = dist(c, ),
hence f(a) € A. i.e. f[A] C A. O

We say that a subset X of a topological space has density < k, the
cardinality of saturation, if there is Xy C X such that |Xy| < & and X =
X. So separable sets are of density < k.

The following is a weak solution to the problem of getting a fixed point
for a nonexpansive self-mapping on a b.c.c. set (Thm. 2.4. in [Baratella
and Ng (1998)], with a minor inaccuracy in the statement corrected).
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Theorem 4.3. Let X be an internal normed linear space. Suppose C' C X

is a nonempty, w.c.c. with density < k and f:C — C is nonexpansive.
Then for some b.c.c. D C )A(, having the same bound as C does and

CND # 0, there is some nonexpansive g : D — D having a fized point and

satisfying flcap= glonp -

Proof. Without loss of generality, we assume that C' C B < and it suffices
to find the required D C B <

Let Cy C By such that |Cy| < & and Co=C. (Recall that Co denotes
{Z|x € Co}.) Let p: Cy — Bx be a function satisfying f(7) = p/(\x) for all
x € Cy. Note that, except in trivial cases, both Cy and p are external.

Let Y C Cj be finite and n € N. So conv(Y) is compact. Apply
Thm. 1.22, choose a small enough € € R* and finite H C conv(Y") such that
conv(Y) C H¢, we see that there is an internal function h : conv(Y) — By
such that

Yy e Y ([[h(y) — p(y)| <n™")

and Vy1.y2 € conv(Y) ([[h(y1) — hly) ]| < (L+n~ ") [ly1 — wall)-

(i.e. of Lipschitz constant (1 +n~1).)

Then, by saturation, there is an *convex K C Bx with Cy C K and an
internal h : K — By of Lipschitz constant (1 + €) for some 0 ~ ¢ € "R
such that Vy € Cy (h(y) =~ p(y)).

Since h has Lipschitz constant (1 + €), h is S-continuous. Note also
K C Bx C Fin(X). (So K C By . ) Therefore the function

~ —

h:K — X givenby #w h(z), z €K,

is well-defined. L
By Cy C K and 6’\0 = (C, it follows from K being closed that C' C K.
By h having Lipschitz constant (14 €), where € = 0, his nonexpansive.
By Va € Cy (h(z) =~ p(z)) and saturation, Vz € C (ﬁ(m) = f(x)).
That is, hisa nonexpansive function extending f, although it needs not
be a self-mapping.
Since f = h [c is a nonexpansive self-mapping, % has a fixed point
¢ € K by Thm. 2.35.
Now define A := {z € C| |c — z| = dist(c,C) }. By Cor. 2.25, A # 0.
It is easily seen that A is also b.c.c. and Vz,y € A ([lc —z| = |lc—yl| ).

Moreover, for any a € A, by h being nonexpansive

Hc - E(a)H - Hﬁ(c) . E(a)H < |l = a| = dist(c, C),
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hence Hc —ﬁ(a)H = dist(c, C) since ﬁ(a) = f(a) € C. So ?L(a) € A. There-

fore h[A] C A.
With all assumptions in Lem. 4.3 satisfied by h and K, we define

D = U {L cK | L is a metric segment joining a point a € A to ¢ },

let g = h I p and conclude that D is a nonempty, b.c.c. and g : D — D has
a fixed point.

Moreover, (CND) > A#Qand DC K C By.

Furthermore f [cnp = ¢glcnp, since C, D C K and the f, g are restric-
tions of A to C, D respectively. O

Observe that in the above theorem if f already has a fixed point, then
D is simply a singleton containing that point.

Question 8. Does the conclusion in Thm. 4.3 still hold if the density
requirement is dropped?

The main problem of course is that we want f, g to be compatible in a
strong sense, i.e. they must agree on their common domain C'N D. If we
fix any ¢ € C, define

Co:={c} and Cpy;:= conv(C’n U f[C’"D7 n €N,

and let C := Unen Cn, then Cisa nonempty separable b.c.c. subset of C'
on which f is a nonexpansive self-mapping. Therefore, by Thm. 4.3, there
is a fixed-point-possessing nonexpansive self-mapping g on a b.c.c. D that
agrees with f on C' N D. However f, g need not agree on C' N D.

In the proof of Thm. 4.3, g was obtained from a “lifting” of f which
exists by saturation and the small density.

Recall from Cor. 2.26 that the nonstandard hull *X of a superreflexive
space X is superflexive. Moreover, X C *X as a closed subspace, so such
X has the fixed point property iff *X does. Therefore, to settle Question 5
in the superreflexive case, it suffices to consider nonstandard hulls only.

Moreover, on these nonstandard hulls, the problem can be reduced to
nonexpansive functions on w.c.c. subsets of the unit sphere, as the following
corollary to Thm. 4.3 shows.

Corollary 4.1. Let X be an internal normed linear space such that X is
reflezive (hence superreflexive, by Thm. 2.24).
Then X has the fived point property iff Sg does.
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Proof. (=) is trivial as S is closed.

(<) : Suppose X fails to satisfy the fixed point property.

Let f : C — C be a fixed-point-free nonexpansive self-mapping on a
nonempty w.c.c. C C X. We now show that S ¢ also has a nonempty
w.c.c. subset supporting a fixed-point-free nonexpansive self-mapping.

By the remark above, we can assume that C is separable. Let g and
D be obtained from Thm. 4.3. Let ¢ € D denotes the fixed point of g in
Thm. 4.3. Note that, by assumption ¢ ¢ C. Then by applying Lem. 4.3(ii)
to g and the w.c.c. C'N D, there is a nonempty w.c.c. A C (C N D) such
that f[A] C Aand Vo,y € A(|c—z|| =|c—y|).

By scaling if necessary, we can assume without loss of generality that
Vo € A(|lc— x| =1). Hence (A —¢) C Sk.

Now let h: (A—c) — (A—c) be (x —c) — (f(z) —¢), z € A By
assumption, f is fixed-point-free on A hence h is fixed-point-free on (4 —c).
Clearly, h is nonexpansive. Moreover, (A — ¢) is still nonempty and w.c.c..

Therefore there exists a fixed-point-free nonexpansive self-mapping on
a nonempty w.c.c. subset of S . O

See [Wisnicki (2002)] for other applications of nonstandard techniques
for fixed point results.



SELECTED RESEARCH TOPICS 291

4.3 Arens product on a bidual

Let M be a normed algebra, say over C. So M is canonically identified
with a normed linear subspace of its bidual M’ through the evaluation
mappings (Prop. 2.23).

By the work of R. Arens, two products can be defined on M”, both are
extensions of the product on M and turn M" into a Banach algebra. (See
§1.4 in [Palmer (1994)] for more detail.)

The two products, called Arens products, are defined by the following
steps.

First, for c € M and w € M’, we define w. € M’ and .w € M’ by:

we:Md3z—w(ex)eC and w: M>z— w(xe)eC.
Next, for a € M” and w € M’, we define w, € M’ and ,w € M’ by;

weg: M3z —a(w) €EC and ,w: M3z a(w,) €C.
Finally, for a,b € M", we define (a x b) € M” and (a x b) € M" by:

(axb): M 3w—a(w) and (axb): M 3w blw,).

It is easily seen that for a,b € M (as canonically identified in M"),
(axb)=ab=(axb).

We call M Arens-regular if both Arens products are the same on M.

It can be checked that ¢1(Z) under the convolution product is an exam-
ple of a unital C*-algebra which is not Arens-regular.

Suppose M is a unital C*-algebra. Let 7 : M" — B(H) be the embed-
ding given by Thm. 3.26. Then a product on M” can be defined by

abi=m"" (7‘(’(&)71’(/6)), where a,b € Finy,("M).

Moreover, this product coincides with both Arens products by Thm. II.1
in [Godefroy and Iochum (1988)].

In other words, any unital C*-algebra M is Arens-regular, and both
Arens products are the same as the product on the universal enveloping
von Neumann algebra of M.

The following shows that the Arens products for the bidual of a unital
C*-algebra can be represented by the ordinary product in the nonstandard
extension.

Theorem 4.4. Let M be a unital C*-algebra and a,b € Finy (*M).
Let H be the Hilbert space given by the universal representation of M
and m: M" — B(H) be given by Thm. 3.26. Then
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(i) There is ag € Fing(*M) such that ao = a and w(a)w(b) = Tl'((;(;\b).
(ii) There is by € Finy (*M) such that by = b and W(a)w@) = 77(;1)\0).
Proof. By applying the (i) to b* a*, one obtains (ii).

To prove (i), let a,b € Finy(*M) and write ¢ = a*.

By Thm. 2.13 and Thm. 3.26, all MWOT A" and M™ are identified
with each other.

Let {¢i}icr C M be such that ¢; Wot, 7(C).

Then for any € € R* and {¢;,(;}es C H, where J is finite, the following
holds for all large enough i € I :

[(eite) 7®)(6)) — (7(@)(&), 7B) ()| < e.

[(ci(&)ims) — (m(@)(&)mi)| <e,

where we write n; := m(b)((;). Since

(ci(&)smy) = (ci(&5),6(¢5))

and

(m(@)(&)mj) = (e(&)m5)»

we have for all large ¢ € I and all j € J that

[(es(87),0(¢5)) = (e(&)umy)| < e.

By saturation, for some k € *I

{er(£),0(0)) = (c(€), m(b)(C))  for all §,C € Sh. (4.3)
On the left side of (4.3), we have

(€x(€).6(Q)) = (6,1 b(O) ~ (&, (D)(0))-
While on the right side of (4.3), we have

-~ o~ -~ ~

(e(€), 7(B)(C)) = {a™(€), w(B)(C)) = (& a(m (B)(Q))) = (&, (w(@)m(B))(C))-

o~

Hence, as a consequence of (4.3), m(@)w(b) =
Now let ag := cj.
Then since ¢ &y ¢ = a*, we get ag & a and (i) is proved. O

~—
|
3
—
%)
Eak
=
~—
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In general it is necessary to make a particular choice from the equiva-
lence classes in order to satisfy the statements in Thm. 4.4.

For example, consider H = ¢3 and M = B(H). Let N € "N\ N and
a € *M be the operation that interchanges the 15¢ coordinate with the N th
coordinate in each ¢ € H. Then a € Fin(*M), with a® = 1 hence a2 = 1.
But @ is the operation that replaces the 1%t coordinates in & € H by 0,
therefore (@)% # a2.

Question 9. Suppose one replaces {6,3} in the statements in Thm. 4.4 by
an arbitrary X C *MW. For which X are the statements still valid?
So one needs to find p : X — Fin(*M) such that

VxEX(JUZ/@) and Vx,yeX(xy:p(x)/;Yy)).

If Thm. 4.4 is valid for X = W\W, one may even want the choice function
p be such that p[*M¥] extends to an internal subalgebra of *M, i.e. p
must satisfy some internal isometric conditions.

Problem 10. Characterize the class of Arens-regular normed linear al-
gebras M for which the representation of the Arens products using the
ordinary product from *M, as given in Thm. 4.4, is possible.
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4.4 Noncommutative Loeb measures

As remarked on p.265-266, von Neumann algebras can be viewed as non-
commutative measure spaces.

More generally, let M be an unital C*-algebra identified as a C*-
subalgebra of B(H), where H is the Hilbert space given by the universal
representation. By Prop. 3.23, M’ is the span of positive functionals on H.

The rough idea here is that each positive functional ¢ € M’ can be
though of as a noncommutative integral operator, each a € M™ as a posi-
tive integrand and ¢(a) as the integral;, moreover, there is a common non-
commutative positive finite measure w.r.t. which the measures for the ¢’s
under some natural conditions are absolutely continuous. Of course this
oversimplifies the matter, as it requires great care to obtain the noncom-
mutative version of the Radon-Nikodym Theorem.

When M is a commutative unital C*-algebra, we identify by Thm. 3.14
M with C(Q) for some compact space 2. Then M’ is just M(Q2) (the space
of o-additive complex Borel measures on 2), by the Riesz Representation
Theorem (Thm. 2.14). In the case when M is von Neumann algebra, M’
is simply the predual of M (Thm. 3.26).

Now take as an example the commutative von Neumann algebra M
given by {ms|f € Lo (1)}, where p is some positive measure, the m;’s
are multiplication operators and ¢ € M’ is positive with a cyclic element
& € Ly(p), as in the notes on p.265-266. Then for my € M, we have

o(my) = (my(€),€) = /Q my(€) dp = /Q f €d.

Here the positive functional ¢ corresponds to the integral operator w.r.t. a
positive measure v with the Radon-Nikodym derivative f = dv/du being
a positive function. We would like to do all these in a noncommutative
manner.

Therefore, back to the case of a general unital C*-algebra M, we re-
gard elements in M’ as integral operators w.r.t. noncommutative complex
measures and positive functionals as those for noncommutative finite real
measure. In particular, states correspond to noncommutative probability
measures.

More ambitiously we would like to extend this analog to possibly infinite
measures. Hence we need the following notion. As in the case with infinite
measure, to avoid problems like co — 0o, one restricts to positive infinite
measures and deals with positive integrands for convenience.
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Given a unital C*-algebra M, an additive positively homogeneous
[0, oo]-valued function on M is called a weight.
That is, a function ¢ : M™ — [0, 00] such that

Va,y € MFYr € [0,00) ((¢lx +) = 6(x) + 6(y)) A (¢(rw) = ré(a)) )

We adopt the convention that 0 - co = 0. Consequently ¢(0) = 0 is always
satisfied.

Note that a positive functional forms a weight by restricting to M™.

A finite weight ¢ on M™ extends canonically to an element in M’ as
follows: Let a € M. Decompose a according to Thm. 3.9(vi) and Cor. 3.21
as (a1 — ag) +i(az — a4) for some unique a1, as,as,aqs € M*. Then define
the extension at a as ¢(a1) — ¢(az) +ig(az) + ip(aq).

Some simple properties:

Proposition 4.3. Let ¢ be a weight on M™, where M is a unital C*-
algebra. Then

(i) If a,b € MT and a < b, then ¢(a) < ¢(b).
(if) If a € MT, then ¢(a) < [lal| ¢(1).
(i) ¢ =0 iff p(1) = 0.

Proof. (i) follows from the additive condition in the definition of a weight.
(iii) follows from (ii).
As for (ii), by Cor. 3.20, (||a]| —a) € M™, hence

#(a) < ¢(a) + ¢ (llal —a) = o(llall) = llall 6(1). 0

A weight ¢ on M™ is called mormal if whenever {a;};e; C MT is a
bounded net such that sup;; a; exists in M™, then

¢(Sup ai) = sup @(a;).
icl iel

If the above holds only with an additional condition |F| < &, where
is the cardinality of saturation, then we say that ¢ is k-normal.

These notions are meant to impose some continuity on the integration
process. In the context of von Neumann algebras, normal weights can be
characterized by very strong additive properties. (See [Haagerup (1975)].)
For more applications, see Chap. 4 in [Arveson (2003)].

Given an internal weight ¢ : M — *0, 00|, where M is an internal
unital C*-algebra, the question is how to convert it to a weight on some
unital C*-algebra. Therefore it is natural to call any construction of such
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weight as the noncommutative Loeb integral operator corresponding to
some noncommutative Loeb measure. It turns out that this is easier
than one expects, at least for the S-continuous case.

We call an internal weight to be S-continuous if

Vo e MY ((z~ 0= (¢(z) = 0)).

There is an abundant supply of S-continuous weights:

Lemma 4.4. Let M be an internal unital C*-algebra and consider an in-
ternal weight ¢ : MT — *0,00]. Then the following are equivalent.

(i) ¢ is S-continuous.
(i) #(1) < oo.
(iif) Vz,y € M* (6(2) =~ ¢(y)).
Proof ((1) = (ii)) : If ¢(1) is infinite, then (¢(1))™!-1 ~ 0 and
o ((o( 1.1) =1, hence ¢ is not S-continuous.
((i ) (1)) : If ¢(1) < oo, then by Prop. 4.3(ii), whenever a =~ 0,
od(a) < |la|| ¢(1) = 0, i.e. ¢ is S-continuous.
((i) = (iii)) : Let a,b € M™ be such that a ~ b. By Prop. 3.12 there is
c € M™%, such that ¢ ~ a ~ b and a,b < c¢. Moreover, 0 ~ (c —a) € M™T
and 0 =~ (¢ — b) € M, so, by S-continuity, ¢(c —a) ~ 0~ ¢(c —b).
Therefore ¢(a) =~ ¢(c) ~ ¢(b).
((iii) = (1)) : Follows trivially from the definition. O

In some ways, S-continuous weights resemble finite positive atomless
measures. An internal S-continuous weight can be converted to a weight
on the norm-nonstandard hull by the following result.

Theorem 4.5. Let an internal unital C*-algebra M and an S-continuous
internal weight ¢ : M+ — *[0, 00] be given. Define b (1\7)+ —
b(@) = °¢(a), a € Fin(M+).

Then g’b\ is well-defined and forms a weight.

Moreover, if ¢ is normal and M is commutative, then Zs s k-normal.

Proof. Two things to recall: Thm. 3.22(iv) that (m+ = (Fin(/\/l+))/\
and Thm. 3.17(i) that M™ forms a closed cone.
Let a,b € Fin(M™) with a ~ b. By Cor. 3.21, we have decomposition
a—b=cy — cy for some c1,co € MT such that ||e1]], [le2]| < [la —b]| =~ 0.
By Prop. 4.3(ii) and Lem. 4.4, ¢(c1) ~ 0 = ¢(cz2), hence

¢(a) = ¢(a) + ¢(c2) = dpla+c2) = (b +c1) = ¢(b) + d(c1) = G(b).
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Therefore g;b\ is well-defined.

Also, by S-continuity, Lem. 4.4 and Prop. 4.3(ii), the range of (}5 is
contained in [0, c0).

It is easily seen that (;AS is additive and positively homogeneous, so $ is
a weight on (]\//D+

Now suppose ¢ is normal and M is commutative. Then, by Thm. 3.14,
M is *isomorphic to C'(2) for some compact space €. Therefore every finite
subset A C M™ has a unique supremum sup A € M™ with |[sup 4| =
max,e 4 ||| . In particular, M™ forms a lattice.

To show k-normality, let {a;};cr C (@+ be a bounded net with
SUp;c; @; € (M\)+, where {a;}ic; C Fin(M) and |I] < k.

Without loss of generality, we assume that {a;}ic; C B vt

We can further assume that {a;};c; C Fin(M™).

Let r :=sup,c; #(@;). By Prop. 4.3(i), clearly r < (E( supﬁi), so we only
iel
need to show that > holds.

For each finite J C I and € € RY, if we let a = sup;c;a; € M™, then,
by ¢ being normal and {@;};c; C B 1> the following internal conditions are
satisfied by such a € M :

la]] <1+¢€, ¢(a) =supg(a;) <r+e and a>a; i€
ie

Hence, by an application of saturation, there is a € M such that

lall £1, ¢(a) S and Viel(a>a).

Subsequently, 25(&) =1 and @ > sup,c; @;. By the later and QAﬁ being a
ii)

weight, Prop. 4.3(ii) gives r > gb(sup’di) as required. 0
iel

Question 11. In the second part of Thm. 4.5, can one show that qg is
normal? Does the conclusion still hold for noncommutative M?

Question 12. Thm. 4.5 gives finite weights from S-continuous weights.
How to generalize this and produce infinite weights from some internal
weights?

Problem 13. Develop noncommutative stochastic processes (quantum
processes) based on noncommutative Loeb measures.
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4.5 Further questions and problems

Here is a list of questions and problems of various degree of interest and
difficulty. The relevant results and pages are indicated in the brackets [- - - ].

Problem 14. [Thm. 1.11, p.88, [Ziman and Zlato$ (2006)].] Extend the
Loeb measure construction for internal complex-valued measures of pos-
sibly infinite total variation. This would be important for analyzing the
nonstandard hull of an internal M(Q2), i.e. an internal space of o-additive
complex Borel measures.

Problem 15. [§2.3.2.] Characterize normed linear spaces Y such that, for
any normed linear spaces with X; C X, every f € B(X1,Y) extends to
some f € B(X,,Y) with || f[| = || f]| -

Problem 16. [Thm. 2.13.] Investigate whether a sequence of families of
internal seminorms {W,, },en can be found for a given normed linear space
X so that the nonstandard hull of *X w.r.t. W, is isometric isomorphic to
X @7) the higher dual of X of order 2n. Note that implicit in our require-
ment is that all these nonstandard hulls are constructed within the same
nonstandard universe. Of course, by repeated applications of Thm. 2.13,
one can get such representation of X" as a nonstandard hull, but that
requires changing to a different nonstandard universe each time.

Question 17. [Thm. 2.31.] (The invariant subspace problem.) Does every
bounded linear operator on a Hilbert space of dimension > 1 has a nontrivial
closed subspace?

Put in another from, let H be a Hilbert space of dimension > 1 and
a € B(H). Is there p € Proj(M)\ {0, 1} such that pap = a?

Problem 18. [Prop. 3.2.] Let X be a unital Banach algebra. Define
functions ¢g, Pr, ¢r,, P, : X — [0, 00| by

¢r(z) =inf {|jzy~ " = 1| |z~ y e X'},

Pg(z) = sup { H:Ey_l - 1” |x SRR *X_l},
with ¢r, ®r, given similarly by using y~ 'z instead. Note that ¢r(0) =

(I)R(O) = ¢L(O) = (I)L(O) =1and Vz € X_1(¢R($) = ¢L(x) = 0)
Investigate general properties about these functions.

Problem 19. [§2.4.1, §3.2.2 and §3.2.3.] Study the class of nonstandard
hulls of unital Banach algebras M constructed w.r.t. the seminorms given
by hom(M).
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Do the same for the nonstandard hull construction of unital C*-algebra
M w.r.t. the seminorms given by states S(M).

Question 20. [§3.3.1.] Does the nonstandard extended functional calculus
given in Thm. 3.23 include the Borel functional calculus?

Problem 21. [§3.3.2.] Classify elements a in an internal unital C*-algebra

M such that /T/l\a = M\a.

Problem 22. [§3.2 and §3.4.] Develop a GNS representation based on the
nonstandard hulls of hyperfinite dimensional matrix algebras, relate the
spectrum to eigenvalues, normal elements to normal matrices etc.

Problem 23. [§1.5.4 and Example 3.20.] In a unital C*-algebra M, con-
sider Boolean algebras B C Proj(M). Using Stone’s Theorem, represent B
as the Boolean algebra of clopen subsets of a compact totally disconnected
Hausdorff space and formulate Kelley’s Theorems (Thm. 1.15 or Thm. 1.16)
in this setting.

Is there a Kelley-style characterization of subsets B C Proj(M) that
generates a von Neumann algebra? If so, one could regard such B as a non-
commutative measure algebra and such result as noncommutative Kelley’s
Theorem.

Problem 24. [§3.5.2.] Investigate more thoroughly the class of P*-
algebras. In particular, find out more about properties that it shares with
the class of von Neumann algebras.

By Cor. 3.31, it should be worthwhile to use the nonstandard hull of
hyperfinite dimensional C*-algebras as a guidance for studying P*-algebras.
Moreover hyperfinite dimensional C*-algebras are in a sense nonseparable
version of AF-algebras.

Problem 25. [§3.3.] Find a natural identification of the minimal class of
C*-algebras that includes von Neumann algebras and is closed under the
nonstandard hull construction.
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P*-algebra, 271, 272, 299
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AF-algebra, 271
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infinite, 270
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von Neumann algebra, 250, 251,
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C*-embedding, 222

P*-algebra, 271, 272, 299

S-continuous, 175, 296

S-integrability, 46

S-integrable function, 45

SLP 47

e-bounded subset, 174

k-Saturation Principle, 14

*homomorphism, 222

*isomorphism, 222
isometric, 225

Smulian condition, 139

Lo$’ Theorem, 20

adjoint, 165, 166, 168

AF-algebra, 271

Alaoglu’s Theorem, 131, 132, 138,
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almost everywhere, 43

Anderson’s Theorem, 43

antilinear, 148, 154

approximate parallelogram law, 153

Arens products, 291
Arens-regular, 291
Axiom of Choice, 1, 7

b.c.c., 285, 286, 288
Baire Category Theorem, 70, 100, 104
Baire space, 72
Banach *-algebra, 208
Banach algebra, 181
group algebra, 184
matrix algebra, 183
Wiener algebra, 185
Banach Contraction Principle, 65
Banach limit, 120
Banach space, 77, 78
complex Banach space, 78
real Banach space, 78
reflexive space, 134
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superreflexive space, 143, 145, 146,
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Banach space-valued analytic
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Banach-Steinhaus Theorem, 105, 155
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orthonormal basis, 154
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bicommutant, 251
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Bochner integral, 275
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Bochner-integrable, 276
Bochner-measurable, 275
Bolzano-Weierstrass Theorem, 25
Boolean algebra, 33, 48
Borel algebra, 36
Borel Functional Calculus, 261
Borel measure, 36
Borel set, 36
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bounded, 68
bounded linear functionals, 95
complex bounded linear
functionals, 95
real bounded linear functionals, 95
bounded quantifier formula, 13
Brouwer’s Fixed Point Theorem, 65,
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Cauchy-Schwarz inequality, 149, 154

Cayley-Hamilton Theorem, 207
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choice function, 7
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clopen, 201

closed convex hull, 138

Closed Graph Theorem, 102

closed set, 54

closed unit ball, 94
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coisometry, 211

commutant, 163, 251

commutator, 248

compact operator, 161

compact set, 66, 68

compact space, 66

Compactness Theorem for first order
logic, 4
complementary, 103
complemented subspace, 103
complete measure space, 36
complete metric space, 63
completely continuous, 164
completion, 36
of a linear span, 84
of a measure space, 36
of a metric space, 63
complex linear space
normed linear space, 78
complex normed linear space, 78
complex part of an element in a
C*-algebra, 214
cone of positive elements, 216
conjugate transpose, 167
connected component, 202
continuous function, 59
Continuous Functional Calculus, 216,
224, 225
contraction, 65
convex, 86
convex combination, 138
convex hull, 138
coset, 79
countable, 6

Day sequence, 138
decomposition of an element in a
C™-algebra, 214, 216, 228, 232
dense subset, 70
diagonalization, 263
direct sum
Banach space, 91
GNS representation, 238
Hilbert space, 159
normed algebra, 185
directed set, 15
distance function, 79
division algebra, 194
Dominated Convergence Theorem, 52
double sequence, 63
dual space, 95
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Eberlein-Smulian Theorem, 136, 138,
143, 146
general version, 141
elementary extension, 9
endorsement, 136
equivalent metrics, 56
equivalent pseudometrics, 56
equivalent seminorms, 78
exponential function, 198
external set, 12
extreme point, 153
Extreme Value Theorem, 29

filter, 19
nonprincipal filter, 19
ultrafilter, 19
countably incomplete, 21
good, 21
finite C'*-algebra, 270
finite rank, 164
finitely additive measure, 34
finitely representable, 143, 144
first category, 72
first order logic, 4
model, 3
theory, 3
fixed point property, 285
formula, 2
first order formula, 2
sentence, 2
Fourier transform, 159
Fubini’s Theorem, 184
functional calculus
Borel Functional Calculus, 261
Continuous Functional Calculus,
216, 224, 225
Nonstandard Borel Functional
Calculus, 262
Nonstandard Extended Functional
Calculus, 247
Riesz Functional Calculus, 199,
216, 224, 225

Godel’s Completeness Theorem, 4
Godel’s Incompleteness Theorem, 5
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Gelfand transform, 220
Gelfand-Mazur Theorem, 194
general linear group, 189
GNS construction, 233, 237
GNS representation, 236, 238, 299
cyclic, 236
faithful, 236
universal, 239
GNS Theorem, 239, 243, 251, 265
Goldstine’s Theorem, 133, 134
Gram-Schmidt process, 154
graph of a function, 75

Haar measure, 184
Hahn-Banach Separation Theorem,
118, 125, 131
Hahn-Banach Theorem, 108, 116,
119, 129, 235, 236
extended version, 118, 169
Hahn-Jordan Decomposition, 35, 41,
228
Hamel basis, 77, 92, 171
Hardy space, 158
Hausdorff, 57
Heine-Borel property, 92
Heine-Borel Theorem, 28, 68, 140,
176
general version, 69, 174
Helly’s Theorem, 108, 114, 120, 142
extended version, 116
nonstandard version, 112, 126
Hermitian, 240
Hermitian transpose, 167
Hilbert Space, 148
Hilbert space, 153
dimension, 154
Pythagorean Theorem, 160
Hilbert space-valued Bochner
integrals, 277
homeomorphism, 61
homogeneous, 77
hyper-integrable, 281
hyper-measurable, 281
hyperfinite, 15, 28
hyperfinite extension, 15
hyperfnite timeline, 28, 278
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hyperplane, 49, 79

hyperreal, 23
finite, 23
infinite, 23
infinitesimal, 23

ideal, 185, 210
left, 185
maximal, 188, 220
right, 185
idempotent, 103
indicator function, 38
infinite C'*-algebra, 270
infinite-valued seminorms, 78
infinitely close, 23, 55
infinitesimal, 23
infinitesimally bounded subset, 175
inner-product, 148
inner-product space, 148
complex inner-product space, 148
real inner-product space, 148
integrable function, 45
interior of a set, 70
Intermediate Value Theorem, 29
internal approximation, 39
internal cardinality, 28
Internal Definition Principle, 14
internal extension, 14
internal measure space, 37
internal set, 12
intersection number, 48
invariant subspace, 168
nontrivial, 168
inverse, 187, 188, 205
Inverse Mapping Theorem, 101-103,
190
invertible, 187
left, 186
right, 186
involution, 208
isometric embedding, 83
isometric isomorphism, 83
isometry, 211
isomorphism
isometric isomorphism, 83
linear, 83

James sequence, 143

James’ Characterization, 141

James’ Theorem, 135, 141, 155
Jordan Canonical Form Theorem, 168

Keisler’s Fubini’s Theorem, 52, 283

Kelley’s Theorem, 48, 50, 299
o-additive version, 51

kernel, 94

Krein-Milman Theorem, 169, 170,
235, 236

lattice of positive elements, 241
Lebesgue integral, 45
Lebesgue measure, 42
Lebesgue space, 89, 134
lifting, 43, 46, 278, 281
linear homeomorphism, 102
linear operator, 94
bounded, 94
finite rank, 164
linear programming, 50
linear space, 77
dimension, 77
locally convex, 132
normed linear space, 78
real normed linear space, 78
seminormed linear space, 78
linear span, 84
closed linear span, 84
complex linear span, 84
real linear span, 84
Liouville’s Theorem for Banach
space-valued analytic functions,
193, 194
Lipschitz constant, 65, 178
Lipschitz function, 65
locally convex linear space, 132
Loeb algebra, 40
Loeb measure, 38, 40
Loeb space, 40
Lomonosov’s Theorem, 179

maximal ideal space, 240
meager, 72
measurable function, 33, 36



Index

simple measurable function, 45
measurable set, 33, 34
measurable space, 33
measure, 34, 35

o-finite measure, 35

o-additive measure, 34

signed measure, 35

Borel measure, 36

bounded additive measure, 89

bounded internal measure, 37

complex measure measure, 35

counting measure, 37

finite measure, 35

finitely additive measure, 34

hyperfinitely additive measure, 37

inner measure, 38

Loeb measure, 38, 40

outer measure, 38

positive measure, 35, 89

probability measure, 35

Radon measure, 37

real-valued measure, 35

total variation, 35

zero-one-measure, 35
measure algebra, 48, 51
measure number, 48
measure preserving function, 34
measure space, 34

o-additive, 34

Borel measure space, 36

inner-regular, 36
outer-regular, 36
regular, 37

complete measure space, 36

finitely additive, 34

internal measure space, 37

Loeb space, 40

probability, 35
Menger’s Theorem, 286
metric, 56
metric segment, 285
metric space, 56
Minkowski Inequality, 92
monad, 23, 54, 56
Monotone Class Theorem, 43
Monotone Convergence Theorem, 23
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multiplication operator, 253
Murray-von Neumann equivalent, 268
mutually orthogonal, 254

nearstandard, 54, 80
net, 75
convergence, 75
nilpotent, 163
non-Archimedean field, 24
noncommutative Loeb integral, 296
noncommutative Loeb measure, 296
noncommutative measure theory, 265
noncommutative topology, 240
nonexpansive, 177, 178, 285, 288
Nonstandard Borel Functional
Calculus, 262
Nonstandard Extended Functional
Calculus, 247
nonstandard hull
w.r.t. internal seminorms, 122
Banach space, 82
general nonstandard hull, 121, 122
internal seminormed linear space,
81
norm-nonstandard hull, 122
tracial nonstandard hull, 255
weak nonstandard hull, 123, 124
Nonstandard Open Mapping
Theorem, 99
nonstandard universe, 16
norm, 78
p-norm, 90
essential supremum norm, 90
operator norm, 95
supremum norm, 87
uniform norm, 87
norm-attaining, 120
norm-nonstandard hull, 122
normal
element of a C*-algebra, 211
normed algebra, 181
subalgebra, 182
unital, 181
normed algebras
quotient algebra, 186
normed linear space, 78
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norming, 108, 110
nowhere dense, 72
null set, 36

observable, 240
open ball, 55
Open Mapping Theorem, 100, 101,
105, 163
Nonstandard Open Mapping
Theorem, 99
open set, 54, 61
open unit ball, 94
ordering
linear ordering, 5
partial ordering, 5
well-ordering, 5
ordinal, 5
limit ordinal, 5
successor ordinal, 5
orthogonal, 154
orthogonal complement, 154
orthogonal projection, 157
orthonormal, 154
overspill, 24, 28, 31, 39

parallelogram law, 149
approximate parallelogram law,
153
Parseval’s identity, 154, 167
partial isometry, 211
partition, 35
Peano’s Existence Theorem, 29
polar decomposition, 216, 232
polar identity, 149
polarization, 149, 153
positive, 211, 233
positive functional, 233
positively homogeneous, 77, 295
pre-inner product, 148
pre-inner product space, 148
predual, 132, 138, 261
projection, 156, 167
element of a C*-algebra, 211
in a normed linear space, 103
in Hilbert space, 156
infinite, 274

orthogonal projection, 157
subprojection, 267
Projection Theorem, 156, 176
properly infinite C*-algebra, 270
pseudo-seminorm, 77
pseudometric, 55, 78
pseudometric space, 56

quantifier, 2
quasinilpotent, 207
quotient space, 79, 103

Radon-Nikodym Theorem, 294

real normed linear space, 78

real part of an element in a
C™-algebra, 214

reflexive space, 134
James’ Characterization, 141

Riesz Functional Calculus, 199, 216,
224, 225

Riesz Representation Theorem (for
C(Q)), 129, 240, 261, 264, 294
locally compact case, 133

Riesz Representation Theorem (for
functionals on a Hilbert space),
154, 155, 158, 166, 259, 263

rings of operators, 264

Robinson’s characterization of
compactness, 66, 130-132, 134,
135, 138, 161, 162, 170

saturation, 14

Schauder basis, 171, 172

Schauder’s Fixed Point Theorem,
174, 177, 180
nonstandard version, 175

Schauder’s Theorem, 180

second category, 72

self-adjoint, 210

self-dual, 154

self-mapping, 174

semi-inner product, 159

seminorm, 77

seminormed linear space, 78

separable subset, 70

sesquilinear form, 148
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set, 1
set algebra, 33
Sherman-Takeda Theorem, 261
simple measurable function, 45
Sobolev Space, 90
SOT, 250
spectral integral, 262, 263, 267, 271
Spectral Mapping Theorem, 199, 200,
213, 272
Spectral mapping Theorem, 225
spectral measure, 262, 263, 271
spectral radius, 191, 196
spectrum, 190, 193, 214, 221
bounded linear operators, 190
sphere, 55
standard part, 23, 58, 61
state, 235
faithful state, 257
mixed state, 235
pure state, 235
tracial state, 256
Stone’s Theorem, 299
Stone-Cech compactification, 72, 232
Stone-Weierstrass Theorem, 217, 219,
223, 240
strong operator topology, 250
subadditive, 77
subordinate, 269
subprojection, 267
superreflexivity, 143, 145, 146, 155
superstructure, 10
symmetric difference of sets, 38

Tietze Extension Theorem, 219, 247
topological space, 54
Baire space, 72
compact space, 66
completely regular space, 57
Hausdorff space, 57
locally compact space, 70
normal space, 57
regular space, 57
separation axioms, 57
Tychonoff space, 57, 232, 243
uniform space, 56
topological subspace, 54
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topology, 54

coarser, weaker, 54

compact, 66

discrete, 54

finer, stronger, 54
total variation, 35
totally bounded, 68
trace, 235, 256
tracial nonstandard hull, 255, 257,

265
Transfer Principle, 13
transfinite induction, 6
transfinite recursion, 6
triangle inequality, 55
Tychonoff product, 69
Tychonoft’s Theorem, 69

ultrafilter, 19
countably incomplete, 21
good ultrafilter, 21

ultrapower, 20

ultraproduct, 19

underspill, 24, 25, 31

Uniform Boundedness Principle, 104,
105

uniform space, 56

uniformly continuous function, 74

unilateral shift, 211

unit sphere, 94

unital C*-algebra, 209

unitarily equivalent, 269

unitarily equivalent GNS
repesentations, 240

unitary, 211
unitary group, 212

unitization, 182

universal enveloping von Neumann
algebra, 253

universal representation, 239

Urysohn’s Lemma, 62, 219

vanishing at infinity, 88

Volterra operator, 164

von Neumann algebra, 250, 251, 255,
259
universal enveloping, 253
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von Neumann’s Bicommutant
Theorem, 252, 261

w.c.c., 285, 287, 289, 290
weak convergence, 123
weak nonstandard hull, 123, 124
weak operator topology, 250
weak topology, 123
weak* compact, 132
weak™® topology, 132
weakly compact, 134
weakly distributive o-algebra, 51
Weierstrass Approximation Theorem,
88, 240
weight, 295
k-normal, 295
normal, 295
well-ordering principle, 7
WOT, 250

Zermelo-Frankel, 1
zero divisor, 206
ZFC, 1,3

Zorn’s Lemma, 7
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