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Preface to the Series

The mechanisms of disease production by infectious agents are presently the
focus of an unprecedented flowering of studies. The field has undoubtedly
received impetus from the considerable advances recently made in the under-
standing of the structure, biochemistry, and biology of viruses, bacteria, fungi,
and other parasites. Another contributing factor is our improved knowledge of
immune responses and other adaptive or constitutive mechanisms by which
hosts react to infection. Furthermore, recombinant DNA technology, mono-
clonal antibodies, and other newer methodologies have provided the technical
tools for examining questions previously considered too complex to be success-
fully tackled. The most important incentive of all is probably the regenerated
idea that infection might be the initiating event in many clinical entities
presently classified as idiopathic or of uncertain origin.

Infectious pathogenesis research holds great promise. As more information
is uncovered, it is becoming increasingly apparent that our present knowledge of
the pathogenic potential of agents is often limited to the most noticeable effects,
which sometimes represent only the tip of the iceberg. For example, it is now well
appreciated that pathologic processes caused by infectious agents may emerge
clinically after an incubation of decades and may result from genetic, immuno-
logic, and other indirect routes more than from the infecting agent in itself.
Thus, there is a general expectation that continued investigation will lead to the
isolation of new agents of infection, the identification of hitherto unsuspected
etiologic correlations, and, eventually, more effective approaches to prevention
and therapy.

Studies on the mechanisms of disease caused by infectious agents demand
a breadth of understanding across many specialized areas, as well as much coop-
eration between clinicians and experimentalists. The series Infectious Agents and
Pathogenesis is intended not only to document the state of the art in this fascinat-
ing and challenging field but also to help lay bridges among diverse areas and
people.

Mauro Bendinelli
Herman Friedman
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Foreword and Introduction

The use of recreational drugs of abuse by large numbers of individuals in this
country and abroad has aroused serious concerns about the consequences of
this activity. For example, it is recognized that marijuana is currently widely used
as a recreational drug in the United States as well as other countries. Similarly,
abuse of cocaine, especially crack cocaine, is considered to be an epidemic. “The
war on drugs” by the US Government was directly aimed at the illicit use of
cocaine, marijuana, and opiates as well as other drugs of abuse. Furthermore,
alcohol is also considered a major problem of abuse in this country as well as in
many other countries. It is estimated there are at least 10 million alcoholics in the
United States alone. A significant portion of those hospitalized with infectious
diseases are alcoholics. Similarly, there have been many reports of association
between marijuana use and increased susceptibility to infection as well as a rela-
tion between use of opiates and infections. The relationship between drug abuse
and increased incidence of various infections has stimulated increased investiga-
tion of whether and how such drugs affect immune function, especially impor-
tant for resistance against infectious agents.

During the last decades, a wide variety of studies have shown that drugs of
abuse, including marijuana, cocaine, or opiates, as well as alcohol, alter both
neurophysiological as well as pathological responses of individuals. Similarly,
it has been shown that illicit drug use also alters immune function, and the influ-
ence of such altered immunity has marked physiological and physical conse-
quences on drug abusers. Specifically, data have accumulated indicating that
drugs of abuse markedly affect the immune response in both human popula-
tions and in experimental animal models, both in vivo and in vitro.

Experimental studies concerning microbial infections in animals have
supported empirical observations reported earlier that many drugs of abuse are
often associated with enhanced susceptibility to infectious diseases.
Furthermore, the mechanisms whereby such drugs increase the likelihood of
infections in humans as well as experimental animals have begun to be delin-
eated. In particular, it has been shown that morphine, cocaine, or marijuana,
as well as alcohol, enhance susceptibility to infection by bacteria, viruses, proto-
zoa, or fungi when given to experimental animals or used to treat lymphoid cell

xi



populations in vitro. The purpose of this volume is to focus attention on valuable
new information concerning the effects of recreational drugs on modulation of
immune responses, especially pertaining to mechanisms important in resistance
to infectious diseases, as well as to malignancy and autoimmunity. Studies con-
cerning how illicit drugs affect immunity are considered even more urgent at the
present time because of the worldwide epidemic of acquired immune deficiency
syndrome (AIDS) caused by the human immunodeficiency virus (HIV).
Infection with HIV causes the collapse of the immune system, making an indi-
vidual highly susceptible to opportunistic microorganisms which cause signifi-
cant clinical disease in mainly immunocompromised individuals.

The onset of the AIDS epidemic in the United States, and indeed worldwide,
stimulated attempts to search for possible cofactors which result in a more rapid
progression of the disease in individuals infected with HIV. Approximately a
third of all AIDS patients in the United States and other developed countries are
i.v. drug abusers. It has been shown that HIV is readily spread by contaminated
needles or equipment used by drug abusers. However, it is also widely accepted
that many illicit drugs not taken by the i.v. route but by other routes are immuno-
suppressive and modulate the immune system, especially by activation hypothal-
amic–pituitary–adrenal axis. Although many AIDS patients, especially in third
world countries, are known not to be i.v. drug abusers, they often utilize drugs
such as marijuana, cocaine, or even alcohol, and HIV may be transmitted by the
sexual route, even in such drug abusers. Thus, there is much concern that such
illicit drugs serve as a possible cofactor in the progression of AIDS.

There had been various studies during the past few years examining in detail
the mechanisms whereby drugs of abuse compromise the immune system in gen-
eral and specifically enhance susceptibility to infection. Thus, this book in the
series Infectious Agents and Pathogenesis focuses specifically on possible relation-
ships between drugs of abuse like cocaine, marijuana, and opiates, as well as alco-
hol, immune response function, and alteration of resistance to microorganisms,
especially opportunistic bacteria. This volume presents a number of reviews con-
cerning various categories of drugs, the immune system, and infectious disease.
The first chapter is a detailed review by investigators from Georgetown University
concerning the effects of both cocaine and morphine in animal models with
regard to the nature and mechanism of immunomodulation resulting from
acute withdrawal. The next chapter is by Drs. Baldwin and Roth from UCLA con-
cerning links between cannabinoid use and HIV infection. Drs. Bulen and
Medveczky from the University of South Florida then discuss the effects of
cannabinoids on Herpesvirus infection and the mechanisms involved.

Drs. Guy Cabral and Francine Marciano-Cabral from the Medical College of
Virginia describe studies concerning the effects of cannabinoids on increased
susceptibility of brain cells to infection by an important amoeba known to cause
neurologic disease. Investigations concerning nature and mechanisms whereby
cannabinoids specifically alter susceptibility to infection by the ubiquitous
opportunistic intracellular microbe Legionella pneumophila are then described in
detail in the following chapter. Nicotine is now recognized as the addictive com-
ponent of cigarette smoke and the next seven chapters review in detail studies
concerning how nicotine affects the immune response, especially those aspects

xii FOREWORD AND INTRODUCTION



xiiiFOREWORD AND INTRODUCTION

of immunity important in host resistance. It is widely recognized that cigarette
smokers are more susceptible to upper respiratory infections by bacteria or
viruses.

The next several chapters concern the effects of opiates on the immune
system. Investigators from Temple University in Philadelphia describe studies
concerning the effect of opiates on regulation of chemokine and chemokine
receptor expression, known to be important in host resistance mechanisms,
especially with emphasis on HIV infection. The next chapter by Dr. Roy and asso-
ciates from Minnesota describes the effects of morphine on immune response
mechanisms important in susceptibility to infections. Dr. Sharp and colleagues
from Tennessee describe studies concerning neuropharmacological aspects of
delta opioid receptors on murine splenic T cells and involvement of these recep-
tors in immunity. Investigators from the University of Illinois then describe some
of the effects of opiate derivatives on immunity, especially as related to mecha-
nisms of resistance to infectious agents. The next several chapters discuss differ-
ent aspects of the effects of alcohol on immunity, especially susceptibility to
opportunistic bacteria and fungal infection. An experimental animal model is
described concerning opportunistic infection by Brucella and ethanol. A general
description of effects of alcohol on respiratory infections and the pulmonary
system is then presented.

It is anticipated by the editors of this volume and the series in general, as well
as the authors of individual chapters, that this book will be valuable for microbi-
ologists, both basic and clinical, as well as immunologists, psychologists, and
drug abuse investigators, including health care workers who care for and reha-
bilitate drug abusers. It is also anticipated that this book will also provide impor-
tant information concerning the public health impact of drugs of abuse on
infectious diseases. It is also hoped by the editors that the information presented
will stimulate further interest and studies concerning the effects of drugs of
abuse on infectious diseases. The editors thank Ms. Ilona M. Friedman for
continued outstanding contributions as the coordinator for preparation of this
volume and for valuable assistance in processing and editing manuscripts for
publication.

Herman Friedman
Thomas W. Klein

Mauro Bendinelli
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1

Effects of Cocaine and
Morphine Withdrawal on 
the Immune Response
ALBERT H. AVILA, NORMA C. ALONZO, 
and BARBARA M. BAYER

1. INTRODUCTION

The immunosuppression accompanying illicit drug use has been shown to
contribute to a decreased resistance to a variety of pathogens; however, there is
relatively little information on how long these effects persist following with-
drawal from chronic drug exposure. To begin to address this question,
Sprague–Dawley male rats were administered either cocaine (10 mg/kg, i.p.,
b.i.d.) for 7 days or morphine (escalating doses up to 40 mg/kg, s.c., b.i.d.) for a
10-day period. Control groups of animals received similar saline injections for
equivalent time periods. Drug administration was abruptly discontinued and
animals were sacrificed at 2, 24, 72, or 96 hr following the last dose. At these time
points, proliferation responses of peripheral blood T lymphocytes stimulated by
concanavalin A (Con A) and plasma levels of corticosterone were measured.
Plasma corticosterone levels of cocaine- or morphine-treated animals were
found to be significantly elevated 24 hr following drug cessation as compared to
saline-treated animals. At this time, proliferation responses were significantly
decreased and were further suppressed during cocaine and morphine
withdrawal at 96 and 72 hr, respectively. These results suggest that abrupt cessa-
tion of cocaine or morphine administration leads to activation of stress-related
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2 ALBERT H. AVILA ET AL.

pathways that may contribute to an increased susceptibility of infection during
the initial withdrawal phase.

It is well known that cocaine and morphine abuse in general is a major
health concern in our society. Studies have shown a high risk factor related to
HIV seropositivity among cocaine users.(1,2) There appears to be an association
between drug abuse populations and the development of AIDS, thus leading to
the belief that the use of such drugs may serve as a cofactor in the pathogenesis
of AIDS.(3,4) However, it is not clear if the immune alterations and susceptibility
to AIDS is due to the lifestyle of the drug user (needles, nutrition, sexual
practices) or to the effects of the drug itself.

Chronic cocaine and morphine exposure has been likened to the stress
response due to their effect on the hypothalamic–pituitary–adrenal (HPA) axis
resulting in elevation in plasma glucocorticoid levels.(5,6) As a result, many labo-
ratories have investigated the potential interaction between HPA axis activation,
stress and drug addiction, or relapse.(7–9) It is known that prolonged and perma-
nent alterations within the central nervous system (CNS) occur following
chronic cocaine or morphine administration,(6,10–12) as well as following
withdrawal from either drug.(13–15) In addition to chronic exposure, abrupt with-
drawal from chronic cocaine(16,17) or morphine(18) has also been shown to pro-
duce neuroendocrine alterations. Many of these effects have been thought to
contribute to the immune deficiencies that accompany acute and chronic expo-
sure to these drugs.(19–22) However, little is known of the potential impact that
withdrawal from either morphine or cocaine has on the immune system. This is
particularly surprising considering reports that cocaine abuse and dependence
remains a major public health problem.(4) This is also surprising because
many cocaine and drug abusers have a high potential for HIV exposure. If the
immune system is compromised during the time of HIV exposure, the likelihood
of higher viral titers and the susceptibility to contracting the disease is increased.
Therefore, in this chapter, we begin to define the effects during cocaine or mor-
phine exposure as well as during the early stages of withdrawal from chronic
cocaine or morphine exposure on both the HPA axis and the immune system.

2. MATERIALS AND METHODS

2.1. Animals

Pathogen-free adult male Sprague–Dawley rats initially weighing 175–200 g
upon receipt were obtained from Taconic Laboratories (Germantown, NY).
Animals were group-housed, three per cage, with microisolator tops in a
temperature (23 � 1�C) and humidity-controlled vivarium under a 
12-hr light/dark cycle (6 AM on, 6 PM off). Food and water were freely available
(Purina rat chow, Ralston Purina Co., St. Louis, MO). All animals were allowed to
acclimate for 1 week before use in an experiment or drug administration.



2.2. Drug Administration

Cocaine hydrochloride, purchased from Sigma Chemical (St. Louis, MO),
and morphine sulfate, generously provided by the National Institute on Drug
Abuse (Research Triangle Park, NC) were dissolved in (0.9%) sterile isotonic
saline, which also served as the control treatment in these studies. The injection
volume for both cocaine and morphine studies was 1 ml/kg and the route of
administration was intraperitoneal (i.p.) for cocaine injections, and subcuta-
neous (s.c.) for morphine injections. For all cocaine injections, the rats received
10 mg/kg for 7 days (b.i.d.). For morphine injections, the animals were given
escalating doses of morphine from 10 to 40 mg/kg for 9 days (b.i.d.), and were
challenged with a 10 mg/kg injection of morphine on day 10. Animals were
sacrificed 2 hr following the last cocaine injection or following respective with-
drawal periods (24, 72, or 96 hr).

2.3. Mitogen-Induced Lymphocyte Proliferation

Rats were sacrificed by rapid decapitation, and trunk blood was collected
in 50-ml polypropylene tubes containing heparin (0.1 ml) and immediately
placed on ice. Whole blood was diluted 1:5 with cold RPMI-1640 media
(Gibco BRL/Life Technologies, Grand Island, NY) containing 1% fetal calf
serum and gentamicin (20 g/ml). Hundred liters of each blood suspension was
plated into 96-well flat-bottom microtiter plates containing nine concentrations
of the  T-cell-specific mitogen Con A (100 L/well), incubated for 72 hr at
37�C with 8% CO2 and pulsed with 0.5 Ci/well of [methyl-3H]thymidine
(6.7 Ci/mmol; New England Nuclear, Boston, MA) in a 20 L volume followed by
additional 24 hr incubation. Cells were lysed by distilled water using a 96-well
cell harvester (Brandel, Gaithersburg, MD), and labeled DNA was harvested
onto glass fiber filters. Radioactivity was quantified via liquid scintillation
spectrophotometry (Beta Plate; L.K.B. Pharmacia). Maximum lymphocyte
proliferation responses (Emax) were determined from a nonlinear regression
analysis of T-cell response to the mitogen Con A, and significant differences in
Emax values were assessed using one-way ANOVA and Newman Keuls post hoc
analysis.

2.4. Plasma Corticosterone Assay

Heparinized blood samples were collected at the time of sacrifice, placed on
ice, and centrifuged to allow separation of plasma that was collected and stored
at �20�C until needed. Plasma corticosterone was measured using solid-phase
double antibody 125I radioimmunoassay kits purchased from ICN Biochemicals,
Inc. (Costa Mesa, CA). Samples were assayed in duplicate, and corticosterone
concentrations were expressed as nanograms per milliliter.

3EFFECTS OF COCAINE AND MORPHINE WITHDRAWAL
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3. RESULTS

3.1. Immune and HPA Axis Effects from Acute Cocaine 
or Acute Morphine

As an initial assessment of cocaine’s effects on the immune system, rats were
injected with either acute cocaine (10 mg/kg, i.p.) or acute morphine
(10 mg/kg, s.c.) and compared with saline control animals. All animals were sac-
rificed 2 hr following the injection, and blood was stimulated with increasing
doses of the T-cell mitogen Con A. Maximum responses (Emax) were determined
from a nonlinear regression analysis utilizing all concentrations of Con A, and
significant differences in the Emax values were determined using the Student’s 
t-test. T-lymphocyte proliferation did not differ between acute cocaine- and
saline-treated animals (Fig. 1). In contrast to acute cocaine, acute morphine
resulted in a significant suppression of blood lymphocyte proliferation
(p � 0.05) (Fig. 2).

It is known that drugs of abuse can have stress-like effects on the HPA axis.
To determine if there were any neuroendocrine effects, plasma corticosterone
levels were measured in all animals. Animals were treated with either acute
cocaine (10 mg/kg, i.p.) or saline and sacrificed 2 hr later. There were no signif-
icant differences in corticosterone levels at 2 hr between acute cocaine and
saline control animals (Fig. 3). In contrast to cocaine, acute morphine
(10 mg/kg, i.p.) led to a significant increase in plasma corticosterone levels 2 hr
after a single morphine injection (p � 0.05) (Fig. 4).

3.2. Immune Effects Following Chronic Cocaine or Morphine

To determine whether chronic exposure to cocaine had effects on the
immune system, animals were exposed to cocaine (10 mg/kg, i.p., b.i.p.) for
7 days. All animals were sacrificed 2 hr after the final injection. There was a

FIGURE 1. Effect of acute cocaine administration on blood lymphocyte proliferation. Animals
(6 per group) were injected with cocaine (10 mg/kg, i.p.) or saline and sacrificed 2 hr following
injection. Blood was collected into heparinized tubes, diluted 1:5 and lymphocyte proliferation
stimulated by Con A. Data are expressed as Emax [3H]methyl-thymidine � SEM. No significant
difference in Emax values (p 	 0.05, t-test).
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FIGURE 3. Effect of acute cocaine administration on plasma corticosterone. Animals (6 per
group) were treated with either a single injection of cocaine (10 mg/kg, i.p.) or saline
(1 ml/kg) and sacrificed 2 hr after injection via decapitation. Plasma corticosterone levels were
determined as described in methods and expressed as mean (ng/ml) � SEM. No significant
alteration was detected (P 	 0.05, Student’s t-test).

FIGURE 2. Effect of acute morphine administration on blood lymphocyte proliferation.
Animals (8 per group) were injected with morphine (10 mg/kg, s.c.) or saline and sacrificed
2 hr following injection. Blood was collected into heparinized tubes, diluted 1:5 and lymphocyte
proliferation stimulated by Con A. Data are expressed as Emax [3H]methyl-thymidine � SEM.
Significant difference in Emax values (p � 0.05, t-test).
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significant decreased in T-cell proliferation in chronic cocaine animals
compared to similarly treated saline controls (Fig. 5). Interestingly, following
cessation of drug administration, this effect persisted for up to 96 hr following
the last dose of cocaine (p � 0.05). Furthermore, animals that underwent 96 hr
of withdrawal from cocaine were statistically more suppressed than those of the
chronic cocaine group or the animals undergoing 24 hr of withdrawal.

Unlike chronic cocaine, chronic morphine treatment resulted in a toler-
ance to the suppressive effects of morphine on T-lymphocyte proliferation
(Fig. 6). However, a significant suppression of lymphocyte responses developed
within 24 hr after cessation of chronic morphine administration. The suppres-
sion of lymphocyte proliferation was significant for up to 72 hr of withdrawal
from chronic morphine (Fig. 6).
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3.3. Stress-Like Effects of Cocaine and Morphine Withdrawal

Animals treated with chronic cocaine for 7 days had corticosterone levels
which were significantly elevated compared to saline controls. This was expected
as it has been shown that tolerance does not develop to the HPA axis effects even
after repeated cocaine injections.(25) Furthermore, a significant elevation of
plasma corticosterone levels persisted in animals that went through the same
chronic dosing paradigm, followed by 24 hr of withdrawal (p � 0.05). These
findings are consistent with the report that cocaine withdrawal (12 hr) increases
CRF release up to 400%.(17) Similarly, we found that corticosterone levels at 96 hr
following withdrawal of cocaine returned to those of saline-treated animals

FIGURE 4. Effect of acute morphine administration on plasma corticosterone. Animals (6 per
group) were treated with either a single injection of morphine (10 mg/kg, s.c.) or saline
(1 ml/kg) and sacrificed 2 hr after injection via decapitation. Plasma corticosterone levels were
determined as described in methods and expressed as mean (ng/ml) � SEM. Significant
alteration was detected (P � 0.05, Student’s t-test).
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FIGURE 5. Effects of chronic cocaine treatment and abrupt withdrawal on lymphocyte
proliferation. Animals were treated with either cocaine (10 mg/kg, i.p., b.i.d.) or saline for
7 days. Treatment groups were identical to those described in Fig. 1. Blood was collected into
heparinized tubes, and lymphocyte proliferation responses to Con A were determined. Data are
expressed as maximal responses �SEM (CPM [3H]methyl-thymidine per culture) of saline- and
cocaine-treated animals (n 
 6/treatment group).*Denotes significant difference (p � 0.05)
compared to saline-treated control group (ANOVA, Newman Keuls post hoc).#Denotes signifi-
cant difference (p � 0.05) compared to saline, chronic cocaine, and 24 hr WD groups (ANOVA,
Newman Keuls).
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(Fig. 7). Therefore, these findings demonstrate that the initial cessation of drug
administration results in an activation of the HPA axis, which is sustained for at
least 24 hr.

In contrast to cocaine, animals chronically treated with morphine in esca-
lating doses up to 40 mg/kg (s.c.) became tolerant to its effects on the HPA axis
(Fig. 8). Other investigators have previously reported similar results.(24)

However, when drug administration was abruptly discontinued, corticosterone
levels were significantly elevated 24 hr later (p � 0.05). These findings are con-
sistent with others who report that increases in glucocorticoids are observed
upon sudden withdrawal from morphine administration.(18) Within 72 hr

7EFFECTS OF COCAINE AND MORPHINE WITHDRAWAL

FIGURE 6. Effects of chronic morphine treatment and abrupt withdrawal on lymphocyte pro-
liferation responses. Animals were treated with either saline or escalating doses of morphine
(up to 40 mg/kg, s.c., b.i.d.) for 10 days. Treatment groups were the same as described in Fig. 3.
Blood was collected into heparinized tubes, and lymphocyte proliferation to Con A was deter-
mined. Data are expressed as the maximum responses � SEM (CPM [3H]methyl-thymidine per
culture) of saline and morphine-treated animals (n 
 8/treatment group). *Denotes signifi-
cant difference (p � 0.05) compared to saline-treated control group (ANOVA, Newman Keuls).
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FIGURE 7. Changes in plasma corticosterone levels during the withdrawal period following
cessation of chronic cocaine treatment.Animals were treated with either cocaine (10 mg/kg,
i.p., b.i.d.) or saline for 7 days. The chronic cocaine treatment group was sacrificed 2 hr follow-
ing the last cocaine injection (Chr. Cocaine). To induce withdrawal, cocaine administration was
abruptly stopped and animals were sacrificed 24 hr (24 hr. WD) or 96 hr (96 hr. WD) later
(n 
 6/treatment group). Plasma samples were obtained and corticosterone levels were meas-
ured by RIA as described in Methods. *Denotes significant difference (p � 0.05) compared to
saline-treated control group (ANOVA, Newman Keuls post hoc).
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following withdrawal of morphine, corticosterone values returned to basal levels
compared to saline controls.

4. DISCUSSION

The studies described in this chapter examine and provide significant infor-
mation concerning the effects of cocaine and morphine withdrawal on the
immune response of rats. Namely, withdrawal from chronic cocaine or chronic
morphine lead to activation of the HPA axis resulting in increased glucocorti-
coid levels, which was accompanied by a suppression of T-lymphocyte prolifera-
tion. Suppression of the immune response was observed following chronic
cocaine, but tolerance developed to chronic morphine treatment. Whereas
acute cocaine did not lead to immunosuppression, acute morphine treatment
suppressed the immune response.

It has been reported that acute cocaine dose-dependently increases corticos-
terone levels in rats,(25) as well as stimulates the release of ACTH and cortisol in
humans.(26,27) It was found that a single acute cocaine injection rapidly and tran-
siently increases corticosterone levels within the first 30 min postinjection, and
returns to baseline values by 2 hr.(28) In this study, animals were sacrificed at 2 hr
following acute cocaine; perhaps this is why an increase in plasma corticosterone
levels following acute treatment was not detected. In addition, acute morphine
has also been labeled a “pharmacological” stress due to its ability to induce behav-
ioral, neural, and endocrine alterations.(6,29,30) There was an increase in plasma
corticosterone levels following acute morphine treatment in animals assayed 2 hr
following drug exposure.

Consistent with our finding that 7 days of cocaine exposure significantly
increased basal corticosterone levels 2 hr after the last cocaine injection, others

FIGURE 8. Effects of cessation of drug administration after chronic morphine treatment on
plasma corticosterone levels. Animals were chronically treated with either saline or escalating
doses of morphine (up to 40 mg/kg, s.c.) for up to 10 days. To initiate withdrawal, morphine
administration was discontinued for either 24 or 72 hr prior to sacrifice. Plasma samples were
obtained and corticosterone levels were measured by RIA as described in Methods. *Denotes
significant difference (p � 0.05) compared to the saline-treated control group (ANOVA,
Newman Keuls post hoc).
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have reported increases in basal levels of corticosterone after 3 weeks of cocaine
administration.(23) Increases in plasma corticosterone have also been reported
in rats trained to self-administer cocaine.(31) These physiological “anxiety”-
like effects, namely the reported increases in ACTH and corticosterone due
to cocaine exposure, have been blocked in rats pretreated with the CRF recep-
tor antagonist, alpha-helical CRF(9–41) or with an anti-CRF antibody.(25,32)

Withdrawal from cocaine or morphine resulted in a significant and prolonged
elevation in steroid levels that were sustained for at least 1 day after the cessation
of chronic treatment with either drug, and were back near baseline values by
2 days of withdrawal. These results are consistent with two other studies, which
have reported prolonged increases (12–24 hr) in corticosterone levels after
cessation of cocaine.(24,33) More recently, it has been reported that cocaine with-
drawal increases CRF release up to 400% above baseline levels in the amygdala
between 11 and 12 hr post-cocaine,(17) which supports our finding of a
prolonged glucocorticoid response.

Although some reports have demonstrated that cocaine and morphine
administrations produce alterations in a variety of immunological parame-
ters,(19–22,29,34) there is comparatively little information on whether the immune
alterations persist during chronic drug administration and after cessation of
either cocaine or opioid administration. These data illustrate several similarities
in the effects following withdrawal from cocaine and morphine. The cessation of
both drugs of abuse resulted in elevation of plasma corticosteroid levels for the
first 24 hr of withdrawal. This effect was accompanied by a significant suppres-
sion of the immune system to both cocaine and morphine. With both drugs,
immunosuppression persisted for 3–4 days even though corticosterone values
had returned to basal levels. Although this report demonstrates that there is a
stress-like effect from withdrawal of cocaine and morphine seen by HPA-axis acti-
vation, the precise mechanisms involved in producing the prolonged effects on
the immune system remain to be determined.

There are several possible explanations which may contribute to the pro-
longed suppression of the T-lymphocyte immune response following withdrawal
from either chronic cocaine or chronic morphine. One reason may be that the
intermittent increases and decreases of corticosterone throughout the drug
administration period could lead to immune system vulnerability and ultrasensi-
tivity during the subsequent drug withdrawal phase. Another explanation may
be due to the sustained increase in corticosterone during the withdrawal
period.(23) For over two decades, corticosteroids have been known to decrease
immune cell function.(35) It is possible that both the repeated elevation during
chronic dosing as well as the prolonged increase in corticosterone during with-
drawal may contribute to immunosuppression. Additionally, corticosterone may
cause an initial priming effect during chronic dosing, followed by a prolonged
increase in corticosterone levels from the stress of withdrawal, resulting in
sustained suppression in T-cell proliferation.

In conclusion, these data indicate that during the withdrawal period, there
are increases in steroid levels accompanied by profound and prolonged suppres-
sive effects on the immune system, which may lead to an increased susceptibility
to infection. As a result, it will be important to further characterize the duration

9EFFECTS OF COCAINE AND MORPHINE WITHDRAWAL
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of these effects and to more completely assess the immune vulnerability during
the withdrawal period. Ultimately, these studies may lead to a possible model for
testing potential pharmacotherapies used in relapse and drug abuse patients.
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Biological Links between
Cannabinoids and HIV
Infection
GAYLE C. BALDWIN and MICHAEL D. ROTH

1. INTRODUCTION

Infection with human immunodeficiency virus (HIV) and progression of the
acquired immunodeficiency syndrome (AIDS) can be modulated by a variety of
cofactors including genetic susceptibility, nutritional factors, and the presence
of concurrent infections.(1–5) Marijuana, cocaine, alcohol, and other substances
of abuse may also be risk factors for HIV,(6–12) both in terms of their influence on
risky social behavior(13,14) as well as their potential to alter host immunity and
viral replication.(15–20) Marijuana use is prevalent among homosexual and bisex-
ual men at risk for acquiring HIV, and occurs at an even higher frequency in
those who develop HIV infection.(21) In addition to recreational and social use,
marijuana is also used as a medicinal agent for the nausea, pain, and wasting
states that occur in AIDS.(22,23) This frequent use of marijuana by individuals with
HIV and/or AIDS may be clinically important. Marijuana smoking has been
reported as a risk factor for the development of bacterial pneumonia, oppor-
tunistic infections, and Kaposi’s sarcoma in HIV-positive individuals,(9,24) as well
as for a more rapid progression from HIV infection to AIDS.(11) At the same time,
cannabinoids have been postulated to play a neuroprotective role by suppressing
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the production of inflammatory mediators and nitric oxide (NO), potentially
reducing HIV-related neurotoxicity and the development of AIDS-related
dementia.(25–27) This chapter will focus on biological links between marijuana
use, cannabinoid immunobiology, and the pathogenesis of HIV infection. We
will review information regarding the expression of cannabinoid receptors on
brain and immune cells, the capacity for �9-tetrahydrocannabinol (THC) to
suppress T-cell immunity and alter cytokine production, the impact of cannabi-
noids on the production of NO, and the potential link of these effects to the
pathogenesis of HIV infection and AIDS. We will also introduce a mouse model
in which THC can be directly evaluated for its effect on the interaction between
human immune cells, HIV infection, and viral replication in vivo.

2. MARIJUANA SMOKE, CANNABINOIDS, AND 
CANNABINOID RECEPTORS

The tar produced from marijuana smoke contains a high concentration of
cannabinoids.(28–30) Classical cannabinoids are a structurally related group of
C21-hydrocarbons obtained exclusively from the plant Cannabis sativa.(31) While
61 different natural cannabinoids have been described, THC is the predominant
form in marijuana and is primarily responsible for its biologic activity.(28)

Synthetic THC, called dronabinol, is also the active component in the prescrip-
tion drug Marinol®. Dronabinol is approved by the Food and Drug
Administration for the treatment of anorexia and weight loss in patients with
AIDS and for refractory nausea and vomiting associated with cancer chemother-
apy.(22,23) In addition to these exogenous sources, several endogenous com-
pounds with cannabinoid-like activity have been identified within the brain and
peripheral tissues.(32–35) Although structurally distinct from THC, these endo-
cannabinoids bind cannabinoid receptors and induce similar biological effects.
A list of the cannabinoids relevant to the discussion of HIV infection is presented
in Table I.

Two structurally related receptors that bind THC with similar affinity have
been described. The gene encoding for cannabinoid receptor 1 (CB1) was
cloned in 1990,(36,37) and this receptor is highly expressed in brain tissue and to
a lesser extent in the adrenal glands, reproductive organs, and on immune
cells.(38,39) Animal models employing selective CB1 antagonists or CB1 knockout
mice have demonstrated that CB1 receptors mediate most of the psychoactive,
behavioral, and physiologic effects commonly associated with marijuana use.(40)

The role of CB1 in these responses has also been confirmed in humans. Research
subjects pretreated with a CB1-selective receptor antagonist (SR141716) do not
develop the psychological high or tachycardia normally produced by marijuana
use.(41) A second cannabinoid receptor, CB2, was cloned from a human promye-
locytic cell line.(42) While not normally expressed in the brain, CB2 is predomi-
nantly expressed in spleen and in cells of hematopoietic origin.(38) Using
semi-quantitative RT-PCR, Nong and coworkers(43) recently confirmed that
mRNA encoding for both CB1 and CB2 are present in normal human peripheral
blood mononuclear cells, that expression of CB2 is uniformly 3-fold higher than
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expression of CB1, and that mRNA for both receptors is upregulated in samples
collected from habitual marijuana users. B cells express the highest levels of CB2
mRNA, with somewhat less expression found in natural killer cells and mono-
cytes, and lower levels of expression present in CD8� and CD4� T cells.(39,44)

Both CB1 and CB2 are seven transmembrane G-protein-coupled receptors.(45)

Their activation blocks the forskolin-induced accumulation of intracellular
cyclic adenosine 3�,5�-monophosphate (cAMP) in immune cells and is associ-
ated with a variety of downstream signaling events including inhibition of 
calcium flux and protein kinase A (PKA), downregulation of activator protein-1
(AP-1) and the nuclear factor of activated T cells (NF-AT), alterations in MAP
kinase signaling, and changes in binding of cAMP response elements (CRE) and
the nuclear factor for immunoglobulin k chain (NF-
B).(46,47) The role of 
these receptors in human biology is still an area of intense investigation. Both
neurons and immune cells produce endogenous CB1 and CB2 ligands, such as
N-arachidonoylglycerol (anandamide), 2-arachidonoylglycerol (2-AG), and 
2-arachidonyl ether (nolander ether), suggesting an important role for the
cannabinoid ligand-receptor pathway in regulating normal function within both
the central nervous system and the immune system.(20,35,48–51) It is the expression
of CB1 and CB2 on immune cells and within the brain that likely mediates the
interaction between cannabinoids, host responses, and HIV infection.

3. CANNABINOIDS REGULATE CYTOKINE PRODUCTION, 
T-CELL ACTIVATION, AND HOST IMMUNE RESPONSES IN 
A MANNER THAT MAY PROMOTE HIV INFECTION AND 
THE PROGRESSION OF AIDS

HIV infection produces wide-ranging effects on the human immune system,
hallmarks of which include a sustained release of acute inflammatory mediators
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TABLE I
Cannabinoids and Cannabinoid Receptors Relevant to 

AIDS and HIV Infection

Affinity for cannabinoid receptors

Brain Immune cells
Exposure Primary cannabinoids (CB1) (CB2)

Marijuana smoke �9-tetrahydrocannabinol Yes Yes
(THC)

Marinol® Synthetic THC Yes Yes
(dronabinol)

Endogenous ligands N-arachidonoylglycerol Yes Weak
(anandamide)
2-arachidonoylglycerol Yes Yes
(2-AG)
2-Arachidonyl ether Yes Minimal
(nolander ether)



such as tumor necrosis factor-alpha (TNF-�) and IL-6,(52,53) increased levels 
of immunosuppressive cytokines including transforming growth factor-
beta (TGF-�) and IL-10,(54–56) polyclonal activation of B cells,(54,57) a relative 
deficiency in the production of interferon-gamma (IFN-�) and IL-12,(58,59) and
the destruction/functional impairment of T cells,(60,61) antigen-presenting
cells,(62,63) and antigen-specific immunity.(64) The biological consequences of
these changes include the permissive expansion and replication of HIV, inflam-
matory injury to bystander tissues and organs such as the central nervous system,
and a profound cellular immunodeficiency that allows the development of
both opportunistic infections and cancer. Theoretically, biological agents that 
promote a similar pattern of immune dysfunction will enhance HIV infection
and the progression of AIDS. The immunologic effects of cannabinoids have
been reviewed before(16,20,46,50,65–67) and are briefly summarized in the following
section.

Marijuana and THC were first reported to modulate immune function in
the 1970s when abnormal T-cell responses were observed in THC-treated ani-
mals(68) and in peripheral blood mononuclear cells (PBMC) collected from
chronic marijuana smokers.(69) T-cell proliferation was reduced in mixed leuko-
cyte and mitogen-stimulation assays by 40–45% when a group of 51 marijuana
smokers were compared to nonsmoking controls.(69) However, the link between
THC and immune regulation was not widely accepted until the discovery that
leukocytes express cannabinoid receptors.(38,39,42) The preferential expression of
cannabinoid receptors on immune cells, the ability to regulate leukocyte func-
tion with receptor-specific ligands, and the capacity to block receptor activation
with selective antagonists, have all provided important insight into the role of
cannabinoids as immune regulators.(50,66)

A variety of mouse models have been used to demonstrate the suppressive
effects of THC on host defenses; effects which allow the propagation of viral
infections,(65) opportunistic infections,(15,70) and cancer.(71) Newton and associ-
ates(70) treated mice with a single 4 mg/kg dose of THC prior to inoculation with
a sublethal dose of Legionella pneumophila. When subsequently challenged with a
lethal bacterial load, control mice demonstrated antigen-specific immunity and
eradicated the infection. In contrast, the majority of animals pretreated with
THC during the immunization phase died following rechallenge and their 
T cells failed to proliferate in response to L. pneumophila antigen in vitro. T cells,
and the cytokines that they produce, serve as critical regulators of cell-mediated
immunity. T cells producing IL-2 and IFN-� (T helper 1 subtype, Th1) stimulate
macrophage and T-cell effecter function and promote cell-mediated immu-
nity.(72) In contrast, T cells producing primarily IL-4 and IL-10 (T helper 2 sub-
type, Th2), suppress cell-mediated immunity and promote humoral and allergic
responses. Consistent with a switch from a Th1 to a Th2 response, THC was
found to downregulate the production of anti-legionella antibody of the IgG2a

subclass and increase antibody of the IgG1 subclass. In vitro, control splenocytes
activated with immobilized anti-CD3 antibody secreted primarily IFN-� with little
IL-4. In contrast, splenocytes activated in the presence of THC produced the
opposite profile with less IFN-� and more IL-4.(70) The capacity for THC to block
immunity against L. pneumophila, promote an immunoglobulin isotype switch
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from IgG2a to IgG1, and alter the balance of memory T cells producing Th1 and
Th2 cytokines, provided the first evidence that cannabinoids act as Th1:Th2
modulators, promoting a relative predominance of Th2 cytokines. In follow-up
experiments,(15) pretreatment with THC prior to infection with L. pneumophila
was found to result in lower serum concentrations of IL-12 and IFN-�, and
primed splenocytes to secrete higher levels of IL-4 within hours after infection.
Administration of either a selective CB1 or CB2 receptor antagonist (SR141716A
or SR144528, respectively) blocked the effects of THC, confirming the role of
cannabinoid receptor signaling in mediating the immunologic consequences 
of THC.

Cell-mediated immunity and Th1/Th2 cytokine balance also play a central
role in limiting tumor growth.(73,74) Zhu and associates(71) pretreated mice with
daily intraperitoneal injections of THC (5 mg/kg) for 4 days each week and
then challenged them with subcutaneous tumor implants. As one might hypoth-
esize from the infection models, mice receiving THC experienced a more rapid
rate of tumor growth. By the end of 5–6 weeks, tumors in THC-treated animals
averaged 3–4 times the size as did tumors growing in control animals.(71) Since
there was no direct effect of THC on the proliferation of tumors in vitro, these
studies suggested that THC might enhance tumor growth by disrupting immune
function in vivo. Consistent with this, splenocytes produced less IFN-� when har-
vested from tumor-bearing mice that had been treated with THC in comparison
to tumor-bearing controls. In addition, T cells recovered from THC-treated ani-
mals produced higher concentrations of IL-10 and TGF-� and proliferated
poorly when stimulated by allogeneic dendritic cells. There were also specific
defects in antigen-presenting activity when dendritic cells harvested from THC-
treated mice were compared to control dendritic cells for their capacity to acti-
vate T cells. A central role for TGF-� and IL-10 in mediating the adverse effects
of THC was demonstrated by the administration of neutralizing antibodies
specific for these two cytokines, either of which completely prevented the effects
of THC on tumor growth.(71) The biologic effects of THC in this model were also
blocked by the administration of a CB2 receptor antagonist.

In order to evaluate whether human immune responses are effected in the
same way by THC, T cells have been collected from healthy volunteers and exam-
ined in vitro.(75,76) Whether added to mixed leukocyte reaction (MLR) assays or
to T cells stimulated by immobilized anti-CD3 and anti-CD28 monoclonal anti-
bodies, THC suppressed T-cell proliferation, downregulated the expression and
release of Th1 cytokines, increased the expression of Th2 cytokines, and altered
normal Th1/Th2 balance in a dose-dependent manner.(76) THC inhibited the
proliferation of antigen-specific T-cell clones, with 5 �g/ml inhibiting activation
by an average of 53% compared to control T cells exposed to diluent alone. 
IFN-� concentrations were reduced on average by 50%, while IL-4 levels were
increased on average to 110%, resulting in a shift in Th1/Th2 cytokine balance.
These results were strikingly similar to the downregulation of antigen-specific
Th1 cells and the upregulation of antigen-specific Th2 cells observed in the
intact animal models.(15,70,71) The impact of THC on Th subsets was also exam-
ined at the level of mRNA expression using a ribonuclease protection assay to
simultaneously assay for both Th1 (IL-2, IFN-�) and Th2 (IL-4, IL-5)
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cytokines.(76) Consistent with the results obtained by ELISA, mRNA transcripts
encoding for IFN-� and IL-2 were reduced by 20–50% in cells treated with
THC, and mRNA encoding for IL-4 and IL-5 were increased up to 11-fold.
Pretreatment with SR144528, a CB2-selective antagonist, prevented the majority
of the THC-mediated effects, while there was little response to AM251, a selective
CB1 antagonist. This work suggests a strong correlation between murine models
and human studies, with THC acting via cannabinoid receptors to suppress 
antigen-specific T-cell activation and skew responding T cells away from a Th1
response and toward a Th2 profile.

THC has also been shown to upregulate the production of TGF-� when
human T cells are activated by signaling through the T-cell receptor.(75) TGF-�
inhibits T-cell proliferation, suppresses production of IL-2 and IFN-�, and antag-
onizes the activation of both lymphocytes and monocytes. As little as 50 ng/ml of
THC increased the production of TGF-� by 2–3-fold and 5 �g/ml of THC
increased the release of TGF-� protein by 5-fold. Selective CB1 or CB2 receptor
antagonists were used to confirm that signaling was mediated via the CB2 
receptor.(75)

In addition to the coordinated regulation of Th1/Th2 cytokines and the
suppression of T-cell-based immunity, cannabinoids have also been shown to
modulate the production of inflammatory mediators, including IL-1 and 
TNF-�,(26,77–79) B-cell activation,(80,81) and the induction of apoptosis in 
T cells.(82–84) However, the effects of cannabinoids on these functions appear to
be variable, depending upon the model employed and the concentrations of
cannabinoid studied. In early studies, direct injection of THC into mice in con-
junction with inflammatory or infectious stimuli produced high levels of the acute-
phase mediators IL-1, IL-6, and TNF-�.(78,84) In this situation, administration of
THC was associated with increased mortality. However, when studied with isolated
cells in vitro, THC produced a dose-dependent decrease in the production of 
IL-1 and TNF-�, an effect associated with protection against neurotoxicity.(26,77)

At low concentrations, THC and other CB2-active cannabinoids increase the
proliferation of activated B cells, but at higher concentrations, they suppressed
B-cell activation.(80) When examined in detail in the mouse and with murine
splenocytes in vitro, the administration of THC suppressed humoral responses to
T-cell-dependent antigens (sheep red blood cells), but had no effect on B-cell
responses to T-cell independent responses (DNP antigen) or to polyclonal 
activation by lipopolysaccharide (LPS).(81) Cannabinoids have also been
reported to directly stimulate apoptosis in leukocytes, including activated T cells
and a variety of lymphoid leukemia cells.(82–84) Zhu and associates(84) were able to
directly relate THC to the induction of DNA fragmentation and strand breaks 
in LPS or Con-A activated splenocytes, downregulation of Bcl-2, and activation 
of Caspase-1. Apoptosis was blocked by a caspase-1 inhibitor. McKallip and
coworkers(82) observed apoptotic cell death in several human and murine 
lymphoblastoid or leukemic cell lines, as well as in fresh leukemic cells, when
exposed to THC either in vitro or in vivo. In all cases, these effects were blocked
by a CB2 receptor antagonist.

Together, these human and animal models provide important insight into
the impact of THC on host immunity and the potential interaction between
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cannabinoids and HIV infection (Table II). The integrated downregulation 
of cell-mediated immunity by THC is likely to synergize with the immunosup-
pressive effects mediated by HIV. In epidemiologic studies, marijuana use is
associated with an increased risk for opportunistic bacterial and parasitic pneu-
monia in HIV patients,(24) an increased incidence of HIV infection and more
rapid progression from HIV infection to AIDS.(9,11) Deficiencies in the produc-
tion of IFN-� and IL-12, which are uniformly observed in response to THC, 
also play a central role in AIDS-related immunodeficiency and the incapacity for
HIV-infected patients to respond to infectious pathogens or vaccines.(59)

Similarly, TGF-� and IL-10 are induced in response to both THC and HIV viral
proteins such as Tat and gp120.(54,85–87) Increased levels of TGF-� are implicated
in the suppression of IFN-� and IL-12, may contribute to T-cell apoptosis in com-
bination with HIV infection,(88) promote fibrosis and HIV-nephropathy,(89) and
amplify HIV replication.(18,90,91) The capacity for THC to induce lymphocyte
apoptosis(82,92) might synergize with the apoptotic effects mediated by TGF-�,
viral proteins, and other factors during HIV infection, thereby promoting the
loss of helper T cells. The role of IL-10 in HIV is more controversial. IL-10 
may directly suppress host immunity,(55) promote B-cell activation and B-cell
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TABLE II
Links between the Biology of Cannabinoids and the Pathogenesis of HIV

Consequences for patients with HIV
Biologic effects of
cannabinoids Potential positive effects Potential negative effects

Downregulation of Inhibit function of monocytes, 
IL-2, IFN-�, and IL-12 T-, NK-, and dendritic cells
(Th1 cytokines) Depress cellular immunity

Upregulation of IL-4, Limit proinflammatory Suppress cellular immunity
IL-5, and IL-10 (Th2 cytokines involved in tissue Increase allergy/atopy
cytokines) injury (IL-1, IL-6, TNF-�) B-cell activation and proliferation

Suppress HIV replication Upregulate HIV co-receptors

Production of TGF-� Suppression of IFN-�/IL-12
Promote T-cell apoptosis
Promote fibrosis/nephropathy
Enhance replication of HIV

Suppress antigen Promote opportunistic infections
presenting cells and Promote tumor growth
cellular immunity

B-cell activation Enhance polyclonal gammopathy
Promote B-cell malignancies

T-cell apoptosis Synergize with HIV to destroy
activated T cells

Inhibit production of Decrease HIV replication Reduce antimicrobial defenses
nitric oxide Protect against neuronal Suppress antiviral responses

injury and AIDS dementia Increase monocyte/macrophage
viral reservoir



lymphomas,(54) and increase HIV replication by increasing expression of HIV 
co-receptors on monocytes and T cells.(93,94) A potential interaction between
THC-induced upregulation of IL-10, its capacity to enhance B-cell proliferation,
and the pathogenesis of AIDS-related B-cell lymphoma should be considered.
Alternatively, IL-10 may limit the induction of proinflammatory cytokines such
as IL-6 and TNF-�, suppress T-cell activation, and thereby limit HIV progression
and HIV-associated tissue injury.(54,95) More information is required about the
impact of marijuana and THC on cytokine production and secondary conse-
quences in HIV patients before any conclusions can really be drawn in this
respect. Finally, one needs to consider the role of THC and endogenous
cannabinoids as potentially beneficial agents in suppressing acute inflammatory
cytokine release. In this one respect, HIV and THC appear to differ in their
impact on immune function. HIV is associated with overproduction of IL-1 and
TNF-� that might be associated with AIDS-related wasting, apoptosis, and neu-
rological injury.(27,54,96) Several models suggest that both endogenous cannabi-
noids and exogenous administration of THC may reduce TNF-� and protect
against these adverse effects of HIV on the central nervous system.(25–27,97) Again,
THC can regulate a variety of cytokines and effecter cells that are directly rele-
vant to the pathogenesis of HIV and more information is required in order to
understand the complex interaction between this drug, HIV infection, and the
progression of AIDS.

4. MARIJUANA AND THC SUPPRESS THE INDUCTION OF 
NITRIC OXIDE WITH THE POTENTIAL FOR BOTH 
POSITIVE AND NEGATIVE EFFECTS ON THE HOST 
RESPONSE TO HIV

NO is a signaling molecule implicated in a diverse repertoire of regulatory
functions ranging from neurotransmission to vasodilation and blood pressure
control.(98–100) NO also plays a key role as an immune effecter and signaling 
molecule and represents an important component of the host immune response
against bacteria, protozoa, tumor cells, and viruses.(101–104) Although classically
viewed as a proinflammatory mediator that protects against infectious agents,
NO has a particularly complex role in defense against viruses, especially
HIV.(27,105–108) Studies have shown that production of NO is elevated in HIV-
infected individuals and in acute simian immunodeficiency (SIV)
models.(97,109–112) Several factors may be involved in stimulating NO overproduction
during HIV infection including direct stimulation by viral proteins such as gp120
and Tat, the chronic elevation of proinflammatory cytokines such as IL-1 and
TNF-�, and stimulation by opportunistic infections.(27) While NO, acting either
directly and/or indirectly, may play a protective role by destroying HIV-infected
cells or blocking HIV replication through inhibition of viral enzymes, reverse
transcriptases, proteases, or cellular transcription factors,(113–118) it may also
contribute to adverse effects in HIV-infected patients. Both in vitro studies
and human studies suggest that overproduction of NO can contribute to HIV
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replication, increase HIV-associated immune suppression, and mediate cytotoxic
effects on neural tissue.(27,119–122) Jimenez and coworkers(97) found that addition
of NO donors to activated peripheral blood mononuclear cultures significantly
enhanced the replication of HIV, and that treatment with inhibitors of inducible
NO synthase (iNOS) suppressed viral replication. In that study, NO specifically
enhanced transcription from long terminal repeat elements that are active dur-
ing stimulation with TNF-�. While NO acts as an endogenous neurotransmitter,
overproduction of NO can promote neuronal cell death either by direct interac-
tion with cell surface N-methyl-D-aspartate receptors or via interaction with
superoxide to produce toxic levels of peroxynitrite. Production of NO by acti-
vated microglia and astrocytes is postulated to be the primary source of NO dur-
ing HIV-associated brain disease. Elevated levels of nitrite in spinal fluid and
upregulation of mRNA encoding for iNOS in brain biopsies have been 
positively correlated with AIDS-related dementia. As a result of these conflicting
consequences of NO, it is difficult to conclude whether the suppression of 
NO mediated by cannabinoids plays a positive, negative or mixed role in the
pathogenesis of HIV and AIDS-related diseases.(27)

Coffey and associates(123,124) were the first investigators to demonstrate that
THC inhibits production of NO by mouse macrophages both in vivo and in vitro.
Peritoneal macrophages isolated from THC-treated mice produced 50% less NO
than cells recovered from control animals when induction ex vivo with LPS and
IFN-�. Similarly, NO production was inhibited in mouse macrophages exposed
to THC in vitro at concentrations ranging from 0.5 to 7 �g/ml. The inhibition of
NO was concentration dependent and maximal if THC was added prior to the
addition of the inducing agents LPS and IFN-�. In another report, Jeon and
coworkers(125) found that THC inhibited LPS-activation of gene expression for
iNOS, as well as NO production, in murine macrophages. Their results suggest
that inhibition of cAMP by inhibitory G-protein-coupled cannabinoid receptors
attenuates the activation of NF-
B binding protein, which is necessary for the
activation of the iNOS gene. Two additional studies using murine cells corrobo-
rate these earlier findings.(103,126) Chang and colleagues(103) investigated the
pharmacological actions of cannabinoids in the production of NO, IL-6, and
PGE2 in a mouse macrophage cell line. They found that both THC and 
anandamide suppressed LPS-induced production of NO and IL-6 in a
concentration-dependent manner. Finally, in a report suggesting that the ability of
cannabinoids to affect NO synthesis may lead to biologic effects apart from modu-
lation of macrophage function, Molina-Holgado and coworkers(126) reported that
cannabinoids inhibited LPS-induced NO release in primary mouse astrocyte
cultures. Specifically, LPS-mediated activation of primary mouse astrocyte cultures
resulted in a marked increase in NO release and this effect was abrogated by 
co-incubation with cannabinoid agonists anandamide and CP-55940.

As just described, much of the available data concerning the impact of
cannabinoids on the production of NO and its role as an effecter molecule have
been derived from rodent models. The capacity for human inflammatory cells to
produce NO and the role of NO as an antimicrobial defense mechanism in
humans is more controversial.(127,128) The conditions that usually induce NO in
rodent cells often fail to stimulate NO production from human mononuclear
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cells.(128,129) However, human mononuclear phagocytes have been shown to
express iNOS and/or use NO as an antimicrobial effector molecule in some cir-
cumstances.(130–132) Recently, in a study utilizing alveolar macrophages (AM)
recovered from the lungs of otherwise healthy nonsmokers (NS), smokers of
tobacco (TS) and smokers of marijuana (MS), Shay and associates(133) evaluated
the capacity for human macrophages to produce NO, the role of this molecule in
mediating antimicrobial activity, and the potential for in vivo exposure to THC to
impair NO production and antimicrobial killing. This work confirmed a signifi-
cant role for NO as an antibacterial effector used by AM and the presence 
of impaired host defense in marijuana smokers that was directly related to an
inability of their macrophages to produce NO.(133)

In human AM collected from NS and TS, killing of Staphylococcus aureus
(S. aureus) was highly associated with the production of nitrite and induction of
iNOS mRNA.(133) Inhibition of iNOS with NG-monomethyl-L-arginine monoac-
etate (NGMMA) abrogated the majority of bacterial killing. In contrast, AM from
heavy MS failed to express iNOS mRNA or produce NO when co-cultured with 
S. aureus. The functional outcome of these deficits was a significant impairment
in antibacterial killing. As already commented on, THC impairs the capacity for
T cells and macrophages to produce proinflammatory cytokines that are 
centrally involved in inducing expression of the iNOS gene, including IFN-�
and TNF-�.(134) The role of cytokine priming was therefore evaluated by adding
exogenous IFN-� or GM-CSF to the AM collected from the lungs of MS.
Treatment with either of these inflammatory cytokines restored both NO pro-
duction and antibacterial activity. Further, this enhancement in antibacterial
response was inhibited by NGMMA. This work strongly suggests that marijuana
smoking and chronic THC exposure can significantly impair NO production
and antibacterial defenses in human AM and that these effects may involve 
THC-associated impairments in the production of inflammatory cytokines.

Despite evidence that cannabinoids suppress NO production in macro-
phages, and that this deficit is associated with reduced antimicrobial defenses,
there is still the possibility that a net reduction in NO might be beneficial in cer-
tain phases of HIV infection. In a test of this hypothesis, Esposito and col-
leagues(25) studied the effect of cannabinoid CB1 and CB2 receptor agonists on
the release of NO and cell toxicity induced by HIV-1 Tat protein in rat glioma
cells. They found that the endocannabinoid system protected target glioma cells
from Tat-induced overproduction of NO and commensurate cell damage. The
clinical relevance of these in vitro findings is strengthened by the observations of
Boven and coworkers(135) who showed that in AIDS–dementia complex, neu-
ronal damage may be the result of interactions between immune activated glial
cells and the consequent and simultaneous production of NO and superoxide
anion. Although macrophages play a pivotal role in immune responses and can
destroy virally infected cells, they can also be infected by HIV and provide a
mechanism for the persistence and tissue dissemination of this virus. Apart from
any potential beneficial effect that a cannabinoid-mediated reduction in NO
could have on virus replication, suppression of macrophage function by
cannabinoids might contribute to complications with broader immunologic
implications. Quiescent, functionally inactive macrophages that have been
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infected by HIV can act as viral reservoirs, posing a long-term threat for continued
dissemination of the virus. Additionally, we have shown that diminished NO
production in human alveolar macrophages correlates with impaired antibac-
terial function in marijuana smokers,(133,134) suggesting that an inadequate NO
response may contribute to a higher incidence of opportunistic infections in
HIV-infected individuals. Finally, there is the potential for cannabinoids to affect
the antiviral properties of NO. Although the issue of whether NO acts as a
inhibitor of viral replication in HIV disease remains controversial, NO clearly has
antiviral properties as manifested in its ability to inactivate enzymes necessary 
for viral replication.(115,116) Thus, it remains to be seen whether cannabinoid-
mediated immune suppression can selectively prevent the harmful effects asso-
ciated with the overproduction of NO without impairing host defenses and
potentiating the harmful consequences of HIV or opportunistic infections.
Additional research addressing this important issue is needed.

5. USING THE huPBL-SCID MODEL TO EVALUATE THE 
IN VIVO CONSEQUENCES OF THC ON HIV INFECTION

Epidemiological studies provide suggestive, but indirect, evidence that mar-
ijuana potentiates HIV replication and opportunistic infections in vivo.(9,11,24)

These conclusions are supported by in vitro studies demonstrating that cannabi-
noids directly impair immune function as described above. However, the study of
isolated cells in culture cannot address the complex interaction that likely occurs
between cannabinoids, HIV, and host responses in vivo. In addition, there has
been no mechanism for determining whether the potentially beneficial effects
of THC on inflammatory cytokines, NO production, and HIV-associated wasting
might counterbalance the negative effects of cannabinoids on immune func-
tion. Conclusions regarding the impact of cannabinoids on HIV are further com-
plicated by the recent use of highly active antiretroviral therapy (HAART) as a
standard of care for HIV patients.(136) It is possible that concurrent administra-
tion of HAART and marijuana might effectively prevent the negative effects of
THC on viral replication while allowing it to protect against cell injury and wast-
ing. In order to address some of these important issues, we recently established a
murine model in which drugs of abuse can be tested for their impact on the
infectivity and replication of HIV in human cells in vivo.(19) This model employs
the human lymphocyte/SCID (huPBL/SCID) mouse developed by Mosier and
colleagues.(137) The huPBL/SCID mouse is constructed by transplanting human
peripheral blood leukocytes (PBLs) or cord blood cells, both targets for HIV
infection, into the peritoneal cavity of SCID mice. Since these mice lack mature
B- and T cells, the transplanted human cells are not rejected and can engraft.
Various strains of HIV can then be introduced, resulting in the infection of
human cells in vivo and depletion of the CD4� population within 2 weeks of
exposure to virus. This system has proved useful for assessing viral pathogenesis
and we are currently using the huPBL/SCID mouse to analyze the in vivo effects
of cannabinoids on HIV infectivity, replication, and pathobiology.
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To assess the impact of THC on HIV replication in vivo, SCID mice were
implanted with human PBL and infected 12–13 days later with a functional 
HIV-reporter construct, NL-r-HSAs.(19,138) This construct, which expresses
mouse heat stable antigen (murine CD24) on the surface of HIV-infected cells,
allows for rapid and reproducible detection of infected human cells by flow
cytometry. Hybrid huPBL/SCID mice that have been infected with HIV can then
be treated with other agents, such as THC or cocaine, and evaluated for the
impact of these agents on HIV infection (as measured by expression of murine
CD24, CD4 counts, CD4/CD8 ratio). We found that THC, even in the absence 
of HIV, significantly decreased the number of CD4 positive T cells recovered at
1–2 weeks after huPBL engraftment (Fig. 1A). This effect might be similar to the
thymic atrophy and decrease in splenic cellularity observed when control mice
are treated with THC and suggests that THC promotes both a reduction in 
proliferation and apoptosis in vivo.(82) Despite this diminution in HIV target
cells, daily exposure to THC in the huPBL/SCID model resulted in a 2.2-fold
increase in HIV-infected cells harvested at 7 days post-infection (Fig. 1B). These
preliminary studies utilizing the huPBL/SCID model indicate that THC
enhances HIV replication and the subsequent destruction of human immune
cells in vivo. This model provides an excellent opportunity to evaluate the role
of THC-induced cytokine changes, NO production, HAART, and other poten-
tial mechanisms/modulators on the complex interaction between THC, host
immunity, and viral pathogenesis.
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FIGURE 1. (A) THC, in the absence of infection by HIV, significantly decreased the number of
CD4� T cells and the CD4 : CD8 ratio in the huPBL/SCID model. SCID mice were engrafted
with 1-2 � 107 human PBL and after 12 days treated for 10 days with administration of either
THC (10 mg/kg) or saline by intraperitoneal injection for 4 consecutive days each week.
Peritoneal lavage was performed on day 21 to recover implanted cells and the percentage of
CD4� and CD8� cells determined by FACS analysis after gating for cells expressing the human
CD45 antigen. Values represent means �SD, n 
 15 per group. *p � 0.01. (B) Infection with
HIV is augmented by systemic administration of THC. SCID mice were implanted with human
PBL, infected with the HIV reporter construct NL-r-HSAs that expresses murine CD24 antigen
on infected cells, and treated daily with THC (5 mg/kg) or saline for 7 days. Peritoneal lavage
was then performed and recovered cells evaluated by FACS analysis for the presence of 
HIV-infected human PBL (% of CD45� cells expressing CD24�). In vivo exposure to THC
resulted in a 2.2-fold increase in HIV-positive cells. Values represent means �SD, n 
 15 per
group. *p � 0.01.



6. SUMMARY

The pathogenesis of AIDS is a complex and prolonged process that can be
altered by a variety of cofactors, including the abuse of illicit drugs. The exact
mechanisms by which THC facilitates this disease are yet to be proven, but likely
include a combination of increased risk due to drug-related social behaviors, a
wide-ranging capacity for THC to suppress host immunity, and effects on the
infectivity and replication of HIV. The huPBL/SCID model provides a system in
which the role of different cannabinoid receptors, cytokines, and other mecha-
nisms can be investigated for their impact on HIV infectivity, replication, and tox-
icity in vivo. Further studies are also needed to clarify the effects of THC on
human cells in vitro, to examine the impact of real-life exposure to marijuana on
the immune system of chronic abusers, and to investigate the mechanisms by
which these effects interact with the pathogenesis of HIV and AIDS in patients.
At the same time, clinical trials are evaluating whether the combination of
HAART and THC will allow potentially beneficial effects of cannabinoids to be
realized while limiting the impact of these drugs on the progression of HIV and
AIDS.(23) Considering the frequent use of marijuana and THC by patients with
HIV, further research into the biological links between cannabinoids with the
pathogenesis of HIV should be a high priority.
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3

Cannabinoids and
Herpesviruses
JERRY  L. BULEN and PETER G. MEDVECZKY

1. INTRODUCTION

The effect of cannabinoids on the immune system has been studied in great
detail over the last three decades primarily by in vitro systems and in experimen-
tal animal models. The overwhelming majority of these studies suggest that the
main psychoactive component of marijuana, �9-tetrahydracannabinol (THC),
has negative effects on immunity.(1,2) This review will summarize the current state
of knowledge on herpesvirus infection and cannabinoids. This topic was selected
because after primary infection, herpesviruses cause lifelong latent infection,
and immunodeficiency has been linked to life-threatening herpesvirus infec-
tions. Therefore, it was hypothesized that marijuana smoking may compromise
immunity against herpesviruses leading to frequent recurrent infections.
However, specific studies examining the effect of cannabinoids on herpesvirus
infections do not uniformly support this hypothesis. While some early studies
linked marijuana use to more frequent reactivation of herpes simplex virus 2
(HSV-2) infections, most recent studies show that THC is a potent inhibitor of
lytic replication of oncogenic gamma herpesviruses. The first part of this chapter
will summarize current advances in cannabinoid research and herpesvirus 
biology and molecular genetics. The second section will summarize in detail 
the literature dealing specifically with interaction of cannabinoids with 
herpesviruses.
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2. CANNABINOID LIGANDS AND RECEPTORS

The mechanism, by which cannabinoids produce their broad array of
physiological effects was initially thought to be caused by nonspecific interac-
tions of the highly lipophilic cannabinoid compounds and the lipid bilayer of the
cell membrane thus causing a disruption of membrane processes.(3) This view
was modified by identification of cannabinoid receptors. The finding of negative
regulation of adenylate cyclase following exposure to cannabinoids, an enzyme
normally associated with membrane-bound receptors in mammalian systems,(4,5)

was instrumental in the cloning of the first cannabinoid receptor (CB1) in 1990
from a rat brain cDNA library.(6) This cloned cDNA encodes a 473 amino acid
protein with the features of a G-protein-coupled receptor. A second major form
of the receptor (cannabinoid receptor type 2 [CB2]) has been isolated and
cloned from the promyelocytic line HL60.(7) The two receptors have an approx-
imate 68% identity within their transmembrane domain, the portion of the
receptor involved in ligand binding.

The primary psychoactive component of marijuana smoke is THC, which was
historically the compound used in the early experiments. Synthetic agonists have
since been developed that have varied characteristics with either specific binding
for a single cannabinoid receptor (CB1 or CB2) or both. These ligands are classi-
fied as classical cannabinoids or �9-THC-like compounds, nonclassical cannabi-
noids, and aminoalkylindoles. Several endogenous ligands for cannabinoid
receptors have also been identified, most notably arachidonoylethanolamide
(anandamide); these are grouped together in the eicosanoid group of cannabi-
noid receptor agonists.(8) Cannabinoid antagonists have also been developed
with the prototypic members of this class of this series of compounds SR141716A,
a potent CB1-selective ligand, and SR144528, a potent CB2-selective ligand
(Table I). These compounds prevent or reverse the effects mediated by the 
CB1 and CB2 receptors.(9,10)

CB1 is the primary type of cannabinoid receptor found in the CNS but is
only modestly expressed in the immune system.(24–26) The CB2 receptor appears
to be the predominant form of cannabinoid receptor of the immune system and
is conspicuously absent from the CNS.(7,26) The distribution pattern of CB2
mRNA in the human blood cell population has been determined, with a 
rank order of B lymphocytes 	 Natural killer cells 	 	 monocytes 	 PMNs 	
T8 lymphocytes 	 T4 lymphocytes.(27)

3. REGULATION OF ADENYLATE CYCLASE BY 
CANNABINOID RECEPTORS

Modulation of adenylate cyclase by cannabinoids has been demonstrated 
in virtually every cell-line and tissue that expresses functional cannabinoid
receptors as well as cell-lines initially devoid of either CB1 or CB2 and then suc-
cessfully transfected with either of the two receptor genes.(6,28,29) The use of the
human T-cell line, Jurkat E6-1, which has been shown to express nonfunctional
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CB2 receptors and no CB1 receptors,(26) is resistant to modulation of adenylate
cyclase by cannabinoids. These studies with Jurkat E6-1 cells helped establish that
modulation of adenylate cyclase activity by cannabinoids is not mediated by non-
specific membrane actions but are dependant on functional receptor activity.

CB1 and CB2 negatively regulate adenylate cyclase through a pertussis toxin
sensitive G-protein-coupled receptor.(21) The cAMP cascade is regulated by the
formation of cAMP from ATP by adenylate cyclase. The cAMP then binds to the
regulatory subunits of protein kinase A (PKA), which results in the release and
activation of PKA-catalytic subunits. These catalytic subunits go on to phosphory-
late a variety of intracellular proteins including the cAMP response element bind-
ing protein/activating transcription factor (CREB/ATF). CREB is activated by
PKA-mediated phosphorylation and forms either homo- or heterodimers with a
variety of other transcription factors. Several laboratories have shown that both
the Fos and Jun family members can dimerize with CREB, and that these het-
erodimers are capable of binding AP-1 sites.(30,31) PKA has also been implicated in
the activation of the NF-
B/Rel family of transcription factor (Fig. 1).
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TABLE I
List of Cannabinoid Ligands Ordered by 

their Relative Selectivity

Ligand References

CB1-selective ligands in order of
decreasing CB1/CB2 selectivity
ACEA [11]
O-1812 [12]
SR141716A [13]
AM281 [14]
ACPA [11]
2-Arachidonylglyceryl ether [15]
LY320135 [13]
R-(�)-methanandamide [16]

Nonspecific CB1/CB2 ligands
Anandamide [16]

[17]
2-Arachidonoylglycerol [18]
HU-201 [19]
CP55940 [20]
�9-THC [19]
�8-THC [21]
R-(�)-Win55212 [17]

CB2-selective ligands in order of
increasing CB2/CB1 selectivity
JWH-015 [17]
JWH-051 [22]
AM 630 [20]
L-759656 [20]
HU-308 [23]
SR144528 [9]



4. HERPESVIRUSES

Herpesviridae are a group of animal viruses that are ubiquitous to the 
vertebrate species. They are characterized as large, enveloped double-stranded
(ds) DNA viruses with genomes in the range of 120–250 kb.(32) Herpesvirus
infections of humans are a major public health problem due to their prevalence
in the population. There are eight known human herpesviruses (HHVs) that
have been identified (HHV 1–8) and most of them produce primary infections
that are asymptomatic, leading to widespread transmission early in life. Notable
exceptions to this asymptomatic trend are chicken pox (caused by Varicella-
zoster virus [VZV]), mononucleosis (caused by Epstein–Barr virus [EBV]), and
genital or neonatal, disseminated herpes (caused by HSV-2). In most other cases,
the major episodes of symptomatic disease are secondary to viral reactivation
from latency, including shingles following reactivation of latent VZV and “cold
sores” with HSV-1 reactivation. Reactivation of herpesviruses from latency can
also produce some more severe conditions including HSV-1 encephalitis and
keritoconjunctivitis, which causes blindness. Immune compromised patients
including organ transplant recipients or AIDS patients are particularly at high
risk for severe infection secondary to herpesvirus reactivation. Notably, EBV and
Kaposi’s sarcoma-associated herpesvirus (KSHV) have been implicated as the
causative agents of several diverse malignancies of leukamoid or epithelial 
origin, also associated with immunocompromised patients.
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FIGURE 1. Proposed model of the cannabinoid receptor and its modulation of certain tran-
scription factors by inhibition of cyclic AMP.



Members of the Herpesviridae family of viruses were initially classified into
three subfamilies based on their biologic properties, alpha-, beta-, and gammaher-
pesvirinae. The subfamily alphaherpesvirinae is characterized by a variable host
range, relatively short reproductive cycle, and rapid spread in culture, efficient
destruction of infected cells, and the capacity to establish latency primarily,
but not exclusively, in sensory ganglia. Examples of human �-herpesviruses
include HSV-1, HSV-2, and VZV. The characteristics of betaherpesvirinae include a
restricted host range, a long reproductive cycle that progresses slowly in culture,
and infected cells that frequently become enlarged (cytomegalia). These viruses
can maintain latency in secretory glands, lymphoreticular cells, kidneys, and
other tissues. Human examples include Cytomegalovirus (CMV), HHV-6, and
HHV-7. The gammaherpesvirinae have a very limited host range, with the experi-
mental host range being limited to the family or order of the natural host. All of
these viruses, in vitro, replicate in lymphoblastoid cells, and some cause lytic
infections in specific types of epithelial and fibroblastic cells. These viruses are
even specific for B- or T lymphocytes. The �-herpesviruses contain two genera
each containing one virus that has been found to be human pathogens,
Lymphocryptovirus (EBV) and Rhadinovirus (KSHV).

4.1. �-Herpesvirus Latency and Reactivation

Following the initial infection of rodents, rabbits, or humans with HSV-1,
productive infection is initiated in the mucosal epithelium. Virus particles or
subparticles that are released then enter sensory neurons and are transported 
to the sensory ganglia. The trigeminal ganglia (TG) are the primary sites 
for latency since most of the initial inoculations of HSV-1 occur at oral, nasal, or
ocular sites.(33) The establishment of latency in neurons is essentially a passive
phenomenon where no viral gene product is involved in the process. The failure
of the productive cycle in sensory neurons has been related to altered or 
absent specific transcription factors found in neuronal cells compared to non-
neuronal cells, notably by interfering with the first activation via VP-16.(34–37)

Viral mutants lacking functional ICP4 or VP-16 genes, which are unable to
express few if any productive cycle proteins, have been shown to establish latent
infections.(38–43)

During latency, the only abundant viral RNAs produced are the latency-
associated transcripts (LATs).(44) In contrast to the other HSV promoters, the
promoter that directs the expression of LAT is activated in sensory neurons. There
are two separate promoter fragments that are located upstream of the start site of
LAT, latency-associated promoters 1 and 2 (LAP 1 & 2).(45,46) LAP1 is critical for
directing expression in sensory neurons,(46–48) and LAP2 promotes expression of
the stable 2-kb LAT during the productive phase of HSV-1 in cultured cells.(46,49)

The LAT promoter has an abundance of cellular transcription factor binding
sites, and exhibits both neuronal and nonneuronal specific expression of a
reporter gene in transient-transfection assays.(50,51) The two cAMP-responsive
elements (CRE) binding sites in the LAT promoter are functional because it has
been shown that cAMP activates the promoter.(52,53) The CRE element that is
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proximal to the TATA box is important for LAT expression in neurons, and its
presence has a positive effect on reactivation from latency.(52,54,55)

The various functions of LATs have been described and each of these 
putative functions has been disputed.(56–65)

1. LATs block productive gene expression by blocking the transcription of
the gene encoding ICP0 located in an antisense position from the stable
2.0 kb LAT or by other mechanisms.(56,57)

2. LATs enable reactivation from a latent state.(66)

3. LATs maintain the virus in a latent state.(67–69)

The LATs also encode a number of putative ORFs, and these encoded proteins
may trigger one or more of the functions of the LATs. This mechanism has
largely been discounted in the past, because mutations within the LAT ORFs do
not affect the latency phenotype in animal models,(70,71) and no LAT-encoded
proteins have been reliably detected in latently infected neurons.(72,73) It has
recently been shown that LAT ORF expression overcomes cell-mediated repres-
sion of exogenous promoters in the HSV genome using a mechanism similar to
that of ICP0.(66) Another function of LATs that has been shown recently is that
they protect neurons from apoptosis.(67,74,75) A recent paper demonstrated that
neuronal transcription factors can regulate the ICP0 promoter in vivo, in the
absence of other viral proteins, either VP-16 or LATs, and that this property can
be altered by changes in the physiological environment of the same neurons.(76)

ICP0 is a key factor in the productive cycle of HSV because it has the ability to acti-
vate the expression of all classes of viral genes. The amino terminus of ICP0 is
required for IE promoter activation, and a separate domain activates E or L pro-
moters.(77,78) ICP0 also binds several cellular proteins including cyclin D3,(79)

ubiquitin-specific protease(80,81) and elongation factor.(82) The protein binding
activities of ICP0 have been shown to promote virus replication in differentiated
cells.(83)

4.2. �-Herpesvirus Latency and Reactivation

Lymphocytes latently infected or immortalized with a gammaherpesvirus
(KSHV, EBV, herpesvirus saimiri [HVS], and murine herpesvirus-68 [MHV-68])
carry multiple copies of the viral genome as an episome, and can be propagated
in culture for years without significant lytic viral production.(84–86) Studies have
shown that viral episome replication in these latently infected dividing cells is
mediated by host DNA polymerase.(85,86) This was demonstrated using antiviral
drugs that inhibit thymidine kinase and viral DNA polymerase. These enzymes
are expressed and utilized by KSHV only during productive, lytic infection.(87)

After prolonged treatment with these drugs, TPA-induced linear KSHV DNA
production was inhibited while the episomal or latent form of the viral genome
was not affected.(85)

Spontaneous reactivation and production of virus has been demonstrated
in a small number of some but not all immortalized cell lines.(88) The majority of
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the KSHV genome remains silent during latency. This is likely due to methylation
of promoter sequences.(89) KSHV Rta (also known as Lyta), encoded by ORF 50,
is necessary(90) and sufficient(91) to activate the lytic cycle. Rta is able to activate its
own promoter(91,92) giving a rapid autocatalytic rise in expression. Cellular fac-
tors are also likely to be important for the reactivation of KSHV from latency.
CREB binding protein (CBP) and c-Jun bind to Rta and activate Rta-mediated
transcription(93) while Rta activation of the KSHV thymidine kinase promoter is
dependant on Sp1.(94) The promoter of ORF 50 is heavily methylated in latent
PEL cell lines and infected peripheral blood mononuclear cells.(89)

Demethylation of the promoter is induced by TPA treatment explaining how this
agent activates the lytic cycle of KSHV.(89) It is still unknown what the triggers of
demethylation might be in vivo, but they are likely to be an indicator of cellular
stress.

5. CANNABINOIDS AND HERPES SIMPLEX VIRUSES

The ability of marijuana to alter the course of viral disease was first reported
by Juel-Jensen in 1972. This work associated an increase of HSV recurrence rates
with marijuana smoking.(95) The study contained a small subject pool and relied
on patient histories, but it opened the door for examinations of the relationship
between cannabinoids, immunity, and the progression of viral infection.

Shortly after this initial work, a series of experimental studies using animal
models of HSV infection to examine the effects of cannabinoids on viral progres-
sion was published. Morahan reported that THC decreased the resistance of mice
to HSV following drug exposure.(96) Later, studies by Cabral showed a similar
decrease in resistance in guinea pigs to vaginal infection by HSV-2 following THC
exposure.(97) Cabral et al. followed this work with studies demonstrating that THC
diminished the production of interferon �/� in mice during HSV infection,
decreased the cytotoxic T-lymphocyte response to HSV, and caused a diminished
macrophage “extrinsic” (not interferon mediated) antiviral activity.(98–100)

It has also been reported that high, “nonphysiologic” concentrations of
THC inhibited the replication of HSV in vitro using direct exposure of the virus
to the cannabinoid(101,102) at 50–100 �g/ml; the highest blood levels measured in
marijuana smokers reach only perhaps 1 �g/ml. This effect was postulated to be
due to nonspecific interactions of the lipophilic cannabinoid with the cellular
membrane or the viral envelope.

6. THC INHIBITS KSHV AND EBV LYTIC REPLICATION

The most recent studies investigated the effects of THC, at “physiologic”
concentrations, on gammaherpesvirus replication and reactivation. Because this
drug has been shown to modulate various biochemical functions of lympho-
cytes,(1,2) the effect of THC on KSHV- and EBV-transformed lymphocytes was
investigated.(103)
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The BCBL-1 cell line, which spontaneously produces small amounts of
KSHV, is suitable to determine if drugs induce or inhibit virus replication. BCBL-1
cells were grown in media with or without THC at varying concentrations, while
control cells were grown in DMSO solvent alone. Following an incubation period
of 48 hr, the cells were analyzed using the Gardella method(91,104) that efficiently
separates the slowly migrating episomal DNA (latent genome), and the rapid
migrating linear DNA (actively replicating genome). THC showed inhibition of
linear but not episomal KSHV DNA in BCBL-1 cells.(103) The BC-3 cell line was
also tested and THC was shown to have a similar inhibitory effect on KSHV spon-
taneous reactivation. The 50% inhibitory concentration (Ki) of THC on BCBL-1
and BC-3 cells was calculated as 1 and 2.5 �g/ml, respectively.

Similar experiments as the one described for KSHV were performed with
the transformed cell line P3HR1.(103) It was necessary to use the phorbol ester,
TPA, to induce reactivation of the EBV in this cell line because they do not 
reactivate spontaneously. Cultures of P3HR1 were also grown with various 
concentrations of THC or DMSO control and TPA was added to stimulate EBV
reactivation. After an incubation period, the cells were analyzed using the
Gardella method as previously mentioned. The results showed that THC
blocked the TPA-induced reactivation of EBV in P3HR1 cells (Ki around 
1 �g/ml) while it had no effect on the episomal viral genome.

6.1. THC Inhibits MHV-68 and HVS Lytic Replication 
in Monolayer Cells

Surprisingly, THC also inhibits virus production of gammaherpesviruses in
non-lymphoid cells.(103) THC strongly inhibits both the cytopathic lytic effects of
MHV-68 and HVS in NIH 312 monolayer cells. NIH 312 cells were infected with
MHV-68 in the presence of various concentrations of THC (in DMSO), while
control cultures were treated with the DMSO solvent alone. Additional controls
included uninfected cells grown in the presence of THC or DMSO. Cell cultures
were then incubated for 48 hr and then examined microscopically for cytopathic
effects. The full cytopathic effect of MHV-68 was seen in the control infected cell
culture treated with the DMSO solvent alone. A majority of the adherent cells
were detached from the plate and the remaining, loosely adherent cells, showed
morphological changes consistent with cytopathic effects including increased
density and loss of the normal spindle shape (rounding) when compared to the
uninfected controls. Infected cells cultured in the presence of THC at concen-
trations from 1.25 to 10 �g/ml were indistinguishable from uninfected controls.
The effect of 0.6 �g/ml of THC was found to be intermediate between unin-
fected cells and the full cytopathic effect seen with infected cells cultured in the
presence of the DMSO solvent alone. Similar results were obtained using HVS in
Owl Monkey Kidney (OMK) cells. Yield reduction assays were performed to
quantitatively determine the antiviral effects of THC.(103) Virus yield was signifi-
cantly suppressed by THC with a suppression of over 200-fold at 10 �g/ml of
THC. The 50% inhibitory concentration was estimated at 0.6 �g/ml. Similar
results were obtained in two separate experiments and with HVS in OMK cells.
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6.2. THC is Not Cytotoxic to Murine NIH 312 or OMK Cells and 
Does Not Inhibit HSV-1 Lytic Replication in Monolayer Cells

To rule out nonspecific cytotoxic effects as the source of the decreased virus
yield observed with THC treatment, Medveczky et al.(103) also tested whether
THC altered the cell division or morphology of NIH 312 and OMK cells.
Monolayers of these cells were prepared at and cultured in the presence of THC
at concentrations ranging from 0.6 to 10 �g/ml. The THC-treated cultures were
indistinguishable from control cultures. They formed confluent monolayers and
showed no evidence of altered morphology. This showed that the observed
antiviral effect of THC on gammaherpesvirus lytic replication was not due to
cytotoxicity.

The observed antiviral effects of THC on gammaherpesviruses may also be
nonspecific and may also inhibit lytic replication of HSV-1 in NIH 312 cells. To
test this, the possible effect of THC was measured on the production of 
HSV-1.(103) IH 312 cells were infected with HVS-1, with or without THC dissolved
in DMSO. Control cultures were treated with DMSO solvent alone. All cultures
were incubated for 24 hr and then the virus was harvested and titrated. THC had
no inhibitory effect on replication of HSV-1 in NIH 312 or OMK cells. Therefore,
THC specifically targets a viral or cellular component uniquely required for
gammaherpesvirus lytic replication.

6.3. THC Inhibits ORF 50 mRNA Transcription Initiation

As previously mentioned, the ORF 50 gene product of KSHV and HVS is
necessary(90) and sufficient to activate the lytic cycle of KSHV and HVS replica-
tion. Unpublished experimental data show that the KSHV ORF 50 mRNA
transcription decreased in the presence of THC compared to control while 
the drug did not effect actin expression (M. Medveczky, T. W. Klein, and 
P. G. Medveczky, unpublished observations). Furthermore, THC specifically
inhibited the ORF 50 promoter activity of KSHV and MHV-68 as tested in
luciferase reporter assays while the CMV immediate early promoter activity was
not affected by the drug (M. Medveczky, T. W. Klein, and P. G. Medveczky, unpub-
lished observations). Therefore, THC reduces ORF 50 transcription initiation.

7. SPLEEN CELLS FROM CB1 KNOCKOUT MICE ARE MORE
SUSCEPTIBLE TO LYTIC MHV-68 INFECTION THAN CELLS
FROM WILD-TYPE MICE, AND KNOCKOUT SPLENOCYTES 
DO NOT SUPPORT GENERATION OF CIRCULAR 
(LATENT) EPISOMES

It was hypothesized that cannabinoid receptor knockout animals may have
an increased susceptibility to gammaherpesvirus infection if either one of these
receptors are required for inhibition of lytic infection by endocannabinoids 
produced by most cells (M. Medveczky, T. W. Klein, and P. G. Medveczky, 
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unpublished observations). Utilizing spleen cells harvested from wild-type, 
hetero-, and homozygous CB1 knockout mice infected with MHV-68, it was
attempted to determine what effect, if any, the lack of the CB1 receptor would
have on virus replication. CB1 knockout or wild-type spleen cells were infected
with MHV-68 and harvested at intervals of 1, 3, and 6 days postinfection, then
subject to Gardella gel and Southern blot analysis. Results of the Southern blot
showed that the amount of linear viral DNA indicating lytic infection gradually
decreased over time in the wild-type CB1 samples while the amount of linear viral
DNA increased with time in the homozygous CB1 knockout mouse samples. 
The blot also revealed latent episomal viral DNA in wild-type spleen cells but 
episomal DNA was absent in splenocytes from either the hetero- or homozygous
animals. Splenocytes from knockout animals died as a result of lytic viral 
infection by day 6 after infection.

In conclusion, based on the above experiment, CB1 receptors appear to play
a role in the establishment of the episomal, latent genomes of MHV-68 since 
episomal DNA was only detected in splenocytes from wild-type mice. It can also
be inferred that the CB1 receptors also provide defense against lytic killing by the
MHV-68 virus as CB1 knockout cells died sooner than cells from wild-type mice.
These data suggest that the cannabinoid system is somehow involved in regulat-
ing lytic and latent gammaherpesvirus infections. It is possible that splenocytes
constitutively, or in response to herpesvirus infection, produce endocannabi-
noids. These compounds may bind the CB receptors and cause downregulation
of lytic replication. Substantial future experimentation is required to evaluate if
this hypothesis is correct.

8. CONCLUSIONS

During the past decade, much progress has been made in the field of 
molecular biology and functional analysis regarding cannabinoid receptors as
well as the viral and cellular mechanisms that control herpesvirus replication,
latency, and reactivation. THC has been shown to be nonselective to cannabi-
noid receptors. Several synthetic, potent, agonists have since been discovered
which can be selective, stimulating either CB1 or CB2 receptors, or nonselective
agonists, stimulating both CB1 and CB2 receptors.

Early studies have attempted to evaluate if THC has effect on alphaherpesvirus
replication. Since there is no clear conclusion if THC and cannabinoids inhibit
or enhance replication/reactivation of these viruses, investigation should con-
tinue in light of new advances in herpesvirus molecular biology and cannabinoid
research.

In light of earlier studies with HSV-1 and HSV-2, it is surprising that THC 
is a quite potent and selective inhibitor of gammaherpesvirus replication. 
Table II shows that THC is more potent and often more selective inhibitor of
KSHV and MHV-68 than several licensed antiviral drugs including ganciclovir,
acyclovir, and foscarnet. It must be stressed, however that these findings are
based on in vitro experiments and antiviral effects of THC have not been 
confirmed in experimental animals.
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Interestingly, statistical analysis indicates lower incidence of Kaposi’s 
sarcoma in HIV-positive women using nonintravenous drugs.(107) About 5.4%
of HIV-positive women with no drug use developed KS whereas none of the 
47 women in this study who used only marijuana suffered from KS(107)

James Goedert, personal communication). This report, however, involved 
relatively few individuals so further analysis of a larger cohort is warranted.

As outlined in this chapter, recent findings indicate a connection between
gammaherpesvirus replication, THC, and the cannabinoid system. THC inhibits
lytic replication and reactivation of gammaherpesviruses, and the cannabinoid
system has a generally negative controlling effect. The mechanism by which THC
exerts its effect appears to involve signaling through the cannabinoid receptors;
however, the exact mechanism of this inhibition requires further investigation.
One mechanism may involve the interaction of the ORF 50 gene product (Rta)
and the CBP. As mentioned previously, KSHV Rta has been shown to activate its
own promoter,(91,92) and the CREB binding protein has been shown to bind to
Rta and activate Rta-mediated transcription.(93) Cannabinoid receptor binding
has been shown to downregulate the level of activated CREB through a decrease
of cyclic AMP,(26) therefore, inhibiting Rta-mediated transcription. Transcrip-
tion of ORF 50 mRNA is decreased in the presence of THC when compared to
controls. The exact mechanism of this inhibition needs also to be further
investigated. Is the inhibition at the level of protein binding, translation, mRNA 
transcription, DNA methylation, or chromatin stabilization are major questions
that remain to be answered. Also, THC may inhibit other genes that are
necessary for gammaherpesvirus lytic replication.

We believe that studies on cannabinoids and herpesviruses are worth 
continuing because there are obvious potential benefits. Better understanding
may lead to the development of specific nonpsychoactive drugs that may inhibit
herpesvirus reactivation or even possibly eradicate the virus completely by 
preventing the establishment of latency.
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TABLE II
Comparison of 50% Antiviral and Cell Division Inhibitory Concentrations (IC50)

and Selectivity (Viral vs Cellular IC50) of Selected Antiviral Drugs and THC

Selectivity index
Inhibitor compound KSHV IC50(�M) Cellular IC50(�M) (viral vs cellular IC50)

Acyclovir 75 (ref. 85) Not done
Ganciclovir 5.1 (ref. 85) Not done
Foscarnet 97 (ref. 85) Not done
Cidofovir 0.05 (ref. 85) Not done
THC 3 (ref. 103) 30 (ref. 103) 10 (ref. 103)

MHV-68 IC50(�M)
Acyclovir 6 (ref. 105) 182 (ref. 105) 30 (ref. 105)

100 (ref. 106)
Ganciclovir 28 (ref. 105) 108 (ref. 105) 3.7 (ref. 105)
Foscarnet 120 (ref. 105) 1413 (ref. 105) 11 (ref. 105)
Cidofovir 0.08 (ref. 105) 78 (ref. 105) 10,000 (ref. 105)
THC 1.9 (ref. 103) 90 (ref. 103) 47 (ref. 103)



Data indicating that THC inhibits MHV-68 replication and the virus cannot
establish latent genomes in CB1 knockout mice are also significant. Further 
studies to evaluate the effect of THC and cannabinoid receptor stimulation have
on MHV-68 infection and latency in murine models. This should include exper-
iments to evaluate if and how cannabinoids modulate various aspects of MHV-68
infection and disease progression in vivo, and whether cannabinoid receptor
activation, particularly by endocannabinoid stimulation, plays a role in control-
ling latent infections. Specific questions that remain to be answered include: 
Can cannabinoids prevent and suppress MHV-68 infection? Can cannabinoids 
influence an established MHV-68 infection? Can cannabinoids cause immuno-
suppression competing with potential antiviral effects causing a variance in the
course of MHV-68 infection? What is the course of MHV-68 infection in
cannabinoid receptor knockout mice?

Obviously the murine system can provide not only valuable insights on 
how THC interacts with herpesvirus infection, the cannabinoid, and the
immune system, but could also be developed to test antiviral drugs exploiting the
cannabinoid system. Ultimately, future studies could play a role in the develop-
ment of novel nonpsychoactive antiviral drugs targeting the cannabinoid system.
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Cannabinoids and
Susceptibility to Neurological
Infection by Free-Living
Amebae
GUY A. CABRAL and FRANCINE MARCIANO-CABRAL

1. INTRODUCTION

Free-living amebae of the genera Acanthamoeba and Naegleria have been associated
with a variety of human diseases. These amebae have been termed amphizoic
since they have the ability to exist as free-living as well as parasitic protozoa.(1)

Acanthamoeba are causative agents of Granulomatous Amebic Encephalitis
(GAE), a fatal chronic protracted progressive disease of the central nervous
system (CNS) which also involves the lungs.(2,3) Naegleria causes Primary Amebic
Meningoencephalitis (PAM), a rapidly fatal disease of the CNS.(4–7) In addition,
Acanthamoeba is the causative agent of amebic keratitis (AK), a painful sight-
threatening disease of the eye.(7–10) However, while PAM occurs in individuals
who are immune competent, GAE is generally associated with individuals who
suffer from underlying diseases such as malignancies, systemic lupus erythe-
matosus, diabetes, renal failure, cirrhosis, tuberculosis, skin ulcers, human
immunodeficiency virus (HIV) infection, or Hodgkin’s disease.(7,11–17) Thus,
Acanthamoeba spp., in contrast to Naegleria, act primarily as opportunistic
pathogens. Recently, two other free-living amebae from distinct genera,
Balamuthia mandrillaris and Sappinia diploidea, have been associated with CNS

51

GUY A. CABRAL and FRANCINE MARCIANO-CABRAL • Department of Microbiology
and Immunology, Virginia Commonwealth University, Richmond, VA 23298-0678.

Infectious Diseases and Substance Abuse, edited by Herman Friedman et al.
Springer, New York, 2005.



infections in humans.(18,19) B. mandrillaris was reported to cause fatal amebic
encephalitis in both healthy and immune suppressed patients.(20,21)

Acanthamoeba spp. are among the most prevalent protozoa found in the envi-
ronment.(22) These amebae are distributed worldwide and have been isolated
from soil, dust, natural and treated water sources, air-conditioning units, contact
lenses and lens cases, eyewash stations, dental treatment units, and hospital and
dialysis units.(22) The life cycle of Acanthamoeba spp. consists of an actively
dividing vegetative trophozoite stage and of a dormant cyst stage (Fig. 1).
Trophozoites feed on bacteria, algae, and yeast in the environment by pseudo-
pod formation and phagocytosis or by food-cup formation and ingestion of
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FIGURE 1. Scanning electron micrographs depicting stages in the life cycle of Acanthamoeba.
(A) Trophozoite of Acanthamoeba castellanii. The bar 
 10 �m. (B) Cyst of A. castellanii. The
bar 
 1 �m. (C) Trophozoite of A. castellanii in the apparent process of ingesting Escherichia coli
bacteria (arrow). The bar 
 20 �m.



particulate matter.(23) Cyst formation occurs under adverse environmental
conditions such as food deprivation, dessication, and changes in temperature
and pH.(24–26)

2. FREE-LIVING AMEBAE AS OPPORTUNISTIC PATHOGENS

An increasing number of cases of disseminated Acanthamoeba infections has
been reported in individuals with AIDS.(22) Most of these have been diagnosed
postmortem. The clinical course can be fulminant with rapid progression to
death. Most patients die in less than 1 month after onset of neurological symp-
toms.(27–31) In addition, Acanthamoeba spp. have been associated increasingly with
cutaneous lesions and sinusitis in AIDS patients and in other immunocompro-
mised individuals.(32–38)

The route of infection to the brain is thought to be by inhalation of amebae
through the nasal passages and lungs or introduction through skin lesions.
Pathological findings are generally of severe hemorrhagic necrosis, fibrin
thrombi, and inflammation. The cerebral hemispheres show moderate to severe
edema and a chronic inflammatory exudate is observed over the cortex which is
comprised mainly of polymorphonuclear leukocytes and mononuclear cells.
However, it is unknown whether severe necrosis of the brain is due to direct
destruction of tissue by Acanthamoeba trophozoites or by induction of inflamma-
tory cytokines such as interleukin 1 (IL-1), tumor necrosis factor (TNF-�), or
through the interactive action of both.(39) In addition, dissemination of amebae
to other organs such as the liver, kidneys, trachea, and adrenals can occur in
immune compromised individuals.(14,33,40,41) Individuals with GAE also may have
lung involvement. Trophozoites and cysts have been found in pulmonary alveoli
from infected individuals, and pneumonitis is a characteristic feature.(28,40,42–44)

3. THE ROLE OF THE IMMUNE SYSTEM IN 
ACANTHAMOEBA INFECTIONS

Macrophages appear to play an important role in killing Acanthamoeba. These
cells have been shown to injure amebae and to comprise the major cellular
component of granulomas frequently encountered in tissues containing
Acanthamoeba cysts.(45) Masihi et al.(46) studied the effect of the mycobacterial-
derived immunopotentiating agents, muramyl dipeptide and trehalose dimyco-
late, against intranasal Acanthamoeba infection in mice. It was found that
treatment of mice with these macrophage-activating agents prior to infection pro-
tected 40% and 30% of the animals, respectively, to a lethal dose of Acanthamoeba
culbertsoni. In vitro studies using murine macrophages activated in vivo with
Bacillus Calmétte-Guèrin have demonstrated that activated macrophages are
more efficient in injuring Acanthamoeba than unstimulated macrophages.(45)

Similar results were obtained when unstimulated vs stimulated macrophage-like
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cells maintained as continuous cell lines were cocultured with Acanthamoeba.
TNF-� and IL-1� or IL-1�, cytokine products of activated macrophages, were
found not to be amebicidal for Acanthamoeba either when used alone or in combi-
nation.(45) However, hydroxy radicals, hydrogen peroxide, and nitric oxide have
been proposed as important amebicidal factors since it has been reported that
Acanthamoeba are sensitive to hydrogen peroxide.(47) In addition, Stewart et al.(48)

have reported that rat macrophages, similar to macrophages from mice, chemo-
tax to amebae and kill trophozoites in vitro. Thus, although the full range of spe-
cific macrophage factors responsible for injuring Acanthamoeba has yet to be
defined, it is apparent that macrophages activated with immunomodulators are
capable of phagocytizing and destroying amebae.(45)

Recent reports indicate that microglial cells, resident macrophages of the
brain, also exert amebicidal activity.(39) Microglial cells cocultured with
Acanthamoeba castellanii were shown to destroy amebae by both phagocytic and lytic
processes. Furthermore, A. castellanii cocultured with microglial cells induced the
production of mRNAs for the cytokines, IL-1�, IL-1�, and TNF-�. Studies of
Acanthamoeba–microglial interactions have been performed also using highly
pathogenic A. culbertsoni amebae. Microglial cells cocultured with virulent 
A. culbertsoni exhibited cytopathic changes characteristic of those described for
cells undergoing apoptosis while microglial cells cocultured with weakly patho-
genic Acanthamoeba royreba did not.(49) In view of these observations, it has been pos-
tulated that virulent Acanthamoeba escape amebicidal activity of macrophages and
macrophage-like cells while weakly pathogenic species do not, but rather are lysed
or ingested and destroyed by macrophages and macrophage-like cells.(39,45,49)

4. IMMUNOSUPPRESSIVE EFFECTS OF CANNABINOIDS

There is currently a large body of data which indicates that delta-9-tetrahy-
drocannabinol (THC), the major psychoactive component in marijuana, is
immunosuppressive.(50,51) The pharmacological and biological effects of
cannabinoids have been attributed to either their lipid solubility and accumula-
tion in membranes or to the stereospecific binding of cannabinoids to a 
G-protein-coupled receptor which inhibits adenylate cyclase through Gi/o pro-
teins.(52,53) To date, two cannabinoid receptor types, CB1 and CB2, have been
identified.(52,53) CB1 receptors are present in brain and spinal cord and in certain
peripheral tissues while CB2 receptors are expressed on cells of the immune sys-
tem. The immunomodulatory effects of THC are thought to be the result of its
interaction with receptors, although it has been proposed that effects, also, may
be nonreceptor-mediated.(54)

THC has been reported to have a profound effect on the functional state of
B- and T lymphocytes, natural killer cells, and macrophages.(50,51) This cannabi-
noid at concentrations which approach the nanomolar range alters the produc-
tion of effector molecules by lymphocytes and macrophages, including the
expression of Class II molecules of the major histocompatibility complex (MHC)
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and the elicitation and processing of monokines such as IL-1 and TNF-�.(55)

THC has been shown, also, to inhibit mitogen-induced T-cell proliferation and 
to increase TH2 activity while decreasing TH1 activity of splenocytes.(56)

Furthermore, THC has been reported to suppress macrophage-mediated cytotoxi-
city against tumor cells and extrinsic antiviral activity against virus-infected cells.(57)

THC administration to experimental animals, resulted in a dose-related increase in
susceptibility to herpes virus infection. Furthermore, this increased susceptibility
was shown to correlate with a significant reduction in antibody production and cell-
mediated immunity.(58) THC, also, has been reported to augment the susceptibility
of mice to infection with the opportunistic pathogen Legionella pneumophilia.(59)

Increased mortality in these animals was associated with decreased production
of interferon gamma (IFN-�) and increased production of IL-4. It has been
suggested, in addition, that marijuana may serve as a cofactor in conjunction with
opportunistic pathogens in the progression of infection with retroviruses such as
HIV.(60) Recently, alveolar macrophages from marijuana smokers were shown to
exhibit impaired ability to ingest and kill Staphylococcus aureus.(61) THC has been
shown, also, to impair the development of antitumor immunity in vivo.
Pretreatment of mice with THC for 2 weeks prior to implanting Lewis lung-cancer
cells resulted in larger, faster growing tumors which correlated with decreased
amounts of the proinflammatory cytokine, IFN-�, and increased amounts of the
immunosuppressive cytokines TGF-� and IL-10.(62)

5. IN VIVO EFFECTS OF CANNABINOIDS ON 
ACANTHAMOEBA INFECTION

A (B6C3)F1 murine model of amebic encephalitis has been utilized to inves-
tigate the effect of THC on immune cells in the brain and the outcome of infec-
tion with Acanthamoeba. In this model, mice are infected through the intranasal
route to mimic one of the natural routes of infection in humans. Trophozoites
enter the nasal passages and make their way to the brain from the nasal mucosa
following the nerve endings through the cribriform plate. Using this mouse
model, a major difference in host resistance to infection was observed between
THC-treated and untreated animals infected with Acanthamoeba. THC was shown
to increase mortalities for mice receiving highly pathogenic (LD50 
 1 � 103)
A. culbertsoni (Table I). As anticipated, 50% of vehicle-treated animals expired
when inoculated intranasally with a 1 LD50 dose of A. culbertsoni. In contrast, 85%
of mice treated with THC (40 mg/kg) and similarly infected expired. A similar
effect of THC on host resistance to Acanthamoeba was obtained even for mice
inoculated with weakly pathogenic (LD50 
 3 � 106) A. castellanii. THC-treated
mice exhibited drug dose-related higher mortalities from infection with
Acanthamoeba than similarly infected vehicle controls (Table II). A 15% mortality
rate was recorded for infected animals treated with vehicle. In contrast, animals
receiving 10, 25, or 80 mg/kg THC exhibited approximately 33%, 41%, and 50%
mortalities, respectively. Furthermore, Acanthamoebae were isolated from brain
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tissue as well as from lungs of all animals that died indicating colonization at
multiple sites.(63) Cyclophosphamide (CPA), a potent immunosuppressive agent
which targets B lymphocytes, had no discernible effect on host resistance 
to either A. castellanii or A. culbertsoni infection. In fact, for animals inoculated
with the weakly pathogenic A. castellanii, no mortalities were recorded for mice
receiving 200 mg/kg CPA.

The greater severity of disease for mice treated with THC occurred con-
currently with dysfunction in responsiveness of macrophage-like cells to
Acanthamoeba in the brain. Staining of paired serial sections of brain from infected
mice treated with THC with anti-Mac-1 or anti-Acanthamoeba antibodies demon-
strated that Mac-1� cells were abundant in focal areas of infected tissue for vehi-
cle-treated animals (Fig. 2). Few amebae were colocalized in focal areas replete
with Mac-1� cells. In contrast, foci in tissue from infected, THC-treated mice con-
tained many amebae but few Mac-1� cells. This paucity of Mac-1� cells at focal
sites of Acanthamoeba infection suggests that macrophage-like cells either do not
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TABLE I
The Effect of THC or Cyclophosphamide (CPA) Treatment on A. culbertsoni

Infection in (B6C3)F1 Micea

Treatmentb Number of animals Number dead (%)c

None 15 8 (53)
Vehicle 8 4 (50)
CPA 200 mg/kg 8 4 (50)
THC 40 mg/kg 8 7 (85)

aReproduced with permission of J. Eukaryotic Microbiol.(63)

bMice (3 weeks old) were injected intraperitoneally with vehicle ethanol : emulphor : saline, 1 : 1 : 18, CPA or
THC prior to intranasal inoculation with 1 � 103 A. culbertsoni.

cMice were observed for 30 days postinoculation and the number of dead animals was recorded.

TABLE II
The Effect of THC on Amebic Encephalitis Caused by 

A. castellanii in (B6C3)F1 Mice

% survivors
Treatmenta Number of mice Number dead (%)b Amebaec with amebaed

Vehicle 20 3 (15) Brain 0
10 mg/kg THC 12 4 (33) Brain, lungs 0
25 mg/kg THC 12 5 (41) Brain, lungs 0
80 mg/kg THC 12 6 (50) Brain, lungs 100
200 mg/kg CPAe 12 0 (0) None 0

aFemale mice (3 weeks old) were injected ip with vehicle (ethanol : emulphor : saline, 1 : 1 : 18),
cyclophosphamide (CPA) or THC prior to inoculation via the intranasal route with 1 � 106 A. castellanii.

bThe number in brackets represents the percentage of animals which died over a 30-day period.
cAt the time of death, brain and lungs were removed and cultured. Amebae were cultured from the respective
organs.

dMice which survived the 30-day observation period were sacrificed and examined for the presence of amebae
in brain and lungs.

e200 mg/kg of CPA was injected ip one day prior to challenge with Acanthamoeba.



migrate to infected areas or, alternatively, are destroyed by the Acanthamoeba.
These results are consistent with the in vivo data indicating that CPA, which targets
B lymphocytes, had a minimal effect on Acanthamoeba infection of mice. The
colocalization of Mac1� cells and Acanthamoeba in brains of vehicle-treated mice
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FIGURE 2. Immunofluorescence microscopy of cryostat sections of brain from vehicle-treated
and THC-treated Acanthamoeba-infected (B6C3)F1 mice at 8 days postintranasal exposure. 
(A) Indirect immunofluorescence staining of brain sections from vehicle-treated (ethanol :
emulphor : saline, 1 : 1 : 18) mice using anti-Mac1 as the primary antibody reveals aggregation
of numerous Mac1� cells at focal sites containing Acanthamoeba. (B) Indirect immunofluores-
cence staining of a paired serial section of brain from the same vehicle-treated animal using anti-
Acanthamoeba antibody reveals the presence of a relatively low number of amebae colocalized
with the Mac1� cells. (C) Indirect immunofluorescence staining of brain sections from THC-
treated (40 mg/kg) mice using anti-Mac1 as the primary antibody reveals aggregation of a rela-
tively low number of Mac1� cells at focal sites containing Acanthamoeba. (D) Indirect
immunofluorescence staining of a paired serial section of brain from the same THC-treated
animal using anti-Acanthamoeba antibody reveals the presence of a relatively high number of
amebae colocalized with the Mac1� cells. All micrographs �70.



was observed to occur at a relatively early phase of infection (i.e., 8 days postin-
tranasal exposure). These results suggest that the Mac1� cells represent
microglia, the resident macrophages of the brain, rather than macrophages intro-
duced from nonneuronal peripheral sites. This postulate is supported by the
observation that cells exhibiting the T-cell phenotypic marker Thy1.2 were not
detected in paired sections from vehicle-treated or THC-treated Acanthamoeba-
exposed mice (Fig. 3). The absence of these cells is consistent with an intact
brain–blood barrier at this stage of infection (i.e., 8 days postinoculation), at least
from the perspective of a state of dissolution wherein immune cells from the
periphery such as monocytes and lymphocytes would be invasive of brain tissue.

Indeed, recent reports indicate that microglia exert amebicidal activity.
Marciano-Cabral et al.(39) reported that microglial cells co-cultured with A. castel-
lanii destroyed amebae by both phagocytic and lytic processes. Furthermore, 
A. castellanii co-cultured with microglia induced the production of mRNAs for
the cytokines IL-1�, IL-1�, and TNF-� by these cells of macrophage lineage. In
addition, microglia co-cultured with the highly pathogenic A. culbertsoni exhib-
ited cytopathic changes characteristic with those described for cells undergoing
apoptosis while microglial cells co-cultured with weakly pathogenic A. royreba did
not.(49) In view of these observations, it has been postulated that virulent
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FIGURE 3. Immunofluorescence microscopy of cryostat section of brain from vehicle-treated
Acanthamoeba-infected (B6C3)F1 mouse at 8 days postintranasal exposure incubated with anti-
Thy1.2 antibody. Focal areas of colocalized Mac1� cells and Acanthamoeba exhibit a paucity of
cells containing the phenotypic marker for T lymphocytes.



Acanthamoeba escape amebicidal activity of macrophages and macrophage-like
cells while weakly pathogenic species do not but rather are lysed or ingested and
destroyed.(39,45,49) In this context, it is possible that THC may exacerbate the
process wherein Acanthamoeba escape amebicidal activity.

6. IN VITRO EFFECTS OF CANNABINOIDS ON MICROGLIAL
RESPONSE TO ACANTHAMOEBA

In vivo studies have implicated microglia as exhibiting altered responsive-
ness to brain infection with Acanthamoeba. In order to extend these studies on
effects of THC on macrophage-like cell activity, in vitro coculture experiments
have been performed. Acanthamoeba were shown to elicit gene expression for the
proinflammatory cytokines, IL-1�, IL-1�, IL-6, and TNF-�. However, the most
robust induction was that for IL-1� and IL-1�. THC treatment (10�6M and
10�5M) of microglia antecedent to exposure to Acanthamoeba resulted in
decreases in levels of mRNAs for these two cytokines (Figs 4 and 5). Maximal
effect in terms of decreased levels of IL-1� and IL-1� mRNAs was observed for
microglia pretreated with 10�5M THC.

These observations are consistent with those obtained from previous studies
which have indicated that cannabinoids alter the expression of cytokines elicited
by microglia. However, it is becoming apparent that the extent and intensity of the
effect of cannabinoids on cytokine production may depend on the type of induc-
ing agent which initiated the cytokine response. For example, bacterial
lipopolysaccharide (LPS) has been shown to elicit a robust induction of mRNAs
not only for the proinflammatory cytokines IL-1� and IL-1� but also for IL-6 and
TNF-�. In contrast to results obtained following exposure to Acanthamoeba, THC,
as well as the highly potent synthetic cannabinoid agonist CP55940, exerted a
dose-related inhibition in LPS-inducible mRNA production of IL-6 and TNF-�.(64)

THC and CP55940 also have been reported to inhibit the production of inducible
nitric oxide by microglia in response to LPS used in concert with IFN-�.(65) In this
context, it is reasonable to anticipate that highly pathogenic amebae such as
Naegleria fowleri, which cause a rapidly fatal acute disease, and Acanthamoeba, which
induce a chronic protracted progressive disease, may elicit proinflammatory (or
even anti-inflammatory) cytokine responses for which patterns, as well as robust-
ness of expression of different cytokines, may be distinctive. Under such circum-
stances, cannabinoids may exhibit differential effects on cytokine responsiveness
to species of free-living amebae which elicit distinctive disease patterns.
Assessment of the effects of cannabinoids on immune elements resident in the
brain which respond to infectious agents is in its infancy. Studies related to this
issue are the focus of investigation in this and other laboratories.

7. SUMMARY AND CONCLUSIONS

There is accumulating evidence that free-living amebae such as
Acanthamoeba pose a health risk to individuals, particularly those who suffer from
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FIGURE 4. Ribonuclease protection assay demonstrating differential effect of THC on produc-
tion of proinflammatory cytokine mRNAs by microglia cocultured with A. castellanii (American
Type Culture Collection, 50494). Purified neonatal rat brain cortical microglia (1 � 106 cells)
were maintained in medium alone, medium containing vehicle (0.1% ethanol), or medium con-
taining THC (10�6M) or 10�5M for 3 hr. Microglial cultures then were either inoculated with A.
castellanii (1 � 105) or placebo (medium), and were maintained for an additional 6 hr. Total RNA
was isolated from cultures, and cytokine mRNA species were detected using the RiboQuantTM rCK-
1 template set RNase Protection Assay (Pharmingen, San Diego, CA) according to the manufac-
turer’s instructions. The probes were made with [32P]UTP with a specific activity of greater than
3,000 Ci/mmol. The RNA samples were hybridized to the rCK-1 probe set overnight at 56�C. The
protected fragments were subjected to RNase digestion, resolved on a 6% polyacrylamide gel con-
taining 6M urea and imaged using XOMAT-AR film (Rochester, NY). The pixel intensity of each
band was quantified using a Molecular Dynamics 445SI Phosphoimager with the Image Quant 4.1
software (Molecular Dynamics, Sunnyvale, CA). The amount of cytokine mRNA was normalized
for loading by dividing the pixel value for the cytokine band by the sum of the pixel values for the
housekeeping gene mRNA for GAPDH. Relatively low levels of cytokine mRNAs were detected
from microglial cultures maintained in (A) medium alone or (B) medium containing vehicle. 
(C) Relatively high levels of mRNAs for cytokines were elicited in vehicle-treated cultures in
response to Acanthamoeba. Note that particularly high levels of IL-1� and IL-1� mRNAs were pro-
duced. Decreases in levels of cytokine mRNAs, particularly for IL-1� and IL-1�, were noted for
microglial cultures treated with (D) 10�6M THC or (E) 10�5M THC.



a variety of immune deficiencies such as AIDS. Because marijuana is the most
widely used illicit substance, it is rational to anticipate that a subset of immune
compromised individuals also uses marijuana either in a recreational or in a self-
administered therapeutic mode. Reports that cannabinoids such as THC alter
host responsiveness to a variety of infectious agents including free-living amebae
such as Acanthamoeba indicate that individuals who suffer from immune defi-
ciencies such as AIDS patients may be especially susceptible to Acanthamoeba
infections. Furthermore, the recognition that many neuropathies are character-
ized by a state of persistent production of proinflammatory cytokines, and that
cannabinoids may alter their expression, indicates a potential for these com-
pounds to alter the outcome of disease. However, there is only a limited number
of studies which have examined the effects of cannabinoids on brain infections.
It is possible that for chronic, persistent amebic infection, cannabinoids may
exert effects distinctive from those associated with rapid acute amebic infection.
In addition, the role of cannabinoid receptors in cannabinoid-mediated alter-
ation of macrophage-like function related to neurological infection by amebae
remains to be defined. While it has been demonstrated that microglia express
both CB1 and CB2 receptors,(65,66) and that cannabinoid-mediated inhibition of
inducible nitric oxide is linked functionally to the CB1 receptor,(65) a role of a CB2

receptor in cannabinoid-mediated events has not been established. However, it
has been shown in vitro that levels of the CB2 receptor are modulated in relation
to cell activation state(66) and that highest levels are expressed when microglia are
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FIGURE 5. Graphic representation of ribonuclease protection assay from a second experiment
demonstrating differential effect of THC on production of proinflammatory cytokine mRNAs
by microglia cocultured with A. castellanii. Minimal levels of mRNAs for IL-1�, IL-1�, and TNF-�
were detected for microglia maintained in medium alone. Note the relatively high levels of
mRNA for IL-1� from total RNA of microglia cultured with Acanthamoeba. THC treatment
(10–6M–10–5M) resulted in a decrease in these levels.



in their ameboid “responsive” state. Thus, functional activities associated with
this activation state may be the most sensitive to the action of cannabinoids.
Indeed, “responsive” microglia exhibit characteristic functional features which
include chemotaxis and migration toward sites of infection and phagocytosis of
“foreign” particulates. Studies indicating that THC administered to mice
resulted in inhibition of localization of Mac1� cells at focal sites in the brain con-
taining Acanthamoeba are consistent with this postulate. Finally, recent studies
have indicated that a third so-called “non-CB1, non-CB2” cannabinoid receptor
may be present in the brain.(67) Thus, a picture is emerging concerning the exis-
tence of a diverse network of cannabinoid-linked signal transductional pathways
in the brain which may play a role in the modulation of a disparate array of
immune functional activities.
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Legionella Infection and
Cannabinoids
HERMAN FRIEDMAN, CATHERINE NEWTON, and
THOMAS W. KLEIN

1. INTRODUCTION

The opportunistic intracellular bacterial pathogen Legionella pneumophila is
ubiquitous and widely distributed in the environment, including air-
conditioners’ cooling towers and recirculating warm or hot water plumbing in
homes, industries, and institutions. This organism was first isolated and identi-
fied in 1976 following the outbreak of pneumonia among American legionnaires
attending an annual convention in a downtown Philadelphia hotel, where
approximately 200 of the 3,000 conventioneers developed a serious pneumonia,
with about 25–30 deaths. Epidemiologists from CDC found that attendees at this
convention were exposed to this bacterium from vents contaminated from the
air-conditioning cooling towers located on the roof of the hotel. Epidemiologic
studies revealed that those who developed pneumonia, especially those who 
succumbed to the disease, were less competent immunologically than the aver-
age conventioneer. Numerous subsequent studies established that a deficiency
of normal immune responsiveness was an important risk factor for increased sus-
ceptibility, including individuals given immunosuppressive drugs for organ
transplantation or those with an immunodeficiency disease such as AIDS.

In the past two decades it has been well established that immunity 
to Legionella, which preferentially infects monocytes/macrophages, depends
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primarily on cell-mediated immunity associated with activated T cells and
immunoregulatory cytokines, including interleukins and interferons as well as
proinflammatory cytokines such as TNF-�.(1–3) Studies in our laboratory as well
as others have shown that marijuana cannabinoids, such as delta-9-tetrahydro-
cannabinol (THC), have marked effects on the immune response system and
can suppress T-cell based immunity and cytokines produced by immunoregula-
tory immune cells.(1,4–6) Reports from our laboratory showed that rodents
treated with THC develop heightened susceptibility to L. pneumophila infec-
tion.(7,6) A number of studies previously had shown that THC enhanced suscep-
tibility to bacterial endotoxins and infection by viruses.(8–14) Furthermore,
studies concerning possible mechanisms involved showed that THC injection of
mice suppressed Th1 immunity (see Fig. 1) important in resistance to Legionella
infection, inhibiting mobilization of IFN-� as well as IL-12 and increasing 
production of the Th2 promoting cytokine IL-4.(6,14–18)

2. THC EFFECTS ON IMMUNE CELLS AND 
CYTOKINE PRODUCTION

Macrophages are an important cell type for host defense mechanisms, espe-
cially against infectious agents, since these cells engage and eliminate foreign
substances, including microorganisms. Also, as antigen-presenting and cytokine-
secreting cells, they are uniquely positioned to regulate the immune response. 
In the lungs they represent a constant barrier to pulmonary infections, including
Legionella infection. Various studies indicated that smoking marijuana

FIGURE 1. Biasing of T-helper cell development. Legionella stimulate different dendritic cell
(DC) types to produce cytokines that cause naïve precursors of CD4� T-helper cells to differ-
entiate into either T-helper 1 (Th1) or T-helper 2 (Th2) cells. These cells then regulate either
cell-mediated or humoral immunity, cytokines, interferon gamma (IFN-�), interleukin (IL), 
IL-12 receptor (IL-4R), signal transducers and activators of transcription 4 and 6 (STAT 4 and 6),
GATA nucleotide sequence (GATA 3), tumor necrosis factor beta (TNF-�), or immunoglobulin
(Ig) (with permission from ref. [5]).



significantly affected pulmonary alveolar macrophages, thus compromising host
defenses.(19,20) Pulmonary alveolar macrophages from rodents obtained from
pulmonary lavage were depressed by marijuana smoke with regard to bacterici-
dal capacity against Staphylococcus albus. Furthermore, THC affected the function
of mouse macrophages in vitro, including peritoneal macrophages.(5,17,21,22) The
marijuana components THC or cannabidiol induced in peritoneal macrophages
in vitro a pattern of vacuolation similar to that seen in cells from the lungs of
hashish smokers.(20,23,24) Studies also showed that relatively low amounts of THC
significantly altered the ability of macrophages to spread in culture, an indica-
tion of normal function.(22) Similarly, rodent macrophage cultures treated with
THC had altered antigen-processing ability, as well as the ability to produce
cytokines which activate lymphocytes.(25)

A number of studies also showed that marijuana components, especially
THC, directly inhibited lymphocyte proliferative responses to both T- and B-cell
mitogens as well as to bacterial products such as endotoxins (see Fig. 2).
Furthermore, THC also suppressed the proliferative response to mitogens such
as Con A and PHA, indicating that both T- and B-lymphocytes are susceptible to
the suppressive effects.(18,22,26–28) The proliferative response of murine B cells to
bacterial LPS appeared to be most suppressed. Besides affecting proliferation of
lymphocytes, THC inhibits the ability of lymphocyte cultures to produce the
important cytokines IFN-� and interleukins necessary for a productive antimi-
crobial response. Many of these effects of THC and other marijuana components
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FIGURE 2. Marijuana and cannabinoids modulate cytokine responses of various immune cells.
Mice injected with THC affects Th 1 helper cell (↓) cytokines such as IFN-� and IL-12 as well as
IL-12 receptor, whereas T-helper 2 cytokines such as IL-4 and IL-10 increased (↑). Also, THC
injection into mice increased catalepsy and shock along with serum IL-1, TNF-�, and IL-6.
Human cell lines (major subpopulations) modulated by THC treatment have actual cytokine
and chemokine production in culture. Human lung alveolar macrophages from marijuana
smokers are deficient in functions such as phagocytosis, killing of bacteria, and suppressed
production of TNF-�, GM-CSF, and IL-6 (with permission from ref. [7]).
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on murine lymphocyte cultures also occur with human peripheral blood lym-
phocytes tested in vitro in similar types of studies. Thus, it is widely acknowledged
that the detrimental effects of THC on resistance to L. pneumophila infection are
related to modulation of lymphocyte and macrophage responses, as well as the
cellular factors they produce such as IFN-� and cytokines important in enhanc-
ing host resistance.

3. LEGIONELLA INFECTION AND THC

The Legionella infection model provided novel information concerning
the effects of THC on both primary and secondary immunity.(2,5–7,17–19,22,29,30)

BALB/c inbred mice are relatively resistant to infection by this organism but A/J
mice are relatively susceptible due to specific genetic resistance factors.
Experiments showed that BALB/c mice survived a primary infection with
Legionella even when treated with THC either the day before or day after infec-
tion. In addition to surviving this primary infection, Legionella primed mice
developed secondary immunity to subsequent infection with the same microbe
administered several weeks later. Experiments were performed to assess the
effects of THC on such secondary immunity. For this purpose, Legionella
primed mice were challenged with a lethal dose of bacteria. Mice given only the
primary sublethal infection developed secondary immunity and readily survived
the secondary challenge infection. However, mortality after such challenge
infection was significantly increased in mice treated with THC at the time of
priming, indicating that injection of the cannabinoid at the time of primary
infection suppressed development of expected secondary immunity.

Since marijuana is generally used more than once by individuals, experi-
ments were performed to examine resistance to infection in mice treated with
two doses of THC given 1 day before and 1 day after primary infection. No effects
on survival were observed, although morbidity (e.g., malaise, etc.), was greater in
the animals given only one injection. However, by increasing the drug dose, mor-
tality increased dramatically beginning as soon as 30 min following the second
THC injection. These results indicated that THC injection into mice signifi-
cantly modified the course of both primary and secondary infection with
Legionella.

Legionella infection induces mobilization of cytokines. Toxic shock-like
death following THC treatment and primary infection indicated that adminis-
tration of THC coincidental with infection mobilized cytokines to toxic lev-
els.(17,29) It is widely accepted that this shock is due to acute phase cytokines and
indeed it was found that levels of these cytokines (e.g., TNF-� and IL-6) increased
markedly in the serum of the Legionella infected and THC injected mice.
Furthermore, administration of monoclonal antibodies to either TNF-�, IL-6, 
or IL-1 protected the mice from this drug-induced mortality.(17) Changes in
arachidonic acid metabolites appeared involved because production of these
metabolites and cytokines are known to be closely linked and THC treatment is
associated with changes in arachidonic acid metabolism.



4. THC EFFECTS ON T-CELL BIASING

We reported that THC injection into mice suppressed Th1 immunity by
inhibiting mobilization of IFN-� and IL-12 as well as the expression of IL-12
receptors, and increased Th2 immunity by promoting the cytokine IL-4.(30)

Other investigators have reported similar T-helper cell biasing effects of
cannabinoids, as well as other neuroimmune-axis modulating agents. For exam-
ple, THC injection into mice enhanced development of a tumor enhancing Th2
helper cell cytokine response, and THC treatment of cultured human periph-
eral blood cells shifted responses to Th2 immunity.(31,32) These effects appeared
mediated by activation of cannabinoid receptors.

It is now well accepted that there are two major receptors for cannabinoids,
that is, CB1 mainly in the brain and CB2 mainly on immune cells.(32,33) A number
of specific cannabinoid receptor antagonists have been developed, including a
receptor antagonist for CB1 and a separate one for CB2. Studies in our laboratory
using these receptor antagonists indicated that THC suppressed Th1 biasing
activity, including IL-12 receptor activity, by a CB1-mediated mechanism (Fig. 3)
and enhanced Th2 helper cell biasing by a CB2 mechanism, affecting GATA 3
(Fig. 4), a transcription factor which promotes Th2 cell differentiation.(35,36)

Biasing toward Th2 immunity suppresses resistance to Legionella infection.
Beside macrophages, dendritic cells are an extremely important cell type for

innate immunity involved in host resistance to opportunistic microbes, includ-
ing bacteria like Legionella.(35) Myeloid cells differentiate into macrophages and
further mature into dendritic cells. Lymphoid cells and dendritic cells produce
either IL-4 or IL-12 in response to antigen stimulation, and production of these
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FIGURE 3. THC suppresses IL-12R�2 mRNA by CB1-mediated mechanism. BALB/c mice
injected i.v. with either saline or THC (8 mg/kg) 18 hr prior to infection with Legionella
pneumophila (7 � 106 bacteria). Two hours after infection, spleens were removed, total RNA
extracted and analyzed by semi-quantitative RT-PCR for IL-12 receptor and �-actin mRNA. CB1
or CB2 antagonists injected 30 min prior to THC treatment (with permission from ref. [5]).
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factors is one of the many key steps in the development of Th1 vs Th2
cells(35,36)(Fig. 1). IL-12 leads to phosphorylation of STAT 4 and subsequent 
activation of IFN-� and IL-12 receptor genes. The upregulation of these genes
drives development of Th1 cells. On the other hand, the cytokine IL-4 leads to
phosphorylation of STAT 6 and subsequent activation of genes for the IL-4
receptor promotes Th2 cell development. In the relative absence of IL-12, IL-4
stimulation increases the Th2-dependent transcription factor GATA 3, further
promoting Th2 cell differentiation. Studies in this laboratory showed that THC
markedly affected the regulation of expression of these key T-helper cell biasing
mediators, IL-12 receptor and GATA 3 (Figs 3 and 4).

Mice injected with THC 18 hr prior to infection with Legionella develop
increased susceptibility to these bacteria. In experiments to examine mechanisms
involved, it was found that 2 hr following Legionella infection of THC-treated
mice, spleen cells from the animals processed for measurement of IL-12 receptor
mRNA by RT-PCR revealed that, like IL-12, THC treatment suppressed activation
of this gene. Mice injected with either the CB1 or CB2 antagonist 30 min prior to
THC injection showed that the CB1, but not CB2 antagonist, markedly attenuated
the suppressive effect of the cannabinoid on Legionella resistance, indicating
that downregulation of IL-12 receptor gene was indeed mediated by CB1.

Since reports from this laboratory have shown that THC alters the increased
production of IL-4 by spleen cells from Legionella-infected mice, it seemed likely
that GATA 3 could be important in this response. This signaling factor is impor-
tant in regulation of T-helper cell development of Th2 but not Th1 cells.
Furthermore, GATA 3 and IL-12 have a mutual antagonistic interaction, with the
former increasing activity in the absence of the latter. Because THC suppressed

FIGURE 4. THC injection increases GATA 3 mRNA by CB2-mediated mechanism. BALB/c
mice injected i.v. with either saline or THC (8 mg/kg) 18 hr prior to infection with 
L. pneumophila (7 � 106 bacteria), and 2 hr later, spleen was removed, total RNA extracted, and
RT-PCR for GATA 3 and bactin mRNA determined. CB1 or CB2 antagonists injected 30 min
before THC (with permission from ref. [5]).



IL-12 production by macrophages or dendritic cells, experiments were per-
formed to determine whether this cannabinoid affected GATA 3 production fol-
lowing Legionella challenge. For this purpose, spleens were harvested from mice
3 hr following Legionella infection and total RNA for GATA 3 mRNA deter-
mined by RT-PCR. It was found that GATA 3 message was indeed increased
because of THC injection, indicating that this Th2 biasing transcription factor
increased due to the drug treatment and was related to altered susceptibility to
Legionella infection. To determine if cannabinoid receptors were involved in
this effect, mice were pretreated with either CB1 or CB2 antagonists before THC
injection and Legionella challenge. The CB2 antagonist but not the CB1 antag-
onist attenuated the THC effect, indicating that this marijuana cannabinoid
increased GATA 3 gene activity through CB2 but not CB1.

5. DISCUSSION AND CONCLUSIONS

Many studies with the widely used illegal drug of abuse, marijuana, have
shown that this drug affects host susceptibility to microbial infection. In this
regard, previous studies have shown that the major component of marijuana, the
cannabinoid THC, markedly alters susceptibility of mice to challenge infection
with L. pneumophila, an important and ubiquitous opportunistic bacterial
pathogen which causes about 25,000 cases of Legionnaires disease per year in the
Unites States alone. Injection of mice with THC prior to challenge infection with
these bacteria suppresses the cytokines IL-12 and IFN-�, considered important
indicators of Th1 helper cell activity. This suppressive effect of THC was attenu-
ated by antagonists to both the CB1 and CB2 cannabinoid receptors. The effects
of CB1 and CB2 involvement were found split between suppression of IL-12
receptor gene and an increase in GATA 3 message. Unlike effects on IL-12 and
IFN-� production, THC suppression of IL-12 receptor was mediated only by CB1
whereas the THC-induced increase in GATA 3 was found mediated by CB2 only.

It is widely known that cannabinoid receptors are typical G-protein-coupled
receptors, being coupled to Gi and suppressing adenylcyclase. Activation of G
proteins through receptor ligation sets into motion a cascade of signaling and
gene activation events mediated not only by the G� component but also by the
�/� component of the G protein. Various signaling factors are activated or sup-
pressed by G-protein activation, and the dominant pathways vary from cell to
cell, depending upon endogenous receptors, the complement of neighboring
receptors in the membrane and other unknown factors. Because CB1 mediated
a decrease in IL-12 receptor gene activity and an increase in CB2-mediated 
GATA 3 gene, it appears that differences in regulation of these genes by cannabi-
noid receptors may be due to differences in the receptor and signaling milieu in 
Th1 vs Th2 cells. In other words, CB1 receptors on Th1 cells and the activated Gi
subunits may signal a decrease in the IL-12 receptor gene product and, in con-
trast, CB2 receptor ligation on Th2 cells may signal an increase in the GATA 3
gene. Thus, it seems apparent that the cannabinoid system significantly impacts
the function of the cytokine network in the immune system and this association
is important for understanding mechanisms of host immunity to important
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opportunistic pathogens like Legionella. Further analysis of mechanisms con-
cerning cannabinoid effects on host resistance to opportunistic bacteria, studied
in vivo in animal models or in vitro with immune cell and humoral factors derived
from infected animals, are warranted.
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Nicotine and Immunity
SUSAN PROSS and HERMAN FRIEDMAN

1. INTRODUCTION

Nicotine, a small organic alkaloid synthesized by tobacco plants, is the addictive
component of cigarettes.(1) Its basic properties permit easy transport across the
small intestine and lung tissues into the blood. Nicotine’s size and lipophilic
characteristics allow for a small amount to cross cell membranes directly, without
interception by a receptor,(1) although its primary effects are via receptor media-
tion. This small alkaloid acts as an agonist at the nicotinic acetylcholine receptors
(nAChRs), found mainly in the central (CNS) and peripheral nervous system, as
well as on many other tissue cells throughout the body.(2) The distribution of
these receptors on a large variety of cells helps to explain why nicotine has been
associated with a wide range of biological actions. These actions of nicotine
account, in part, for alterations in the cardiovascular, pulmonary, gastrointesti-
nal, urogenital, hepatic, and nervous systems caused by smoking tobacco.(3–7)

The most frequent way to acquire nicotine is via tobacco products. Cigarettes
contain approximately 1.5–2.5 mg nicotine per cigarette, with the highest level
of nicotine reported in the plasma of heavy smokers being about 700 ng/ml.(8,9)

Interestingly, different areas of the body accumulate nicotine at different rates.
For example, nicotine is retained at a higher level in the cervix,(10) kidneys, gas-
trointestinal tract, heart, and muscles(11) than in blood. In terms of distribution
in the blood, smoking one cigarette results in about 50 ng nicotine/ml in arterial
blood contrasted with the 20 ng nicotine/ml in venous blood.(12) This type of dif-
ferential distribution of nicotine is important to keep in mind when comparing
results of nicotinic action from different experimental protocols.
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It is nicotine, just one of the thousands of components of tobacco, that is most
strongly related to the addictive consequences of smoking. This addictive charac-
teristic is best explained by the intermittent acquisition of nicotine, which can travel
within 8 s to the brain, and the subsequent intermittent release of dopamine in the
brain.(13) Importantly, chewing tobacco, or smokeless tobacco, also delivers a simi-
lar amount of nicotine to the blood; however, the distribution is slower and the tim-
ing continuous.(14,15) Since high concentrations of nicotine have been reported in
the saliva of snuff users (up to 5 �g/ml), it has been suggested that nicotine may be
important in the induction of oral cancers in people using smokeless tobacco.(16)

At one time, the use of tobacco products was the most direct way of being 
exposed to nicotine. However, since it is becoming more common for people to use
nicotine gums, inhalers, or patches as substitutes for tobacco, nicotine can therefore be
acquired independent of the other chemicals in cigarette smoke or chewing tobacco.
This use of nicotine is potentially important since nicotine engages many organ sys-
tems. It is well supported that nicotine’s action in vivo impinges on the hypothal
amic–pituitary–adrenal (HPA) axis,(17) and thus its effects are broadbased throughout
the body. Specifically, it is known that nicotine enhances the release of neurotransmit-
ters and hormones, including acetylcholine, serotonin, dopamine, norepinephrine,
prolactin, vasopressin, and corticosteroids.(18) These components have their own 
modulatory actions on the body, extending the potential impact of nicotine. Further,
nicotine has been reported to act both via receptor and nonreceptor-mediated
mechanisms, again extending the range of its potential effects.

This broad action of nicotine is important to consider since it is used by such
a large number of people. In this regard, in addition to its use in facilitating the
stopping of smoking, nicotine has been given to people with a variety of diseases
since it has been shown to have some measurable clinical benefits.(13) For
example, in the CNS, nicotine can increase short-term attention, cognition and
memory, increase brain energy metabolism, and decrease hunger resulting 
in decreased body weight. It is used with some success to treat Alzheimer’s 
disease,(19) to enhance cognitive function, to facilitate dopamine release from
neurons thus relieving symptoms of Parkinson’s disease, to reduce the severity of
involuntary tics in Tourette’s syndrome, and to aid patients with inflammatory
bowel disease or attention deficit disorder.

There are many reports demonstrating modulation of immune parameters by
nicotine in laboratory experiments; however, there have been no confirming data
about the long-term effects of nicotine on immunity in clinical cases. Although the
mechanisms of action of nicotine in immune cells are still unclear, data suggest
that binding to the nAChR brings about changes in intracellular calcium levels,
resulting in alterations of cell signaling pathways. These alterations would then be
expected to promote modulations in immune cell activity such as increasing cyto-
toxicity(20) and inducing T-cell anergy in vivo.(21,22) Although much of the literature
supports that the mechanism of action of nicotine is through the nAChR, some
reports suggest that the mechanism of action of nicotine may in some cases 
be independent of the nAChR. In fact, recent work reported that nicotine 
contributed to neutrophil accumulation in smoke-associated lung diseases by
enhancing the survival of these cells, and that the mechanism of action of nicotine
was through noncholinergic receptor binding, without activation of protein
kinases.(23) The interaction of nicotine and the nAChR is described below.
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2. NICOTINIC ACETYLCHOLINE RECEPTORS AND
GENERAL PHYSIOLOGICAL EFFECTS

The nAChRs are pentameric transmembrane ion channels that open when
acetylcholine or its agonists are bound, allowing Na� or Ca2� ions to cross into
the cell, activating second messenger signaling pathways that result in de novo
protein synthesis that change cell function or activity. The channels are made 
of five of the same subunits (homopentamers) or arrangements of different 
subunits (heteropentamers)—usually, 2 alpha and 3 beta subunits are found in
neuronal nAChRs. At the neuromuscular junction, 2 alpha, 1 beta, 1 delta, and
1 gamma or 1 epsilon subunits are involved in the receptor structure. Acetyl-
choline or nicotine binds the alpha subunits with assistance from the beta sub-
units. Presently, 10 alpha subunits (alpha 1–10) and 4 beta subunits (beta 1–4)
have been demonstrated. There are two broad categories of acetylcholine recep-
tors—muscarinic (found in the CNS, autonomic ganglia, and parasympathetic
effector cells), and nicotinic (found in the CNS, neuromuscular junctions, and
autonomic ganglia).(24) Nicotinic acetylcholine receptors are found on nonneu-
ronal cells and the existence of nAChRs on immune cells has been demonstrated
by pharmacological studies.(2,25,26) The endogenous ligand for nAChRs is acetyl-
choline, and nicotine acts as an agonist when bound. Muscarinic acetylcholine
receptors also claim acetylcholine as their endogenous ligand; however, mus-
carine acts as an agonist at muscarinic AChRs where nicotine has no effect, and
nicotine acts as an agonist at nicotinic AChRs where muscarine has no effect.

In the CNS, nicotine causes the release of neurotransmitters and hormones
including acetylcholine, dopamine, serotonin, ACTH, beta-endorphin, pro-
lactin, epinephrine, and norepinephrine.(13) In the efferent peripheral nervous
system, nAChRs are found at the neuromuscular junction and at the sympathetic
and parasympathetic postsynaptic ganglia. At the sympathetic and parasympa-
thetic ganglia, use of nicotine can result in increased heart rate, constricted
blood vessels, decreased skin temperature, increased gastrointestinal activity,
increased circulating fatty acids, and increased secretion of epinephrine and
norepinephrine from the adrenal gland resulting in general systemic stimula-
tion.(1,13) Nicotine alters lipid metabolism by increasing circulating total choles-
terol, phospholipids, triglycerides, very low-density lipoproteins (LDLs) and
low-density lipoproteins.(27) These metabolic changes, coupled with nicotine-
induced alterations in the integrity of blood vessels,(14) support a role of nicotine
in cardiovascular disease.(27)

3. NICOTINE AND IMMUNITY

3.1. General

Recent research on nicotine suggests that it can affect the normal physiology
of various tissues, including those of the immune system. The nicotinic acetyl-
choline receptor protein has been found on both intact lymphocytes and lym-
phocyte membranes,(28,29) and the mRNA of the alpha 2–7 and beta 2–4 subunits
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of the nicotinic acetylcholine receptor has been found in human peripheral
blood mononuclear cells.(2,30) However, the functional role of nicotinic acetyl-
choline receptors in nicotine-induced immunomodulation has not been clari-
fied. The discoveries of nicotinic acetylcholine receptors on immune cells give
mechanistic support to the hypothesis that nicotine alters immune cell functions
via its receptor. A typical step in the signal transduction pathway of nicotine is
altered intracellular calcium concentrations. Nicotine exposure resulted in a
downregulation of intracellular calcium after immunostimulation of T- and
B cells when these cells were exposed to nicotine in vivo(31) and an upregulation
of intracellular calcium after immunostimulation of human peripheral blood
cells or leukemic cell lines when these cells were exposed to nicotine in vitro.(32)

These data demonstrated an effect of nicotine on T-cell signal transduction even
though opposing results were obtained with different experimental protocols.

It has been reported by us and by others that nicotine impacts the produc-
tion of various cytokines, indicating action of nicotine on specific immune
cells.(33–35) Figure 1 shows that nicotine can decrease the production of TNF-�
induced by LPS stimulation of adherent murine splenocytes. TNF-� is cytokine
produced by many cells including macrophages and is an example of an inflam-
matory cytokine. Results such as this support the concept that nicotine is 
anti-inflammatory.

Depending upon the types of cytokines they produce, specific immune cells
can be categorized into Th2 cells producing IL-10, Th1 cells producing IFN-�, or
inflammatory cells producing IL-6 and TNF-�, among other cytokines and
chemokines. Interestingly, when transdermal nicotine is given to healthy, male
nonsmokers, peripheral blood mononuclear cells from these volunteers 
produced less IL-10, while the amount of IFN-� produced was unchanged.(36)
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FIGURE 1. Effect of different nicotine concentrations on TNF-� production by LPS-stimulated
adherent murine splenocytes. TNF-� production was measured by ELISA and calculated 
as a percentage of unexposed (no nicotine) controls. Kruskal-Wallis one-way ANOVA and
Student Newman Keuls multiple comparisons tests showed that higher concentrations (16 and
64 �g/ml) of nicotine significantly inhibited TNF-� production as compared to adherent spleno-
cytes stimulated with LPS and not exposed to nicotine. Data are presented as means � SEM
within nicotine concentration; n 
 5–6, p 
 0.001.



This downregulation of nicotine on IL-10, with no effect on IFN-� has also been
reported by our laboratory.(35) See Fig. 2.

Specifically, when nonadherent murine splenocytes were exposed to con-
canavalin A and nicotine in vitro, the production of IL-10 was diminished while
the production of IFN-� was unchanged. Thus, nicotine, independently from
smoking, inhibited this Th2 immune cell function, while presumably allowing
the Th1 response to occur. Nicotine-induced modulation of cytokine produc-
tion was achieved at 1 �g/ml, which is within the range of nicotine levels meas-
ured in the serum of smokers.(12) When looking at inflammatory cytokines,
nicotine exposure resulted in either decreased or no change in the production
of the cytokines studied. In our studies, nicotine significantly inhibited TNF-�
production by LPS-stimulated adherent murine splenocytes,(37) similar to find-
ings by other researchers that TNF-� production by human peripheral blood
mononuclear cells was inhibited by nicotine in vitro.(38) In contrast, IL-6 produc-
tion by LPS-stimulated adherent murine splenocytes was not affected by nicotine
exposure,(37) similar to results found in smokers.(39) However, the data obtained
from smokers may not be comparable to the data obtained from exposure to
nicotine alone due to the thousands of other chemicals found in cigarette
smoke. Other immune cell functions altered by nicotine include increased cyto-
toxicity(20) and induced T-cell anergy in vivo.(21,22)

Most reports describe the action of nicotine as being due to its interaction
with the nAChR. However, some reports suggest that the mechanism of action of
nicotine is not always through the nAChR. In fact, researchers have reported that
nicotine contributed to neutrophil accumulation in smoking-associated lung
diseases by enhancing the survival of these cells. Furthermore, the mechanism of
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FIGURE 2. Effect of nicotine on IL-10 production by murine splenocytes. Splenocytes from
mice were immunostimulated with ConA and concurrently exposed to nicotine for 48 hr. IL-10
production was measured by ELISA and calculated as a percentage of unexposed (no nicotine)
controls. Kruskal-Wallis one-way analysis of variance followed by Student Newman Keuls multi-
ple comparisons test showed that nicotine significantly decreased IL-10 production by spleno-
cytes from young adult mice at the higher concentrations of nicotine tested (0.25–2 and 8–64):
p 
 0.003, n 
 5–10.



action was found to be through noncholinergic receptor binding, without acti-
vation of protein kinases.(23) Thus, nicotine does affect immune cells and
immune responses in various ways. However, the link between the long-term
effects of nicotine on immune responses and the clinical wellness of individuals
has not been firmly established.

Apoptosis, or programmed cell death, is a normal physiologic process by
which the body removes unwanted cells. This process is critical in embryonic
development as well as in tissue homeostasis in the adult. Apoptosis results in a
nonreversible removal of cells and is thus of paramount importance in maintain-
ing homeostasis in a system where cells are continually being generated, such as
the immune system.(40,41) Inhibition of apoptosis in antigen-stimulated immune
cells can result in difficulties in mounting a full defense against viral or bacterial
infection by decreasing the proportion of high-affinity antigen-specific immune
cells. Inhibition of apoptosis in precancerous cells can result in the promotion of
tumor growth by allowing mutated cells to survive. Two specific types of cell death
have been described, necrosis and apoptosis,(42) which differ significantly in terms
of their morphologic and biochemical characteristics. Necrosis, a process that is
usually initiated by cell injury, mechanical or chemical, is characterized by cellu-
lar swelling and inflammatory response. Apoptosis, unlike necrosis, is an active
process, which is genetically programmed. The induction of apoptosis depends
on soluble mediators, cell-to-cell contacts, intracellular signaling, transcription
factor activation, or cytoplasmic second messengers. This self-destruction process
involves the activation of a family of cysteine proteases (caspases) that play a key
role in apoptosis. The caspases are present as inactive proenzymes that appear to
be constitutively expressed in most cells. Activation of these caspases allows the
execution of the effector phase of cell death.(43,44) Hence in mammals, this core
effector mechanism of programmed cell death is regulated upstream by signals
involved in cellular differentiation and cellular proliferation, allowing the whole
organism to control the fate of each of its cells in a refined and complex manner.
Multiple agents, including glucocorticoid hormones, induce apoptotic-signaling
pathways.(45) Glucocorticoids affect a variety of tissues and body systems, and their
role in the immune system is central for induction of cell cycle arrest and the pro-
grammed cell death of both immature thymocytes and peripheral T lympho-
cytes.(46) Dexamethasone (DEX), a synthetic glucocorticoid hormone, induces
apoptosis through binding to the glucocorticoid receptors. These receptors are
found in an inactive state within the cytoplasm and become activated when
bound. Activation of these receptors leads to cascading events that include the
production of active caspases, the repression of genes necessary for cell prolifera-
tion, and the transcriptional upregulation of responsive lysis genes.(47)

Morphologically, apoptosis is characterized by cytoplasmic condensation,
and intranucleosomal cleavage of DNA by endonucleases present within the cell,
and DNA fragmentation into 180–200 base pairs (BP) of the dying cell itself,
all with minimal inflammation.(48) Faulty regulation of apoptosis has been
implicated in degenerative conditions, vascular diseases, AIDS, and cancer.(49)

Evidence shows that uncontrolled induction of apoptosis may lead to diseases as
diverse as Alzheimer’s and Hodgkin’s diseases, as well as to exacerbate the course
of autoimmunity in general.(50,51) Conversely, apoptosis can have a very positive
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effect in terms of protection against diseases by facilitating death in tissues whose
growth is out of control. For example, one mechanism whereby tumor cells gain
immortality is by loss of their ability to undergo apoptosis.(52,53) Thus, the acqui-
sition of resistance to apoptosis would confer a survival advantage to emerging
tumor cells.(48,54)

In terms of the association of nicotine and apoptosis, it has been hypothe-
sized that nicotine abuse could decrease survival of progenitor populations in the
developing and adult brain through this process. Similarly, nicotine has been
shown to have a dose-dependent ability to induce cytotoxicity in human glioma
and glioblastoma cell lines.(20) In contrast, the action of nicotine on apoptosis
seems to differ in neutrophils, whereas it has been shown that nicotine suppresses
apoptosis.(23) Studies in our laboratory (see Fig. 3) have shown that nicotine
inhibited the expression of caspase-3 in immune cells treated with dexametha-
sone (DEX). Treating the cells with d-tubocurarine chloride, an antagonist at
nicotinic receptors, blocked this inhibition. Since thymocytes need to undergo
apoptosis for proper selection within the thymus, and splenocytes need to
undergo apoptosis to maintain appropriate handling of foreign antigens, the role
of nicotine as an inhibitor of the process of apoptosis is significant. Furthermore,
the inducer of apoptosis in these studies was DEX, a synthetic glucocorticoid.
Glucocorticoid production in the body is highly dependent on environmental
challenges, such as stress, which also have an impact on immunity. The combined
action of nicotine with peripheral as well as CNS involvement is significant and
warrants further investigation.
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FIGURE 3. Effect of nicotine on murine splenocytes. Murine splenocytes were incubated for 
3 hr in either of 6 groups: untreated cells (Control); cells with 100 nM dexamethasone (DEX);
cells with nicotine alone (Nic 0.01 �g/ml or Nic 1 �g/ml); and cells with nicotine and DEX
(0.01 �g/ml nicotine � DEX, or 1 �g/ml nicotine and DEX). *, significantly different 
(p � 0.05) compared to the Control; **, significantly different (p � 0.05) compared to DEX.



Note that either nicotine concentration significantly decreased the expres-
sion of active caspase-3 compared to the DEX group. The DEX group showed a
significantly enhanced expression of active caspase-3 compared with the Control
and Nic 0.01 �g/ml and Nic 1 �g/ml groups (p � 0.05). The DEX-treated
cells showed a significant decrease in expression of active caspase-3 when treated
concurrently with nicotine.

4. RELATIONSHIP OF NICOTINE TO DISEASE

4.1. Nicotine and Cardiovascular Disease and Stroke

Over the past several decades, researchers have focused on the mechanisms
involved in the initiation and progression of atherosclerosis and cardiovascular
disease, with findings emphasizing the role of inflammation in response to
endothelial injury induced by trauma and infection. The major events in the
induction of atherosclerosis include vascular endothelial cell injury complicated
by binding of monocytes to the vascular endothelium and subsequent inflam-
mation, as well as the proliferation and migration of vascular smooth muscle
cells.(55–57) In this regard, the effects of nicotine on infection and on inflamma-
tion may be critical. It is at this point, where the immune system intersects with
the cardiovascular system, that nicotine may have a profound effect. Data have
emphasized that nicotine was directly chemotactic for neutrophils and may have
had adverse effects on their function.(58) Neutrophils are involved in the inflam-
matory response after trauma and are associated with an increased coronary
vasoconstrictive response.(58) The actions of nicotine in accentuating cardiovas-
cular disease have been gaining support due in part to its role in the oxidation of
LDL.(27,59,60) Of additional importance is the ability of nicotine to alter the
homeostatic profile of chemokines and cytokines that could promote the devel-
opment of atherosclerosis and cardiovascular disease.(61)

Using a similar methodology as described in Fig. 1, it was found that human
coronary artery endothelial cells (HCAECs) with no nicotine treatment (con-
trol) and with nicotine treatment (Nic 1 �g/ml) showed only a minimal level of
expression of active caspases (Fig. 4).

Figure 4 shows that treatment of HCAECs with 100 nM DEX and 40 ng/ml
TNF-�, the apoptosis inducers, resulted in approximately a 3-fold increase in the
expression level of active caspases compared to the control levels. Co-treatment
of these cell cultures with both 1 �g/ml of nicotine and the apoptosis inducers
resulted in inhibition of apoptosis as evidenced by a decrease in the expression
level of active caspases (p � 0.05), such that they were not significantly different
from either those of the control cultures or cultures treated with nicotine alone.
Thus, nicotine essentially prevented an increase in the expression level of active
caspases by inhibiting the apoptosis process.

To determine whether the action of nicotine was receptor-mediated,
100 �M of d-TC was concurrently added to the cell cultures that were treated
with both apoptosis inducers and nicotine. Blocking nicotinic receptors with 
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d-TC (Fig. 5) significantly reversed the inhibitory effect of nicotine on apoptosis,
as shown by the increased level of active caspases (p � 0.05). These levels were
not significantly different from those cultures treated with apoptosis inducers
(DEX � TNF) alone. There was no significant difference between the group
treated with apoptosis inducers and the group of cells treated with the combina-
tion of nicotine, apoptosis inducers, and d-TC.
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FIGURE 4. Role of nicotine on cell count of cultured HCAECs. The untreated group 
of cultured HCAECs (3.2 � 105/well) incubated for 48 hr at 37�C in a humid chamber 
under 5% CO2 atmosphere showed a decrease of cell count compared to the zero time, while
the group that was treated with nicotine (Nic 1 �g/ml) maintained the cell count (p � 0.05).
Representative data is the mean of four experiments.
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FIGURE 5. Induction of apoptosis in HCAECs with and without nicotine treatment. The block-
ing effect of d-TC was demonstrated by evaluating the expression level of active caspases in
HCAECs. In all experimental groups, cultured HCAECs (1 � 106/ml), were aliquoted in 
500 �l into 24 well plates and incubated for 3 hr at 37�C in a humid chamber under 5% CO2

atmosphere. The nicotine concentration was 1 �g/ml, DEX at 100 nM, and TNF at 40 ng/ml.
Representative data is the mean of 3-7 experiments and is expressed in percentage control.



5. NICOTINE AND CANCER

In addition to nicotine being an addictive agent, it has been shown by some
researchers to possess tumorigenic or tumor-promoting activities.(62,63) Research
that has associated increased incidences of pancreatic cancer with smoking has
highlighted the role of nicotine, proposing that nicotine levels can be correlated
to cancer occurrence or progress.(64,65) The induction of pancreatic injury by
nicotine may involve activation and expression of a proto-oncogene called ras. In
terms of associating lung cancer with nicotine exposure, it has been noted that
high affinity nAChRs are found on human lung cancer cells of many histological
types as well as in normal lung tissue.(66–69) Nicotine has also been shown to
enhance the growth of lung cancer cells in vitro, again suggesting a role in pul-
monary carcinogenesis.(70,71) Furthermore, in vitro studies correlated nicotine
exposure with the probability of cervical tumor progression in humans.(63,72,73)

Recent studies have shown that nicotine, at concentrations found in smokers,
can activate the serine/threonine kinase Akt in nonimmortalized human airway
epithelial cells in vitro in a receptor-dependent manner, supporting the concept
that nicotine could contribute to tobacco-related carcinogenesis.(74) Nicotine
has been shown to stimulate colon cancer cell proliferation and tumor growth in
a nude mouse xenograft model. In addition to stimulating SW1116 colon cancer
cell proliferation in a dose-dependent manner, EGFR and c-Src phosphorylation
levels as well as protein expression of 5-LOX were significantly enhanced. In
addition, in vivo studies using a xenograft model showed that nicotine also sig-
nificantly enhanced tumor growth. This acceleration of tumor growth corre-
sponded well with increased vascularization and its pro-angiogenic factors.(75)

Despite this relationship between nicotine and cancer, it needs to be recognized
that not all researchers have demonstrated such a correlation.(76) For instance,
nicotine has been shown to result in cytotoxicity in some cases, and prolongation
of cell life in other cases.(23) Results are often dependent on cell type investi-
gated, nicotine concentration, exposure time, and age of the individual.(20,77,78)

Interestingly, nicotine has been found to stimulate cytoplasmic and nuclear
accumulation of growth factors such as transforming growth factor-beta (TGF-
beta) as well as to inhibit lysosomal degradation of growth factors. This mecha-
nism is considered a potential mechanism for tobacco-induced tumor
promotion. Nicotine has been found to have an impact on intracellular cell-
signaling pathways and activate the mitogen-activated protein kinase (MAPK)
pathway.(79) Such actions of nicotine, often at concentrations of less than 1 �M,
could lead to changes in cell growth by increasing apoptosis.(80) The studies sup-
porting the notion that nicotine may have carcinogenic potential, either directly
as a carcinogen or, more likely, indirectly as a promoter of cancer, often demon-
strate that nicotine may enhance expression of oncogenes that block apopto-
sis.(81) For example, Yoshida et al. have hypothesized that, in order to induce the
DNA fragmentation indicative of the apoptotic process, intracellular Ca2� con-
centrations needed to rise above a threshold level and that nicotine might be
interfering with this process in the cells tested. Several studies, including data
from our laboratory,(82,83) have reported that nicotine blocks apoptosis in a wide
variety of cell types.(84) This finding has been seen in protocols using a wide variety
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of stimuli in normal as well as in cancer cells, but the mechanism of action of
nicotine, even as to whether the effect was receptor mediated, was not elucidated
in many of these studies.(48) Other studies, focusing on human lung cancer cells,
showed that nicotine blocked opioid-induced apoptosis by modulating intracel-
lular signaling pathways involving PKC or MAPK.(66) Opioids such as morphine
decreased PKC activity and increased apoptosis whereas nicotine increased total
PKC activity and decreased apoptosis.(66,85–87) In contrast to the cited studies
listed above, a recent investigation by Berger et al.88 demonstrated that nicotine
treatment enhanced apoptosis by inducing the expression of p53, a tumor sup-
pressor protein. This cytotoxic action of nicotine was dependent on extracellu-
lar calcium levels, and cells that have difficulty buffering calcium, in this case
immortalized hippocampal cells, were more susceptible to the cytotoxic action
of nicotine. Interestingly, whereas some studies have demonstrated nicotine’s
interference with apoptosis and other studies have shown nicotine to be apop-
totic on its own, still other research has shown that nicotine does not have any
impact on apoptosis at all. The reasons for conflicting reports seem to relate to
the tissues studied, animals investigated, concentrations of nicotine chosen, and
time of exposure to nicotine.(20,66,81)

5.1. Nicotine and Infectious Disease

It is clear that tobacco smoking may predispose people to respiratory infec-
tion, but the data concerning alteration of response to infectious agents after
exposure to nicotine alone is also becoming compelling. For example, Sopori
et al. have shown that chronic exposure of mice and rats to nicotine diminishes 
T-cell activity as well as inflammation. Mice treated with nicotine and then
exposed to the influenza virus have poorer outcomes than no nicotine-treated
controls. The data support the concept that nicotine may impact negatively on
infectious diseases that require inflammatory processes for protection.(22) In
order to evaluate the action of nicotine on pulmonary activity, recent studies by
Matsunaga et al. focused on the nicotine-induced modulation of antimicrobial
activity and cytokine responses of alveolar macrophages to Legionella pneumophila,
the etiological agent of Legionnaire’s disease. The experimental model involved
infecting MH-S alveolar macrophages with L. pneumophila, and then treating the
cells with nicotine. Nicotine treatment of these macrophages downregulated the
production of IL-6, IL-12, and TNF-�, but not IL-10. In addition to demonstrat-
ing an effect on cytokine action by nicotine, it was also found that this action of
nicotine was receptor mediated, since the action was completely blocked by a
nonselective antagonist, d-tubocurarine, for nAChRs.(89) This action of nicotine
on bacteria was again shown in another bacterial model system. Yamaguchi et al.
found that stimulation of nAChRs with nicotine altered the growth of Chlamydia
pneumoniae in epithelial HEp-2 cells. This result is important because not only
did it demonstrate a role for nicotine in infection, it also was more generalizable
to a possible pathophysiological role of nAChRs in terms of intracellular infec-
tion.(90) The activity of nicotine in an in vivo model was clearly demonstrated in a
recent experiment by Myles et al. in which nicotine alone, given to rabbits as a
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patch, could induce ocular shedding of herpes simplex virus type 1 (HSV-1) 
in rabbits that were latently infected with this virus. Specifically, one group of 
rabbits received a transdermal patch of nicotine (21 mg/day) for 20 days and
another group did not receive a patch and thus served as the control. When a
tear film was collected following ocular swabbing, it was found that 16.5%
(258/1,560) of the swabs taken from rabbits treated with nicotine were positive
for virus, compared with 8.3% (53/639) of swabs taken from controls, strongly
suggesting that a systemic exposure to nicotine significantly increases HSV-1
reactivation.(91)

6. SUMMARY

The hypothesis that nicotine alters immune responses and subsequently the
health of individuals is now being investigated at many levels including molecu-
lar, cellular, and whole animal. There is now much interest in the subject of nico-
tine’s direct and indirect effects on host immune responses, especially since it
is now widely recognized that nicotine does have marked demonstrable
immunomodulatory effects. For example, various laboratories have shown that
nicotine may alter numerous components of the immune response system
including production of inflammatory cytokines, apoptosis, and susceptibility to
infection. These changes have been elucidated in experimental animals, in indi-
viduals exposed to nicotine by smoking, and by people using nicotine patches for
medicinal uses including controlling addiction to smoking, increasing memory
in Alzheimer patients, reducing tics in Tourette’s syndrome, or modifying dis-
ease symptoms in patients with inflammatory bowel disease. A concern of the
chronic exposure to nicotine is that in addition to its beneficial purposes, it may
prove to have detrimental qualities. Therefore, any possible roles related to
increased risk of cancer, cardiovascular disease, and respiratory infections need
to be assessed. Currently it is known that nicotine influences the viability of cells
through apoptosis, and the ability to produce many cytokines. These character-
istics impact on how the body handles antigenic challenge, whether it is tumor
exposure or infectious disease. The impact of nicotine could therefore be nega-
tive in some cases—if tumor cells were blocked in their ability to die or if immune
cells were inhibited in their ability to handle an infectious agent. The impact of
nicotine could be positive in other cases—if an unnecessary inflammatory
response by the body needed to be controlled.

Since nicotine is now classified as an addictive substance, scientific interest
into the action of nicotine actually becomes more directed. The wide availability
of nicotine to individuals by cigarettes and also in therapeutic patches, liquids,
and pills makes it even more urgent that further studies be performed to deter-
mine how nicotine affects biologic functions. It is apparent such further analysis
of the role of nicotine in modulating host immunity and physiology will provide
new information permitting a better understanding of how nicotine, as well as
other addictive drugs, affect host resistance to infectious diseases.
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7

Nicotine Receptors and
Infections
YOSHIMASA YAMAMOTO

1. INTRODUCTION

Tobacco smoking is a significant risk factor in respiratory diseases including
chronic obstructive lung disease and pneumonia.The bronchial alveolar lavage
fluids obtained from tobacco smokers have increased number of alveolar
macrophages and neutrophils.(1,2) Moreover, compared with nonsmokers, alve-
olar macrophages from smokers appear to be in an active state, exhibiting
increased microsomal and lysosomal enzymes, elevated resting rates of glucose
use, increased production of oxygen radicals and myeloperoxidase activity, and
increased migration and chemotactic responsiveness.(3) However, despite this
increased activity, alveolar macrophages from smokers appear to be deficient in
phagocytosis and bactericidal activity.(4) Therefore, it has been conjectured that
tobacco smoking may cause a disruption of normal lung immune function
against respiratory infections. In fact, it is widely accepted that tobacco smoking
is one of the risk factors for respiratory infections.5–7 For instance, pneumonia
caused by Streptococcus pneumoniae, the most common causative bacteria of com-
munity-acquired pneumonia, is accelerated by smoking.(8) Pneumonia caused
by other bacteria, such as Legionella and Chlamydia, also frequently occurs in
smokers.5–7 However, little is known about the effect of tobacco components on
antimicrobial activity and immune responses of alveolar macrophages.

Nicotine, a small organic alkaloid synthesized by tobacco plants, is the addic-
tive component of tobacco.This small alkaloid acts as an agonist at the nicotinic
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acetylcholine receptors (nAChRs) found mainly in the central and peripheral
nervous systems and on many other tissue cells throughout the body, including
immune cells.(9,10) nAChRs are a family of ligand-gated, pentameric ion channels.
In human, 16 different subunits (�1–7, �9–10, �1–4, �, �, �) have been identified
that form a large number of homo- and heteropentameric receptors with dis-
tinct structural and pharmacological properties.(11–13) The main function of this
receptor family is to transmit signals for the neurotransmitter acetylcholine at
neuromuscular junctions and in the central and peripheral nervous systems.(14,15)

Although the function of nAChRs has been well investigated, the localization of
this receptor in a nonnervous system suggests that nAChRs may have a nonsynap-
tic role. In this regard, it has been recently demonstrated that activation of
nAChRs by a ligand such as nicotine resulted in alteration of immune functions,
besides facilitation of cation flow.(13,16) In addition, modulation of growth of intra-
cellular pathogens, such as Legionella pneumophila and Chlamydia pneumoniae, has
also been shown following stimulation of nAChRs with ligands.(17,18) Therefore, in
this chapter, a possible role of nAChRs in infection is highlighted.

2. LEGIONELLA PNEUMOPHILA INFECTION AND nAChRs

L. pneumophila, an intracellular opportunistic gram-negative bacterium which
infects primarily macrophages, is an etiologic cause of serious pneumonia in
immunocompromised individuals, including heavy smokers.(5,6) The mechanism
by which L. pneumophila infection of the lung is controlled is not yet clear, but it is
widely accepted that the activation of macrophages to suppress intracellular bacte-
rial growth is an essential mechanism of the resolution of the pneumonia caused by
this pathogen.(19) Th1 cells are essential for the development of cell-mediated
immunity and may play a pivotal role in the defense against L. pneumophila infec-
tion. It is known that the Th1 cytokine interferon (IFN)-� can activate macrophages
and monocytes to inhibit L. pneumophila growth(20) and that Th1 cells play an essen-
tial role in the development of cell-mediated immunity to pathogens.(21) Both IFN-
� and interleukin (IL)-12, which has a major role in the differentiation of the
T-helper cell phenotypes, are produced by macrophages. In addition, it has been
reported that the inflammatory cytokine tumor necrosis factor (TNF)-� is required
for the prompt resolution of pneumonia caused by L. pneumophila, and a direct role
for TNF-� in the activation of phagocytes has been indicated.(22) Other inflamma-
tory cytokines, such as IL-6, are also known to control infections.(23,24) In contrast,
Th2 cytokines, IL-10 in particular, may facilitate the growth of L. pneumophila in
permissive mononuclear phagocytes, due, in part, to IL-10-mediated inhibition 
of TNF-� secretion and IFN-�-mediated mononuclear phagocyte activation.(25)

All these cytokines are known to be produced by macrophages in response to bac-
terial infections and may play a critical role in the host defense against infection.

2.1. nAChRs of Macrophages

Although it is known that nAChRs are differentially expressed in many
tissues,(26) the existence of this receptors on lung tissue and cells has not been well
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investigated. If nAChRs exist on alveolar macrophages, the nicotine-induced
immunomodulation of macrophages may be possibly mediated by nAChRs. To
determine such a possibility, steady-state levels of nAChR mRNA in MH-S cells
were analyzed by RT-PCR. The MH-S cells are a continuous cell line of murine
alveolar macrophages, which were established after transformation of cells
obtained by bronchoalveolar lavage from BALB/c mice with simian virus 40.(27)

Results of characterization studies of MH-S cells indicate that this cell line may
facilitate studies where homogeneous populations of alveolar macrophages are
desirable, especially those involved in determining the immunologic responses of
alveolar macrophages to bacterial infection. As shown in Fig. 1, mRNAs for the
nAChR �4 and �2 subunits were detected in MH-S alveolar macrophages.
However, it is not clear whether MH-S cells possibly may not express other nAChR
subunits. Even though the results show only expression levels of certain nAChR
mRNAs but not protein expression, the presence of at least �4�2-nAChRs in 
MH-S alveolar macrophages is highly likely.

2.2. nAChRs and Cytokine Production

It has been shown that the treatment of human peripheral blood mono-
nuclear cells with nicotine significantly inhibited the production of IL-2, TNF-�,
and IFN-� in response to anti-CD3 stimulation.(28) The suppression of LPS-
induced murine splenocyte production of IL-6, TNF-�, and IFN-� by concurrent
nicotine treatment has also been demonstrated.(29,30) However, whether stimula-
tion of nAChRs with nicotine as well as other specific agonists alters cytokine
response of alveolar macrophages to bacterial infections, such as L. pneumophila
infection, is not clear. In this regard, the effect of nicotine on the production of
macrophage cytokines was examined (Fig. 2). The treatment of macrophages
with nicotine (10 �g/ml) alone slightly induced macrophage IL-6, IL-10, IL-12,
and TNF-� protein production, but this was minimal when compared with bac-
teria-infected macrophages. In contrast, nicotine treatment markedly downreg-
ulated the production of these cytokines, except IL-10, induced by L. pneumophila
infection in a dose-dependent manner, even with a concentration as low as 
0.1 �g/ml in the case of TNF-�. The production of IL-10 induced by L. pneumophila
infection was not affected by nicotine, even with a concentration as high
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FIGURE 1. nAChR mRNA expression levels in alveolar macrophages. The expression levels of
nAChR mRNAs (�4 and �2 subunits) in MH-S alveolar macrophages were analyzed by RT-PCR.
NC, PCR products of MH-S cells without RT.(17)



as 10 �g/ml. When macrophages infected with bacteria were pretreated with 
d-tubocurarine (d-TC), nonselective antagonists for nAChRs, nicotine-induced
suppression of IL-6, IL-12, and TNF-� production was readily restored to the con-
trol levels without the modulation of IL-10 production. In contrast, pretreatment
of macrophages with �-bungarotoxin (�-BGTX), selective antagonists for 
�7-nAChR, did not result in recovery of the nicotine-suppressed cytokine 
production. Therefore, it can be conjectured that at least �4�2-nAChRs may be
a responsible receptor for the nicotine-induced selective suppression of cytokine
response to L. pneumophila infection in MH-S alveolar macrophages. The treat-
ment of nAChR antagonists alone did not alter the production of cytokines
tested.

To determine whether stimulation of nAChRs with other agonists causes
modulation of macrophage function, the effect of another nAChR agonist on
immune responses of alveolar macrophages was examined. The treatment of
macrophages with a nonselective nAChR agonist 1,1-dimethyl-4-phenylpiper-
azinium iodide (DMPP) showed the selective downregulation of cytokine 
production induced by L. pneumophila infection (Fig. 3). This selective inhibition
on cytokine production by DMPP was completely blocked by d-TC treatment.
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FIGURE 2. Effect of nAChR antagonists on cytokine production of nicotine-treated or
untreated macrophages in response to L. pneumophila infection. Macrophage cultures infected
with L. pneumophila and pretreated with or without 10 �M d-TC or 100 nM �-BGTX were 
incubated with or without 10 �g/ml nicotine for 24 hr. The production of cytokines in the
supernatants obtained from the macrophage cultures 24 hr after bacterial infection was meas-
ured by ELISA. �, Non-L. pneumophila infection group; �, L. pneumophila infection group.
Results are expressed as means � SD for three experiments. *, p � 0.05, significantly different from
the control group(17).



Thus, these studies clearly indicate that the stimulation of nAChRs with nicotine
as well as other agonist induces the selective downregulation of cytokine pro-
duction of macrophages in response to bacterial infection. In current studies, it
has also been demonstrated that nAChR �7 subunit is essential for inhibiting
cytokine synthesis by the cholinergic anti-inflammatory pathway.(13) In addition,
these findings have been further extended to a new avenue of research into 
controlling excessive inflammation.(31) That is, nicotine protects against several
inflammatory diseases, such as ulcerative colitis, Parkinson’s disease, and even
Alzheimer’s disease.

2.3. Involvement of nAChRs in Controlling L. pneumophila Infection

Because the growth of intracellular pathogen in macrophages is dependent
on the host’s macrophage activity, treatment of macrophages with nicotine,
which has shown to suppress the cytokine response, may alter the growth of
L. pneumophila in cells.The treatment of macrophages with nAChR agonist, such
as nicotine as well as DMPP, after infection with bacteria induced an enhance-
ment of the growth of L. pneumophila in the cells in a dose-dependent manner.
Pretreatment of macrophages with antagonist d-TC completely abolished the
bacteria growth enhancement of nAChR agonists (Fig. 4).
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FIGURE 3. Effect of nAChR agonist DMPP on macrophage cytokine production in response to
L. pneumophila infection. Macrophages infected with bacteria and pretreated with or without 
10 �M d-TC were incubated with or without 100 �M DMPP. *, p � 0.05, significantly different
from the L. pneumophila infection control group.(17)



The findings of the selective inhibition of cytokine productions as shown
above by stimulation of nAChRs with agonists, including nicotine, indicate how
such immunomodulation may contribute to the susceptibility of cells to infec-
tions. This explanation may be supported by the fact that TNF-� is required for
the prompt resolution of bacterial pneumonia and points to a direct role for
TNF-� in the activation of phagocytes.(22,32) The precise mechanism of nAChR-
mediated suppression of antimicrobial activity of macrophages observed is still
unclear. However, our current studies have shown that epigallocatechin gallate,
the major form of tea catechins, restores nicotine-suppressed TNF-� production
as well as antimicrobial activity of macrophages.(33) Therefore, it seems likely that
the impaired TNF-� production may be one of the major mechanisms respons-
ible for the nAChR-mediated impairment of antimicrobial activity against 
L. pneumophila infection.

3. INVOLVEMENT OF nAChRs IN CONTROLLING CHLAMYDIA
PNEUMONIAE GROWTH IN CELLS

C. pneumoniae is an obligate intracellular bacterium that causes a variety 
of respiratory illnesses, including community-acquired pneumonia, bronchitis,
pharyngitis, and sinusitis. It is known that tobacco smoking accelerates pneumo-
nia caused by C. pneumoniae.(8,34) In addition, the prevalence of C pneumoniae 
in clinical specimens obtained from tobacco smokers is significantly higher 
than that from nonsmokers.(35) Although these clinical findings indicate a possi-
ble linkage between tobacco components and acceleration of C. pneumoniae
infection, the mechanisms of infection modulation by tobacco smoking are
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group. **, p � 0.05, significantly different from the DMPP-treated L. pneumophila infection
group at the same time point.(17)



unclear. As observed in the study of nAChRs and L. pneumophila infection, a pos-
sible involvement of nAChR-mediated modulation in the susceptibility of cells to
C. pneumoniae infection is also likely.

3.1. Nicotine and nAChR Agonists Alter C. pneumoniae Infection

Human epithelial HEp-2 cells are widely utilized as an in vitro host cell for
C .pneumoniae infection because this pathogen preferentially infects respiratory
tract epithelial cells. As shown in Fig. 5, treatment of HEp-2 cells with nicotine
after infection with C. pneumoniae resulted in a significant increase in chlamydial
inclusion numbers in cells at 72 hr after cultivation. The concentration required
for significant enhancement of bacterial growth was more than 1 �g/ml, which
is higher than the level in the plasma of heavy smokers (33 � 15 ng/ml).(36)

However, it has been reported that the mean nicotine yield of tobacco smoking
is �0.91 mg/cigarette.(37) Therefore, the concentration of nicotine in the respi-
ratory tract after tobacco smoking may be higher that the level in plasma.
Nevertheless, the effect of nicotine on bacterial growth was almost completely
blocked by the treatment with a nonselective nAChR antagonist d-TC. The treat-
ment of bacteria-infected HEp-2 cells with other nAChR agonists, such as acetyl-
choline and DMPP, also showed the significant enhancement of C. pneumoniae
growth in cells, similar to the effect of nicotine. Furthermore, these bacterial-
growth-enhancing effects of agonists were completely abolished by treatment
with the antagonist d-TC, similar to the case of nicotine and d-TC treatment
experiment. These results clearly show the involvement of nAChRs in the 
regulation of C. pneumoniae growth in cells.
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FIGURE 5. Effect of nicotine on C. pneumoniae growth in HEp-2 cells. Cells infected with
bacteria were treated with or without the indicated concentrations of nicotine in the presence
or absence of d-TC (10 �M) and then incubated for 72 hr. The number of infective progeny
bacteria in cells was assessed and expressed as bacterial growth relative to that of the control
group. The data shown are the mean � SD for three cultures. *, p � 0.05, significantly different
from the control group.(18)



3.2. nAChRs of Epithelial Cells

Even though the broad expression of nAChRs in many tissues has been
recognized, it is still not clear whether and which type of nAChRs are present in
epithelial HEp-2 cells. Therefore, in order to define the presence of nAChR sub-
unit genes (�4, �7, �2, and �4), these were assessed by RT-PCR. The results indi-
cate that HEp-2 cells expressed all of the subunits of nAChRs tested. Even though
the study demonstrated only receptor message expression, the results of the
blocking study with the antagonist and the receptor message study indicate
the expression of nAChRs in HEp-2 cells. Whereas the presence of nAChRs in
the cells was indicated, the type of nAChRs present in HEp-2 cells was not made
clear by this study. Thus, it is obvious that nAChRs are also involved in the regu-
lation of C. pneumoniae growth in cells.

4. CONCLUSION

The widespread expression of nonneuronal acetylcholine is accompanied
by the ubiquitous expression of cholinesterase and acetylcholine sensitive recep-
tor nAChRs. Not only acetylcholine receptors but also nAChRs interact with
more or less all cellular signaling pathways.(38) It is being increasingly recognized
that nonneuronal acetylcholine appears to be involved in the regulation of basic
cell functions, including immune functions. In this regard, the studies discussed
in this chapter propose another new role for nAChRs regulation of infections by
certain bacteria, such as L. pneumophila as well as C. pneumoniae, both of which are
intracellular pathogens which are controlled by the host’s cell function. In addi-
tion, alteration of susceptibility of cells to bacterial infection caused by stimu-
lation of nAChRs with the exogenous ligand nicotine as well as endogenous
acetylcholine indicates possible molecular mechanisms for a connection
between the physiological state of a host and susceptibility to infections.
Furthermore, the molecular mechanisms of tobacco smoking-induced suscepti-
bility to infections can be also explained, at least in part, by the involvement of
nAChRs. Further studies regarding involvement of nAChRs in pathophysiologi-
cal aspects of infection should be performed for a better understanding of host
defense, infectious diseases, and substance abuse.
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Immunomodulatory Effects
of Cigarette Smoke/Nicotine
MOHAN L. SOPORI, SEDDIGHEH RAZANI-BOROUJERDI,
and SHASHI P. SINGH

1. INTRODUCTION

Cigarette smoking is a leading preventable cause of death and disability
worldwide, and in the United States alone, over 400,000 deaths annually are
attributed to cigarette smoking.(1) Tobacco use is linked to increased risks for ath-
erosclerosis and heart disease; chronic obstructive pulmonary disease; respiratory
track infections; periodontitis; bacterial meningitis; cancers of the lung, mouth,
larynx, esophagus, and bladder; Crohn’s disease; and rheumatoid arthritis, and
smokers exhibit delayed recovery from injuries (reviewed in US DHHS,(2) Doll
and Peto,(3) Silverstein,(4) Saag et al.,(5) Nagai et al.,(6) Sopori.(7) However, epidemi-
ological data also suggest that smokers have a lower incidence and/or severity of
some diseases, such as ulcerative colitis, sarcoidosis, endometriosis, uterine
fibroids, endometrial cancer, farmers’ lung, pigeon breeders’ disease,
Parkinson’s disease, Sjögren’s syndrome (reviewed in Sopori et al.,(8) Fratiglioni
and Wang, (9) Manthorpe et al.,(10) Sopori(7)). Interestingly, many of these diseases
are inflammatory diseases or have a significant inflammatory component.

Tobacco smoke is a complex mixture of over 4,500 chemicals, many of which
have toxic and/or carcinogenic activity. In addition, many constituents of
cigarette smoke, such as acrolein, benzo[a]pyrene, and hydroquinone, modulate
the function of immune cells in vitro and/or after in vivo administration.(11–14)

Nicotine (NT), the addictive substance in cigarettes, is a major constituent of
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cigarette smoke, and cigarettes containing higher amounts of tar and NT induce
immunological changes faster than cigarette smoke containing lower levels of
these components (reviewed in Sopori et al.(8)). Thus, tar and/or NT may repre-
sent the immunosuppressive components of cigarette smoke. We, and others,
have shown that NT suppresses both the adaptive and innate immune responses
(reviewed in Sopori(7); therefore, NT may contribute to the deleterious as well
as the “beneficial” effects of tobacco smoke. In this chapter, we will summarize the
evidence for the immunosuppressive and anti-inflammatory properties of NT.

2. NICOTINE SUPPRESSES ADAPTIVE IMMUNE RESPONSES

Chronic exposure to cigarette smoke inhibits the antibody response
(reviewed in Sopori et al.,(8) Sopori(7)). Based on particle size, cigarette smoke is
composed of two phases: the vapor phase and the particulate phase; however,
chronic inhalation of the vapor phase does not affect the immune response.(15)

Therefore, the particulate phase of cigarette smoke is important in cigarette
smoke-induced immunosuppression. Under conditions of cigarette smoking,
most of the NT is associated with the particulate phase of cigarette smoke, and
animals treated chronically with NT show a significant loss of antibody-forming
cell (AFC) response to sheep red blood cells (SRBC) (Table I,, Exp. 1). In addi-
tion, NT suppresses T-cell mitogenesis and the migration of T cells from the
G0/G1 phase into the S phase of the cell cycle.(17,18) These results are reminis-
cent of the changes in the AFC response in rats chronically exposed to cigarette
smoke (reviewed in Sopori and Kozak(19)), suggesting that NT suppresses the
immune system in a manner similar to cigarette smoke. Although NT has a very
short half-life in vivo, the inhibition of the AFC response remains for 2–6 weeks
after the removal of NT pumps (Table I, Exp. 2), indicating the development of
immunological unresponsiveness in NT-treated animals.(18)

TABLE I
Chronic Nicotine Inhibits the Antibody-Forming Cell Responsea

Treatment Animals/group AFC/106 spleen cellsa

Exp. 1
Control 5 762 � 106
Nicotine (4 wk) 4 292 � 54

Exp. 2
Control 4 884 � 142
Post-nicotine (2 wk) 6 234 � 70
Post-nicotine (6 wk) 4 728 � 79

aRats were implanted subcutaneously with saline (control)- or NT-containing minios-
motic pumps; 4 days prior to sacrifice, animals were immunized with SRBC. Spleen cells
were analyzed for anti-SRBC AFC responses by standard methods.(16) In Exp. 2, pumps
were removed after 4 weeks of saline/NT treatment and animals sacrificed at indicated
times post-NT treatment.



3. NICOTINE AFFECTS THE ANTIGEN-MEDIATED
SIGNALING IN T CELLS

Stimulation of T cells through the antigen receptor (TCR) by an antigen or
anti-TCR antibodies initiates a series of biochemical events that may result in 
T-cell proliferation, differentiation, or anergy.(20) The TCR-directed signaling in
T cells can be divided into antigen recognition by the TCR complex, the cytoplas-
mic signal transduction cascades, and activation of the genes in the nucleus.(21)

Recognition of antigens by T cells from NT-exposed animals appears normal(15);
however, following the ligation of the TCR complex with anti-��-TCR antibodies
(a model for the antigen-induced T-cell activation), the major early intracellular
events include the stimulation of protein tyrosine kinase activities,(22,23) leading
to the activation (i.e., tyrosine phosphorylation) of phospholipase C-�1, which
cleaves phosphatidylinositol bisphosphate into inositol-1,4,5-trisphosphate (IP3)
and diacylglycerol. IP3 increases the intracellular Ca2� levels ([Ca2�]i) by releasing
Ca2� from the IP3-sensitive Ca2� stores that in turn increases [Ca2�]i by stimulating
the Ca2� influx.(24) The increased [Ca2�]i is essential for the entry of the cell from
the G0/G1 phase into the S phase of the cell cycle.

T cells from rats treated with NT for 3–4 weeks via subcutaneously implanted
miniosmotic pumps exhibit reduced [Ca2�]i levels in response to TCR ligation,(18)

indicating that chronic NT may affect the TCR-mediated signal transduction
pathway at step(s) proximal to the rise in [Ca2�]i. Indeed, splenic T cells from
chronically NT-treated animals have constitutively stimulated protein tyrosine
kinase and PLC-�1 activities, leading to increased basal intracellular levels of
IP3.(18) The constant presence of high intracellular levels of IP3 in NT-treated
T cells depletes IP3-sensitive intracellular Ca2� stores.(25) The ability of chronic
NT exposure to promote depletion of these stores might be a major reason for
the immunosuppressive effects of chronic NT exposure.

4. NICOTINE AFFECTS THE IMMUNE SYSTEM THROUGH 
THE CENTRAL NERVOUS SYSTEM

Increasing evidence suggests a bidirectional communication between the
central nervous system and the immune system, and the two systems intimately
interact during development, maturation, and aging processes (reviewed in
Blalock(26)). These systems may communicate through shared signal molecules
such as cytokines and neurotransmitters. Under in vitro conditions, lymphocytes
show increased [Ca2�]i in response to high concentrations of NT,(16) indicating the
presence of low-affinity receptors for NT. However, chronic administration of rel-
atively small concentrations of NT into the brain lateral ventricle causes a
significant reduction in the AFC response, suggesting that some effects of NT on
the immune system might be mediated through the central nervous system.(16) NT
is a classical sympathoadrenal stimulant,(27) and acute NT treatment stimulates the
hypothalamus–pituitary–adrenal axis, causing secretion of glucocorticoids.(28)

However, our results do not support a major role for this axis in the immuno-
suppression caused by chronic NT exposure.(29) On the other hand, chronic NT

105IMMUNOMODULATORY EFFECTS OF NICOTINE



106 M. L. SOPORI ET AL.

exposure of animals pretreated with ganglionic blockers prevented the 
NT-induced immunosuppression (Singh et al., unpublished observation).
Immunological effects of low-dose sarin (nerve gas) and other cholinergic agents
(i.e., physostigmine, pyridostigmine, edrophonium) are also mediated through
the autonomic nervous system.(30,31) Thus, many neuroactive substances, includ-
ing NT, may affect the immune system through the autonomic nervous system. 
To this end, T cells express adrenoceptors, which respond to norepinephrine; 
the latter inhibits T-cell mitogenesis.(32) These events are diagrammatically
depicted in Fig. 1.

5. NICOTINE INHIBITS INFLAMMATORY 
AND FEVER RESPONSES

Tobacco smoking suppresses the immune system, and smokers show
delayed wound repair following injuries and surgery,(4,33) prompting surgeons to
advise their patients to stop smoking for a few weeks before and after surgery.(34)

Interestingly, smokers have a lower incidence of some inflammatory diseases or
diseases with an inflammatory component, such as ulcerative colitis, sarcoidosis,
cutaneous inflammation, endometriosis, and Parkinson’s disease (reviewed in
Baron,(35) Eskenazi and Warner,(36) Sopori(7)). NT has been used to alleviate
ulcerative colitis,(37) Parkinson’s disease,(38,39) and cutaneous inflammation.(40,41)

Because the inflammatory response is an important component of the innate
immunity and the first line of defense against pathogens, NT treatment might
encourage the growth of pathogens. Indeed, replication of influenza virus and

CENTRAL EVENTS

NICOTINE

Nicotinic acetylcholine receptors

Activation of preganglionic autonomic fibers

Ganglionic blockers
(Chlorisondamine, Hexamethonium)

Sympathetic

Norepinephrine

T-cell adrenoceptors

Decreased [Ca2+]i

PERIPHERAL EVENTS

FIGURE 1. A simplified diagram showing how the effects of NT on the central nervous system
might be transmitted to T lymphocytes through the autonomic nervous system.



Legionella pneumophila was enhanced in the lungs of NT-treated animals and 
alveolar macrophage cell lines, respectively.(16,42) NT also reactivated herpes 
simplex virus-1 in rabbits,(43) and activation of nicotinic acetylcholine receptors
on macrophages decreased their expression of proinflammatory cytokines.(44)

Moreover, we have observed that a turpentine-induced increase in deep body
temperature (an early event in the inflammatory response) is attenuated in 
NT-treated rats (Fig. 2). Thus, by suppressing inflammation in smokers, NT may
retard wound repair and some inflammatory diseases, but might increase the
susceptibility of smokers to pathogens.

6. SUMMARY

Studies to delineate the mechanism by which NT affects T-cell function sug-
gest that after binding to an antigen, T cells from NT-treated animals do not nor-
mally transmit the TCR-mediated signals that would allow them to enter into the
cell cycle and proliferate. Recent studies indicate that a similar defect in antigen-
mediated signaling is also seen in T cells from smokers and cigarette smoke-
exposed animals.(25,45) While it does not obviate the direct effects of NT on
immune cells, some of the immunosuppressive effects of NT might be mediated
through its effects on the brain via the autonomic nervous system. Moreover, evi-
dence is growing that NT is an anti-inflammatory agent, which might explain the
delayed wound repair process, increased susceptibility to infections, and relative
resistance of smokers to some inflammatory diseases. Thus, many of the adverse
as well as “beneficial” effects of smoking may result from the actions of NT on the
innate and adaptive immune responses.
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Regulation of Chemokine
and Chemokine Receptor
Expression and Function
by Opioids
FILIP BEDNAR, AMBER D. STEELE, DAVID E. KAMINSKY,
PENELOPE C. DAVEY, and THOMAS J. ROGERS

1. INTRODUCTION

Opioids exert a broad range of effects on immune responses either directly by
altering immune cell function or indirectly by altering the expression of immune
regulatory proteins such as cytokines, chemokines, and their respective receptors
(reviewed in McCarthy et al.(1)). The expression of �-, 
-, and �-opioid receptors
(MOR, KOR, and DOR, respectively) by immune cells has been definitely
established on the basis of a number of parameters, including the isolation of
receptor mRNA, cell binding analysis, and by flow cytometry.(2–5) The molecular
basis for the immunomodulatory activities of the opioids has remained incom-
pletely defined up to this time. However, it appears that a major mechanism of
opioid-induced immunoregulation is through the control of cytokine and
cytokine receptor expression and/or function. More specifically, recent reports
suggest that the chemotactic cytokines (chemokines) are a significant target of
the opioid-induced effects on the function of the cells of the immune system.
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The opioid and chemokine receptors are members of the G-protein-coupled
seven-transmembrane receptor (GPCR) superfamily (Table I), and these 
receptors are involved in a number of physiological processes (Table II). Recent
evidence suggests that opioid regulation of chemokine function appears 
to occur at two levels: chemokine and chemokine receptor expression and
chemokine receptor function.

2. REGULATION OF CHEMOKINE AND CHEMOKINE
RECEPTOR EXPRESSION

The high incidence of HIV infection in intravenous drug users (IVDUs) has
prompted studies on the effect of opioids on HIV replication. The ability of opi-
oids to alter HIV replication has been observed both in vivo and in vitro. Clinical
studies analyzing the effect of IVDU on HIV infection have resulted in divergent
results; however, these studies are confounded by polydrug abuse, differences in
the doses of the opioids administered, the potential for opioid withdrawal, and
patient compliance among other complications.(6,7) Similar conflicting results
were observed utilizing the Simian Immunodeficiency Virus (SIV) model of HIV
infection. Rhesus monkeys chronically treated with low doses of morphine were
found to be less susceptible to SIV infection by SIV-smm9, a less virulent SIV
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TABLE I
Summary of Selected G-Protein-Coupled Receptors and 

their Critical Functions

7 TM
receptors Ligands Subgroup Major functions

MOR Endorphins �-opioid Analgesia,
Endomorphins thermoregulation,

immunosuppression
KOR Dynorphins 
-opioid Thermoregulation,

immunosuppression,
analgesia

DOR Endorphins �-opioid Analgesia,
Enkephalins immunosuppression

ORL Orphanin Opioid-like Analgesia, nociception
FQ/nociceptin

CCR1-10 CCL1-28 CC-chemokine Chemotaxis, HIV
Coreceptors

XCR1 XCL1-2 C-chemokine Chemotaxis
CXCR1-6 CXCL1-16 CXC-chemokine Chemotaxis, HIV

Coreceptors
CX3CR1 CX3CL1 CX3C- chemokine Chemotaxis
FPR fMLP Formyl-peptide Chemotaxis, 

anti-bacterial
immune response

FPRL1 Lipoxin A4 Formyl-peptide Chemotaxis



strain.(7) In contrast, when the SIV-infected monkeys underwent a 2-day nalox-
one precipitated withdrawal from morphine, a severe, but transient immune
depression was observed, followed by exacerbation of disease as recognized by
higher levels of SIV�CD4� T lymphocytes.(7) Chuang et al.(6) utilized the more vir-
ulent SIV strain mac239 along with higher doses of morphine administered
chronically and found that the SIV infection was exacerbated by morphine.
Therefore, apparently conflicting results may be due to differences in the 
virulence of the virus utilized and the amount of morphine being administered.

To determine the cause of the increase in SIV replication after chronic
morphine administration, Suzuki et al.(8) determined that morphine elevated
the expression of the HIV coreceptor, CCR5, after 24 hr and led to elevated viral
binding of SIV to host cells. The ability of opioids to alter HIV coreceptor expres-
sion may provide a means for IVDUs to be more susceptible to HIV infection
even if low levels of virus particles are present in a contaminated needle. Overall,
the effect of opioids on SIV infection differed depending on whether depend-
ence and tolerance to morphine was disrupted or not and the amount of
morphine administered. The ability of opiates to regulate the stress response
may serve to augment the latency states of SIV infection, thereby enhancing the
pathogenic potential of SIV, and the stress associated with opiate withdrawal may
serve to activate latent virus.(9) These findings help to elucidate factors which
may confound clinical studies analyzing the effect of opiate abuse on HIV
infection. The potential for polydrug use, withdrawal, and tolerance to alter 
individual results in epidemiological studies of IVDU and HIV-infection suggest
that detailed patient histories are critical to understanding the effect of drugs of
abuse on HIV infection.

Analysis of in vitro experimental models have provided results which suggest
that opioids, such as morphine, directly alter chemokine and chemokine recep-
tor expression. Recent work has shown that morphine, a �-selective opioid
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TABLE II
Major Ligands for Selected G-Protein-Coupled Receptors

7 TM receptors Subgroups Ligands

Opioid MOR Endomorphins,
KOR Endorphins
DOR Dynorphins
OFQ/N Enkephalins,

endorphins
Orphanin
FQ/nociceptin

Chemokine CCR1-10 CCL1-28
XCR1 XCL1-2
CXCR1-6 CXCL1-16
CX3CR1 CX3CL1

Formyl-Peptide FPR FMLP
FPRL1 Lipoxin A4



agonist, elevated syncytia formation and reverse transcriptase activity after SIV
infection of the CEMx174 human T-lymphocyte cell line.(10) Morphine was
shown to enhance both mRNA and protein expression of CCR5, and this may
have facilitated the elevated SIV replication.(10) The pan-opioid antagonist
naloxone blocked the effects of morphine, which suggested that the morphine
effect was due to activation of classical opioid receptors.(10) Methadone, a drug
utilized for the treatment of opiate-dependent drug abusers, was found to ele-
vate CCR5 expression in a naloxone-reversible manner, in monocyte-derived
macrophages (MDM). Furthermore, both morphine and methadone elevated
R5 HIV-1 RT expression in microglia and MDM.(11) Methadone administration
to the CEMx174 cell line also elevated MOR expression and CCR5 expression at
the mRNA and protein levels.(12) Therefore, methadone may further exacerbate
the effects of �-selective opioids by potentially increasing the number of cells
responsive to �-opioids or by elevating the number of responsive receptors on
the cell surface.

Results from this laboratory(13) have shown that treatment with either mor-
phine or [D-Ala2, N-Me-Phe4, Gly-ol5] enkephalin (DAMGO), a �-opioid-selective
agonist, induces CXCR4 and CCR5 expression in both human CD3� lym-
phoblasts and CD14� monocytes. Furthermore, DAMGO-induced elevation of
HIV-1 coreceptor expression is associated with an elevated replication of both X4
and R5 viral strains of HIV-1. We have suggested that the capacity of �-opioids to
increase HIV-1 coreceptor expression and replication may promote viral bind-
ing, trafficking of both HIV-1-infected cells and susceptible target cells, leading
to enhanced disease progression.(13)

In contrast, MDMs treated with the 
-specific agonist, trans-3,4-dichloro-N-
methyl-N[2-(1-pyrolidinyl) cyclohexyl] benzeneacetamide methanesulfonate
(U50,488H), exhibited reduced HIV-1 replication, and the effect could be
blocked by the 
-specific antagonist, norbinaltorphimine.(14) Similarly, U50,488H
treatment reduced CD4� T-lymphocyte HIV-1 envelope fusion, and this was asso-
ciated with decreased CXCR4 expression.(15) The mechanism of the 
-opioid-
induced inhibition of chemokine receptor expression is uncertain. Interestingly,
it appears from work carried out with murine developing T cells that the 
KOR does not mediate effects which are uniformly inhibitory.(16) In these studies,
treatment with U50,488H was found to elevate CCR2 expression by murine 
thymocytes in vitro.

Finally, Sharp et al.(4) found that binding of the DOR by the specific �-opioid
agonist, (�)-4-((alpha R)-alpha-((2S,5R)-4-allyl-2,5-dimethyl-1-peperazinyl)-3-
methoxybenzyl)-N,N-diethyl-benzamide (SNC-80), on CD4� T lymphocytes
inhibited the replication of HIV-1. The effect of SNC-80 on HIV-1 infection was
blocked by a selective �-opioid antagonist, naltrindole.(4) While it is clear that
opioids seem to play a regulatory role during HIV infection, the biochemical
basis for the distinct immunomodulatory effects mediated by the three opioid
receptor types remains unresolved.

Opioids have also been found to alter chemokine expression. In recent
studies, treatment of human peripheral blood mononuclear cells resulted in
increased expression of monocyte chemoattractant protein-1 (MCP-1), regu-
lated upon activation normal T-cell expressed and secreted (RANTES), and 
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IFN-�-inducible protein-10 (IP-10) expression at both the mRNA and protein
levels.(17) This effect was blocked by CTAP, a �-specific opioid antagonist, further
implicating a role for the MOR.(17) The elevation of MCP-1, RANTES, and IP-10
may play a significant role in altering the chemotaxis of cells after HIV infection.
Additionally, the elevation of RANTES levels, a CCR5 ligand, may inhibit viral
replication by blocking viral binding to CCR5 or alter viral tropism by inhibiting
R5 viral strains from infecting cells while allowing X4 viral strains to infect cells
unimpeded. It should be pointed out that recent studies carried out with
microglial cells show that morphine inhibits the production of RANTES by LPS
and IL-1� and the effect could be blocked by naloxone.(18) The difference in cell
types used and different kinetics of these experiments may explain the discrep-
ancy between the latter results and those reported by Wetzel et al.(17)

Additionally, studies reported by Mahajan et al.(19) show that morphine treat-
ment of either the astrocytoma cell line U87 or normal human astrocytes (NHA)
inhibited IL-8 and macrophage inflammatory protein (MIP)-1� expression,
while the expression of CCR3, CCR5, and CXCR2 was increased. The ability of
opioids to alter the expression of chemokines and chemokine receptors by
cells of the central nervous system (CNS) may dramatically affect the ability of
HIV to infect microglia. Overall, opioids can alter both chemokine and
chemokine receptor expression which may effect HIV-1 infection at the level of
viral binding and cellular uptake (through changes in HIV coreceptor expres-
sion) and also at the level of viral target cell trafficking (through changes in
chemokine expression).

2.1. Regulation of Chemokine and Opioid Receptor Function

As mentioned above, the receptors for opioids and the chemokines are both
members of the GPCR superfamily. The function of these receptors can be regu-
lated biochemically by several processes. However, the major means of GPCR
control is through the process of desensitization. G-protein-coupled receptor
desensitization is a ubiquitous phenomenon. The need for the regulation of
signaling pathways arises when multiple signals from the extracellular environ-
ment must be integrated and coordinated to give rise to a physiological response.
Broadly, this form of regulation of these receptors can be divided into homolo-
gous and heterologous desensitization. In homologous desensitization, an
agonist induces the functional downregulation of its corresponding receptor in
some cases resulting in its internalization and degradation or recycling. In
contrast, heterologous desensitization is a regulatory mechanism which occurs
between two different G-protein coupled receptors. The initiating agonist
activates cellular signaling pathways through its receptor, which lead to modifi-
cation and functional desensitization of an unrelated receptor. The levels of
desensitization can vary ranging from functional deactivation to internalization
of the second receptor. The chemoattractant family of G-protein-coupled recep-
tors is a well-studied example of these phenomena. It is now clear that crosstalk
occurs among the GPCRs utilized by a large number of diverse ligands, including
the formyl peptide receptors (FPRs), complement receptors, and chemokine
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receptors. The precise signaling pathway(s) which mediate heterologous
desensitization remain poorly defined.

A number of chemoattractants, including the formyl peptides released by
bacteria, and the chemokines, induce transmembrane signaling through the 
G-proteins. Due to the complexity of the chemoattractant mixtures which exist
in vivo, it is very likely that more than one set of GPCRs is active at a time during
a chemotactic response. Recent literature contains several examples of chemoat-
tractant receptor crosstalk and desensitization. Early studies focused on the mod-
ulation of FPR signaling and the consequent crosstalk with the IL-8 receptors
(CXCR1 and CXCR2) or the complement component 5a receptor (C5aR)
(reviewed in Ali et al .).(20) Similar experiments have since been undertaken with
other chemokine receptors. For example, CXCR1/2 and CCR1 engage in receptor
heterologous desensitization,(21) and while both CXCR1 and CXCR2 modulate
CCR1 signaling, the reverse is not true. CCR1 effectively desensitizes only
CXCR2, not CXCR1. CCR5 signaling desensitizes SDF-1� responses through
CXCR4 in human bone marrow progenitor B cells as measured by Ca2� mobi-
lization, chemotaxis, and mitogen-activated protein kinase (MAPK) pathway
activation.(22) Recent results also demonstrate heterologous desensitization
of CCR5 and CXCR4 following activation of the FPR or its homologue
(FPRL1).(23–25) Crosstalk of FPR with CCR5 prevents CCR5-mediated chemo-
taxis, Ca2� mobilization, and HIV-1 entry in an agonist concentration-dependent
manner. FPRL1 exhibits a broader range of signaling targets with similar desen-
sitization phenomena occurring for both CCR5 and CXCR4. Some of these
effects appear to involve protein kinase C (PKC) in the signaling pathway as
inhibition with staurosporine disrupts the heterologous desensitization. With
the growing number of examples of this desensitization process, the complexities
underlying it are also becoming more apparent.

At this time, there appear to be multiple levels of receptor crosstalk with
different pathways affecting various stages of the receptor signaling cascade.
There is also an established hierarchy in the capacity of GPCRs to induce
heterologous desensitization, and this appears to be inversely related to the sen-
sitivity of a given GPCR to cross-desensitization. The two main targets of the
desensitization phenomenon appear to be at the receptor/G-protein interface
and the downstream signaling cascade leading to Ca2� mobilization. Results
show that FPR activation initiates a signaling pathway which results in the phos-
phorylation of both C5aR and CXCR1/2, and this is sufficient to disrupt the
receptor/G-protein interaction. This leads to disruption of cellular chemotaxis,
Ca2� mobilization, and receptor internalization when the FPR-treated cells are
exposed to either IL-8 or C5a (reviewed in Ali et al.).(20) FPR also induces cross-
desensitization of the platelet activating factor receptor (PAFR) and the
leukotriene B4 receptor (LTB4R). Reciprocal desensitization of FPR does not
occur, and this may be due to the resistance of this receptor to phosphorylation.

Chemokine receptor desensitization is usually associated with target 
receptor phosphorylation, and this has been demonstrated recently for FPR- 
and FPRL1-mediated desensitization of CCR5 and CXCR4.(23–25) Whereas
most responses of FPR were not desensitized by other GPCR agonists, Ca2� mobi-
lization was still sensitive to inhibition by C5a and IL-8 (reviewed in Ali et al.).(20)
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This evidence suggests the presence of a secondary regulatory pathway involving
a downstream mediator of Ca2� mobilization. In comparison, this mechanism of
desensitization was not observed in CCR5-mediated desensitization of FPR and
FPRL1. Cells pretreated with the CCR5 agonist RANTES did not show inhibition
of Ca2� mobilization in response to W peptide, an FPRL1 agonist.(24) Similarly
MIP-1� pretreatment did not abolish fMLF-mediated Ca2� mobilization.(23)

Studies of crosstalk between FPR, CCR5, and CXCR4 also demonstrated another
mechanism of receptor desensitization. Activation of FPR and FPRL1 by their
cognate peptide ligands led to the internalization of CCR5 (both FPR and FPRL1
mediated) and CXCR4 (only FPRL1 mediated). This process most likely 
represents the final step in the desensitization cascade. The presence of several
different regulatory pathways for heterologous desensitization lends an addi-
tional level of complexity to the system and allows for fine-tuning of responses to
distinct extracellular conditions.

The varying susceptibility of receptors to desensitization also demonstrates a
signaling hierarchy within the chemoattractant receptors. FPR seems to be the
most potent receptor studied thus far in terms of desensitization of other
chemoattractant GPCRs. FPR activation consistently results in the downregula-
tion of signaling through C5aR, CCR5, CXCR4, and CXCR2. Conversely, no
chemotactic receptor studied in these systems has been able to completely
inactivate FPR-mediated signaling. CXCR1 and C5aR are capable of desensitizing
the Ca2� mobilization component of FPR signaling but other signaling events
induced by FPR remain intact (reviewed in Ali et al.,(20)). CCR5 and CXCR4 
completely lack the ability to desensitize FPR. The general concept that seems 
to emerge from these signaling hierarchies is that receptors capable of heterolo-
gous desensitization are not very susceptible to the process themselves. At the
opposite end, receptors that are very susceptible to heterologous desensitization
often fail to induce desensitization of other GPCRs. This hierarchy might repre-
sent the priorities the cell places on the presence of each of the respective
chemoattractants in the extracellular milieu. The description of the underlying
signaling pathways for this hierarchy should significantly advance our understand-
ing of the overall regulation of cellular response to the complex extracellular 
environment.

The biochemical mechanism(s) of heterologous desensitization appears to
include both PKC-mediated target receptor phosphorylation and downstream
signaling events which decrease phospholipase C (PLC) activity. The activation
of the chemoattractant GPCRs leads typically to signals through the G-proteins,
is usually pertussis toxin sensitive (Gi-coupled), and induces the activation of a
serine threonine kinase, PKC. The activation of second messenger protein
kinases inhibits the coupling of G-proteins to the receptor.

Studies were recently undertaken by Haribabu et al.(26) to determine the
relationship between receptors for the chemoattractants, formyl peptides,
platelet activating factor and leukotriene B4, and the G-proteins they activated.
Receptors for these chemoattractants couple to a pertussis toxin-insensitive 
G-protein to varying degrees. These studies showed that both pertussis toxin and
wortmannin blocked ligand-induced chemotaxis. The most important finding
from these studies was that all three receptors had a requirement to activate Gi in
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order to trigger chemotaxis. Furthermore, there appears to be a distinct G-protein
usage among chemoattractant receptors, and a Gi-dependent mechanism
involving G�� and PI3 kinase is required for chemotaxis. However, stimulation
of PLC, calcium mobilization, and exocytosis can be stimulated through activa-
tion of both Gi and a pertussis toxin-insensitive G-protein.(26)

There is evidence that PKC activation is critical for the cross-desensitization
between receptors that are coupled to Gi proteins. Treatment of monocytes with
MCP-1 (a ligand for CCR2) or MIP-1� (ligand for CCR1 and CCR5) led to an
increase in membrane Ca2�-dependent and -independent PKCs (�, �I, and �II
vs � and �, respectively). Pretreatment with MCP-1 greatly decreased the
response of monocytes to MIP-1� However, while MOR and DOR also induce
cross-desensitization of CCR1, these opioid receptors activate only the calcium-
independent PKCs.(27)

Receptor phosphorylation-independent cross-desensitization by activation
of PLC� also regulates chemoattractant responses. Chemoattractants fMLP, C5a,
and IL-8 activate PLC� by activating pertussis toxin-sensitive G-proteins to
release G��. Data has also shown that the fMLP receptor activates both PLC and
inhibits cAMP production, which results in PKA activation which phosphorylates
PLC�3 and blocks the ability of G�� to activate PLC. The PAF receptor, which
couples to Gq, does not generate signals for downstream desensitization of 
Gi-coupled receptors.(28) However, PLC� phosphorylation is not the only mech-
anism for the downstream cross-desensitization effect. Richardson et al.(21)

showed that CXCR2 induced PLC� phosphorylation but did not cross-desensitize
fMLP or C5a receptors.

Another component in GPCR signaling that must be considered to explain
the receptor phosphorylation-independent cross-desensitization is the role of
regulator of G-protein signaling (RGS) proteins. There are over 20 members
belonging to the RGS protein family, each containing a homologous sequence of
�125 amino acids known as the RGS box. RGS proteins function as GTPase
activators for G-proteins by directly binding to G� subunits. This results in the
inhibition of G-protein signaling and a reduction in the availability of G��. RGS4
expressed in a rat basophilic leukemia (RBL-2H3) cell line was shown to inhibit
both homologous and heterologous phosphorylation of PAFR.(29) RGS4 was
unable to inhibit FPR or CXCR1, which activate Gi, showing the selectivity of
RGS4 function for receptors which couple to Gq pathways. RGS13 was found to
be highly expressed in B lymphocytes and inhibited the activation of MAPK in
response to CXCR4 and CXCR5 signaling in COS cells. Expression of human
RGS13 or RGS3 inhibited the activation of MAPK in response to CXCR4 and
CXCR5 signaling in COS cells. In addition, RGS13 and RGS1 inhibited CXCL12-
induced migration of CXCR4 expressing CHO cells. RGS proteins may regulate
signal length and inhibit migration of chemokines signaling through GPCRs.(30)

Since the signal transduction pathways involved in chemotaxis are not fully
understood, the importance of the cytoplasmic carboxy-terminal tail in signal
transduction of the MCP-1 receptor, CCR2b, has been studied. Substitution
mutants of the serine or threonine residues to alanine in the carboxy-terminal
tail decreased receptor internalization, but did not affect chemotaxis or signaling,
as assessed by intracellular calcium mobilization or the ability to inhibit adenylyl
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cyclase. However, twelve amino acids (between Leu-316 and Phe-328), near the
membrane proximal portion of the carboxyl terminus of CCR2b, have been
found to play a role in chemotaxis, signal transduction, and agonist-dependent
receptor sequestration. These results indicate that there is a dissociation of the
process of chemotaxis from chemokine receptor internalization and desensiti-
zation. The relationship between signaling at the chemoattractant receptor level
and cell migration is not fully understood.(31)

Crosstalk between GPCR and receptor tyrosine kinases is a complex process
and the signaling molecules used for this purpose depend on both the type of
receptor that is activated and the cell type studied.(32) In rat PC12 cells, the GPCR
agonist bradykinnin transactivates the epidermal growth factor receptor (EGFR)
and is calcium dependent.(33) In many cases, the signaling from GPCR to MAPK
involves the G-protein G�� subunits which stimulate the Ras-dependent
MAPK pathway. Studies have shown that the Gq-coupled thromboxane A2 recep-
tor activates the EGFR by first activating Gi-proteins in a PKC-dependent
manner.(34) These results point to a pathway where PKC activation via Gq
coupling of the thromboxane receptor is followed by PKC-regulated receptor-Gi
coupling, followed by EGFR activation.(34) Finally, there is some evidence that
activation of MAPK may be required for homologous desensitization of the
MOR.(35) These studies showed that inhibition of the MAPK pathway blocks
MOR signaling and also internalization.

3. CONSEQUENCES OF HETEROLOGOUS DESENSITIZATION

It has been well established that an inflammatory response results in the
generation of chemokines which are critical for summoning immune cells.
Therefore, the discovery of opioid receptor expression by leukocytes, and
chemokine receptor expression on neuronal cells, has generated interest in the
possible interaction between these receptors subfamilies during an immune
response. Numerous studies have revealed the occurrence of crosstalk between
chemokine and opioid receptors on cells of the immune system, including pri-
mary human monocytes, CD4� lymphocytes, and keratinocytes, transfected
Jurkat T cells, CHO cells, and RBL cells, and murine thymocytes.(15,20,36)

The presence of a hierarchy in the cross-desensitization of GPCRs has been
discussed previously. This occurrence has been documented in interactions
between opioid and chemokine receptors. For example, activation of CXCR4
leads to the cross-desensitization of both MOR and DOR expressed by a number
of diverse cell populations.(36) On the other hand, cross-desensitization in the
reverse direction is not apparent in any of these cells. These results are similar to
data showing that CXCR4 desensitizes CCR7, but activation of CCR7 does not
cross-desensitize CXCR4.(37) These results suggest that CXCR4 is relatively resist-
ant to desensitization, but CXCR4 induces a strong cross-desensitization signal.
In contrast, studies carried out with both primary human monocytes and CHO
cells transfected with both CCR5 and MOR, suggest that the crosstalk between
these GPCR is bidirectional.(38) Similarly, opioid receptors have been shown to
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direct desensitization toward CXCR1 and CXCR2 (receptors for IL-8), while
these opioid receptors were not susceptible as targets by chemokine recep-
tors.(39) These data not only suggest that a hierarchy for the ability to induce
cross-desensitization exists, but that this appears to be inversely related to the
susceptibility to heterologous desensitization.(20) These results have implications
for our understanding of the function of chemokines and opioids at sites of
inflammation, where both the opioids and chemokines are known to be present.

A crucial consequence of heterologous desensitization has recently been
revealed by studies of the desensitization of CCR5 and CXCR4, the two major
HIV coreceptors. We have found that activation of MOR leads to the desensitiza-
tion of CCR5, but not CXCR4.(38) Further analysis indicates that the MOR-
induced cross-desensitization is associated with reduced susceptibility to
infection with CCR5-dependent HIV strains, while susceptibility to CXCR4-
dependent HIV strains remains unaltered. Immunofluorescent confocal
microscopy revealed that the desensitization taking place was not due to changes
in cell surface expression of the chemokine receptor in primary monocytes or
transfected CHO cells. Recent work shows that treatment of CD4� lymphocytes
with the selective 
-agonist U50,488 led to the downregulation of membrane
CXCR4 in a nor-BNI sensitive manner.(15) Moreover, U50,488 pretreatment to
CD4� cells results in suppression of X4 HIV-1 (Env) glycoprotein-mediated
membrane fusion.(15) These data provide evidence that the cross-desensitization
induced by MOR may be mechanistically different when compared to crosstalk
induced by KOR. Moreover, these data suggest that cross-desensitization may be
a mechanism of inhibition of HIV uptake and infection.

Aside from the classical opioid receptors, the opioid receptor-like 1 (ORL1)
receptor is widely distributed on cells of the immune system and shares greater
than 40% homology with classical opioid receptors.(40) The endogenous ligand
for ORL1, orphanin FQ/nociceptin (OFQ/N), has been shown to modulate a
number of behavioral as well as immune responses.(41) More importantly,
OFQ/N has been shown to desensitize MOR via PKC-mediated pathway.(42)

Further studies are needed to more clearly define the role of ORL1 in both the
immune response and heterologous desensitization.

Finally, the participation of chemokines at the neuroimmune interface
remains uncertain. However, due to the phenomenon of heterologous desensi-
tization, it is possible that ligands for CXCR4 and CCR5 can induce cross-desen-
sitization and interrupt typical neuronal signaling necessary for pain
sensation.(36) The administration of the chemokines CCL5 or CXCL12 into the
periaqueductal gray (PAG) matter of the brain results in inactivation of MOR,
and the loss of �-opioid-induced analgesic activity at this site. In these studies,
CCL5 or CXCL12 treatment, followed by DAMGO administration, leads to a
dose-dependent reduction in DAMGO-induced analgesia.(36) These studies sug-
gest that chemokine crosstalk with the opioid receptors may contribute to the
sensation of pain at sites of inflammation, particularly in the brain.
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Morphine, Th1/Th2
Differentiation, and
Susceptibility to Infection
SABITA ROY, JING-HUA WANG, and
RODERICK A. BARKE

1. INTRODUCTION

Opioid abuse is a major public health problem and a controversial social issue
imparting considerable economic and personal costs to societies both in the
United States and internationally. It is now widely recognized that chronic opioid
abuse markedly alters immune responses in humans and in experimental animal
models, and thus may place the abuser at higher risk for contracting certain 
diseases. The idea that opioids can affect immune functions is not entirely new.
As early as 1898, the effect of opium on leukocyte phagocytosis was described in
a guinea pig model.(1) More recently, evidence supporting the role of opioids in
suppressing a variety of immunological end points in opioid addicts has been
reported by several investigators.(2–5) In animal models as well, morphine—the
most commonly used opioid clinically—has also been shown to alter a number of
immune parameters. The effect of morphine on immune cells is summarized in
Table I.
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TABLE I
Effect of Morphine on Immune Cells

Opioid
Cell type Parameter studied treatment Effect References

Macrophage 1. Chemotactic activity In vivo Increased [6]
2. Opsonization In vitro Decreased [6]
3. TGF-� gene expression In vitro No change [6]
4. NO production In vitro Decreased [6]

In vivo Decreased [6]
5. IL-1, TNF-� production In vitro Decreased [6]

Chronic, in vivo Increased [7,8]
6. IL-12 production Acute, in vivo Decreased [9]

Chronic, in vivo Increased [7,8]
6. IL-10 production Chronic, in vivo Decreased [8]

Acute, in vivo Decreased [8]
7. �-chemokines In vitro Decreased [10]
8. CCR-5 receptor In vitro Increased [10,11]
9. apoptosis In vitro Increased [10,11]

10. Phagocytosis In vivo Decreased [6]
11. Chemokinesis In vivo Decreased [6]
12. IgG 1 uptake In vivo Increased [6]
13. [3H] Arachidonic In vivo Increased [6]

acid uptake
14. [3H] Morphine binding [6]
15. Receptor cloning [6]

NK cell 1. NK cell activity In vivo Decreased [6]
2. Metastatic enhancement In vivo Increased [6]

T cell 1. Cell surface marker In vivo Decreased [6]
expression

2. T-helper function In vitro Decreased [6]
3. CD4�/CD8� population In vivo Decreased [6]
4. Apoptosis In vivo Increased [6]

In vitro Increased [12–14]
5. Cell viability In vivo Decreased [6]
6. % of Thy1� cells In vivo Decreased [6]
7. Calcium induction In vitro Decreased [6]
8. Cytotoxic T-lymphocyte In vitro Decreased [6]

activity
9. Proliferative response In vivo Decreased [6]

In vitro Decreased [6]
10. IL-2 synthesis In vivo Decreased [6]

In vitro Decreased [6]
11. IFN-� production In vivo Decreased [7]

In vitro Decreased [15,16]
12. Expression of morphine [6]

binding site
13. Expression of classical [6]

receptors
14. Expression of opioid [6]

peptides
15. Expression of orphan [6]

receptor

(continued)



2. ROLE OF CYTOKINES IN INFECTION

Cytokines have been recognized as key factors in determining host resist-
ance to infectious pathogens. In particular, Th1–Th2 cytokine imbalance in
hosts is associated with increased infection by intracellular microbes. The out-
come of microbial infection in an organism is a dynamic process that depends on
factors derived from both the microorganism and the host. In chronic human
infections, specific immune response to pathogens may be of vital importance to
host defense. On the other hand, an inappropriate immune response may result
not only in lack of protection, but may also contribute to disease severity. Bacteria
represent a heterogeneous family of pathogens that in a very simplified scheme
can be grouped as either, toxin-producing bacteria, extracellular bacteria, or
intracellular bacteria. Depending on the type of bacterial infection, the host
mounts a specific type of immune surveillance. In the case of toxin-producing
bacteria, bacterial toxin neutralization is the course of action rather than elimi-
nation of the pathogen. Bacterial toxins are neutralized by specific antibodies
generated in the host through a humoral immune response. Extracellular gram-
negative bacteria and gram-positive cocci and many enterobacteria cause an
acute type of disease soon after host invasion and induce colonization and inva-
sion. Specific antibodies directed against the pathogens result in the bacteria
being opsonized, phagocytozed, and rapidly killed. Intracellular bacteria (e.g.,
Listeria monocytogenes, Mycobacteria, Salmonellae) are capable of surviving
within mononuclear phagocytes or other host cells, which makes these
pathogens insensitive to antibody-mediated elimination and enables T lympho-
cytes to be central to protection through activation of antibacterial capacities in
the infected macrophages. In most cases, the immune response against intracel-
lular bacteria is of the Th1 type, and depletion of CD4� T cells or neutralization
of IFN� by monoclonal antibodies exacerbates many experimental infections
induced by intracellular bacteria. An optimum host response against such
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16. Transcripton factor
NFAT In vivo Increased [15]

17. Expression of mu-opioid In vitro Increased [17,18]
receptors

B Cell 1. Antibody production In vivo Decreased [6]
(PFC)

2. Polyclonal IgG production In vivo Increased [6]
3. Mitogenic response In vivo Decreased [6]
4. Induction of micronuclei In vivo Increased [6]
5. �-endorphin binding [6]
6. Opioid peptide expression [6]
7. Orphan receptor expression [6]

TABLE I (continued)

Opioid
Cell type Parameter studied treatment Effect References



diverse microbial strategies demands highly specialized reactions which are 
primarily controlled by CD4� Th subsets.

2.1. Role of Th1/Th2 Differentiation in Host Defense

Cell-mediated immunity is the effector function of T lymphocytes and serves
as the defense mechanism against microbes that survive within phagocytes or
infect nonphagocytic cells.(19) There are two main forms of cell-mediated
immune response. In the first type, delayed hypersensitivity, CD4� Th1 cells 
recognize microbes that have been phagocytized by phagocytes and activate
phagocyte killing mechanisms.(19) Activated macrophages kill phagocytized and
extracellular microbes by generating reactive oxygen intermediates, nitric
oxide, and lysosomal enzymes. In the second type of cell-mediated immunity,
CTLs kill nucleated cells that contain foreign antigens. In this chapter, we will
focus on the role of morphine in cellular immunity as expressed by CD4� T-cell
differentiation and not address opioid regulation of CTL-mediated actions.
Appropriate induction of a Th1 differentiation is necessary for an effective
response to intracellular pathogens and involves macrophage activation and
production of complement fixing and opsonizing antibodies.(19) Observation-
ally, Th1 cells organize responses to pathogens that have overcome epithelial
borders and invade internal tissues.(20) Clinically, an example of the implica-
tion of impaired Th1 differentiation is infection with Mycobacterium tuberculosis,
which is common in opioid addicted drug users.(21) Effective host defense to 
M. tuberculosis requires IFN� synthesis, macrophage activation, and Th1 differ-
entiation. Late progressive murine tuberculosis is accompanied by a clear switch
to a Th2 dominated pattern of cytokine production. Stress has been shown to
contribute to these effects, but the role of endogenous opioids in this function
has not been investigated extensively.

3. CONTROL OF CD4� T-CELL DIFFERENTIATION

The Th1 and Th2 subsets of CD4� T-effector cells produce characteristic
cytokines. Typical Th1 cytokines include IFN�, TNF�, and IL-2. IFN� is the sig-
nature cytokine of Th1 cells. Th2 cytokines include IL-4, IL-5, IL-6, IL-9, IL-10,
and IL-13. IL-4 is the defining cytokine for Th2 cells. Factors that control 
CD4� T-cell differentiation include antigen dose, antigen-presenting cells and 
the cytokines they produce, host genetic background, activity of costimulatory
molecules (B7-1/CD28) and hormones present in the local region (i.e., gluco-
corticoid).(19,22) It is generally agreed, however, that one of the most important
mechanisms in CD4� T-cell differentiation is cytokine environment. IL-12 and
IFN� are the principal cytokines driving naïve CD4� T-cells (Th0) to Th1 differ-
entiation. IL-4 is produced by Th2 cells and is the key factor that drives uncom-
mitted, bipotential Th0 cells into the Th2 pathway. These signals reinforce or
inhibit the expression of the canonical master regulators T-bet and GATA3.
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3.1. Role of the Transcription Factor T-Bet in IFN�
Transcription and Th1 Differentiation

It is useful to consider CD4� T-cell differentiation as a temporal process.
Naïve T-helper cells represent the earliest differentiation process and either Th1
or Th2 cells represent the latter phase of the differentiation process. Figure 1
shows a simplified model of regulation of CD4� T-cell differentiation to 
Th1 cells and the role of the transcription factor T-bet and GATA3. In the naïve
CD4� T cell, IL-12 induces STAT4, which is thought to (1) induce early T-bet
expression, (2) prolong IFN� synthesis, (3) induce survival and cell division, and
(4) antagonize STAT6 function.(23,24) Although a number of transcription factors
play an important role in the regulation of IFN� (NFAT, NF
B families, IRF-1, 
c-Jun/ATF2, c-Rel, STAT4 dependent factors), studies have found no evidence
for their mediation in Th1-restricted expression of IFN�.(25–30) An important
advance in our understanding of the control of Th1 lineage commitment and
IFN� expression is the identification of the Th1-restricted transcription factor
protein, T-bet.(31) T-bet, a T-box family transcription factor, is now recognized as
a key switch in the control of Th1 lineage commitment. Data supporting the role
of T-bet in Th1 differentiation include: (1) T-bet specifies Th1 effector fate by
targeting chromatin remodeling to individual IFN� alleles, (2) T-bet silences 
IL-4 expression independent of IFN�, (3) T-bet induces IL-12R�2 expression,
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and (4) T-bet autoregulates itself similar to GATA3. Our studies show that
chronic morphine treatment inhibits T-bet expression in a dose-dependent
manner (Fig. 2). Our data suggests that inhibition of T-bet expression may be 
a possible mechanism by which chronic morphine treatment polarizes T-helper
cells to Th2 differentiated effector cells.

3.2. The Role of the Transcription Factor GATA3 
in Th2 Differentiation

Reprogramming of the expression of multiple cytokine genes must occur
during differentiation of naïve T cells into either Th1 or Th2 effector cells. 
Two Th2 tissue-specific transcription factors have been identified: (1) the zinc-finger
transcription factor GATA3 and (2) the c-Maf proto-oncogene.(31–36) GATA3 is a
member of the GATA family of zinc finger proteins. Naïve Th cells (Th0 cells)
express negligible levels of GATA3. Under Th2 bias conditions, GATA3 is rapidly
induced. Several in vitro studies have demonstrated that GATA3 is sufficient in
directing developing and polarized Th cells to produce Th2 cytokines.(37–39)

Although other nontissue specific transcription factors are important for differ-
entiation, they have a limited contribution to the decision process in Th1 vs Th2
differentiation.

It has become clear that GATA3 is a key switch in the control of Th2 lineage
commitment. Data supporting this include the following: (1) The presence of
GATA3 sites throughout the type 2 cytokine cluster, and the ability of GATA3 to
(2) induce chromatin remodeling at the locus, (3) autoregulate its own expres-
sion, and (4) suppress IFN� expression independent of IL-4/STAT6 signaling by
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FIGURE 2. Effect of chronic morphine treatment on GATA3 and T-bet mRNA expression.
Naïve splenocytes were pretreated with either vehicle or morphine (250 ng/ml) and stimulated
with plate bound anti-CD3/CD28 for 72 hr. At the end of the incubation period, CD4 T cells
were prepared and re-stimulated with plate bound anti-CD3/CD28 for 24 hr. Total RNA was 
prepared and T-bet and GATA3 mRNA levels were determined using RT-PCR.



a cell intrinsic mechanism. However, the mechanisms by which GATA3 regulates
Th2 differentiation are still not very clear.(3,40,41)

Interestingly, it has been recently shown that IL-4 treatment increases 
�-opioid receptor promoter activation through a STAT6 binding site.(42) In Th2
differentiated cells, this could be a possible “autocrine” mechanism by which the
�-opioid receptor regulates its own expression. Our studies show that chronic
morphine treatment upregulates GATA3 expression in a dose-dependent 
manner (Fig. 2). From these data, we speculate that chronic morphine 
treatment differentially modulates the transcriptional “switches,” GATA3 and 
T-bet, which then polarize CD4� T cells to Th2 effector cells.

4. OPIOIDS AND Th1/Th2 DIFFERENTIATION

4.1. �-Endorphin

The in vivo administration of � endorphin to rodents has been shown 
to decrease cellular immune functions such as mitogen-induced lymphocyte
proliferation and natural killer (NK) cell activity.(22) Continuous infusion of 
�-endorphin prolong skin allograft survival time in mice, and naloxone (opioid
antagonist) administration at the time of transplantation accelerates graft rejec-
tion coinciding with an increase in splenocyte, IL-2, and IFN� production.
Blockade of �-endorphin activity either with the administration of the opioid
antagonist or with �-endorphin neutralizing immunoglobulins induces an
increase in both NK activity and lymphocyte proliferation.(43,44) Interestingly, it
has been shown(44) that, in mice immunized with keyhole limpet hemocyanin
(KLH), the vehicle treatment in vivo resulted in inhibition of IL-2 and IFN� syn-
thesis and increased IL-4 synthesis. In contrast, treatment with the opioid recep-
tor antagonist naloxone resulted in increased IL-2 and IFN� synthesis and
inhibition of IL-4 synthesis consistent with a shift from Th2 to Th1 differentia-
tion. These investigators hypothesized that endogenous opioids (�-endorphin?)
may polarize CD4� T-cell differentiation toward Th2 in this model. In line with
this observation, Moynihan et al.(45) have shown that stress-odor-induced
increase in splenic IL-4 production is blocked by the opioid antagonist nal-
trexone suggesting the role of endogenous opioids in this function. Similarly,
chronic restraint stress-induced lymphocyte apoptosis and lymphocyte number
are also blocked by naltrexone.(45) Consistent with these observations are studies
showing an increase in endogenous opioid levels following a stress/surgical 
procedure.(46–48) The inhibitory effect of �-endorphin on immune function is
independent of steroids. The increase in peripheral blood mononuclear cells
(PBMC) and splenocyte proliferation caused by naloxone occurs despite 
the presence of high concentrations of corticosteroids(47) and adrenalectomy
does not abolish �-endorphin’s inhibitory effects.(46) The role of �-endorphin
in stress-induced Th2 differentiation is further supported by the observation
that the opioid peptides �- and �-endorphin are present in in vitro cultures of
purified Con A stimulated CD4� T cells.(49) These investigators further showed
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that addition of �-endorphin to CD4� T cells resulted in a 3-fold increase in 
IL-4 production, and that this effect may be mediated through a naloxone 
sensitive site.(50,51)

4.2. Chronic Morphine and Th2 Differentiation

We have recently shown that morphine operates through a naloxone-sensitive
opioid receptor mechanism to bias naïve murine CD4� T-cell differentiation to a
Th2 pathway.(52) Chronic morphine treatment temporally inhibits Th1 cytokines
IL-2 and IFN�, and increases Th2 cytokine IL-4 and IL-5 both at the transcription
and protein synthesis level.(52) These effects were abolished in a �-opioid receptor
knockout mice implicating a distinct role for the �-opioid receptor in this 
function. In addition, we showed that a clinical dose of morphine (4 mg/kg)
superimposed upon a lipopolysaccharide (LPS)-induced infection model (an ani-
mal model of sepsis) resulted in a significant increase in mortality at 48 hr. In the
absence of the drug, most septic animals died after 96 hr. Phenotypic responses,
such as decreased thymic cellularity, compromised mitogenic response, and inhi-
bition of IL-2 synthesis, that are evident at 48–72 hr after LPS injection appeared
as early as 24 hr in animals that received morphine in addition to LPS. In addition,
our results show that, in T cells, there is a shift from Th1-type cytokine elaboration
to a Th2-type cytokine elaboration in animals that receive both LPS and mor-
phine.(53) More recently, we have shown that chronic morphine treatment resulted
in two phases of mortality when infected with a sublethal dose of Streptococcus
pneumonia (unpublished data). The first phase occurred around day 2 and the 
second phase of mortality occurred around day 5. Interestingly, the second phase
of mortality correlated with a shift from Th1- to Th2-producing cytokines.

5. MECHANISMS INVOLVED IN MORPHINE-INDUCED
DIFFERENTIATION OF CD4� T CELLS TO Th2 
EFFECTOR CELLS

5.1. Cyclic AMP and Th2 Differentiation

cAMP is an important second messenger with immunomodulatory proper-
ties. In effector T cells, an increase in the level of intracellular cAMP inhibits
cytokine production in Th1 cells but stimulates cytokine production in Th2
cells.(54) It has been shown that cAMP-induced effects in Th2 cells may occur
independently of the protein kinase A (PKA) pathway, which is the major medi-
ator of cAMP-induced signaling events in most cell types.(54) cAMP causes
increased phosphorylation of the transcription factor GATA3. Interestingly
cAMP has been shown to inhibit JNK and ERK activity in Th0-like cell lines
( Jurkat and EL4); however, in fully differentiated Th2 cells (D10 cells), cAMP
stimulates p38 mitogen-activated protein kinase (MAPK). This effect appears to
be Th2 selective since cAMP has little effect on p38 phosphorylation in Th1 cells.
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5.2. Morphine and Adenyl Cyclase Superactivation

Morphine has been demonstrated to modulate cell function, in part,
through a cAMP-mediated mechanism. Morphine temporally regulates adenyl
cyclase. Based on studies in neuronal cell types, acute stimulation of opioid
receptors activates the G�i/o GTP-binding proteins, resulting in acute inhibition
of adenyl cyclase and reduction in camp production.(55–58) Chronic opioid expo-
sure in neuronal cell types gradually leads to molecular and cellular adaptations
that result in upregulation of the cAMP pathway (adenyl cyclase superactivation
or overshoot).(55–57,59,60) A study of the �-opioid receptor specific agonist
DAMGO ([d-Ala2, N-methyl-Phe4, gly-ol5] enkephalin)(61,62) found that while
acute DAMGO treatment (10 min) inhibited adenyl cyclase activity, chronic
DAMGO treatment resulted in adenyl cyclase superactivation. Interestingly,
adenyl cyclase superactivation depended on constant stimulation of the recep-
tor. Both acute inhibition and superactivation of adenyl cyclase by morphine was
shown to be antagonized by pertussis toxin pretreatment. We show that chronic
treatment of splenocytes with morphine results in an increase in forskolin-
induced adenyl cyclase activity (Table II). Similar to the observation in neuronal
cells, morphine-induced increase in adenyl cyclase activity was abolished when
cells were pretreated with pertussis toxin. Furthermore, we demonstrated that
morphine-induced increase in IL-4 and decrease in IFN� can be antagonized by
pretreatment with pertussis toxin (Table II).

Based on these studies, we speculated that chronic morphine treatment
polarizes naïve CD4� T-cell differentiation toward Th2 through an adenyl
cyclase mediated mechanism. Morphine acting through cAMP may enhance this
process by either (1) altering naïve T-helper cell reprogramming by modulating
the transcription factor GATA3, or (2) inhibiting T-bet and thereby shifting 
the balance of Th1 vs Th2 cytokine production. This relationship between the
second messenger cAMP and Th2 differentiation has been suggested by Novak
et al., (63) who demonstrated that representative Th2 cell lines maintain signifi-
cantly higher levels of cAMP per cell than Th1 cell lines. Lee et al.,(64) using a
GATA3 overexpression model, demonstrated that ectopic expression of GATA3
induces Th2-specific cytokine expression not only in developing Th1 cells but
also in otherwise irreversibly committed Th1 cells. Moreover, cAMP markedly
augmented Th2 cytokine production in GATA3-expressing Th1 cells.(63)
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TABLE II
Effect of Pertussis Toxin on Morphine-Induced Adenylate 

Cyclase Activity, IL-4 and IFN� Expression

Adenyl cyclase
Treatment groups activity (%) IL-4 (%) IFN� (%)

Vehicle 100 100 100
Morphine (250 ng/ml) 275 225 37
Morphine (250 ng/ml) � PTX 115 120 92
Vehicle � PTX 98 102 96



These authors suggested that cAMP elevating agents may induce a switch of 
lymphokine production toward Th2 phenotype.

5.3. CREB and Th2 Differentiation

Chronic morphine treatment increases levels of adenyl cyclase and cAMP-
dependent protein kinase activity in the locus coeruleus (LC).(59) The transcrip-
tion factor CREB has been implicated in these effects. Reduction of CREB
immunoreactivity in the LC, achieved by infusion of CREB antisense oligonu-
cleotide, completely blocked the morphine-induced upregulation of adenyl
cyclase, though not of PKA.(59) The oligonucleotide effect was sequence specific.
Consistent with this result, we showed that chronic morphine treatment of
splenocytes induced an increase in the binding of the transcription factor CREB
to its consensus DNA oligonucleotide in an electromobility shift assay (Fig. 3).
Future studies will focus on the mechanisms by which morphine induces an
increase in CREB regulation of adenyl cyclase and PKA in immune cells, 
and the role of these factors in modulation of T-bet and GATA3 expression in
CD4� T cells.

6. MORPHINE REGULATION OF MAPKs

Several investigations have implicated the MAPK/ERK pathway in response
to morphine treatment in brain, lymphocyte cells, models of angiogenesis, and
in COS-7 cells. Chronic, systemic administration of morphine results in 
a sustained increase in ERK phosphorylation state and activity in the ventral
tegmental area of the brain.(65,66) Chronic morphine exposure also increased
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phosphorylation of MAP kinases and of the transcription factor CREB in dorsal
root ganglion neurons.(67) Morphine treatment of human CEMx174 lympho-
cytic cells resulted in increased expression of MAPK cascade proteins. Morphine
enhanced the cellular levels of ERK1, ERK2, MEK1, and MEKK in human lym-
phocytes through a naloxone sensitive receptor.(68) In a model of angiogenesis
and tumor growth, morphine stimulated the MAPK/ERK signaling pathway.(69)

In COS-7 cells transiently co-transfected with �-, �-, or 
-opioid receptors and
with ERK1- or ERK2-containing plasmids, opioid agonists have been shown to
modulate the activity of the ERK. Pretreatment of cells with pertussis toxin abol-
ished ERK1 and ERK2 activation by opioid agonists. Co-transfection of cells with
the dominant negative mutant N17-Ras or with a G�� scavenger also suppressed
opioid stimulation of ERK1 and ERK2.(70) The role of the MAPK signaling 
pathway in morphine-mediated CD4� T-cell differentiation will thus be another
important area of future investigation.

7. CLINICAL IMPLICATION OF MORPHINE-INDUCED 
Th1/Th2 DIFFERENTIATION

The existence of CD4� T cells was strongly implied in early clinical 
observations. Leprosy was well known to exist in both healing (tuberculoid) and
uncontrolled forms. The healing form of leprosy was associated with effective
delayed type hypersensitivity (DTH) and low levels of antibody. The uncon-
trolled form was associated with high antibody titers and weak DTH.(71) The dif-
ficulty in interpretation emerged when it was discovered that both antibody and
DTH reactions were mediated by CD4� T cell (T-helper cells). The explanation
arrived with the demonstration of T-cell subsets by Mosmann et al.(72) These
investigators show that subsets of CD4� T cells could be classified by patterns 
of cytokine production. The implication of CD4� T-cell differentiation may 
be seen in a wide number of clinical states involving infectious disease, allergic
diseases, and self-tolerance/autoimmunity.

Extracellular pathogens, especially parasitic helminthes, elicit Th2-dominated
host responses. Th2-dependent IgG antibodies neutralize toxins produced by
extracellular bacteria. It is controversial whether Th2-mediated IgE, eosinophil,
and mast cell responses are protective.(19) Independent of the possible protective
value of Th2 responses in helminthic infections, it is clear that Th2-host responses
contribute to granuloma formation and hypereosinophilia.

Effective resistance to intracellular microbes including bacteria, protozoa,
and fungi are associated with Th1 differentiation especially IFN� and TNF�-
mediated macrophage activation. Th1 responses are important in the host
response to most viral infections. This response includes a wide set of effector
mechanisms which include IFN�/�-activated NK cells, cytolytic CD8� T cell
(CTL), and antibodies with Th1 isotype pattern.

The classical pathway of IFN�-dependent activation of macrophages by Th1-
type responses is a well-established feature of cellular immunity to infection with
intracellular pathogens, such as M. tuberculosis. An appropriate Th1 immune
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response is required for the elimination of M. tuberculosis.(73) In this regard, it has
been demonstrated that a large increase in IL-4 and IL-13 synthesis correlates
with lung damage. This is consistent with Th2 differentiation in the context of 
M. tuberculosis infection undermining the efficacy of immunity and contributing
to immunopathology.(74) Given that Th2 cytokines inhibit Th1 responses, the
question remains whether patients with prominent Th2 responses are more 
susceptible to M. tuberculosis.

The response to viral illness and the implication of Th2 differentiation is
expressed in the host response to HIV infection. An early impairment in IL-2,
IFN�, and IL-12 production is observed in HIV-1 infection. It is thought that Th2-
dominated responses play a pathogenic role in the host response to HIV and
favor a more rapid evolution of HIV infection toward the full-blown disease.(75)

It is controversial whether this alteration in cytokine production is the result of
Th1 downregulation and viral progression. Of interest is the observation that
HIV-1 preferentially infects Th2 clones.(19) This observation may explain the 
persistence of HIV virus in Th1 deficient hosts and may represent the link
between opioid-induced Th2 differentiation, the course of HIV infection in 
opioid-addicted individuals.

8. SUMMARY AND CONCLUSION

Chronic morphine treatment has been shown to alter a number of 
immune parameters including suppression of cellular immunity. We speculate
that differentiation of T helper to Th2 effector cells may be a major contributing
factor to impaired cellular immunity following chronic morphine treatment.
Our results show that chronic morphine treatment in vitro directs T-helper cells
toward Th2 differentiation. We also show that chronic morphine treatment 
differentially modulates the transcriptional “switches” GATA3 and T-bet, thus
providing a molecular mechanism by which morphine directs CD4� differenti-
ation. These studies suggest that therapies that prevent Th2 differentiation and
promote Th1 cytokine synthesis may therefore prove beneficial in the immuno-
suppressed drug abuse population.
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Immunofluorescence
Detection of 
Anti-CD3-�-Induced Delta
Opioid Receptors by Murine
Splenic T Cells
BURT M. SHARP, KATHY MCALLEN,
and NAHID A. SHAHABI

1. INTRODUCTION

Acting through opioid receptors, opiate alkyloids, and opioid peptides exert
pleiotropic effects on cells involved in host defense and immunity.(1) These
compounds are immunomodulators, modifying the immune response to mito-
gens, antigens, and antibodies that crosslink the T-cell receptor (TCR). More
recent studies indicate that, by activating lymphocyte opioid receptors, these
agents also can directly affect intracellular T-cell signaling and the function of
other membrane receptors.(2–5)

Recently, it has become clear that immune cells express the same three
mRNAs that encode the opioid receptor subtypes originally characterized 
in neuronal tissues.(6–13) Studies have used immunofluorescence and indirect
fluorescence to demonstrate the regulated expression of both delta- and 
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kappa-opioid receptors (i.e., DORs and KORs) on T cells and other immuno-
cytes.(2,14,15) A relatively small fraction of the T cells in freshly obtained murine
splenocytes and human peripheral blood mononuclear cells (PBMCs) have
detectable DORs. However, marked increases in DOR protein have been
reported after stimulation with staphylococcal enterotoxin B (SEB) in vivo and
mitogens in vitro.(2,14) The studies reported herein were performed to character-
ize the time-dependent expression of DORs by anti-CD3-�-stimulated T cells in
mixed splenocyte cultures. Using immunofluorescence flow cytometry, T-cell
subsets expressing DOR were identified.

2. MATERIALS AND METHODS

2.1. Animals

Specific pathogen-free (SPF) 4–6-week-old female Balb/c mice were pur-
chased from NCI (Bethesda, MD). They were maintained in an SPF facility on a
12 hr light/12 hr dark cycle, at a constant temperature (20�C), and allowed access 
ad libitum to food and water. All procedures were conducted in accordance with
NIH guidelines for the care and use of laboratory animals as approved by the
Animal Care and Use Committee of the Health Science Center, University of
Tennessee.

2.2. Cell Preparation

Spleen cells were dispersed through a wire mesh, and red cells were lysed with
ACK buffer (0.15M NH4Cl, 1.0M KHCO3, 0.01M Na-EDTA, pH 7.4). Cells were
layered on Ficoll-Hypaque and centrifuged at 200� g for 7 min. The interface
layer was washed in Hank’s buffered saline without Ca2� or Mg2�, containing
2 mM EDTA and 0.1% gelatin. After centrifugation, cells were resuspended in
RPMI 1640 containing penicillin (100 U/ml), streptomycin (50 �g/ml), 2 mM
EDTA, 2 mM L-glutamine, 5 � 10�5 M 2-mercaptoethanol, and 5% fetal bovine
serum. Small flasks were coated with anti-CD3-� monoclonal antibody for 3 hr at
room temperature. To remove excess mAb, flasks were washed three times with
cold phosphate buffered saline. Splenocytes were cultured in � precoated flasks
for 24, 48, 72, or 120 hr.

2.3. Immunofluorescence Flow Cytometry

Splenocytes were fixed with 4% paraformaldehyde for 10 min at 4�C. Cells
were washed with Tris-buffered saline (TBS) containing 1% donkey serum. They
were then incubated with blocking buffer (5% donkey serum in TBS) overnight 
at 4�C. Cells were incubated with PE-anti-mouse-CD3-�, PE-anti-mouse-CD4, or
PE-anti-mouse-CD8 (PharMingen/Becton Dickinson Co., San Diego, CA) and
anti-DOR antisera (1/400 dilution; Chemicon International, Inc., Temecula,
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CA) for 2 hr at room temperature. Then they were washed, incubated with
biotinylated donkey anti-rabbit IgG (Chemicon International, Inc., Temecula,
CA) for 60 min, washed and incubated with fluorescein avidin DCS (Vector Labs,
Burlingame, CA) for 10 min at 4�C. Thereafter, cells were washed three times
with cold buffer, and cytofluorometric analyses were performed using an EPICS
XL flow cytometer (Coulter, Miami, FL) equipped with an argon laser, and 
filtered for excitation at 488 nm and emission at 526 and 575 nm. For the back-
ground control, normal rabbit serum substituted for the primary antisera
against DOR, and PE-rat-IgG2a,K (PharMingen/Becton Dickinson Co.) was
used as isotype control.

3. RESULTS

Figure 1 shows the time course of splenocyte DOR expression in response to
plate-bound anti-CD3-�. Without cross-linking, approximately 7–10% of spleno-
cytes were DOR�. Anti-CD3-� induced maximal DOR expression at 48 hr, when
approximately 45% of the total splenocyte population was positive. Thereafter, a
progressive decline was observed, although DOR was still present on twice as
many anti-CD3-��stimulated cells after 120 hr in culture.

The second set of experiments evaluated the time-dependent expression of
DOR by T cells (figure 2). In unstimulated cultures, approximately 2–5% of
splenocytes were DOR� T cells. Anti-CD3-� induced DOR on T cells at all time
intervals. This was maximal between 48and72 hr, at which time 25–30% of
splenocytes were DOR� T cells.
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FIGURE 1. Immunofluorescence detection of DOR on murine splenocytes. Splenocytes were
cultured with saline or immobile murine anti-CD3-� for 24, 48, 72, and 120 hr. Cells were labeled
with rabbit anti-DOR and normal rabbit serum (NRS) was used as a control. Anti-DOR was
detected with a fluorescein avidin-biotin anti-rabbit Ab complex, and fluorescence levels
detected in the presence of NRS/isotype were subtracted from the immunofluorescence signal
emitted by the anti-DOR antibody. Data are expressed as the mean percentage of total spleno-
cytes that were positive for DOR. Each column represents the mean � SEM of three experi-
ments, each in duplicate.
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FIGURE 2. Immunofluorescence detection of DOR on murine T cells. Splenocytes were cul-
tured with saline or anti-CD3-� for 24, 48, 72, and 120 hr, and cytofluorometric analyses were
performed as described in Fig.1. Data are shown as the percentage (mean � sem; n 
 3) of total
splenocytes positive for both the T-cell marker, CD3-�, and DOR (double positive). Each exper-
iment was performed in duplicate.
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FIGURE 3. Immunofluorescence detection of DOR on total T cells compared to CD4� and
CD8� subsets. Splenocytes were cultured with saline or anti-CD3-� for 48 hr, and then labeled
with rabbit anti-DOR and either anti-CD3-�, anti-CD4 or anti-CD8, as described in the methods.
Data are shown as the percentage (mean � sem; n 
 3) of cells positive for the following: both
CD3-� and DOR in the T-cell population; DOR and CD4 in the CD4� subset; and DOR and CD8
in the CD8� subset. Each experiment was performed in duplicate.

Figure 3 shows the expression of DOR by the T-cell subsets present in spleno-
cytes cultured with anti-CD3-� for 48 hr. TCR crosslinking induced DOR expres-
sion by 75% of all T cells compared to approximately 12% in controls. A similar
fraction (i.e., 75%) of both CD4� and CD8� subsets were positive for DOR. 
In addition, anti-CD3-� increased DOR immunofluorescence per cell by approx-
imately 2-fold in the T-cell fraction and in both CD4� and CD8� subsets
(1.90 � 0.3-fold increase in T cells; 1.80 � 0.2-fold in CD4�; and 1.93 � 0.06-
fold in CD8�).



4. DISCUSSION

These experiments demonstrate that anti-CD3-� induced DOR expression 
on both CD4� and CD8� murine splenic T-cell subsets, and also increased the
magnitude of DOR immunofluorescence per cell. The frequency of DOR
expression by total T cells and CD4� and CD8� subsets was increased to 75% of
each population, a 5–6-fold increase that was evident within 48–72 hr of activa-
tion. Maximal DOR expression occurs at a time interval when T cells are known
to proliferate actively in response to anti-CD3-�. Moreover, at this time interval,
cells may be in the very early stages of differentiation into specific effectors 
(i.e., Th1 vs Th2). Thus, enhanced DOR expression may make a large fraction of
T cells susceptible to endogenous and exogenous opioids that exert
immunomodulatory effects on T-cell proliferation and differentiation.

Immunfluorescence microscopy and polymerase chain reaction (RT-PCR)
were previously utilized to characterize DOR protein and mRNA expression 
in vivo, following a single injection of the superantigen, SEB.(2) Staphylococcal
enterotoxins are known to provide a strong, specific antigenic stimulus that
resembles the normal T-cell response to nominal antigen. (16,17) SEB binds to the
MHC class II molecule and activates oligoclonal populations of T lymphocytes
that express TCRs with homologous � chain variable regions (V� families).(18,19)

SEB significantly enhanced murine splenocyte DOR mRNA expression 8 and
24 hr after injection. SEB also increased the fraction of the total splenocyte
(5–20%) and T cell (8–50%) populations expressing DOR protein. In compari-
son to the present study, anti-CD3-� induced DOR expression by a larger fraction
of T cells. This is expected in view of the more restricted activation of T cells by
SEB, which only affects 20–40% of all T cells.(20)

Immunfluorescence flow cytometry also was applied to detect DORs on
subsets of human peripheral blood T cells after stimulating PBMCs with
phytohemagglutinin (PHA)in vitro.(14) PHA stimulated the expression of DOR
from basal levels of 2–20% of the PBMC population by 48 hr. DOR expression was
approximately 40% of both the PHA-stimulated CD4� and CD8� T-cell subsets,
and virtually all DORs were found on these subsets. Thus, anti-CD3-� appeared to
induce DOR on a greater fraction of murine splenic T-cell subsets compared to
the effects of PHA on human peripheral blood T cells. This may reflect differ-
ences in species, cell compartment, and activating agent. Differential affinity of
the anti-DOR antibody, which was generated against the murine DOR3–17

sequence that differs by 8 out of 15 amino acids from the human homolog, is
another factor that may potentially affect antibody binding and the measurement
of murine vs human DOR levels.

In summary, mitogens, antigens, and TCR crosslinking all enhance T-cell
expression of DOR. Based on studies in vitro, DOR is expressed by both CD4�

and CD8� T cells. The effects of DOR ligands on T-cell signaling cascades (e.g.,
ERK 1, 2; JNK/ATF2), which have recently been described, suggest that DORs
exert both direct and indirect effects on these pathways. Thus, DORs can atten-
uate TCR-dependent signaling(2) through ERK 1 and 2 and directly stimulate the
phosphorylation of ATF2 through a mechanism that appears to depend on JNK
(unpublished data).
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Modulation of Immune
Function by Novel Opioid
Receptor Ligands
RICHARD WEBER and RICARDO GOMEZ

1. INTRODUCTION

Morphine and other natural alkaloid opiates have been used in medicine for
centuries. Synthesis of analogs of opiate alkaloids and primary structure activity
studies have an almost hundred year history. The endogenous opioid peptides,
their genetic expression, and enzymatic metabolism have been described. 
A number of nonpeptide and peptide analogs have led to characterization of
opioid receptor types (mu, delta, and kappa) and their subtypes, and very
recently, all types of opioid receptors of different species have been character-
ized at the molecular level. The progressive study of the opioid system allowed
the introduction of various new types of drugs. In addition, the opioid system is
often used as a model for studies in neurobiology as well as in bioorganic
chemistry.(1) It is now clear that opioid receptors participate in the function
of the cells of the immune system, and evidence suggests that opioids modulate
both innate and acquired immune responses. It is proven that �-, 
-, and �-opioid
compounds can alter resistance to a variety of infectious agents, including
the human immunodeficiency virus (HIV) (reviewed in Gomez-Flores and
Weber(2)), and augment cancer development, as reported in several studies
showing an increase of metastasis in different models of tumor growth.(3,4)
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Modulation of the inflammatory response appears to be a target of these
compounds, including effects on lymphocyte and natural killer (NK) cell func-
tion, phagocytic activity, as well as the response of leukocytes to various
chemokines (reviewed in Gomez-Flores and Weber,(2) Ishikawa et al.(3)).
Moreover, findings from several laboratories have demonstrated the impact of
opioid treatment on antibody responses, and the molecular basis for this effect 
is likely due, at least in part, to the modulation of both cytokine and cytokine
receptor expression.(5)

2. MORPHINE-INDUCED IMMUNOREGULATION

Morphine, as a model for opioid-mediated immunoregulation, has been
reported to have immunosuppressive effects following in vivo administration,
which were observed to be mediated by �-opioid receptors found within the 
central nervous system (CNS).(6–11) These observations have been extended in
showing that central opioid receptor activation may or may not involve both the
hypothalamic pituitary adrenal (HPA) axis(11,12) and adrenergic pathways(13–15) in
suppressing NK activity following acute morphine administration. Other studies
have also found that unidentified central pathways are involved in the immuno-
suppressive effects of morphine.(16,17) Taken together, these observations suggest
that the administration of opiates (e.g., morphine or heroin) has no direct over-
all effect on immune cells but rather operates through indirect means involving
predominantly central pathways that ultimately modify immune function.

The major effect of strong mu agonists in vivo is immunosuppressive, and
indirect and direct in vitro effects of peptides and novel nonpeptides have been
well substantiated.(18) Paradoxically, the direct effect of certain opioids on leuko-
cytes can enhance, suppress, or have no effect on in vitro and in vivo parameters
of immune function. Eisenstein et al. have previously demonstrated that opioids
directly affect cellular and humoral immune functions through classical opioid
receptors.(19,20) This research group has shown that �-, 
-, and �-opioid receptors
were associated with regulating lymphoid cell production of antibodies.(21,22) It is
now clear that endogenous opioid peptides and exogenous opioid alkaloids
modulate the immune function by directly acting on opioid receptors on the sur-
face of cells involved in host defense and immunity. Opioid receptors expressed
by immune cells are related to neuronal-type opioid receptors, particularly 
- and
�-opioid receptors.(23,24) Opioids may act like cytokines, and both types of mole-
cules share many properties including paracrine, autocrine, and endocrine sites
of action, functional redundancy, pleiotropy, and effects that are both dose and
time dependent.(23)

3. NOVEL OPIOID DERIVATIVES

Although the CNS-mediated indirect effect of opioids has been shown to
suppress immune function (see above), the direct effect of certain novel opioid
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derivatives on cells of the immune system have been shown by our group to
induce immunopotentiation in vitro.(25–29) In this respect, in early studies, we
have observed that the nonpeptide delta agonist (�)-4-[(alpha R)-alpha-((2S,
5R)-4-allyl-2,5-dimethyl-1-piperazinyl)-3-methoxybenzyl]-N,N-diethyl-benza-
mide (SNC80; Fig. 1) was capable of stimulating proliferation of rat thymic and
splenic lymphocytes when costimulated with concanavalin A (Con A); however,
SNC80 did not affect human lymphocyte proliferative response (Table I). SNC80
was also found to inhibit HIV replication in T lymphocytes by suppressing pro-
duction of p24 antigen.(24,30) These in vitro findings suggested that the anti-HIV-1
property of SNC80 might have therapeutic potential for treating patients with
acquired immunodeficiency syndrome.(24) In addition, we have reported that
in vitro treatment with SNC80 significantly stimulated production of tumor
necrosis factor-alpha (TNF-�) by resident and LPS-activated rat macrophages
(Table I; Gomez-Flores and Weber(29)). SNC80 was also observed to stimulate
TNF-� production by LPS-activated human macrophages (Table I), and increase 
TNF-� (marginal 1.15-fold increase at 10�7M) and IL-8 (1.46-, 1.94-, and 
1.19-fold increases at 10�7M, 10�8M, and 10�9M, respectively) mRNA signal in
human peripheral blood mononuclear cells (unpublished observations).
Furthermore, SNC80 was recently reported to increase rat and human leukocyte
chemotaxis (Table I).(31) In this respect, it has been recognized that �-, �-, and 

-opioid agonists are capable of stimulating T-cell chemotaxis.(32)

We have also evaluated the in vivo and ex vivo effects of SNC80 on immune
functions and tumor growth. We have reported that intravenous administration
of SNC80 (6.8 mg/kg) increased the production of TNF-� and nitric oxide (NO)
by LPS-stimulated splenic macrophages (Table I). Intravenous injection of
SNC80 plus Con A also potentiated LPS-stimulated macrophage functions 
ex vivo.(29) Furthermore, in an in vivo tumor model of opioid action, we have
observed that administration of SNC80 significantly increased L5178Y-R tumor-
bearing mice survival and reduced tumor weights (Table I) in these animals
(unpublished observations). Because the direct effects of SNC80 on L5178Y-R
cell line were marginal (data not shown), it is possible that SNC80 induced a
proinflammatory state in these animals leading to tumor cell destruction. In this
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respect, SNC80 was recently shown to increase chemotaxis of human and rat
leukocytes (Table I), that then may be activated by this opioid at the site of the
tumor, as suggested for our in vitro and ex vivo studies.(31) A prerequisite to the
development of an efficient cell and/or gene therapy for certain types of cancers
is a precise characterization of the inflammatory cell populations present in the
tumor stroma associated with a cancer. In general, tumor stroma inflammatory
cells might be mainly tumor-infiltrating lymphocytes (TIL) (approximately two
thirds) (among them, 80% are T cells) and tumor-associated macrophages
(TAM) (approximately one third).(33) Activated macrophages secrete several
substances such as TNF-� and NO that are directly involved in tumor cell
death.(34) TNF-� is known to cause tissue inflammation, tumor cell death, and
toxic side effects such as body weight reduction.(35) Similarly, NO is the main
reactive nitrogen intermediate (RNI) with a diverse range of actions in both
physiological and pathological processes. Its role in tumor biology remains
unknown. NO is known to have both tumor promoting and inhibitory effects,
presumed to be dependent on its local concentration within the tumor.(36) On
the other hand, SNC80-mediated activation of lymphocytes may lead to the
release of cytokines such as interferon-gamma and IL-2 that are involved in
inflammatory processes.(37) Recruitment and activation of macrophages and
lymphocytes may significantly account for the increased survival of tumor-
bearing mice and the reduction in tumor mass observed after in vivo SNC80
treatment. These data demonstrate that SNC80 may be a potent inducer of adap-
tive immune responses against tumor cells and may represent a potentially useful
tool in the immunotherapy of certain types of cancers. In addition, SNC80 may
act as an immunological adjuvant in a vaccine regime that may improve antitu-
mor immunity by stimulating the induction of Th1-promoting cytokines. There
is also increasing evidence that many adjuvants induce Th1-type cytokines, which
correlates with the induction of antitumor immunity.(38) Th1-type responses
that comprise cell-mediated immunity are characterized by the secretion of
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aUnpublished observations.
bGomez-Flores andWeber (2001).
cOrdaz-Sanchezet al. (2003).
dHicks et al. (2001).

increased;    decreased;        no effect;  ND, not done.

SNC80

Morphinan
R = CH3

R = C6H5

R = OH

R = NH2

Pyrazol

CGPM-9

Lymphoproliferation
Rat Human

NO production
Rat Human

TNF-α production
Rat Human

Chemotaxis
Rat Human

Tumor cell growth
(vs L5178Y-R)

b b b

b

d

c c

a

ND

ND

ND

ND

ND

ND

ND

b

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND

ND ND

TABLE I
Immunological Alterations by Nonpeptide Opioids



interferon-gamma by T cells that are induced by antigen-presenting cell-derived
IL-12.(38) Therefore, the use of Th1-inducing adjuvants may provide an essential
strategy for the future success of immunotherapy.

4. OPIOID RECEPTORS AND ANALGESIA

Stimulation of �-opioid receptors has the potential to relieve pain(39); but in
addition to analgesic properties, �-opioid receptor agonists have been associ-
ated with immunosuppression through central or peripheral pathways(7,40,41)

(reviewed in Gomez-Flores and Weber(9)). We have utilized novel �-opioid
receptor selective agonists that are not immunosuppressive, and some of which
are strong immunopotentiating agents. We evaluated the effects of morphinans
with substituted pyrimidine (methyl, phenyl, hydroxyl, and amino groups) and
pyrazole groups (Fig. 2), on in vitro rat thymocyte proliferation, splenic
macrophage functions, and in vitro tumor cell growth. The �-opioid receptor
selective morphinans, such as levallorphan, cyclorphan, and butorphanol, are
oxymorphon derivatives that were first introduced by Grewe in 1946. They are
similar in structure to the morphine analogs, but lack the E ring found in the nat-
urally occurring opioids, as well as the 6-OH and the 7,8-double bond. In our
studies, we observed that morphinans at concentrations of 10�10–10�5 M
increased T-lymphocyte proliferation with the order of potency phenyl 	 pyra-
zol 	 hydroxyl, amino, methyl 	 Con A alone (control) (in preparation).
These results indicated that the inclusion of a phenyl substituent at the 2� position
of the pyrimidine group significantly potentiated lymphoproliferation. In con-
trast, no alterations in macrophage functions were observed, suggesting a selective
effect on lymphocytes (unpublished observations). Differential effects of opioids
on leukocyte functions are commonly observed. In this regard, Kowalski et al.(42)

reported that enkephalins were associated with both suppressing and enhancing
effects on splenic NK cell and macrophage functions related to the treatment
period. In addition, Pacifici et al.(43) observed time-dependent biphasic effects of
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morphine, but not methadone, on immune parameters in vivo. In yet another
study, dose-dependent bimodal responses of lymphocytes and macrophages to
opioids have been reported.(44,45)

Ryng et al.(46) also demonstrated that non-opioid substituted phenilamides
of 5-amino-3-methylisooxazole-4-carboxylic acid have differential effects on
lymphocyte and macrophage functions, and Hicks et al.(28) reported that the
tetrahydroquinoline CGPM-9 enhanced rat thymic lymphoproliferation, but
suppressed NO and TNF-� production by peritoneal macrophages (see below).
The mechanism(s) by which morphinans enhance lymphocyte proliferative
response, but do not alter macrophage functions, remains to be investigated.
However, potentiating lymphocyte functions while not activating macrophages
may be advantageous for these opioid derivatives. Macrophage activation can
cause both poditive and negative effects during the inflammation process.(47,48)

Stimulation of lymphoproliferation by morphinan derivatives may be utilized in
clinical situations where lymphocyte populations are significantly reduced, as in
the cases of AIDS and aging.(49)

5. IMMUNOENHANCEMENT

We have also found that the opioid 4-tyrosylamido-6-benzyl-1,2,3,4 tetrahy-
droquinoline (CGPM-9) possesses immunoenhancing properties in vitro.(26,28)

CGPM-9 is a high affinity ligand with moderate �-opioid receptor selectivity.(50)

We observed that CGPM-9 potentiated Con-A-induced thymic T-lymphocyte 
proliferation and suppressed peritoneal macrophage production of NO and
TNF-�(28) (Table I). Divergent or opposite effects of opioids on leukocyte 
functions are commonly observed.(51,52) The mechanism(s) by which CGPM-9
enhances lymphocyte proliferative response but suppresses macrophage NO
and TNF-� production remains to be elucidated. However, potentiating lym-
phocyte functions while suppressing those of macrophages may be advantageous
for this opioid. NO and TNF-� are produced during inflammation and can 
be both beneficial and detrimental for the organism.(48,53) Although these mole-
cules are usually associated with antimicrobial and antitumor activities,(53) they
also induce immunosuppression by affecting lymphocyte and macrophage func-
tions through direct action on these cells,(54,55) or indirectly via the CNS.(56,57)

In addition, suppression of macrophage functions by CGPM-9 may be mediated
by an autocrine mechanism involving the induction of IL-10 or TGF-�.(58)

Therefore, CGPM-9 may potentiate lymphoproliferative responses with increased
cytokine release, while suppressing macrophage functions and potential patho-
logical states.

6. CONCLUSIONS AND DISCUSSION

Nonpeptide opioid agonists are known to be not only highly selective and
potent, but also proteolytically stable, thus increasing their clinical applications.(59)
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The clinical use of properly designed and synthesized opioid ligands could
serve as immunotherapeutic agents with potential use in the treatment of
diseases such as AIDS and cancer. In addition, because surgical stress also
induces immune dysfunction, there is an urgent need to search for analgesic
drugs devoid of immunosuppressive effects. It is clear that knowledge of how opi-
oids produce direct effects on the immune system may allow the discovery,
design, and synthesis of new opioids that have specific immunoregulatory prop-
erties, which could potentially be utilized in many different clinical situations
where immunosuppression is undesirable, as shown for �-selective ligands such
as morphine.(60) Because of their effects on immune function, �-opioid agonists
might not be optimal for management of moderate to severe pain following a
variety of surgical procedures, cancer, and other related traumatisms. However,
opioid derivatives such as morphinans or SNC80 may have the potential to not
only stimulate the immune system, but also the capacity to inhibit tumor cell
growth, making these compounds potentially suitable to treat pain and enhance 
the immune status of immunocompromised individuals against cancer and
infectious diseases.
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Effect of Alcohol on 
Microbial Infection
YOSHIMASA YAMAMOTO and HERMAN FRIEDMAN

1. INTRODUCTION

It is widely accepted that alcohol is one of the leading health problems in the
United States. It has been pointed out that there are at least 8–10 million alco-
holics in the United States and more than one-half million deaths per year are
attributed to alcohol abuse and alcohol-associated illnesses. Many of these
deaths are associated with infections, as well as with neoplasm and liver injury.
Impairment by alcohol of host defenses to infections has been recorded since
the late 18th century when “ardent spirits” were noted to increase consumption,
that is, tuberculosis, as well as pneumonia and yellow fever. Koch, in 1884,
reported that intoxicated rats were more susceptible to cholera infection than
normal rats.(1) Experimental evidence continues to accumulate since those early
studies and several definitive reports have provided confirmation of a connec-
tion between alcohol consumption of humans and pneumonia. Furthermore,
the Addiction Research Foundation in Toronto has provided population-based
rates of pneumonia mortality in alcoholics vs normal subjects.(2) They reported
that the ratio observed of expected deaths due to infection for alcoholic men was
three times greater than for controls, and for alcoholic women seven times
greater. Another study based on nine hundred consecutive admissions to Yale-
New Haven Hospital showed that 16% of alcoholics vs 6.5% of nonalcoholics
have bacterial pneumonia.(3) Recent study also indicates that heavy alcohol 
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consumption increases the risk of nosocomial infection in men who underwent
general surgical procedures.(4)

Alcohol, as well as other drugs of abuse, has been suggested as a possible
cofactor in the development of AIDS by several investigators.(5) This speculation
is based upon reports of immune suppression by alcohol, as well as development
of life-threatening infections associated with immunocompromised hosts. Thus,
there is a strong basis for suspecting alcohol consumption may have a negative
impact on the immune response in man in clinical situations. Ethanol-induced
suppression of the immune system has been studied in detail in animal model
systems.(6–8) For example, Jerrells et al. reported that rats administered ethanol
show depressed immune functions.(7) In other studies, alterations in immunity
were correlated with changes in steroid levels which occurred during the with-
drawal phase of intoxication.(9) Thus, both a direct and indirect effect of ethanol
on immune functions have been recorded.

Bermudez and Young reported that infections caused by organisms belong-
ing to the Mycobacterium avium complex are associated with monocytes or
macrophage dysfunction induced by ethanol.(10) Cultured human monocyte-
derived macrophages and murine Kupffer cells exposed to appropriate concen-
trations of ethanol showed greater intracellular growth of M. avium than did
control cells. Furthermore, lymphokines such as tumor necrosis factor (TNF) or
granulocyte-macrophage colony-stimulating factor (GM-CSF) were less effective
in inducing killing activity of the macrophages against Mycobacterium in the pres-
ence of ethanol. Further, mice given ethanol and infected intravenously with
Mycobacterium showed greater numbers of these bacteria in their blood, liver, 
and spleen than controls and progressive infection. Saad et al.(11) also showed
that mice fed ethanol by the Lieber–DiCarli diet became susceptible to infection
with Listeria monocytogenes. There was a greater accumulation of these intracellu-
lar bacterial pathogens in the liver of alcohol-fed animals, as shown by the higher
number of bacteria recovered from the liver as well as spleen of the animals given
alcohol and challenged with these bacteria. Similar findings in rodent model 
of BCG infection were also reported.(12) Thus, a possible alcohol effect on the
resistance to bacterial infection appeared likely.

2. ALCOHOL ON LEGIONELLA PNEUMOPHILA INFECTION

L. pneumophila, an intracellular opportunistic gram-negative pathogen,
which infects primarily macrophages and is an etiologic cause of serious pneu-
monia in immunocompromised individuals, has been utilized for determination
of effect of alcohol on bacterial infections. An animal infection model has been
developed which permitted study of the mechanism of resistance to this organ-
ism. The inbred mouse strain A/J was shown to be more susceptible to 
L. pneumophila than other strains of mice, such as BALB/c mice.(13) The A/J
mouse model was found to be extremely useful to study infection by this organ-
ism since the immune response of these mice to L. pneumophila involved
macrophage responsiveness similar to that of human.(14) Furthermore, the
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interaction between macrophages and L. pneumophila is controlled by
cytokines.(15) Thus, the regulation of both macrophages and cytokine produc-
tion was found critical for host resistance to L. pneumophila infection.

Treatment of A/J mice, as well as resistant BALB/c mice, in vivo with doses
of ethanol similar to the range found in humans who are alcoholics was shown to
affect their resistance to this organism (unpublished data). The L. pneumophila
infection susceptible A/J mice and resistant BALB/c mice fed the Liber–DiCarli
liquid diet containing ethanol (35% ethanol derived calories) were shown to
have essentially a similar consumption of the diet. For example, control mice
given the same volume of non-ethanol containing diet as consumed by the exper-
imental mice, showed that the nutritional conditions between ethanol-treated vs
control mice were similar. Therefore, at least in terms of the level of food intake,
the A/J mice consumed the same amount of ethanol as BALB/c mice.

Treating the A/J mice with ethanol for up to 7 days only slightly increased
their genetically determined susceptibility to infection. However, feeding
BALB/c mice with ethanol-containing diet significantly increased the suscepti-
bility of these mice to L. pneumophila infection. For example, 7 days of feeding the
animals with ethanol resulted in an obvious increase in susceptibility of the mice
to pulmonary infection with L. pneumophila. Furthermore, the number of
leukocytes in alveolar lavage fluid obtained from the mice inoculated with
L. pneumophila intratracheally and administered ethanol orally showed restricted
immigration of neutrophils. However, the mechanism of altered susceptibility of
the mice to L. pneumophila infection induced by ethanol feeding is not clear and
further studies should investigate the mechanisms involved. It seems likely that
study of the genetically susceptible A/J mice in comparison to resistant BALB/c
mice will provide useful information concerning the mechanisms involved in 
the effect of alcohol on altered susceptibility to an opportunistic infectious 
agent such as L. pneumophila, which is associated with pulmonary disease and
pneumonia, especially in immunocompromised individuals.

3. ALCOHOL ON IN VITRO SUSCEPTIBILITY OF 
MACROPHAGES TO L. PNEUMOPHILA INFECTION

The addition of various doses of ethanol to cultures from L. pneumophila
infected macrophages resulted in divergent effects, based on genotype 
of the mouse strain examined in terms of susceptibility or resistance to 
L. pneumophila.(16) The addition of ethanol to macrophage cultures from suscep-
tible A/J mice significantly suppressed the ability of the cells to replicate bacteria
as normally occurs in macrophages from untreated A/J mice. For example, nor-
mal cultures without ethanol treatment evinced a 100-fold increase in the num-
ber of viable bacteria determined by colony forming units (CFU) assay within 
2 days when the macrophages are infected with bacteria. An infectivity ratio of 
10 bacteria per 1 macrophage was used, which has been known to be optimal for
in vitro infection. In the presence of 0.5% v/v (85 mM) ethanol, it was found that
there was a significant suppression in the ability of bacteria to replicate in these

161EFFECT OF ALCOHOL ON MICROBIAL INFECTION



macrophages when they were pretreated with ethanol for 3 hr before infection
(47 � 2% suppression, p � 0.005). However, a higher concentration of ethanol
(1.0% v/v, 170 mM) resulted in relatively less activity regarding growth of bacte-
ria, as compared to lower concentrations of ethanol, that is, a biphasic ethanol
dose response curve was apparent.

The reason for a biphasic ethanol dose response curve, however, was not
clear. It is possible that the higher concentration of ethanol could increase toxi-
city to the macrophages, although there was no evidence this occurred, at least
in terms of morphology of the cells or trypan blue stain for viability. The uptake
of L. pneumophila by the ethanol-treated macrophages was found to be essentially
similar to that of untreated macrophages in terms of viability count at the time of
in vitro infection. Furthermore, 24-hr pretreatment with ethanol, a relatively
long incubation period with ethanol compared with 3-hr pretreatment as 
mentioned above, did not induce a significant change in the number of viable
bacteria in the macrophages 24 hr after infection. Nevertheless, it is apparent
that ethanol treatment of the macrophages can alter the innate ability of the cells
to be infected with L. pneumophila.

The results obtained with resistant BALB/c mice, which do not replicate 
L. pneumophila well in vitro, contrasted markedly with results of similar studies
with macrophages from susceptible A/J mice. For example, there was only a
maximum 2–5-fold increase in L. pneumophila colonies within 2 days after infection
of similar numbers of macrophages from BALB/c mice with the same number of
bacteria as compared to the 100-fold or greater increase of bacteria in
macrophages from the A/J mice. This difference was not related to the presence
or absence of virulence factors in the L. pneumophila, since the same organisms
and the same culture conditions utilized with macrophages from both strains of
mice resulted in these differences. The only obvious difference was the sources
of macrophages, that is, a L. pneumophila resistant mouse strain vs a susceptible
strain. When ethanol was used at the same concentration used with the
macrophage from A/J mice, there was an increase rather than a decrease in
growth of bacteria in the cultures of macrophages from the BALB/c mice treated
with 0.1–0.5% (v/v) concentrations of ethanol. These concentrations of etha-
nol, which are significantly below the toxic levels to macrophages, increased
rather than decreased the ability of the cells to replicate bacteria. Such observa-
tions indicate that ethanol could suppress resistance mechanisms of the
macrophages to L. pneumophila growth otherwise in vitro in nonpermissive
macrophages and also suppress the ability of the bacteria to grow in normally sus-
ceptible mouse macrophages. These differences may reflect differences in the
nature of the macrophages from permissive vs nonpermissive individuals in
terms of replication of opportunistic microorganisms such as L. pneumophila,
which grows preferentially in macrophages.

Since macrophages from BALB/c mice, as well as from other nonpermissive
mice, do not permit significant replication of bacteria,(13) this may be due to an
innate inability of the phagocytic cells from these strains of mice to provide an
appropriate environment for growth of the bacteria because of nutritional
mechanisms or differences. Thus, macrophages from these nonsusceptible
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mouse strains evince a genetic predisposition to mount an inhibitory effect
against L. pneumophila growth.(17,18) It is therefore possible that metabolic path-
ways in macrophages directly related to antimicrobial activities could be affected
by alcohol treatment and thus result in inhibition of macrophage activity, permit-
ting greater bacterial replication. This is similar to the observation by Bermudez
and Young(10) that ethanol augments the intracellular survival of M. avium com-
plex in macrophage cultures. It seems likely from the similar studies with L. pneu-
mophila that ethanol treatment of macrophage cultures significantly alters the
ability of the cells to kill or inhibit growth of the microbes in vitro. Concentrations
of ethanol required for induction of macrophage dysfunction, however, are rela-
tively high compared with the concentrations of ethanol used for studies in vivo.
It seems clear that ethanol can induce a dysfunction of macrophages in terms of
growth of opportunistic bacteria like L. pneumophila in these cells.

4. ALCOHOL ON IN VITRO CYTOKINE RESPONSE OF
MACROPHAGES TO MICROBES

It has been known that prolonged and excessive consumption of alcohol
results in alterations of host immunity.(19) For example, impaired immunity in
alcoholics was reported with regard to both humoral immune mechanisms,
including antibody production,(20) and various aspects of cell-mediated immu-
nity, such as delayed-type hypersensitivity reactions(21,22) and lymphocyte pro-
liferative responses to mitogens.(8,23) Furthermore, studies with experimental
animals were shown that administration of alcohol markedly suppresses many
immune functions.(7,24–27) Such experimental studies suggest deleterious effects
of alcohol on the immune system. However, the direct effects of alcohol on
immune cells is not well understood due to the complexity of the immune
response system.

Determination of possible direct effects of alcohol on immune cells is 
essential for understanding the mechanism of immunodisturbance and higher
incidence of infections in alcoholics. Since macrophages play a pivotal role in the
generation of immunity to invading microorganisms, as well as in inflammatory
responses in general, the possible effect of alcohol on macrophages is critical to
an understanding of the mechanism of increased susceptibility of alcoholics to
infection. In this regard, there are many reports regarding alcohol effects in vitro
on monocytes/macrophages. For example, the in vitro exposure of human
monocytes to a single, short-term alcohol treatment results in decreased TNF
production capacity.(28–30) IL-1� and IL-6 production of monocytes, both at the
level of mRNA and protein secretion, are affected by ethanol treatment
in vitro.(31,32) The altered production of GM-CSF in human monocytes by ethanol
has also been reported.(28) Thus, it seems likely that alcohol can directly affect
cytokine production by monocytes/macrophages in vitro. However, the details of
alcohol effects on macrophages regarding immunomodulatory activity are still
unknown, since pathogen–macrophage interactions are complicated and not
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well understood. In this regard, our study concerning Candida albicans–
macrophage interaction in terms of cytokine and chemokine induction provides
a useful model for study of alcohol effects on immune cells.

4.1. A Model for Analysis of Cytokine and Chemokine 
Induction of Macrophages

C. albicans, a pathogenic yeast which causes candidiasis, including pul-
monary infection, has a relatively simple outer structure compared with other
microorganisms such as gram-negative bacteria. Mannan is a major component
of Candida cell wall and, as shown by our study,(33) causes cytokine induction by
Candida attachment to macrophages, which might be a useful model for analysis
of alcohol effects on immune cells.

When mouse macrophages were stimulated with C. albicans in the presence
of cytochalasin D, which prevents uptake of microorganisms by macrophages
but permits the attachment of the microbes to the macrophages,(34) increased
steady-state levels of cytokine (IL-1�, IL-6, and GM-CSF) and chemokine (MIP-
1�, MIP-2, and KC) mRNAs were measured by quantitative RT-PCR (Fig. 1).
These data indicate that Candida attachment to macrophages is sufficient to
generate signals for increasing cytokine and chemokine messages, as observed
for other pathogens.(34)

164 Y. YAMAMOTO AND H. FRIEDMAN

FIGURE 1. Levels of cytokine and chemokine mRNAs in macrophages incubated with or 
without C. albicans as determined by quantitative RT-PCR. Macrophages were pretreated with
cytochalasin D for 30 min and then incubated with or without C. albicans for 1 hr in the presence
of cytochalasin D. The ratio of yeast cells to macrophages was 1 : 10. Each bar represents 
the mean (error bar indicates � standard error) for three experiments. ■, Control; , with 
C. albicans; *, P � 0.05 compared with control group. From ref. [33].



4.2. Different Receptor/Signaling Pathways Involved in
Chemokine/Cytokine Induction by Candida Attachment

The analysis of the receptor/signaling pathways involved in cytokine and
chemokine induction by Candida attachment on mRNA induction utilizing 
3�-methyl-D-mannoside (�MM), which has a high affinity for carbohydrate–
protein interaction, especially in mannose related interactions, as well as protein
kinase inhibitors, showed that cytokine- and chemokine-inducing systems,
including ligand/receptor interactions, by Candida attachment are different.
That is, �MM treatment markedly reduced the induction of cytokine (GM-CSF)
mRNA by Candida attachment, but induction of chemokine (MIP-2) mRNA was
not affected. Studies using protein kinase inhibitors showed that the GM-CSF
inducing pathway is calmodulin and myosin light chain kinase dependent, but
the MIP-2 pathway is not (unpublished data).

4.3. Receptors in Cytokine and Chemokine Induction

Since �MM has a strong inhibitory effect on cytokine mRNA induction, the
possible involvement of the mannose receptor in cytokine and chemokine
induction was examined using the antisense oligonucleotide technique.
Treatment of macrophages with the antisense phosphorothioate oligodeoxyri-
bonucleotides (20 bp) of mannose receptor, which hybridized to the 3�-untrans-
lated region, 4801–4820 of mannose-receptor mRNA, showed the best result
among six different antisense oligonucleotides tested, including the initiation of
translation region. There was a significant decrease of mannose-receptor expres-
sion and functional activity measured by western blotting and 125I-labeled
mannose-BSA uptake, respectively. When mannose receptor downregulated
macrophages were stimulated with Candida in the presence of cytochalasin D,
induction of cytokine mRNAs, such as IL-1�, IL-6, and GM-CSF, was markedly
reduced compared with normal macrophages stimulated with Candida. In con-
trast, chemokine mRNAs, such as MIP-1�, MIP-2, and KC, were not affected by
the mannose-receptor downregulation. These data clearly showed that cytokine
induction by Candida attachment is mediated by mannose receptor, but
chemokine induction is not.(33) On the other hand, inhibition of chemokine
induction, not cytokine induction, with scavenger receptor inhibitors, such as
dextran sulfate, fucoidan, and poly (I), indicates a possible involvement of 
scavenger receptor in chemokine induction by Candida attachment.

4.4. Effect of Ethanol on Cytokine and Chemokine Induction

Treatment of macrophages with 100 mM ethanol (1 hr pretreatment 
and 1 hr post-Candida stimulation) showed marked inhibition of GM-CSF and 
IL-6 mRNA induction by Candida attachment, but inhibition of MIP-1� and
MIP-2 mRNA induction was minimum (Fig. 2). This selective inhibition of cyto-
kine mRNA induction was also observed when L. pneumophila was used as an
infectant. A dose response study of ethanol (25–500 mM) on GM-CSF mRNA
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induction by L. pneumophila attachment to macrophages showed that even
50 mM ethanol inhibited the induction of GM-CSF mRNA (Fig. 3).

The results obtained by studies mentioned above showed that (1) Candida
attachment to macrophages induces increased levels of cytokine and chemokine
mRNA, which are mediated by both a mannose-receptor/signaling pathway for
cytokine and a scavenger receptor/signaling pathway for chemokine, respec-
tively. (2) Alcohol treatment of macrophages induces a selective inhibition of
cytokine mRNA increase by both Candida and Legionella attachment. That is,
target site(s) of alcohol in macrophages may be common in cytokine induction
between Candida and Legionella attachment, such as activation of a transcrip-
tion factor and/or other factors involved in signal transduction. Cytokine 
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FIGURE 2. Cytokine and chemokine induction by Candida attachment to macrophages.
Thioglycolate-elicited mouse (BALB/c) peritoneal macrophages were pretreated with 1 �g/ml of
cytochalasin D for 30 min and then stimulated with Candida in the presence of cytochalasin D
for 1 hr. The ratio of yeast cells to macrophages was 1 : 10. Total RNA was isolated and subjected
to quantitative RT-PCR. Data normalized relative to an endogenous standard (�2-microglobu-
lin, BMG) by comparing the ratios of PCR products and expressed as cytokine or chemokine 
levels/BMG level.

FIGURE 3. Effect of ethanol treatment on GM-CSF mRNA levels induced by L. pneumophila
attachment to macrophages. Macrophages were treated with various concentrations of ethanol
for 1 hr and then stimulated with bacteria in the presence of cytochalasin D and ethanol for 1 hr.
Total RNA was isolated and subjected to quantitative RT-PCR. Data normalized relative to an
endogenous standard (�2-microglobulin, BMG) by comparing the ratios of PCR products and
expressed as cytokine or chemokine levels/BMG level.



induction by Candida attachment is mediated by mannose receptors, but
Legionella attachment may be mediated by a different receptor, because our
study showed that flagella (flagellin protein polymer) is one of the major bacter-
ial ligands for induction of cytokine, but not chemokine, by gram-negative
bacteria attaching to macrophages.(35) Since it has been demonstrated that
induction of cytokine messages, including IL-1�, IL-6, and GM-CSF, is regulated
by a common transcription factor, NF
B, it seems likely that such a common
nuclear transactivating factor or other common pathway between different
receptor-mediated cytokine induction, which is not shared with chemokine
induction, may be a target site of alcohol.

5. CONCLUSION

The studies to date suggest that alcohol is one of the many agents with low or
negligible toxicity which can alter the ability of a host to resist an opportunistic
infection caused by an organism, such as L. pneumophila. In all probability, an
individual with a fully competent immune response system, and evincing normal
resistance mechanisms would probably not be susceptible to infection with a par-
ticular pathogen, such as L. pneumophila. However, an individual who is already
immunocompromised due to concomitant or preexisting infection with an
immunosuppressive virus such as HIV or other microbes may be more suscepti-
ble to an opportunistic pathogen when exposed to a drug of abuse, including
alcohol, which has the potential of dysregulating immunity. Obviously more
studies should be performed since there are now many tools available to exam-
ine the nature and mechanism of resistance to microorganisms at the subcellular
and genetic level.
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14

Brucella Infection and 
Ethanol
ZEKI YUMUK

Ethanol exposure adversely affects the infection of rats caused by Brucella 
melitensis(1) and brucellosis therapy may be ineffective (unpublished result). 
An understanding of the interaction between ethanol and Brucella infection is
crucial. Not only will it augment our knowledge of how the brucellosis is affected
by the chronic ethanol consumption, but it may also lead to new sights on the
therapy of brucellosis.

1. BRUCELLA INFECTION

Brucellosis is a zoonotic infection of domesticated and wild animals, caused
by organisms of the genus Brucella. Human infection by Brucella spp. still consti-
tutes an important health problem in many countries and in some developed
areas of the world. The organism infects mainly cattle, sheep, goats, and other
ruminants in which it causes abortion, fatal death, and genital infection.
Humans, who are infected incidentally by contact with infected animals or inges-
tion of dairy foods, may develop numerous symptoms in addition to the usual
ones of fever, malaise, and muscle pain. Disease frequently becomes chronic and
may relapse, even with treatment. This infection is considered to be a problem,
because Brucella abortus vaccines do not protect effectively against B. melitensis
infection.(2) Moreover, the ease of transmission by aerosol suggests that Brucella
organisms might be a potential candidate for use as a biological warfare agent.(3)
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The main pathogenic species worldwide are B. melitensis and B. abortus. The
true incidence of human brucellosis is unknown. Reported incidence in
endemic disease areas varies widely, from �0.01 to 	200 per 100,000 popula-
tion.(2) The disease exists worldwide, especially in the Mediterranean basin, the
Arabian Peninsula, the Indian subcontinents, part of Mexico, and Central and
South America. Prevention of human brucellosis depends on the control of 
the disease in animals. The greatest success has been achieved in eradicating the
bovine disease, mainly in industrialized countries. B. melitensis infection has
proven more intractable, and success has been limited.(2)

Brucellae are small, nonmotile, nonsporulating, nontoxigenic, nonferment-
ing, aerobic, Gram-negative coccobacilli that may, based on DNA homology, 
represent a single species.(4,5) However, they are classified into seven species
according to antigenic variation and primary host: B. melitensis (sheep and
goats), Brucella suis (hogs), B. abortus (cattle), Brucella ovis (sheep), Brucella canis
(dogs), Brucella neotomae (wood rats), and Brucella maris (marine mammals). 
B. abortus and B. canis tend to produce mild diseases with rare suppurative com-
plications. B. melitensis, the most common cause of brucellosis, also causes severe
diseases with a high incidence of serious complications.

Brucella can enter a mammalian host through skin abrasions or cuts, the 
conjunctiva, the respiratory tract, and the gastrointestinal tract. In the gastroin-
testinal tract, the organisms are phagocytosed by M cells, from which they gain
access to the submucosa. Organisms are rapidly ingested by polymorphonuclear
leukocytes, which generally fail to kill them, and are also phagocytosed by
macrophages, which traffic to lymphoid tissue draining the infection site, and
may eventually localize in lymph nodes, liver, spleen, mammary glands, joints,
kidneys, and bone marrow. Survival in macrophages, considered to be responsi-
ble for the establishment of chronic infections, allows the bacteria to escape the
extracellular mechanisms of host defense, such as complement and antibodies.

The clinical picture in human brucellosis can be misleading. The spectrum
of human brucellosis ranges from subclinical to chronic. Symptoms are non-
specific, usually occurring within 2–3 weeks of inoculation. The onset of disease
is insidious in approximately one half of cases. Chronically infected patients 
frequently lose weight. Symptoms often last for 3–6 months and occasionally for
a year or more. Physical examination is usually normal, despite the occurrence
of hepatomegaly, splenomegaly, or lymphadenopathy. Poor diagnosis and treat-
ment may result in serious, sometimes life-threatening complications such as
spondylitis, infectious endocarditis, and encephalitis.

When the disease is considered, diagnosis is usually made by serology.
Although a number of serological techniques have been developed and tested,
the tube agglutination test still remains the standard method. The tube aggluti-
nation test does not detect antibodies to B. canis. In addition to serologic testing,
diagnosis should be pursued by microbiologic culture of blood or body fluid
samples. Because it is extremely infectious for laboratory workers, the organism
should be subcultured only in a biohazard hood.

Therapy with single drug has resulted in a high relapse rate, so combined
regimens should be used. Antimicrobial therapy of brucellosis relieves 
symptoms, shortens the duration of illness, and reduces the incidence of 
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complications, some of which can be life threatening. The treatment recom-
mended by the World Health Organization for acute brucellosis in adults is
rifampicin 600–900 mg and doxycycline 200 mg daily for a minimum of 6 weeks.
Some still claim that the long-established combination of intramuscular strepto-
mycin with an oral tetracycline gives fewer relapses.(6) In vitro antimicrobial
susceptibility tests reveal that a variety of agents have activity against Brucella.(7)

Since brucellosis is an intracellular infection, the use of in vitro susceptibility tests
for B. melitensis may not accurately predict the therapeutic results in human
infections.(8)

2. THE EFFECT OF LONG-TERM ETHANOL FEEDING

Infections, neoplasm, and chronic liver injury are common causes of mor-
bidity and mortality in alcoholics, and all these may be related to an underlying
altered immune response.(9) With respect to infections, it is generally thought
that immunodeficiency caused by alcohol abuse is the major factor. Alteration in
innate immunity and adaptive immune responses after alcohol use can lead to
decreased host defenses and increased susceptibility to infections.(10) Once such
infections develop, they are usually more severe, and some are associated with 
a higher mortality than that found in the nonalcoholic population.(11)

Animal models of infections in the presence or absence of ethanol exposure
have demonstrated a number of important findings. Ethanol exposure adversely
affects the infections of experimental animals caused by bacteria such as Listeria
monocytogenes,(12) Streptococcus pneumonia,(13) Legionella pneumophila,(14) Mycobacterium
avium complex.(15)

The observations using the model described previously (1) are consistent
with an alcohol-induced increase in host susceptibility to Brucella infection. It was
found that the chronically ethanol-receiving rats exposed to B. melitensis infec-
tion had significantly (p � 0.01) greater number of B. melitensis in their spleen
and liver than the rats in the control group (Fig. 1). However, although there was
a moderate relationship between the amount of ethanol consumption and the
number of B. melitensis in spleen (r 
 �0.062, p 	 0.05), it was considered
insignificant (Fig. 2). There were no physical signs of infection observed in rats
after they were challenged by B. melitensis. In order to show any possible enlarge-
ment of spleen and liver, the organs to body weights ratio was calculated. There
were no significant differences found for the spleen (p 
 0.204) and liver
(p 
 0.977)—body ratio between groups.

Host resistance to intracellular parasites is associated with the development
of cell-mediated immunity and activation of macrophages to resist intracellular
bacterial replication. Both phenomena are controlled by the production
cytokines, which occur during infection. Among these cytokines, gamma inter-
feron is a macrophage-activating factor which was shown to activate rodent
macrophages to resist Brucella in vitro or in vivo.(16) Of particular interest is the
observation that alcohol use decreases Th1 cytokine levels and responses, and
increases Th2 cytokine levels.(17) Therefore, ethanol predominantly impairs
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FIGURE 1. Eltanol-receiving rats exposed to B. melcitensis infection.

FIGURE 2. Relationship between the amount of ethonol consumption and the B. melitensis in
spleen.



the ability of mononuclear phagocytes to control the growth of the intracellular
organisms.(18) The increase of Brucella numbers in the host is mainly due to their
ability to avoid the killing mechanisms and proliferate within macrophages like
other intracellular pathogens. It has also been shown that the neutrophils of
alcohol-fed rats phagocytosed bacteria efficiently, but they do not kill all strains
of pneumonia-causing bacteria with normal effectiveness.(19,20)

The animal model, which mimics human brucellosis, was developed and
used to study the efficacy of various antibiotics in the treatment. The criteria for
therapeutic efficacy in brucellosis animal models are: cure documented by the
sterilization of the animals’ spleen or reduction of viable counts of Brucella cul-
tured from the homogenized spleens.(21) The studies employed the same model
using mice. In the study of Brucella infection and ethanol, the same basic model
was followed with the exception that rats were used instead of mice. According to
some authors, reduction in spleen weights is also a criterion for the therapeutic
efficacy. In contradiction to the findings of Philippon and coworkers,(22) the dif-
ference in experimental animals may account for the fact that weight loss and
massive splenomegaly were not prominent features of disease activity in the
control mice reported from other studies.(8,21,23) Therefore, the insignificant 
difference that is found for the spleen and liver—body ratio between groups 
of Brucella infection controls and those given ethanol—does not rule out the
severity of infection in ethanol-treated rats.

The Brucella infection and ethanol model of rats offer a means to study 
host response to infection under controlled conditions so that associated risk 
factors can be assessed and modulating influences (i.e., malnutrition, gender
difference) can be studied.

3. EFFICACY OF COMBINATIONS OF DOXYCYCLINE
AND RIFAMPICIN

The Brucella infection and ethanol model of rats was followed with adding
brucellosis treatment procedures. The efficacy of combination of doxycycline
and rifampicin in the therapy of ethanol-treated rats was evaluated. The drugs
were administered intragastrically starting on day 7 following B. melitensis inocu-
lation. Antibiotic dosage was selected on the basis of previous experimental
data.(8,21) in which 6 mg/kg/day of rifampicin and 10 mg/kg/day doxycycline
were shown to cause a complete cure when administered singly and a linear dose
response cure was demonstrated.

A comparison of rat weights, spleen weights, and the ratio of the two did not
reveal any consistent pattern. These data are not addressed as parameters of
therapeutic outcome. The ranges of blood antibiotic levels obtained at various
times in random samplings during antibiotic therapy varied. During therapy,
maximal, minimal, and mean blood antibiotic levels in relation to the respective
MICs for drugs were consistently high. Blood antibiotic levels for both agents
were sustained at therapeutic levels (24 hr for doxycycline and 48 hr for
rifampicin) following a single intragastric administration.
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A combination of doxycycline (10 mg/kg/day) rifampicin (6 mg/kg/ day)
administered intragastrically for days sterilized 64.7% of the spleen of alcoholic
rats (unpublished results). Despite the availability of many antibacterial agents,
the complete cure of infection with prevention of frequent relapses is still an
unattainable goal. The treatment of brucellosis complication such as meningitis
and endocarditis pose special problems, and there is no unanimity of opinion
regarding the optimal regimen. No satisfactory vaccines against human brucel-
losis are available and worldwide brucellosis remains a major source of disease in
humans and domesticated animals.(2) In humans, the disease is severe, and
without effective treatment, the disease might lead to a fatal outcome. Since
the clinical picture in human brucellosis can be misleading and ethanol 
abuse is a serious health problem, much attention should be paid to these two
intersecting groups.

To eradicate human brucellosis, control of brucellosis in agricultural 
animals is crucial because of the zoonotic aspects of this infection. Current
knowledge on the dissemination of brucellosis considers human-to-human
transmission insignificant. However, because of the significances of human
transmission, the hope of eradication of brucellosis is problematic. Currently
mice are used as animal models for brucellosis and molecular genetic tools for
Brucella are available, providing efficient experimental tools to investigate bac-
terial pathogenesis and host immune response for the development of vaccine
strains. Novel Brucella vaccine strains must be made based on an insightful
understanding of bacterial pathogenesis and host immunity. Therefore, genera-
tion of live, attenuated strains based on host–pathogen interactions is being
explored in combination with rapid and effective methods to detect attenuation
in Brucella strains.(24)

Further research will undoubtedly develop improved diagnostic methods,
immunizing agents, and treatment regimens. Consideration of immunodefi-
ciency state such as alcoholism in the treatment of brucellosis may decrease the
prevalence of complications and lead to effective treatment regimens.
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Alcohol, Infection, 
and the Lung
PING ZHANG, GREGORY J. BAGBY, JAY K. KOLLS, 
LEE J. QUINTON, and STEVE NELSON

1. INTRODUCTION

Alcohol abusers are susceptible to a wide range of infectious diseases, particu-
larly pulmonary infections. Factors that contribute to the development of pul-
monary infections in alcohol-abusing patients include the loss of protective
barriers in the respiratory tract, aspiration of oropharyngeal contents, nutri-
tional deficiencies, liver disease, and inhibition of the immune defense system.
In recent years, human immunodeficiency virus (HIV) infection has become
epidemic. Individuals, especially young people, who abuse alcohol and other
substances, are at significant risk for HIV infection. Studies have shown that as
many as 82% of HIV-infected individuals consume alcohol, with 41% classified as
alcoholics.(1) Alcohol may increase susceptibility to HIV infection and/or disease
progression. Alternatively, the immune system of the alcohol-consuming patient
may become further compromised by HIV infection. This chapter discusses 
the complex host–pathogen interactions in the airways with an emphasis on 
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how alcohol consumption adversely affects immune defense mechanisms and
predisposes the host to infections. New immunomodulatory strategies for
improving host defense function in alcoholic patients will also be discussed.

2. EPIDEMIOLOGY AND CLINICAL MANIFESTATIONS

Benjamin Rush, the first Surgeon General of the United States, published
An Inquiry Into the Effects of Ardent Spirits Upon the Human Body and Mind in 1785,
in which he noted that alcoholics were vulnerable to yellow fever, tuberculosis,
pneumonia, and abscesses.(2) In 1905, Sir William Osler remarked that alcohol
abuse was “perhaps the most potent predisposing factor to lobar pneumonia.”(3)

Shortly later, Capps and Coleman studied the influence of alcohol on the prog-
nosis of pneumonia in a group of hospitalized patients and showed that the mor-
tality rate of pneumonia was more than twice as high in alcoholics compared to
nonalcoholics.(4) Since then, studies have consistently demonstrated that alcohol
abuse increases the incidence and severity of pulmonary infections. A large num-
ber of studies have been carried out in various medical settings and patient pop-
ulations. One study of 1,722 alcoholic patients in Oslo during the years of
1925–40 reported that the age-specific death rates caused by pneumonia were
more than three times greater in alcoholics compared to those in the general
population.(5) Similarly, another study of 1,298 patients treated for lobar pneu-
monia from 1927 to 1935 showed that the mortality rate in alcoholics was approx-
imately twice that of nonalcoholic patients.(6) In 1972, Schmidt and De Lint
reported an investigation of 6,478 alcoholic patients treated at the Toronto
Clinic of the Addiction Research Foundation during a 14-year period. The mor-
tality rates of pneumonia in alcoholic men and women in this series were 3-fold
and 7-fold greater, respectively, in comparison to those in the general population
of Ontario.(7) More recently, Fernandez-Sola reported a two-phase study in a
group of middle-aged patients.(8) Among the risk factors analyzed, high alcohol
intake was the only independent risk factor for community-acquired pneumo-
nia. Alcoholic patients with pneumonia showed more severe clinical symptoms,
required a longer duration of intravenous antibiotics and longer hospital stays,
had more multilobar involvement and pleural effusions, as well as slower resol-
ution of pulmonary infiltrates. In addition, high alcohol intake was the only
prognostic factor for mortality. A cohort study of 23,198 pneumonia patients hos-
pitalized in 1992 has shown that for pneumonia cases with an alcohol-related
diagnosis, risk-adjusted hospital charges were higher, length of hospital stay was
longer, and intensive care unit use was more frequent.(9) Another recent study on
patients with severe community-acquired pneumonia presenting in septic shock
reported that alcohol abuse predisposes patients to pulmonary infections with
Pseudomonas aeruginosa and Acinetobacter species, both of which are frequently
fatal (82%). Musher et al. reported a prospective study analyzing predisposing
factors for pneumococcal pneumonia with and without bacteremia.(10) The
results showed that although the mean number of predisposing factors was
greater among bacteremic patients than nonbacteremic patients, only alcohol
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consumption was significantly more common in patients with bacteremia.
Alcohol abuse has also been shown to be a significant risk factor for hospital-
acquired pneumonia. In 2000, Everts and colleagues reported a 1-year prospec-
tive study of consecutive patients hospitalized for general medical and surgical
diseases.(11) Nosocomial pneumonia developed in 126 patients representing 
6.1 per 1,000 admissions. Fourteen patients (11%) died as a consequence of
pneumonia. Alcohol excess was identified as one of the most powerful predictors
of a fatal outcome by univariate analysis.

Bacterial pneumonias of all types including Gram-positive and Gram-
negative, aerobic and anaerobic, as well as mycobacterial infections are more
common in alcoholics compared to nonalcoholics. Alcohol abusers are also sus-
ceptible to lung infections caused by “atypical pathogens,” fungi, and viruses.
Clinical features of pulmonary infections in alcoholic patients are similar to
those in the general population, except for a younger age of occurrence, more
severe symptoms, a higher incidence of complications, more frequent recur-
rence, greater likelihood of developing infection with resistant pathogens, and
poorer outcomes. Alcoholic patients with cirrhosis or bone marrow suppression
have the poorest prognosis. Among all bacterial pneumonias, Streptococcus
pneumoniae has been reported to be the most frequent pathogen in the general
population as well as in alcohol abusers. Hemophilus influenzae and Klebsiella
pneumoniae are also frequent pathogens causing pneumonias in alcoholic
patients. Pulmonary infection caused by K. pneumoniae is usually life threatening
and associated with a high frequency of complications and death. Alcoholic
patients have been reported to have a high incidence of pulmonary infections with
P. aeruginosa and Acinetobacter species which frequently result in death. Anaerobic
lung infections with Fusobacterium nucleatum, Bacteriodes melaninogenicus, and
Bacteriodes fragilis are frequently observed in alcoholic patients.(12) In fact, studies
have shown that about 30% of all anaerobic pulmonary infections occur in 
heavy alcohol consumers.(12,13) Clinical presentations of anaerobic lung infec-
tion include simple pneumonitis, necrotizing pneumonia, lung abscess, and
empyema.(12)

The incidence of pulmonary tuberculosis is significantly higher in alcohol
abusers than in the general population. Alcoholic patients with pulmonary
tuberculosis usually have more extensive disease at the time of initial diagnosis.
Consistent with the severity of the disease, alcoholics have a higher risk of death
during the initial hospitalization. Addiction to alcohol is an independent risk fac-
tor for mortality in tuberculosis patients. A recent study of 1,493 tuberculosis
patients showed that patients who used alcohol excessively were at increased risk
of hospitalization during treatment.(14) Lack of patient compliance is a signifi-
cant problem for the effective treatment of tuberculosis in these patients. High
rates of relapse and the development of multiple drug-resistant strains are com-
mon in this population. The HIV epidemic, especially among substance abusers
and alcoholics, has played an important role in the worldwide resurgence of
tuberculosis during the last two decades.

Opportunistic pathogens including Pneumocystis carinii are a common cause
of pulmonary infections in immunocompromised hosts. The etiological signifi-
cance of these opportunistic pathogens in alcohol-abusing patients has come to
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attention recently because of the high rate of HIV infection in this patient 
population. P. carinii pneumonia usually occurs in patients with compromised
cell-mediated immunity and is one of the most common pulmonary complica-
tions in HIV-infected individuals. Alcohol is immunosuppressive and exerts
adverse effects on cell-mediated immunity. Experimental studies have shown
that mice on a chronic alcohol-containing diet have a significantly increased rate
(greater than 60% in the alcohol-fed group vs none in control group) of P. carinii
infection in the lung following an intrapulmonary challenge with this
pathogen.(15) In the clinic, P. carinii pneumonia has been observed in patients
with alcoholic hepatitis and cirrhosis in the absence of HIV infection.(16)

3. HOST DEFENSE MECHANISMS IN THE AIRWAYS

The human respiratory tract possesses a sophisticated defense system which
effectively protects the host from invading pathogens. This system includes both
innate (nonspecific) and acquired (specific) immune defenses. Innate defense
primarily consists of structural defenses, antimicrobial molecules generated in the
airways, and phagocytic defenses provided by the resident alveolar macrophages
and the polymorphonuclear leukocytes (PMNs) that are recruited into the lung in
response to pulmonary infection. Mechanical host defenses include the structural
barriers in the respiratory tract and mucociliary blanket lining the surface of the
airways. Mucins in the mucociliary fluid trap airborne particles and microorgan-
isms. The mucus containing trapped particles and microbes are propelled to the
oropharynx by ciliary movement. Coughing is an important mechanical defense
mechanism responsible for clearing secretions from the airways. Particles less than
5 �m in diameter can bypass these defenses and gain access to the alveolar space.
This is particularly relevant in the pathogenesis of pulmonary infection as most
bacteria and mycobacteria are within this size range. Airways also produce a variety
of antimicrobial molecules which either possess direct antimicrobial activity or
facilitate the elimination of infectious pathogens by phagocytes. These include
lysozyme, complement, immunoglobulin A and G, fibronectin, lactoferrin, trans-
ferrin, lipopolysaccharide-(LPS)-binding protein, defensins, cathelicidins, and
collectins.

In the terminal airways, alveolar macrophages constitute the first line of phago-
cytic defense. These cells reside in the alveolar space and are avidly phagocytic. 
They are responsible for the clearance of small loads of pathogenic organisms to
maintain the sterility of the lung. Certain microorganisms, such as Mycobacterium
spp. and Legionella spp., are resistant to the microbicidal activities of alveolar
macrophages and are capable of replicating intracellularly. The eradication of
these pathogens requires the involvement of other immune defense mechanisms
such as cell-mediated immunity. In the event that the invading pathogens are too
virulent or the inoculum is too large, alveolar macrophages are capable of generat-
ing numerous mediators that orchestrate the recruitment of PMNs from the 
systemic circulation into the alveolar space. These recruited PMNs provide auxil-
iary phagocytic defenses and reinforce the immune response against offending
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pathogens. Alveolar macrophage-derived substances capable of eliciting PMN
migration into the airways include chemotactic peptides such as interleukin-8 
(IL-8), macrophage inflammatory protein-2 (MIP-2), and other CXC chemokines,
complement fragments including C3a and C5a, and arachidonic acid metabolites
such as leukotriene B4.

Cytokines are important mediators responsible for communication
between alveolar macrophages and other cellular components of the immune
system. They can be divided into proinflammatory and anti-inflammatory
subgroups, both of which function critically in the regulation of the pulmonary
host defense response including the initiation, localization, reinforcement, and
ultimate resolution of the response.

Proinflammatory cytokines that play an important role in pulmonary host
defense include tumor necrosis factor-� (TNF-�), IL-8, IL-12, MIP-2, granulocyte
colony-stimulating factor (G-CSF), and interferon-� (IFN-�). TNF-� has been
designated as an early-response or “alarm” cytokine. It is rapidly produced by
alveolar macrophages following exposure to infectious agents. TNF-� activates
phagocyte functional activities and stimulates the release of other cytokines
and chemokines by different types of pulmonary cells including alveolar
macrophages and epithelial cells. CXC chemokines, including IL-8 and MIP-2,
account for the major chemotactic activity in the alveolar space for PMN recruit-
ment. In addition, CXC chemokines enhance PMN activities including the
expression of surface receptors, phagocytosis, and generation of reactive oxygen
species. IL-12 promotes Th1-type immune responses and enhances cell-medi-
ated immunity against airway infections caused by viruses, mycobacteria, fungi,
and parasites. In addition, IL-12 promotes innate immunity in the lung against
bacterial pathogens in experimental models of infection. Patients with IL-12
deficiency develop recurrent pneumococcal pneumonia with sepsis and other
infections. G-CSF is a lineage-specific hematopoietic growth factor which selec-
tively stimulates the proliferation and maturation of myeloid progenitor cells to
PMNs. It plays a critical role in maintaining the normal blood level of PMNs and
is responsible for increasing the number of circulating PMNs during infection.
G-CSF also enhances the functional activities of PMNs including adhesion mole-
cule expression, chemotaxis, oxygen metabolism, phagocytosis, and intracellu-
lar bacterial killing. IFN-� exerts profound effects on various aspects of host
defense against a wide range of pathogens including viruses, bacteria, fungi, and
intracellular and extracellular parasites.(17) IFN-� enhances cytokine and
chemokine production by alveolar macrophages and other types of leukocytes.
It also stimulates the respiratory burst and release of lysosomal enzymes from
PMNs, and actively modulates antigen presentation, cell differentiation, and
cytotoxicity of immune effector cells.

In contrast to proinflammatory cytokines, anti-inflammatory cytokines
downregulate host immune responses. IL-10 is a representative of these media-
tors. IL-10 inhibits the production of many proinflammatory cytokines including
TNF-�, IL-1�, IFN-�, IL-12, MIP-2, and MIP-1�. IL-10 also suppresses the
functional activities of PMNs.(18) This cytokine may play an important role in
adjusting the intensity of the host response to an infection and mediating the
resolution of tissue inflammation once the infection is confined.
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One unique feature of the pulmonary host defense response is the selective
compartmentalization of certain cytokines and chemokines. Experimental 
studies have shown that intrapulmonary LPS or bacteria induce a rapid increase
of TNF-� and MIP-2 in the lung without an increase of these mediators in the sys-
temic circulation.(19–22) Similar observations have been reported in humans.
Patients with unilateral pneumonia have a compartmentalized inflammatory
response within the infected lung with localized production of TNF-�, IL-1, IL-6,
and IL-8.(23,24) We speculate that this selective increase in proinflammatory
cytokines is essential for localizing the inflammatory reaction within the infected
compartment. Interestingly, not all cytokines are compartmentalized. Intra-
pulmonary challenge with LPS or bacteria causes increases in G-CSF and
cytokine-induced neutrophil chemoattractant (CINC) in both the BAL fluid and
systemic circulation in animal models.(21,22,25,26) Whether a cytokine is compart-
mentalized or not most likely depends on its physiologic function. The increase
in serum G-CSF is pivotal for the production of PMNs from the bone marrow that
serves to reinforce the host defense response to infection. CINC has been shown
to activate PMNs and enhance their response to other chemokines.(27) The
decompartmentalization of these cytokines during infection is likely to be an
important mechanism by which they are able to reach the appropriate target
organ and exert their physiologic functions.

Although very few PMNs exist in the alveolar space in normal conditions,
large numbers of PMNs are maintained in the lung vasculature. The marginated
pool of PMNs in the pulmonary vasculature constitutes approximately 40% of the
body’s total PMNs.(28) Following an appropriate stimulus, PMNs migrate into the
alveolar space to reinforce phagocytic and bactericidal defenses. Intrapulmonary
challenges in animals with either bacteria or LPS elicit a rapid recruitment of
PMNs into the lung. By 3–4 hr after the challenge, PMNs may constitute 60–90%
of the total cells recovered by BAL. PMN activation also occurs during the recruit-
ment of these cells due to their exposure to a variety of proinflammatory
cytokines and mediators contained within the infected compartment. In addition
to the ingestion and killing of invading microorganisms, recruited PMNs may par-
ticipate in the regulation of the local host defense response by producing differ-
ent cytokines including TNF-�, IL-1�, IL-6, and MIP-2. PMNs also trap and
scavenge chemokines in the surrounding environment, which may play an impor-
tant role in the resolution of the inflammatory response in the lung.(29,30)

The acquired (or specific) immune defense system is well developed in the
human lung, and consists of both humoral and cellular immune components.
Specific immunity is the major host defense against pathogens that are able to
evade the innate immune defense system. Mounting an acquired immune
response in the lung involves a complex interplay between antigen-presenting
cells or accessory cells (such as dendritic cells and alveolar macrophages) and
lymphocytes (T and B lymphocytes). Antigen-presenting cells capture and
process antigen. The processed antigens together with class II major histocom-
patibility complex (MHC) molecules on the antigen-presenting cell surface are
then presented to CD4� T lymphocytes. The activated CD4� T lymphocytes
subsequently develop into specific helper T (TH) cells to produce various types
of cytokines. These cytokines play an essential role in mediating the proliferation

184 P. ZHANG ET AL.



and activation of immune effector cells including B lymphocytes and cytotoxic 
T lymphocytes (CTL). The pattern of cytokines produced by the TH cells deter-
mines the degree to which the humoral or cell-mediated branches of the
immune system are predominantly activated. In the lung, the major antigen-pre-
senting cells are dendritic cells. Alveolar macrophages are weak at presenting
antigens. It has been proposed that alveolar macrophages may play a role in
“antigen transfer.” Alveolar macrophages initially take up the antigen and then
transfer the processed peptides to dendritic cells for efficient presentation.(31)

Under certain conditions however, such as HIV infection, alveolar macrophages
have been shown to have an enhanced activity in stimulating T-cell prolifera-
tion.(32) Antigens in the alveolar space may either directly diffuse into regional
lymphoid tissues or be captured by antigen-presenting cells which then migrate
to regional lymph nodes. Within these regional lymphoid tissues, the primary
immune response is initiated and a large number of immune effector cells
including CTLs and antibody producing B cells are produced. The generated
effector B and T cells traffic back to the lung through the systemic circula-
tion and eventually reside in the interstitium and alveolar space by means of 
their homing mechanisms. Mounting a specific immune response to a new 
antigen takes place over a period of days to weeks. Memory B and T cells are also
created during this process. These memory cells can rapidly (hours to days)
organize a response when the host is subsequently exposed to the same anti-
gen.(31) Memory cells constitute the predominant type of lymphocyte residing 
in normal lungs.(33)

4. ALCOHOL AND PULMONARY HOST DEFENSE

Alcohol consumption impairs both innate and acquired immunity.
Inhibition of neutrophil function is one of the most extensively characterized
immune defects induced by alcohol. In 1938, Pickrell observed that rabbits
intoxicated with alcohol failed to mount an acute leukocytic response to pneu-
mococcal infection in the lung.(34) Since then studies on experimental animals
and human subjects have repeatedly shown that alcohol blocks tissue delivery of
PMNs during infection and inflammation. In 1964, Green and colleagues docu-
mented that pulmonary clearance of bacteria was suppressed by alcohol intoxi-
cation.(35) Two decades later, Astry and colleagues studied the relationship
between the alcohol-induced defects of PMN recruitment and pulmonary clear-
ance of bacteria.(36) In their studies, animals were challenged by aerosol inhala-
tion of either Gram-positive (Staphylococcus aureus) or Gram-negative (Proteus
mirabilis) bacteria in the presence and absence of acute alcohol intoxication.
Alcohol caused a dose-dependent inhibition of PMN recruitment into the alveo-
lar space following the bacterial challenge. In association with this impaired
PMN influx, pulmonary clearance of both the Gram-positive and Gram-negative
bacteria was suppressed by alcohol in a dose-dependent manner. Similar obser-
vations have been reported in various experimental models with intrapulmonary
challenges of different pathogens.
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PMN recruitment into tissue sites of infection and inflammation is a 
complex process involving the margination, adhesion, and transendothelial
migration of these phagocytes. An intricate interplay of various adhesion mole-
cules on the surface of both PMNs and the endothelium of the microvasculature
takes place during this multistep process. A high concentration of chemoattrac-
tants produced in the inflammatory tissue is pivotal in guiding PMN migration
from the vasculature into the infected site. Alcohol has been known to exert
inhibitory effects on several steps in this process. Normally, the expression of �2-
integrin adhesion molecules CD11b/CD18 on PMNs is rapidly upregulated
upon activation. CD11b/CD18 mediates PMN firm attachment to the endothe-
lium and their subsequent transendothelial migration. Alcohol inhibits upregu-
lation of CD18 expression on PMNs in response to inflammatory stimuli(37)

and suppresses PMN “hyperadherence” to endothelial monolayers following
appropriate stimulation.(38) Our studies have shown that alcohol intoxication
suppresses the upregulation of CD11b/c and CD18 expression on circulating
PMNs in animals challenged with systemic LPS.(39) Other investigators have 
also reported that alcohol causes a dose-dependent decrease in granulocyte
adherence, which correlates with the observed inhibition of PMN tissue delivery.

A normal PMN response to chemoattractants is essential for the directed
migration of these phagocytes. Alcohol has been shown to inhibit the PMN
response to chemoattractants. Experimental studies show that administration of
alcohol to rats results in a significant decrease in PMN chemotaxis to LPS-
activated normal rat serum.(40) PMNs from individuals who abuse alcohol also
exhibit a decreased chemotactic response. In patients with alcoholic cirrhosis,
LPS absorbed from the portal system may gain access to the systemic circulation
due to either the development of a shunt between these two systems or impaired
Kupffer cell function. This “spillover” of LPS into the systemic circulation may
induce a chronic inflammatory reaction in the host. Chemoattractants such as
CXC chemokines (IL-8) and complement fragments (C5a) are elevated in the
peripheral circulation of patients with alcoholic liver disease. The chronic in vivo
activation of PMNs has been postulated to account for the blunted response of
PMNs to chemoattractants in these hosts.

In contrast to the events that occur in chronic alcoholic patients, acute alco-
hol intoxication causes a profound inhibition of CXC chemokine production in
the lung during pulmonary infection and inflammation.(20,41) This inhibition
occurs at the level of both gene expression and protein production. Insufficient
production of chemokines in the alveolar space diminishes the chemotactic
gradient across the alveolar-capillary membrane. Thus, the signals that trigger
PMN migration into the infected focus are reduced.

PMN release from the hematopoietic tissue (bone marrow) in response to
bacterial infection is an important mechanism for recruitment of additional
phagocytic cells. Neither acute nor chronic drinking in a controlled environ-
ment affects PMN release from the bone marrow in response to appropriate
stimulation.(42) G-CSF stimulates myeloid progenitor cell proliferation to PMNs
and the release of PMNs from bone marrow to the peripheral circulation.
Certain CXC chemokines including IL-8 and MIP-2 may also promote bone
marrow granulopoiesis and the release of granulocytes. We, and others, have
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shown that G-CSF and CXC chemokine levels in the peripheral circulation
increase significantly during pulmonary infections. Alcohol intoxication
suppresses both the G-CSF and chemokine responses in experimental animals
challenged with either pulmonary or systemic bacterial pathogens.(20,43,44) Clini-
cal investigations have shown that a significant number of hospitalized alcohol-
abusing patients with infections present with granulocytopenia at admission,
which is a predictor of increased mortality.(45,46) Bone marrow examination has
shown a significant reduction in the number of mature granulocytes with vac-
uolization of myeloid progenitor cells in alcohol-abusing patients. Incubation of
bone marrow cells with alcohol at concentrations commonly observed in intoxi-
cated patients has been reported to suppress granulocyte colony formation.(47,48)

PMN functional activities are also affected by alcohol. In addition to the
inhibition of adhesion molecule expression and adherence of PMNs as men-
tioned previously, in vitro studies have shown that high concentration of alcohol
(	640 mg%) inhibits human PMN phagocytosis and intracellular killing of 
S. aureus.(49) Alcohol at clinically relevant levels inhibits fMLP-stimulated super-
oxide production by human PMNs in a dose-dependent manner. Degranulation
(elastase release) and bactericidal activity (killing of S. aureus) of human PMNs
are also inhibited by alcohol at concentrations between 0.2% and 0.3%.(50)

In vivo intoxication of animals with acute alcohol (blood alcohol concentration
of 50–100 mM) results in a significant inhibition of PMN phagocytic activity(41,51).
PMNs from alcohol intoxicated patients are reported to contain 31% less elas-
tase activity compared to those from normal individuals and produce 25–27%
less superoxide than controls in response to inflammatory stimuli.(52)

As described above, alveolar macrophages are the resident phagocytic cells
that respond to infectious challenges in the terminal airways. Activated alveolar
macrophages produce large amounts of TNF, which serves as a key step in trig-
gering the inflammatory response in the lung. Acute alcohol intoxication sup-
presses the pulmonary TNF response to bacterial challenges which is associated
with an inhibition of PMN recruitment into the alveolar space and clearance of
bacteria from the airways. This alcohol-induced inhibition of TNF production by
alveolar macrophages occurs at a post-transcriptional level. In alveolar macro-
phages recovered from rhesus macaques incubated with alcohol (100 mM) 
30 min before LPS stimulation, alcohol suppressed LPS-induced TNF protein
production by 84% and 70% at 2 and 8 hr, respectively, without affecting the
upregulation of TNF mRNA expression by these macrophages.(53) Exposure of
monocytes/macrophages to alcohol causes a significant increase in cell-associ-
ated TNF in these cells following LPS stimulation.(54,55) These studies suggest that
alcohol may impair mechanisms involved in the release of TNF from these cells.
In addition to a direct inhibition of proinflammatory cytokine production, alco-
hol may increase anti-inflammatory cytokine (IL-10) expression by human
monocytes, which has been postulated to be one mechanism underlying the
immunosuppressive effects of alcohol.(56) At the present time, it remains to be
determined whether alcohol exerts the same effect on alveolar macrophage pro-
duction of IL-10 and, thereby, modulates the pulmonary host defense response.

Macrophage mobilization, adherence, phagocytosis, superoxide production,
and microbicidal activity are inhibited by alcohol. These alcohol-induced defects
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of alveolar macrophage function diminish the capacity of these cells to contain
invading pathogens within the alveolar space. This effect of alcohol may be of
particular importance in tuberculosis where greater than 90% of inhaled
mycobacteria are normally ingested and destroyed by alveolar macrophages.(57)

The initial interaction of alveolar macrophages with this pathogen is critical for
eliminating the infection. Tubercle bacilli not killed by alveolar macrophages 
survive and proliferate intracellularly. Studies have shown that exposure to 
alcohol enhances intracellular growth of mycobacteria in human macrophages.

Alcohol consumption has also been shown to suppress acquired immune
defenses including both cell-mediated and humoral immunities. The ability to
develop delayed hypersensitivity skin test reactions to various antigens is usually
poor in alcohol-abusing patients. Exposure of human monocytes to alcohol sup-
presses their capacity to present antigen to T cells. Defective antigen presenta-
tion has also been observed in animals fed an alcohol-containing diet.(58)

Chronic alcohol abusers, especially those with liver disease, frequently develop
lymphopenia. Alcohol also suppresses lymphocyte blast transformation in
response to mitogen stimulation. Lymphocyte proliferative responses to specific
antibodies against T-cell receptors are blunted by alcohol.(59) Chronic alcohol
feeding results in atrophy of the thymus and spleen in experimental animals.
Chronic alcohol intoxication causes a significant reduction in absolute numbers
of CD4� T lymphocytes in experimental animals. In addition, T lymphocytes
isolated from alcoholic hosts have a diminished capacity to produce IFN-�, an
important cytokine that stimulates cell-mediated immunity.(60) Pulmonary
recruitment of both CD4� and CD8� T lymphocytes in response to P. carinii
infection in the lung is suppressed by alcohol consumption.(61,62) An increase in
plasma immunoglobulins has been observed in alcohol-abusing patients, espe-
cially those with alcoholic liver disease. These immunoglobulins do not appear
to be protective. Interestingly, the ability of developing specific antibodies
following new antigen challenges is impaired in animals chronically intoxicated
with alcohol. Since specific antibodies are important in protecting the host
against infections caused by certain bacterial pathogens, such as Streptococcus
pneumoniae, this defect may adversely affect the eradication of these pathogens in
patients with pneumonia.

In recent years, HIV infection has become a major public health problem.
Studies have shown a significant association between alcohol consumption and
the risk of being infected with HIV. One possible explanation for this association
is that alcohol consumption increases the likelihood of risky sexual behavior or
the incidence of exposure to HIV. At the present time, it remains to be defined
whether alcohol also increases the likelihood of disease transmission in individ-
uals exposed to HIV. Bagasra and colleagues reported that alcohol administra-
tion in HIV seronegative humans significantly increases HIV replication in
peripheral blood mononuclear cells (PBMC) when these cells are infected 
in vitro.(63) Reduction in CD8� lymphocytes secondary to excessive alcohol 
consumption may serve as one mechanism underlying this enhanced viral repli-
cation.(64) Saravolatz et al. have shown that alcohol added to CEM cells prior to
exposure to HIV stimulates production of p24 antigen.(65) Alcohol has also been
documented to selectively impair the in vitro antigenic proliferative response to
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HIV env-gag peptide and natural killer cell activity by lymphocytes obtained from
AIDS patients.(66)

HIV disease progression has been reported to be adversely affected by
alcohol consumption. Fong et al. described an alcohol-abusing patient who
developed accelerated disease progression to AIDS over a 3-month period.(67) In
addition, it has been shown that blood CD4� lymphocyte counts are increased
in alcohol-abusing HIV infected patients during alcohol withdrawal.(68) The
simian immunodeficiency virus (SIV) macaque model of HIV infection provides
an excellent means to study the interactions of alcohol and SIV infection in a
controlled and monitored environment. SIV consists of a group of lentiviruses
that are structurally, biologically, antigenically, and genetically related to HIV.
SIV has a similar tropism to infect CD4� cells resulting in acquired immuno-
deficiency that progresses to AIDS with the occurrence of opportunistic infections.
We have conducted a longitudinal study of 32 rhesus macaques. Chronic binge
administration of alcohol has been induced in these animals by infusing alcohol
or iso-caloric sucrose via a surgically implanted gastric catheter for 5 hr per day
for four consecutive days per week with a target blood alcohol concentration of
50–60 mM. In these animals, the plasma viral loads attained between 60 and 120
days postinfection are significantly higher in the alcohol treatment group. As in
humans infected with HIV, several studies have established the importance of
viral load during this period as a prognostic indicator of disease in the SIV-
macaque model.(69,70) Plasma viremia can be considered a crude reflection of the
overall level of viral replication in tissues in anatomic continuity with the plasma
compartment. The viral load at this point of time postinfection is known as the
“viral set point” and is reported to be the most reliable predictor of disease 
outcome in the SIV-macaque model. These observations suggest that alcohol
consumption alters host-HIV interactions which may accelerate disease progres-
sion. Pulmonary infections are among the most frequent complications in AIDS
patients. Studies examining the sequelae of bacterial pneumonia in our SIV-
infected alcoholic rhesus model are currently underway in our laboratory. 
A better understanding of the impact of alcohol abuse on HIV infection and its
relation to pulmonary immune defense will improve our knowledge about the
pathogenesis of infectious complications in the respiratory tract in these hosts.

5. IMMUNOMODULATION AND TREATMENT OF
PULMONARY INFECTIONS

At the present time, treatment of pulmonary infections in both alcoholic
and nonalcoholic patients primarily depends on antibiotic therapy. Since the
emergence of drug-resistant pathogens, antibiotic therapy is becoming more
problematic. Immunomodulation may be useful as adjuvant therapy in managing
pulmonary infections in alcoholics.

Alcohol inhibits the pulmonary innate immune response, especially the
recruitment of PMNs into the terminal airways, which is a major risk factor for
bacterial pneumonia. Strategies have been developed to augment pulmonary
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phagocytic defenses either by increasing the number and function of circulating
PMNs or enhancing chemotactic signals for PMN migration and activation in the
lung. Studies have shown that administration of exogenous G-CSF stimulates
PMN release from the bone marrow and augments PMN recruitment into the
lung in response to infectious stimuli. Subcutaneous injections of G-CSF 
(50 �g/kg) twice daily for 2 days results in a 7-fold increase in circulating PMNs
and 5-fold increase in PMN influx into the alveolar space in rats following an
intratracheal LPS challenge.(41) This enhanced PMN recruitment is not solely
driven by the increased number of circulating PMNs. G-CSF treatment also
upregulates PMN sensitivity to chemotactic signals.(29) Enhancement of 
pulmonary antibacterial defenses by G-CSF has been shown in rats infected with 
K. pneumoniae.(71) In these experiments, G-CSF augmented the pulmonary
recruitment of PMNs in infected control rats and significantly attenuated the
adverse effects of ethanol on PMN delivery into the infected lung. G-CSF also
enhanced the pulmonary clearance of bacteria in both control and ethanol-
treated rats and improved the survival of these animals. G-CSF has been shown to
attenuate the adverse effects of alcohol on many PMN functions, including the
expression of adhesion molecules and phagocytosis.(41,72,73)

In a clinical trial of 756 patients with community-acquired pneumonia,
subcutaneous injection of G-CSF (300 �g/day) to patients for up to 10 days
caused a 3-fold increase in the number of circulating PMNs.(74) G-CSF treatment
was well-tolerated by these patients. A faster resolution of X-ray abnormalities
and fewer complications including the adult respiratory distress syndrome and
disseminated intravascular coagulation were observed in patients treated with 
G-CSF. These clinical observations suggest that G-CSF may be useful in combina-
tion with antibiotics for the treatment of pulmonary infections in patients
immunocompromised by alcohol. However, further studies are needed to
support this indication.

IFN-� produced by T lymphocytes was initially identified as a peptide with
antiviral and antitumor activities. It is now known that IFN-� enhances host
defense against a wide profile of pathogenic organisms including viruses, bacte-
ria, fungi, and parasites. In vitro studies have shown that macrophages stimulated
by IFN-� are able to kill over three dozen different pathogens.(75) IFN-� adminis-
tration in conjunction with antibiotic therapy produces synergistic or additive
effects in the treatment of certain pathogens (S. aureus, P. carinii, and Cryptococcus
neoformans) that cause lung infections in immunocompromised hosts.
Intratracheal instillation or aerosol inhalation of IFN-� results in activation of
alveolar macrophages and augmentation of pulmonary microbicidal
activities.(28,76–78) We showed that administration of a recombinant adenoviral
vector encoding the murine IFN-� complementary DNA to rat lung produced
prolonged expression of biologically active IFN-� in the lung. Pulmonary TNF
production, PMN recruitment, and bactericidal activity were significantly
enhanced in these animals in both normal and alcohol-intoxicated hosts.(79,80)

Our recent studies have shown that intratracheal administration of IFN-� to rats
markedly enhances the pulmonary CXC chemokine response to a subsequent
LPS challenge.(81) IFN-� treatment also attenuates acute alcohol-induced
suppression of MIP-2 and CINC production in the lung following an intrapul-
monary LPS challenge.
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Clinical trials of IFN-� therapy in alcohol-abusing patients with infections
have not yet been undertaken. Previous studies have shown that IFN-� adminis-
tered either locally or systemically for the treatment of pulmonary and other
infections is well tolerated by patients. In patients with disseminated atypical
mycobacterial infection (M. avium complex), IFN-� treatment in combination
with anti-mycobacterial chemotherapy results in clinical improvement. The
treated patients rapidly cleared the infection and became afebrile.(82) Similar
results have been seen in patients with AIDS. In a clinical study of patients with
multidrug-resistant tuberculosis, aerosol administration of 500 �g IFN-� three
times a week for 1 month eradicated mycobacteria in sputum in all patients.(83)

Based on preliminary animal studies and the clinical data to date, such an
approach may be of benefit in patients immunocompromised by alcohol.

6. PERSPECTIVE

The function of the pulmonary host defense system is significantly compro-
mised by alcohol. This defect leads to an increased risk for developing a wide
spectrum of pulmonary infections. Bacterial pneumonia and other lung infec-
tions are more common and severe in individuals who abuse alcohol. Treatment
of these infections is usually problematic. Aggressive antimicrobial regimens, in
conjunction with immunotherapy, may provide a new approach in the manage-
ment of these infections in immunocompromised patients.
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neuroprotective effects of, 20
in AIDS patients, 13–14

relevant to AIDS/HIV infection, 15
Cannabinoid-selective receptor

antagonist (SR141716), 14
Cannabis sativa, 14
Cardiovascular disease, nicotine as risk

factor for, 79, 84–85
Caspases

in apoptosis, 82
nicotine-mediated inhibition of, 83, 

84–85
Cathelicidins, airway-produced, 182
CD4� T cell differentiation, 128–131

effect of endogenous opioids on, 
131–132

effects of morphine on, 132–136
adenyl cyclase supersensitization in,

133–134
clinical implications of, 135–136
CREB in, 134–135
cyclic AMP in, 132–134
on GATA3 expression, 130, 

131, 133
MAPK/ERK pathway in, 134–135
on T-bet expression, 130

GATA3 in, 129, 130–131, 133
interleukin-4 in, 128
model of, 129
STAT 4 in, 129
STAT 6 in, 129, 130–131
T-bet in, 128, 129–130
tetrahydrocannabinol-related

biasing of, 68
CD4� T cells

alcohol abuse-related decrease in, 188
alcohol withdrawal-related increase 

in, 189
cannabinoid receptor 2 mRNA

expression on, 15
delta opioid receptors on, 144, 145
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CD4� Th cells, in immune response 
to bacterial infections, 127–128

CD4� Th1 cells, in delayed
hypersensitivity, 128

CD8� T cells
alcohol abuse-related 

decrease in, 188
cannabinoid receptor 2 mRNA

expression on, 15
delta opioid receptors on, 144, 145

Cell-mediated immunity
definition of, 128
types of, 128

Central nervous system
nicotine accumulation within, 78
role in nicotine-induced

immunosuppression,
105–106, 107

Cervical cancer, nicotine as risk factor 
for, 86

CGPM-9, 152, 154
Chemokine receptors, effects of

opioids on, 112, 115–119, 150
opioid receptor function and,

115–119
heterologous and homologous

desensitization, 115–120
Chemokines

Candida-macrophage attachment-
mediated induction of, 
164–167

effect of alcohol on, 165–167
effects of opioids on, 112–115
nicotine-related impairment of, 84
opioid-mediated expression and, 

111–115
in pulmonary infections, 184,

186–187
Chemotaxis, opioid derivatives-

enhanced production of, 151–152
Chemotherapy, side effects of,

dronabinol treatment for, 14
Chickenpox, 36
Chlamydia pneumoniae infections, 87

nicotinic acetylcholine receptor-
mediated susceptibility to,
98–100

Chlamydia respiratory infections,
smoking-related acceleration of, 93

Cidofovir, comparison with
tetrahydrocannabinol, 43

Cigarettes, nicotine content of, 77
Cocaine, as HIV infection risk factor, 13
Cocaine withdrawal, effect on immune

responses, 1–11
hypothalamic-pituitary-adrenal axis

effects, 2, 4, 6, 7–8
lymphocyte proliferation response, 

3, 4, 5, 6
plasma corticosterone levels, 3, 5, 6,

7–9
stress-like effects, 6–8

Collectins, airway-produced, 182
Colon cancer, nicotine as risk factor 

for, 86
Complement, airway-produced, 182
Corticosteroids, nicotine-enhanced

production of, 78
Cough, as host defense 

mechanism, 182
CREB (cyclic adenosine 3’, 5’-

monophosphate response element
binding protein), 35, 36, 134

Cyclic adenosine 3’, 5’-monophosphate
(cAMP)
cannabinoid receptor-mediated

inhibition of, 15, 35, 36
response element binding

protein/activating transcription
factor (CREB/ATF), 35, 36

in Th2 effector cell differentiation,
132, 134

Cyclic adenosine 3’, 5’-monophosphate
response element binding protein
(CREB), 35, 36, 134

Cyclic adenosine monophosphate 3’, 
5’-response elements (CREs), 15,
37–38

Cyclin D3, 38
Cyclophosphamide, effect on amebic

neurological infections, 56–57
Cyclorphan, 153
Cytokine-induced neutrophil

chemoattractant, 184
Cytokine receptors, opioid peptide-

related modulation of, 150
Cytokines. See also specific cytokines

alcohol-related inhibition of, 163–167
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Cytokines. See also specific cytokines
Contd.

Candida-macrophage attachment-
mediated induction of,
163–167

anti-inflammatory, in pulmonary host
defenses, 183

cannabinoids-enhanced
production of, 15–20

cannabinoids-related
inhibition of, 68

effect of nicotinic acetylcholine
receptors on, 95–97, 98

nicotine-mediated production of,
80–81, 84

proinflammatory, in pulmonary host
defenses, 183, 184

pulmonary
effector cell-mediated activity of,

184–185
in pulmonary host defenses, 

183, 184
role in infection, 127–128
tetrahydrocannibinol-related

inhibition of, in HIV infection, 20
Cytomegalovirus, 37
Cytotoxic T lymphocytes

in cell-mediated immunity, 128
pulmonary, 184–185

D
Defensins, airway-produced, 182
Delayed-type hypersensitivity

CD4� Th1 cells in, 128
in leprosy, 135

Dementia, AIDS-related, 21
cannabinoids treatment of, 14
nitric oxide in, 22

Dendritic cells, 22–23
pulmonary, 184–185

Dexamethasone, apoptosis-inducing
activity of, 82, 83, 84, 85

1,1-Dimethyl-4-phenylpiperazinium
iodide (DMPP), 96–97, 98, 99

Dopamine, nicotine-enhanced
production of, 78, 79

Doxycyclizine, as brucellosis treatment,
173, 175–176

Dronabinol (Marinol), 14, 15

Drug abuse, as AIDS risk factor, 2
Dynorphins, functions of, 112

E
Elongation factor, 38
Encephalitis

amebic, 51–52
effect of cannabinoids on, 55–59
granulomatous, 51, 53

herpesvirus-1-related, 36
Endometriosis, 103
Endomorphins, functions of, 112
Endorphin(s), functions of, 112
�-Endorphin

effect on Th1/Th2 differentiation,
131–132

nicotine-enhanced production 
of, 79

Endotoxins, tetrahydrocannabinol-
related susceptibility to, 68

Enkephalins
functions of, 112
immune system effects of, 153

Epigallocatechin gallate, 98
Epinephrine, nicotine-enhanced

production of, 79
Epstein-Barr virus, 36, 39–40

F
Farmers’ lung, 103
Fibronectin, airway-produced, 182
Foscarnet, comparison with

tetrahydrocannabinol, 43
Fusobacterium nudeatum infections,

alcohol abuse as risk factor for,
180–181

G
Ganciclovir, antiviral activity of, 

42, 43
GATA3 (transcription factor)

in CD4� T cell differentiation, 129,
130–131

tetracannabinol-related increase 
in, 71

in Legionella pneumoniae infections,
72–73

Glucocorticoids, apoptosis-inducing
activity of, 82, 83, 84
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G-protein-coupled receptors
ligands for, 113, 115–116
transmembrane membrane signaling

through, 116, 117, 118, 119
G-protein-coupled seven-

transmembrane receptors (GPCR)
super family, 112, 113

G proteins, 73
transmembrane signaling through, 

116, 117
Granulocyte-macrophage colony-

stimulating factor
alcohol-related inhibition of, 

160, 163
effect of Candida-macrophage

attachment on, 165–166, 167
in pulmonary host defenses, 184
pulmonary infection-related increase

in, 186–187
as pulmonary infection treatment, in

alcoholics, 190
Growth factors, nicotine-induced

accumulation of, 86

H
Helminth infections, Th2 

responses in, 135
Hemophilus influenzae infections, alcohol

abuse as risk factor for, 180–181
HEP-2 cells, nicotine-modified

Chlamydia pneumoniae cell growth in,
99–100

Herpes simplex virus-1, nicotine-
induced reactivation of, 87–88, 107

Herpesvirus-1, 36
Herpesvirus 2, 36
Herpesviruses

characteristics of, 36–37
classification of, 37
effect of cannabinoids on

early studies of, 39
in �-herpesvirus infections, 39–42

Kaposi’s sarcoma-associated, 36
latency and reactivation of, 38–39
tetrahydrocannabinol-related

inhibition of, 39–40, 42, 43
reactivation of, 36
tetrahydrocannabinol-related

susceptibility to, 55

�-Herpesviruses, 37
characteristics of, 37
latency and reactivation of, 37–38
tetrahydrocannabinol-related

inhibition of, 42
in non-lymphoid cells, 40–41

�-Herpesviruses, 37
�-Herpesviruses, 37

characteristics of, 37
latency and reactivation of, 38–39
tetrahydrocannabinol-related

inhibition of
cannabinoid receptor signaling

mechanisms in, 43, 44
ORF 50 gene product in, 41, 43

Hodgkin’s lymphoma, apoptosis in, 82
Human coronary artery endothelial

cells, nicotine-related apoptosis
inhibition in, 84–85

Human immunodeficiency virus (HIV)
coreceptors of

morphine-mediated
expression of, 113

opioid-mediated expression of, 
113, 114

opioid receptor-related
desensitization of, 120

replication of
effect of opioid derivatives on, 

151, 155
effect of opioids on, 112

Human immunodeficiency virus (HIV)
infection
alcohol abuse as behavioral risk

factor for, 188
in alcoholics

immunosuppressive effects of, 13,
188–189

as pulmonary infection risk factor,
179, 181–182

alveolar macrophages in, 185
biologic effects of cannabinoids in,

13–32
in combination with highly-active

retroviral therapy, 23, 24, 25
human immunodeficiency virus

replication, 23–24, 25
in huPBL-SCID mice, 23–24, 25
nitric oxide production, 20–24
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Human immunodeficiency virus (HIV)
infection Contd.
cocaine as risk factor for, 13
herpes virus reactivation in, 36
immune system effects of, 15–16
in intravenous drug abusers, 113
marijuana as cofactor/risk factor for, 

13, 55
in microglial cells, 115
neurotoxicity associated with, 13–14
simian immunodeficiency virus (SIV)

model of, 20
alcohol abuse-enhanced

progression of, 189
effects of morphine on, 112–114
HIV coreceptor expression in,

113–114
morphine-enhanced viral

replication in, 112–114
morphine-related exacerbation of,

112–113
Th2 response in, 136

huPBL/SCID mice, 23–24, 25
Hydrogen peroxide, amebicidal activity 

of, 54
Hydroxy radicals, amebicidal activity 

of, 54
Hypothalamic-pituitary-adrenal axis

in central opioid receptor 
activation, 150

in cocaine withdrawal, 2, 4, 6, 7–8

I
ICPO, 38
Immunocompromised patients. See also

Acquired immunodeficiency
syndrome (AIDS); Human
immunodeficiency virus (HIV)
infection
herpes virus reactivation in, 36

Immunofluorescence flow cytometry,
of T-cell � -opioid receptors, 142–145

Immunoglobulin A, airway-produced,
182

Immunoglobulin G, airway-produced,
182

Immunotherapy
for cancer, opioid derivatives as,

152–153

Immunotherapy Contd.
for pulmonary infections, 189–191

Infections, cytokines in, 127–128
Infectious diseases, nicotine as risk

factor for, 87–88
Inflammation, effect of nicotine on, 87

in cardiovascular disease, 84
Inflammatory bowel disease, nicotine

treatment of, 78
Inflammatory cells, cytokine

production in, 80
Inflammatory diseases, nicotine

treatment of, 97
Inflammatory mediators, 

HIV-enhanced production of, 15–16
Inflammatory response

nicotine-mediated, 106–107
opioid peptide-mediated, 150

Influenza virus, nicotine-enhanced
replication of, 106–107

Interferon-�
alveolar macrophage-produced, 94
in CD4� T cell differentiation, 129
HIV infection-related inhibition of,

15–16, 136
interleukin-10-related

inhibition of, 183
in macrophage activation, 135
morphine-related inhibition of, 126
nicotine-related inhibition of, 95
as pulmonary infection treatment, in

alcoholics, 190–191
tetrahydrocannabinol-related

inhibition of, 16, 17–18, 19, 
55, 68

in AIDS, 19
as Th1 cytokine, 128

Interleukin-1
morphine-related inhibition of, 126
pneumonia-enhanced

production of, 184
tetrahydrocannabinol-enhanced

production of, 18
Interleukin-1b

alcohol-related inhibition of, 163
Candida-macrophage attachment-

related increase in, 164, 165
interleukin-1-related inhibition 

of, 183
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Interleukin-1b Contd.
pulmonary polymorphonuclear

leukocyte-produced, 183
Interleukin-2

HIV infection-related inhibition 
of, 136

morphine-related decrease in, 126
nicotine-related inhibition of, 95
tetrahydrocannabinol-related

inhibition of, 18
in AIDS, 19

Interleukin-3, tuberculosis-enhanced
production of, 136

Interleukin-4
�-endorphin-enhanced production

of, 131–132
tetrahydrocannabinol-enhanced

production of, 16, 17–18, 19, 
55, 68

in Th cell differentiation, 71–72
as Th2 cytokine, 128
tuberculosis-enhanced production 

of, 136
Interleukin-5

tetrahydrocannabinol-enhanced
production of, 17–18, 19

as Th2 cytokine, 128
Interleukin-6

alcohol-related inhibition of, 163
Candida-macrophage attachment-

enhanced production of, 164
HIV-induced production of, 15–16
nicotine-enhanced production 

of, 95
nicotine-related inhibition of, 87

effect of nicotinic acetylcholine
receptors on, 96

pneumonia-related production 
of, 184

pulmonary polymorphonuclear
leukocyte-produced, 184

tetrahydrocannabinol-enhanced
production of, 18

as Th2 cytokine, 128
Interleukin-8

alcoholic liver disease-enhanced
production of, 186

opioid derivatives-enhanced
production of, 151

Interleukin-8 Contd.
pneumonia-related production of,

184
polymorphonuclear leukocyte

migration-inducing activity 
of, 183

Interleukin-9, as Th2 cytokine, 128
Interleukin-10

alcohol-enhanced production 
of, 187

HIV-enhanced production of, 15–16
in Legionella pneumophila infections,

94, 95–96
morphine-related decrease or

increase in, 126
nicotine-enhanced production of, 

80–81, 95
proinflammatory cytokine-inhibiting

activity of, 183
in pulmonary host defenses, 183
tetrahydrocannabinol-enhanced

production of, 17
in HIV infection, 19–20

as Th2 cytokine, 128
Interleukin-12

alveolar macrophage-produced, 94
in CD4� T cell differentiation, 129
HIV infection-related inhibition in, 

15–16, 136
interleukin-10-related

inhibition of, 183
morphine-related decrease or

increase in, 126
nicotine-enhanced production 

of, 95
nicotine-related inhibition of, 87

effect of nicotinic acetylcholine
receptors on, 96

tetrahydrocannabinol-related
inhibition of, 68

in Legionella pneumophila infections,
72–73

in Th cell differentiation, 71–72
Intravenous drug abusers, 

opioid-mediated HIV coreceptor
expression in, 113

J
Jurkat E6–1 cell line, 34–35
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K
Kaposi’s sarcoma, 13, 36
Kaposi’s sarcoma-associated

herpesvirus, 36
latency and reactivation of, 38–39
tetrahydrocannabinol-related

inhibition of, 39–40, 42, 43
Keratitis, amebic, 51
Keratoconjunctivitis, 36
Klebsiella pneumoniae infections, alcohol

abuse as risk factor for, 180–181
Koch, Robert, 159

L
Lactoferrin, airway-produced, 182
Latency-associated transcripts (LATs),

37–38
Legionella, resistance to alveolar

macrophages, 172
Legionella pneumophila, 16–17

environmental distribution of, 67
Legionella pneumophila infections, 67,

163–167
alcohol use-induced susceptibility to,

160–163
in A/J mice, 160–161
in BALB/c mice, 162–163
cytokine and chemokine 

induction in, 165–167
in vitro macrophage studies,

161–163
cell-mediated immunity to, 67–68
macrophage response in, 94

effect of nicotinic acetylcholine
receptors on, 94–98

nicotine-enhanced susceptibility to,
87, 106–107

nicotinic acetylcholine receptor-
enhanced susceptibility to, 
94–98

smoking-related acceleration of, 93
tetrahydrocannabinol-enhanced

susceptibility to, 68
cytokines in, 70
lymphocyte suppression in, 69–70
secondary immunity in, 70
T-cell biasing in, 71–73

Legionnaire’s disease, 73
Leprosy, 135

Leukocytes
cannabinoid receptors on, 16
effect of opioids on, 150
opium-mediated phagocytosis of, 125

Leukotriene B4, 183
Levallorphan, 153
Lipid metabolism, nicotine-related

changes in, 79
Lipopolysaccharide (LPS)-binding

protein, airway-produced, 182
Lipotoxin A4, functions of, 112
Liver disease, alcoholic, 188

polymorphonuclear
leukocytes in, 186

Low-density lipoprotein (LDL), 84
Lung, host defense mechanisms in,

182–185
acquired immune defenses, 182,

184–185
alcohol abuse-related impairment 

of, 185–189
immunomodulation therapy for,

189–191
innate immune defenses, 

182–184, 185
Lung cancer, smoking-related, 86
Lung cancer cells, nicotine-enhanced

growth of, 86
apoptosis suppression in, 87

Lymphocryptovirus, 37
Lymphocytes, �-herpesvirus latent

infection of, 38–93
Lymphopenia, alcohol 

abuse-related, 188
Lymphoproliferation

CGPM-9-stimulated, 152, 154
morphinan derivatives-stimulated,

152, 153, 154
opioid derivatives-stimulated, 

151, 152
Lysozyme, airway-produced, 182

M
Macrophage inflammatory protein-1�

(MIP-1�), 183
Macrophage inflammatory protein-1�

(MIP-1�), 115
Macrophage inflammatory protein-2 

(MIP-2), 183, 184

205INDEX



Macrophages
alveolar

alcohol-related inhibition of,
160–167, 187–188

in antigen transfer, 185
Candida attachment to, 163–167
effect of morphine on, 126
in Legionella pneumophila infections,

94–98, 95–98
marijuana-related nitric oxide

suppression in, 22–23
microbial resistance to, 182
nicotine-induced cytokine

production in, 95–98
nicotinic acetylcholine receptor

expression in, 94–98
phagocytosis in, 182
in polymorphonuclear leukocyte

recruitment, 182–183
smoking-related increase in, 93
tetrahydrocannabinol-related

inhibition of, 68–69
tumor necrosis factor production

in, 187
amebicidal activity of, 53–54
marijuana-related inhibition of, 55
peritoneal, tetrahydrocannabinol-

related inhibition of, 69
MAPK. See Mitogen-activated protein

kinase (MAPK) signaling pathway
Marijuana. See also Cannabinoids;

Tetrahydrocannabinol (THC)
as AIDS/HIV infection symptom

treatment, 13
immunosuppressive effects of, 16

as AIDS/HIV infection risk factor, 13
in HIV-infected individuals, 19

Marinol (dronabinol), 14, 15
Memory cells, pulmonary, 185
Meningoencephalitis, primary 

amebic, 51
Methadone, 114, 115, 153–154
MHV-68

cannabinoid receptor-related
promotion of, 41–42

Tetrahydrocannabinol-related
inhibition of, 40, 44

tetrahydrocannabinol-related
inhibition of, 42, 44

Microglial cells
HIV-infected, 115

Microglial cells, amebicidal activity of,
54, 56–59, 61–62
cannabinoid-related

inhibition of, 59
Mitogen-activated protein kinase

(MAPK) signaling pathway
cannabinoid receptor-mediated

alterations in, 15
effect of morphine on, 134–135
nicotine-induced activation of, 

86, 87
Mononucleosis, 36
Morphinan derivatives, 152, 153–154
Morphine, immunosuppressive effects

of, 125–140, 150
on B cells, 127
on CD4� T cell differentiation,

132–136
adenyl cyclase supersensitization 

in, 133–134
clinical implications of, 135–136
CREB in, 134–135
cyclic AMP in, 132–134
MAPK/ERK pathway in, 134–135

central pathways in, 150
on macrophages, 126
on natural killer cells, 126
�-opioid receptor-mediated, 150
on T cells, 126–127

Morphine withdrawal, effect on
immune responses, 1–11
hypothalamic-pituitary-adrenal axis

effects, 2, 4, 6, 7–8
lymphocyte proliferation response, 

3, 4, 5, 6
plasma corticosterone levels, 3, 5, 

6, 7–9
stress-like effects, 6–8

Mycobacterial infections. See also
Tuberculosis
interferon-� treatment of, 191

Mycobacterium, resistance to alveolar
macrophages, 172

Mycobacterium avium complex
infections, 160

Mycobacterium tuberculosis infection. See
Tuberculosis
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N
Naegleria, as primary amebic

meningoencephalitis cause, 51
Naloxone, 113, 114, 131
Naloxone-sensitive opioid receptors,

131–132, 135
Natural killer cells

cannabinoid receptor 2 mRNA
expression in, 15

effects of morphine on, 126, 150
�-endorphin-related inhibition of, 131
Nausea, AIDS-related, marijuana

treatment of, 13
Necrosis, 82
Neurological infections, amebic

Acanthamoeba-related
in AIDS patients, 53
cannabinoid-related susceptibility

to, 55–59
immune system in, 53–54
macrophages in, 53–54
microglia-mediated resistance to,

56–59
route of infection for, 53

Balamuthia mandrillaris-related,
51–52

Naegleria-related, 51
Sappinia diploidea-related, 51–52

Neurotransmitters. See also specific
neurotransmitters
nicotine-enhanced production of, 

78, 79
Neutrophils

nicotine-enhanced accumulation of,
81–82

nicotine-related impairment of
as apoptosis inhibition cause, 83
in cardiovascular disease, 84

Nicotine
accumulation within the central

nervous system, 78
as addictive substance, 88
as Alzheimer’s disease treatment, 

78, 97
anti-inflammatory activity of, 97
apoptosis-enhancing activity of, 

86, 87
apoptosis-inhibiting activity of, 83,

86–87

Nicotine Contd.
carcinogenicity/cancer-promoting

properties of, 86–87
as cardiovascular disease risk factor,

79, 84–85
distribution within the body, 77
general physiological effects 

of, 79
immunosuppressive effects of, 79–84,

103–109
on adaptive immune responses, 104
on antigen-mediated signaling in 

T-cells, 105, 107
central nervous system in, 

105–106, 107
Chlamydia pneumoniae infection

susceptibility, 99–100
on fever, 107
as infectious disease risk factor,

87–88
on inflammatory responses,

106–107
nicotinic acetylcholine receptors

in, 77, 79–80, 81–82, 86, 87,
93–94, 99–100

on T cells, 104, 105, 106, 107
as nicotinic acetylcholine receptor

agonist, 77
properties of, 77
therapeutic applications of, 78, 106

Nicotinic acetylcholine receptors, 77,
93–102
definition of, 94
expression on HEP-2 epithelial cells,

99–100
function of, 94
immunosuppressive activity of

in Chlamydia pneumoniae infections,
98–100

in Legionella pneumophila infections,
94–98

interaction with nicotine, 77, 78–80,
81–82, 86, 87, 93–94, 99–100

in cancer, 86
in infectious diseases, 87

structure of, 94
NIH 312 cells, 40, 41
Nitric oxide

amebicidal activity of, 54
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Nitric oxide Contd.
cannabinoids-related inhibition of,

13–14, 19, 21–24, 25
in animal models, 23–24, 25

CGPM-9-related inhibition of, 154
functions of, 20, 21
HIV infection-enhanced production

of, 20–21
opioid derivatives-enhanced

production of, 151, 152
tumor-inhibiting activity of, 153
tumor-promoting activity of, 153

Nolander ether, 15
Norepinephrine, nicotine-enhanced

production of, 78, 79
Nosocomial infections, alcohol abuse as

risk factor for, 159–160
Nuclear factor-�B, 15, 35, 36
Nuclear factor of activated T cells 

(NF-AT), 15

O
Opioid abuse, immunosuppressive

effects of, 125
Opioid derivatives, novel, immune

function effects of, 150–153
�-Opioid receptor agonists

analgesic effects of, 155
immunosuppressive effects of,

153–154
Opioid receptor ligands

clinical applications of, 154–155
immunomodulatory effects of,

149–158
Opioid-like (OLR1) receptor, 120
�-Opioid receptors, 150

on T cells, 141–147
anti-CD3-�-induced, 142–145
immunofluorescence flow

cytometric detection of, 
142–145

�-Opioid receptors, 150
on T cells, 141–142

Opioid receptors, molecular
characterization of, 149

�-Opioid receptor selective
morphinans, 153–154

Opioids
effect on HIV replication, 112

Opioids Contd.
effects on chemokine and chemokine

receptor expression, 112–115
effect of heterologous

desensitization on, 119–120
effects on chemokine receptor

function, 112, 115–119
endogenous, 149
pleiotropic effects of, 141

Oral cancer, smokeless 
tobacco-related, 78

ORF 50 gene product, 41, 43
Orphanin FQ/nociceptin 

(OFG/N), 120
Osler, William, 180
Owl monkey kidney (OMK) cells, 40, 41
Oxymorphin derivatives, 153

P
Pain, AIDS-related, marijuana

treatment of, 13
Pancreatic cancer, smoking-related, 86
Parkinson’s disease, 103

nicotine treatment of, 78, 97
Peripheral blood mononuclear cells, 

T-cell opioid receptors on, 142, 145
p53, 87
P3HR1 cell line, 40
Pigeon breeders’ disease, 103
Pneumocystis carinii infections

alcohol abuse-related susceptibility
to, 188

in HIV-infected individuals, 181–182
Pneumonia

alcohol abuse-related susceptibility
to, 159, 179–185, 188, 190

in alcoholics, immunomodulatory
treatment of, 190

Chlamydia-related, smoking-related
acceleration of, 93

Legionella pneumophila-related, 67, 
163–167

marijuana as risk factor for, 13
pulmonary inflammatory response 

in, 184
Streptococcus pneumoniae-related,

smoking-related acceleration 
of, 93

Pneumonitis, Acanthamoeba-related, 53
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Polymorphonuclear leukocytes
migration into the airways, 182–183
in pulmonary infections

alcohol-related impairment of,
185–187

chemoattractant response in, 186
cytokine production in, 184
migration into alveolar space,

182–183, 184, 186
process of, 186

in pulmonary vasculature, 184
recruitment into the alveolar space

in pulmonary infections, 182–183,
184, 186

therapeutic induction of, 189–190
Prolactin, nicotine-enhanced

production of, 78, 79
Protein kinase A, 15, 35, 36
Protein kinase C, nicotine-induced

activity of, 87
Pseudomonas aeruginosa infections,

alcohol-related susceptibility to, 180

R
ras proto-oncogene, 86
Respiratory infections

immunotherapy for, 189–191
smoking-related susceptibility to, 93

Rhabdinovirus, 37
Rifampicin, as brucellosis treatment,

173, 175–176
Rush, Benjamin, 180

S
Sappinia diploidea, 51–52
Sarcoidosis, 103
Sarin, 106
Serotonin, nicotine-enhanced

production of, 78, 79
Shingles, 36
Simian immunodeficiency virus (SIV)

model, of HIV infection, 20
alcohol abuse-enhanced progression

of, 189
effects of morphine on, 112–113

HIV coreceptor expression,
113–114

morphine-enhanced viral replication
in, 112–114

Simian immunodeficiency virus (SIV)
Contd.
morphine-related exacerbation 

of, 112–113
Sjögren’s syndrome, 103
Smoking

adverse health effects of, 103
immunomodulatory effects of, 93,

103–109
positive effects of, 103, 106, 107

SNC80, immune function effects of,
151–153, 155

Spleen, alcohol abuse-related atrophy
of, 188

Splenocytes
endocannabinoid production in,

41–42
T-cell opioid receptors on, 142–145

SR141716, 14
SR141716A, 34
SR144528, 34, 35
Staphylococcal enterotoxin B (SEB), 

142, 145
Streptococcus pneumoniae infections

alcohol abuse-related susceptibility
to, 180–181, 188

smoking-related acceleration of, 93
Streptomycin, as brucellosis 

treatment, 173

T
T-bet (transcription factor), in CD4�

T cell differentiation, 128, 129–130
T-cell receptor-mediated signaling,

effect of nicotine on, 105, 107
T cells

alveolar macrophage-stimulated
production of, 185

cytotoxic, 184–185
in cell-mediated immunity, 128

effect of morphine on, 126–127
HIV-related impairment of, 15–16
marijuana-related impairment of, 16
nicotine-related inhibition of, 80, 87,

104, 105, 106, 107
opioid-related immunomodulation

of, 141
opioid receptors on, 141–142,

141–147

209INDEX



T cells Contd.
tetrahydrocannabinol-related

impairment of, 16–20
T-cell signaling, effect of opioid

receptors on, 141, 145
Tetracycline, as brucellosis treatment,

173
Tetrahydrocannabinol (THC)

affinity for cannabinoid receptors, 15
�-herpesviruses-inhibiting activity 

of, 42
in non–lymphoid cells, 40–41

�-herpesvirus-inhibiting activity of
cannabinoid receptor signaling

mechanisms in, 43, 44
ORF 50 gene product in, 41, 43

immunosuppressive effects of, 14,
16–20, 33, 54–55

in Acanthamoeba infections, 55–59
in animal models, 16–18
in herpes virus infections, 55
in HIV infection, 18–20, 21–24, 25
in Legionella pneumophilia

infections, 55
nitric oxide-related suppression of,

21–24, 25
on T cells, 16–20
Th1/Th2 modulation, 16–17
in tumor cells, 55

Kaposi’s sarcoma-associated
herpesvirus-inhibiting activity of,
39–40

as Legionella pneumophila infection
susceptibility cause, 68

cytokines in, 70
lymphocyte suppression in, 69–70
secondary immunity in, 70
T-cell biasing in, 71–73

synthetic, 14
Th1 biasing activity suppression 

by, 71
tumor growth-enhancing effects 

of, 17
THC. See Tetrahydrocannabinol (THC)
Th1 cells

cannabinoid 1 receptors on, 73
cytokines produced in, 80
differentiation of

interleukin-4 in, 71–72

Th1 cells Contd.
interleukin-12 in, 71–72
T-bet in, 129–130

tetrahydrocannabinol-related
suppression of, 55, 71

in tuberculosis, 135–136
Th2 cells

cytokines produced in, 80
differentiation of

c-Maf proto-oncogene in, 130
effect of morphine on, 130, 131,

132–134
GATA3 in, 130–131

nicotine-related inhibition of, 80
tetrahydrocannabinol-enhanced

production of, 55, 71
Th cells, pulmonary, cytokine

production in, 184–185
Th1 cytokines, 128

opioid derivatives-enhanced
production of, 152–153

tetrahydrocannabinol-mediated
regulation of, 18

Th2 cytokines, 128
tetrahydrocannabinol-mediated

regulation of, 18
T-helper cells 1. See Th1 cells
T-helper cells 2. See Th2 cells
Th1/Th2 cytokine imbalance, 127
Thymus, alcohol abuse-related atrophy 

of, 188
Tobacco, chewing/smokeless, 78
Tobacco smoke, components of, 103. 

See also Nicotine
Tourette’s syndrome, nicotine

treatment of, 78
Toxins, bacterial, host neutralization 

of, 127
Transferrins, airway-produced, 182
Tuberculosis

alcohol abuse-related susceptibility
to, 159, 180–181

alcohol-related alveolar macrophage
inhibition in, 188

opioid-related susceptibility to, 128
Th1 response in, 135–136

Tumor cells, apoptosis in, 83
Tumor growth

nicotine-enhanced, 86–87

210 INDEX



Tumor growth Contd.
opioid derivatives-related inhibition

of, 151–153, 155
opioid-enhanced, 149
tetrahydrocannabinol-enhanced, 17

Tumor growth factor-�
HIV-enhanced production of, 15–16
nicotine-enhanced

production of, 86
tetrahydrocannabinol-enhanced

production of, 17, 18
in HIV infection, 19

Tumor necrosis factor, alcohol-related
inhibition of, 160, 187

Tumor necrosis factor-�
apoptosis-inducing activity of, 

84, 85
CGPM-9-related inhibition of, 154
HIV-induced production of, 15–16
interleukin-10-related

inhibition of, 183
morphine-related inhibition of, 126
nicotine-enhanced production of, 

80, 95
in Legionella pneumophila infections,

98
nicotine-related inhibition of, 87, 95

effect of nicotinic acetylcholine
receptors on, 96

opioid derivatives-enhanced
production of, 151, 152

Tumor necrosis factor-� Contd.
in pulmonary host defenses, 184
pulmonary polymorphonculear

leukocyte-produced, 184
tetrahydrocannabinol-enhanced

production of, 18
Tumor necrosis factor-�, as Th1

cytokine, 128
Tumor stroma inflammatory cells, 152

U
Ubiquitin-specific protease, 38
Ulcerative colitis, 103, 106

nicotine therapy for, 97
Uterine fibroids, 103

V
Varicella-zoster virus, 36
Vasopressin, nicotine-enhanced

production of, 78
Viral infections. See also specific viruses

tetrahydrocannabinol-related
susceptibility to, 68

W
Wasting states, AIDS-related, marijuana

treatment of, 13
Weight loss, AIDS-related, 14

Y
Yale-New Haven Hospital, 159

211INDEX


	Contents
	1. Effects of Cocaine and Morphine Withdrawal on the Immune Response
	1. Introduction
	2. Materials and Methods
	2.1. Animals
	2.2. Drug Administration
	2.3. Mitogen-Induced Lymphocyte Proliferation
	2.4. Plasma Corticosterone Assay

	3. Results
	3.1. Immune and HPA Axis Effects from Acute Cocaine or Acute Morphine
	3.2. Immune Effects Following Chronic Cocaine or Morphine
	3.3. Stress-Like Effects of Cocaine and Morphine Withdrawal

	4. Discussion
	References

	2. Biological Links between Cannabinoids and HIV Infection
	1. Introduction
	2. Marijuana Smoke, Cannabinoids, and Cannabinoid Receptors
	3. Cannabinoids Regulate Cytokine Production, T-Cell Activation, and Host Immune Responses in a Manner that may Promote HIV Infection and the Progression of AIDS
	4. Marijuana and THC Suppress the Induction of Nitric Oxide with the Potential for both Positive and Negative Effects on the Host Response to HIV
	5. Using the huPBL-SCID Model to Evaluate the In Vivo Consequences of THC on HIV Infection
	6. Summary
	Acknowledgments
	References

	3. Cannabinoids and Herpesviruses
	1. Introduction
	2. Cannabinoid Ligands and Receptors
	3. Regulation of Adenylate Cyclase by Cannabinoid Receptors
	4. Herpesviruses
	4.1. &#945;-Herpesvirus Latency and Reactivation
	4.2. &#947;-Herpesvirus Latency and Reactivation

	5. Cannabinoids and Herpes Simplex Viruses
	6. THC Inhibits KSHV and EBV Lytic Replication
	6.1. THC Inhibits MHV-68 and HVS Lytic Replication in Monolayer Cells
	6.2. THC is Not Cytotoxic to Murine NIH 312 or OMK Cells and Does Not Inhibit HSV-1 Lytic Replication in Monolayer Cells
	6.3. THC Inhibits ORF 50 mRNA Transcription Initiation

	7. Spleen Cells from CB1 Knockout Mice are More Susceptible to Lytic MHV-68 Infection than Cells from Wild-Type Mice, and Knockout Splenocytes do not Support Generation of Circular (Latent) Episomes
	8. Conclusions
	References

	4. Cannabinoids and Susceptibility to Neurological Infection by Free-Living Amebae
	1. Introduction
	2. Free-Living Amebae as Opportunistic Pathogens
	3. The Role of the Immune System in Acanthamoeba Infections
	4. Immunosuppressive Effects of Cannabinoids
	5. In Vivo Effects of Cannabinoids on Acanthamoeba Infection
	6. In Vitro Effects of Cannabinoids on Microglial Response to Acanthamoeba
	7. Summary and Conclusions
	Acknowledgments
	References

	5. Legionella Infection and Cannabinoids
	1. Introduction
	2. THC Effects on Immune Cells and Cytokine Production
	3. Legionella Infection and THC
	4. THC Effects on T-Cell Biasing
	5. Discussion and Conclusions
	References

	6. Nicotine and Immunity
	1. Introduction
	2. Nicotinic Acetylcholine Receptors and General Physiological Effects
	3. Nicotine and Immunity
	3.1. General

	4. Relationship of Nicotine to Disease
	4.1. Nicotine and Cardiovascular Disease and Stroke

	5. Nicotine and Cancer
	5.1. Nicotine and Infectious Disease

	6. Summary
	References

	7. Nicotine Receptors and Infections
	1. Introduction
	2. Legionella pneumophila Infection and nAChRs
	2.1. nAChRs of Macrophages
	2.2. nAChRs and Cytokine Production
	2.3. Involvement of nAChRs in Controlling L. pneumophila Infection

	3. Involvement of nAChRs in Controlling Chlamydia pneumoniae Growth in Cells
	3.1. Nicotine and nAChR Agonists Alter C. pneumoniae Infection
	3.2. nAChRs of Epithelial Cells

	4. Conclusion
	References

	8. Immunomodulatory Effects of Cigarette Smoke/Nicotine
	1. Introduction
	2. Nicotine Suppresses Adaptive Immune Responses
	3. Nicotine Affects the Antigen-Mediated Signaling in T Cells
	4. Nicotine Affects the Immune System through the Central Nervous System
	5. Nicotine Inhibits Inflammatory and Fever Responses
	6. Summary
	References

	9. Regulation of Chemokine and Chemokine Receptor Expression and Function by Opioids
	1. Introduction
	2. Regulation of Chemokine and Chemokine Receptor Expression
	2.1. Regulation of Chemokine and Opioid Receptor Function

	3. Consequences of Heterologous Desensitization
	Acknowledgments
	References

	10. Morphine, Th1/Th2 Differentiation, and Susceptibility to Infection
	1. Introduction
	2. Role of Cytokines in Infection
	2.1. Role of Th1/Th2 Differentiation in Host Defense

	3. Control of CD4+T-Cell Differentiation
	3.1. Role of the Transcription Factor T-bet in IFN&#947; Transcription and Th1 Differentiation
	3.2. The Role of the Transcription Factor GATA3 in Th2 Differentiation

	4. Opioids and Th1/Th2 Differentiation
	4.1. &#946;-Endorphin
	4.2. Chronic Morphine and Th2 Differentiation

	5. Mechanisms Involved in Morphine-Induced Differentiation of CD4+ T Cells to Th2 Effector Cells
	5.1. Cyclic AMP and Th2 Differentiation
	5.2. Morphine and Adenyl Cyclase Superactivation
	5.3. CREB and Th2 Differentiation

	6. Morphine Regulation of MAPKs
	7. Clinical Implication of Morphine-Induced Th1/Th2 Differentiation
	8. Summary and Conclusion
	References

	11. Immunofluorescence Detection of Anti-CD3-&#949;-Induced Delta Opioid Receptors by Murine Splenic T Cells
	1. Introduction
	2. Materials and Methods
	2.1. Animals
	2.2. Cell Preparation
	2.3. Immunofluorescence Flow Cytometry

	3. Results
	4. Discussion
	Acknowledgment
	References

	12. Modulation of Immune Function by Novel Opioid Receptor Ligands
	1. Introduction
	2. Morphine-Induced Immunoregulation
	3. Novel Opioid Derivates
	4. Opioid Receptors and Analgesia
	5. Immunoenhancement
	6. Conclusions and Discussion
	References

	13. Effect of Alcohol on Microbial Infection
	1. Introduction
	2. Alcohol on Legionella pneumophila Infection
	3. Alcohol on In Vitro Susceptibility of Macrophages to L. pneumophila Infection
	4. Alcohol on In Vitro Cytokine Response of Macrophages to Microbes
	4.1. A Model for Analysis of Cytokine and Chemokine Induction of Macrophages
	4.2. Different Receptor/Signaling Pathways Involved in Chemokine/Cytokine Induction by Candida Attachment
	4.3. Receptors in Cytokine and Chemokine Induction
	4.4. Effect of Ethanol on Cytokine and Chemokine Induction

	5. Conclusion
	References

	14. Brucella Infection and Ethanol
	1. Brucella Infection
	2. The Effect of Long-Term Ethanol Feeding
	3. Efficacy of Combinations of Doxycycline and Rifampicin
	References

	15. Alcohol, Infection, and the Lung
	1. Introduction
	2. Epidemiology and Clinical Manifestations
	3. Host Defense Mechanisms in the Airways
	4. Alcohol and Pulmonary Host Defense
	5. Immunomodulation and Treatment of Pulmonary Infections
	6. Perspective
	Acknowledgments
	References

	Index
	A
	B
	C
	D
	E
	F
	G
	H
	I
	J
	K
	L
	M
	N
	O
	P
	R
	S
	T
	U
	V
	W
	Y




