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Preface

Nowadays, there are hundreds of books (textbooks as well as monographs) devoted to
partial differential equations which represent one of the most powerful tools of math-
ematical modeling of real-world problems. These books contain an enormous amount
of material. This is, on the one hand, an advantage since due to this fact we can solve
plenty of complicated problems. However, on the other hand, the existence of such
an extensive literature complicates the orientation in this subject for the beginners. It
is difficult for them to distinguish an important fact from a marginal information, to
decide what to study first and what to postpone for later time.

Our book is addressed not only to students who intend to specialize in mathematics
during their further studies, but also to students of engineering, economy and applied
sciences. To understand our book, only basic facts from calculus and linear ordinary
differential equations of the first and second orders are needed. We try to present the
first introduction to PDEs and that is why our text is on a very elementary level. Our
aim is to enable the reader to understand what the partial differential equation is, where
it comes from and why it must be solved. We also want the reader to understand the
basic principles which are valid for particular types of PDEs, and to acquire some
classical methods of their solving. We limit ourselves only to the fundamental types
of equations and the basic methods. At present, there are many “software packages”
(MATLAB, MAPLE, MATHEMATICA) that can be used for solving a lot of special
types of partial differential equations and can be very helpful, but these tools are used
only as a “black box” without deeper understanding of the general principles and meth-
ods.

The structure of the text is as follows. In Chapter 1, we present the basic conser-
vation and constitutive laws. Chapter 2 is devoted to the classification of PDEs and to
boundary and initial conditions. Chapter 3 deals with the first-order linear PDEs. Chap-
ters 4-9 study the simplest possible forms of the wave, diffusion and Laplace (Poisson)
equations and explain standard methods how to find their solutions. In Chapter 10, we
point out the general principles of the above mentioned main three types of second-
order linear PDEs. Chapters 11-13 are devoted to the Laplace (Poisson), diffusion and
wave equations in higher dimensions. For the sake of brevity, we restrict ourselves to
equations in three dimensions with respect to the space variable.

We would like to point out that we work with most of the notions only intuitively
and avoid intentionally some precise definitions and exact proofs. We believe that this
way of exposition makes the text more readable and the main ideas and methods used
become thus more lucid. Hence, the reader who is not a mathematician, will be not
disturbed by technical hypotheses, which in concrete models are usually assumed to
be satisfied. On the other hand, we trust that a mathematician will fill up these gaps
easily or find the answers in more specialized literature. In order to guide the reader,
we put the most important equations, formulas and facts in boxes, so that he/she could
better distinguish them from intermediate steps. Further, the text contains many solved
examples and illustrating figures. At the end of each chapter there are several exercises.
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More complicated and theoretical ones are accompanied by hints, the exercises based
on calculations include the expected solution. We want to emphasize that there may
exist many different forms of a solution and the reader can easily check the correctness
of his/her results by substituting them in the equation.

There are many textbooks on PDEs which contain a lot of examples and exercises.
Some of them appear in several books parallelly and so in these cases it is difficult to
judge who was the original author. According to our best knowledge, we refer to the
sources from which some of our examples are taken, and, moreover, at the end of each
chapter, we list the sources from which we borrowed some of our exercises. On the
other hand, many standard procedures and methods from our exposition have been also
widely used by many other authors and we do not refer to all of them in order not to
disturb the flow of ideas.

In any case, with the limited extent of this text, we do not claim our book to be
comprehensive. It is a selection which is subjective, but which—in our opinion—
covers the minimum which should be understood by everybody who wants to use or
to study the theory of PDEs more deeply. We deal only with the classical methods
which are a necessary starting point for further and more advanced studies. We draw
from our experience that springs not only from our teaching activities but also from
our scientific work. Within the scope of the Research Plan MSM 4977751301, we
deal with problems more complicated but still similar to those studied in this book and
investigate them (together with our colleagues) both from the analytical and numerical
points of view.

Finally, we would like to thank our colleagues Petr Girg, Petr Necesal, Pavel Krejci,
Alois Kufner, Herbert Leinfelder, Lubos Pick, Josef Polak and Robert Plato, editor of
deGruyter, for careful reading of the manuscript and valuable comments. Our special
thanks belong to Jiff Jarnik for correcting our English.

Pilsen, November 2006 Pavel Drabek and Gabriela Holubova
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1 Mathematical Models, Conservation and
Constitutive Laws

The beginning and development of the theory of partial differential equations were
connected with physical sciences and with the effort to describe some physical pro-
cesses and phenomena in the language of mathematics as precisely (and simply) as
possible. With the invasion of new branches of science, this mathematical tool found
its usage also outside physics. The width and complexity of problems studied gave
rise to a new branch called mathematical modeling. The theory of partial differential
equations was set apart as a separate scientific discipline. However, studying partial
differential equations still stays closely connected with the description—modeling—of
physical or other phenomena.

1.1 Basic Notions

In our text, the notion of a mathematical model is understood as a mathematical prob-
lem whose solution describes the behavior of the studied system. In general, a math-
ematical model is a simplified mathematical description of a real-world problem. In
our case, we will deal with models described by partial differential equations, that is,
differential equations with two or more independent variables.

Studying natural, technical, economical, biological, chemical and even social pro-
cesses, we observe two main tendencies: the tendency to achieve a certain balance
between causes and consequences, and the tendency to break this balance. Thus, as
a starting point for the derivation of many mathematical models, we usually use some
law or principle that expresses such a balance between the so called state quantities
and flow quantities and their spatial and time changes.

Let us consider a medium (body, liquid, gas, solid substance, etc.) that fills a domain

Qc RV,

Here N denotes the spatial dimension. In real situations, usually, N = 3, in simplified
models, N =2 or N = 1. We denote by

u=u(z,t), xe€Q, te€l0,T)C][0,+00)

the state function (scalar, vector or tensor) of the substance considered at a point x
and time ¢. In further considerations, we assume u to be a scalar function. The flow
function (vector function, in general) of the same substance will be denoted by

¢ =z, t), £, tel0,T)C]0,+00).
The density of sources is usually described by a scalar function

f=fat), zeQ te0,T)C[0,+o0).
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Let Q5 C Q be an arbitrary inner subdomain of {2. The integral

UQp,t)= | u(z,t)de
!

represents the total amount of the quantity considered in the balance domain Qp at
time ¢. The integral

ta
U(QB,tl,tg)://u(m,t)dmdt
i1 Qp
then represents the total amount of the quantity in Q5 and in the time interval [t, t2] C
[0,T). (The set Qp X [t1,t2] is called the space-time balance domain.)
In particular, if the state function u(x,t) corresponds to the mass density o(x, ),
then the integral

m(Qpt) = / o(m,t) dm
Qp
represents the mass of the substance in the balance domain 2 at time ¢, and the value

to
m(Qp,t1,t2) = / / o(x,t) de dt
t1 Qp
corresponds to the total mass of the substance contained in €25 during the time interval
[tlv t2] .
If we denote by 025 the boundary of the balance domain €2z, then the boundary
integral (surface integral in R, curve integral in R?)

B0, 1) = / b(z, 1) - n(z)dS

oQp
represents the amount of the quantity “flowing through” the boundary 02y in the di-
rection of the outer normal n at time ¢, and, similarly,

to
B0, b, 1) / / b(x, 1) - n(z)dSdt

tl BQB
corresponds to the total amount of the quantity flowing through 92z in the direction
of the outer normal n during the time interval [ty, ¢5].

As we have stated above, the distribution of sources is usually described by a func-

tion f = f(«,t) corresponding to the source density at a point « and time ¢. The
integral

to
F(QB,tl,tg)://f(m,t)da:dt
tl QB
then represents the total source production in Q5 during the time interval [t1, t2].
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1.2 Evolution Conservation Law

If the time evolution of the system has to be taken into account, we speak about an
evolution process. To derive a balance principle for such a process, we choose an
arbitrary balance domain Qg C 2 and an arbitrary time interval [¢1,t2] C [0, 00).
For simplicity, we consider a scalar state function v = u(x,t), a vector flow function
¢ = ¢(x, 1), and a scalar source function f = f(x,t).

The basic balance law says that the change of the total amount of the quantity «
contained in Qg between times ¢; and ¢ must be equal to the total amount flowing
across the boundary 0€Q)p from time ¢; to ¢, and to the increase (or decrease) of the
quantity produced by sources (or sinks) inside 25 during the time interval [¢1, 3] . In
the language of mathematics, we write it as

/U(.’B,tg)dx* /u(m,tl)da}

Qp Qp
:_/2 / ¢(m,t)-n(m)d5dt+/2/f(:c,t)da:dt.

t1 OQp t1 Qp

(1.1)

The minus sign in front of the first term on the right-hand side corresponds to the
fact that the flux is understood as positive in the outward direction. Equation (1.1)
represents the evolution conservation law in its integral (global) form.

If we assume « to have continuous partial derivative with respect to ¢, we can write
the difference u(x, t2) — u(x, t1) as fttf 2 u(z,t)dt and change the order of integration
on the left-hand side of (1.1):

(1.2) 7/ %u(m,t) dedt

t1 QOp

= —]2/¢(az,t)~n(sc)det+/t2/f(a:,t)dwdt.

t1 0Qp t1 Qp

Since the time interval [¢1,¢2] has been chosen arbitrarily, we can come (under the
assumption of continuity in the time variable of all functions involved) to the expression

0
(1.3) —u(x,t)de = — ¢(x,t) -n(x)dS+ [ f(x,t)de.
Jomo ] /

Now, if we assume ¢ to be continuously differentiable in the spatial variables, we
can use the Divergence Theorem, according to which we can write

/ bz, 1) - n(x) dS = /div bz, 1) de.

o0p Qp
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If we substitute this relation into (1.3) and assume the continuity of all functions in
spatial variables, we come to

(14 ol )+ div bl 1) = [, ),

since the balance domain has been chosen arbitrarily as well. Equation (1.4) is a local
version of (1.1) and expresses the conservation law in its differential (local) form. It is
a single equation for two unknown functions u and ¢. The sources f are usually given,
however, they can depend on z,t also via the quantity u, that is, we can have f =
f(x,t,u(x,t)). Thus the conservation law alone is not sufficient for the construction
of a mathematical model.

1.3 Stationary Conservation Law

Sometimes we are not interested in the time evolution of the system considered. We
say that we study the stationary state or stationary behavior of the system. It means
that we suppose all quantities to be time-independent (they have zero time derivatives).
In such cases, we use simplified versions of conservation laws. In particular, the global
form of the stationary conservation law is given by

(15) [ é@)-niz)as —Q{ /(=) da,

121971

and its local version has the form

(1.6) divp(z) = f()

(under the assumptions of continuity of all functions involved and their spatial deriva-
tives).

1.4 Conservation Law in One Dimension

In some situations, we can assume that all significant changes proceed only in one
direction (for instance, in modeling the convection in a wide tube, when we are not
interested in the situation near the tube walls; or, conversely, in modeling the behavior
of a thin string or a thin bar with constant cross-section). In such cases, we can reduce
our model to one spatial dimension. Since the corresponding one-dimensional basic
conservation law differs in some minor points from the general one (e.g., ¢ is now a
scalar function), we state it here explicitly.

Let us consider a tube with constant cross-section A, an arbitrary segment a < x <
b, a time interval [t1,t2], and a quantity with density . The conservation law says,
again, that the change of quantity in the spatial segment [a, b] between times ¢; and ¢
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ﬂk f\ i

Figure 1.1 An isolated tube with cross-section A; the quantities considered change
only in the direction of the x-axis.

equals the total flow at the point x = a decreased by the total flow at the point x = b
from time ¢; to to, and to the total source balance in [a, b] and [¢1, to]:

b b
/u(m,tg) dz — /u(m,tl)dm
(1.7) ¢ t ¢

:/WW&—MW»&+f}ﬂmWM®

t1

This equation represents the one-dimensional conservation law in its integral (global)
SJorm (cf. (1.1)). If the functions « and ¢ are smooth enough, we can proceed similarly
to the general, multidimensional case, and obtain the differential formulation.

To be specific, if u has continuous partial derivative with respect to ¢ and ¢ has
continuous partial derivative with respect to x, equation (1.7) reduces to the form

to b
//[ut(x,t) + ¢z, t) — f(z,t)]dzdt = 0.

tla

Since the intervals [a, b] and [t1, t2] have been chosen arbitrarily, the integrand must be
identically equal to zero, thus

(1.8) ‘ut(xvt)+¢m(xat):f(xvt)"

Equation (1.8) is a local version of (1.7) and expresses the one-dimensional conserva-

tion law in its differential (local) form (cf. (1.4)).
If we model a one-dimensional stationary phenomenon, we use the stationary ver-

sion of the previous conservation law, that is
(1.9) bu(x) = f(2),

which is actually an ordinary differential equation.
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1.5 Constitutive Laws

In particular processes and phenomena, the state and flow functions (quantities) have
their concrete terms and notation. For example, for the description of thermodynamic
processes, we usually use some of the following parameters:

state parameters:  density flow parameters:  velocity
pressure momentum
temperature tension
specific internal energy heat flux
entropy

The problem of mutual dependence or independence of these parameters is very
complicated and it is connected with the choice of the mathematical model. Relations
between the state quantity and the relevant flow quantity are usually based on the gen-
eralization of experimental observations and depend on the properties of the particular
medium or material. They are usually called constitutive laws or material relations.

We close this chapter with several examples of fundamental physical processes and
their mathematical models.

Example 1.1 (Convection and Transport.) The one-dimensional convection model
describes the drift of a contaminant in a tube with a flowing liquid of constant speed.
Here the state quantity is the concentration « of the contaminant, the flow quantity is
its flux ¢. Both these quantities are related by the linear constitutive law

¢ =cu

with a constant ¢ > 0 corresponding to the velocity of the flowing liquid. Substituting
this relation into the local conservation law, we obtain the transport equation

For details see Section 3.1.
O

Example 1.2 (Diffusion.) The diffusion process can be characterized by the state quan-
tity u corresponding to the concentration of the diffusing substance and by its flux ¢
(the flow quantity). In this case, the constitutive law is so called Fick’s law

¢ = —k grad u,

which describes the fact that molecules tend to move from places of higher concen-
tration to places with lower concentration. The material constant £ > 0 is called the
diffusion coefficient. This law together with the conservation law yields the diffusion
equation

up — kAu = f.

For detailed derivation see Sections 5.1 and 12.1.
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Example 1.3 (Heat Flow.) In the model of the heat flow, the state quantity u corre-
sponds to the temperature, and its multiple cpu describes the density of the internal
heat energy. Here c is the specific heat capacity and p the mass density (material con-
stants) of the medium considered. The flow quantity is represented by the heat flux ¢.
The corresponding constitutive law is so called Fourier’s law, which expresses the fact
that the heat flux is directly proportional to the temperature gradient:

¢ = —K grad u.

The constant K > 0 represents the heat (or thermal) conductivity (a material constant).
Inserting the constitutive law directly into the conservation law (which is nothing else
but the heat conservation law), we obtain the heat equation

uy — kAu = f.

(Here k = g is called the thermal diffusivity.) Notice that the heat and diffusion
equations are identical! For detailed derivation see Sections 5.1 and 12.1.
O

Example 1.4 (Wave motion.) The wave motion is described by the mass density of
the medium and its displacement u (state quantities), and by its inner tension and mo-
mentum (flow quantities). The simplest model—the wave equation—has the form

Utt —*Au= 1

where the constant ¢ corresponds to the speed of the wave propagation. Here we use the
conservation of mass and the conservation of momentum (Newton’s law of motion),
but we cannot use the standard scheme (to substitute the corresponding constitutive
law into the conservation law). The derivation of the wave equation requires slightly
different arguments and is treated in detail in Sections 4.1 and 13.1.

O

Example 1.5 (Stationary processes.) The models of stationary phenomena can be
derived separately (for example, as states with minimal energy), or we can understand
them as special cases of the corresponding dynamical processes with time-independent
quantities. Using the latter approach, the three previous equations are reduced to the
Poisson (or Laplace, for f = 0) equation

Ay = f.

For details see Section 6.1.

All the above situations are treated in detail in the subsequent chapters.
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1.6 Exercises

1.

How would you change the derivation of the conservation law (1.8) in the case
of the tube with a variable cross-section A = A(x)?

Consider v = u(x, t) to be the density of cars on a one-way road, and ¢ = ¢(x, t)
the flux of the cars. Observe the following facts. If there is no car on the road,
the flux is zero. There exists a critical value of the car density, say u;, for which
the jam occurs and the flux is zero again. And there must exist an optimal value
U, 0 < Uy, < uj, for which the flux is maximal. Try to formulate a simple
constitutive law relating v and ¢ and to derive a basic (nonlinear) traffic model.

[The traffic constitutive law can have the form ¢ = u(u; — ) and the traffic model is then
Ut + UjUz — 2utly = 0.]

Derive a nonlinear equation describing the behavior of bacteria in a one-dimen-
sional tube under the assumption that the population growth obeys the logistic
law ru(l — u/K). Here u = u(x,t) denotes the concentration of the bacteria,
r is a growth constant and K represents the carrying capacity. Use the basic
conservation law with ¢ = —Du, (the bacteria are diffusing inside the tube
with the diffusion constant D) and f = ru(l — u/K) (the sources reflect the
reproduction of the population).

[The resulting model wy — Duge = ru(l — u/K) is known as Fisher’s equation.]

Derive the so called Burgers equation
Uy — Dugy + uu, =0,

which describes the coupling between nonlinear convection and diffusion in fluid
mechanics. Use the one-dimensional conservation law (1.8) with no sources
and the constitutive relation ¢ = —Du, + %uQ. Here, the first term represents
the diffusion process, the latter term corresponds to the nonlinear transport (or
convection).

Show that the Burgers equation u; — Du,, + uu, = 0 can be transformed into
the diffusion equation ¢; — Dy,, = 0 using the Cole-Hopf transform u = 1.,
1 =—-2Dlne.

Model an electric cable which is not well insulated from the ground, so that
leakage occurs along its entire length. Consider that the voltage V' (x,t) and
current I(x,t) satisfy the relations V,, = —LI; — RI and I, = —CV; — GV,
where L is the inductance, R is the resistance, C' is the capacitance, and G is the
leakage to the ground. Show that V' and I both satisfy the telegraph equation

Ugpe = LCus + (RC 4+ LG)uy + RGu.



2 Classification, Types of Equations, Boundary and
Initial Conditions

One of the main goals of the theory of partial differential equations is to express the
unknown function of several independent variables from an identity where this func-
tion appears together with its partial derivatives. In the sequel, we keep the following
notation: ¢ denotes the time variable, x,vy, z,... stand for the spatial variables. The
general partial differential equation in 3D can be written as

F(xayaZatauvuw7uyauzauta“lya“lh .. ) = 07

where (2,y,2) € Q C R3, ¢t € I, Q is a given domain in R® and I C R is a time
interval. If F' is a vector-valued function, F' = (F3, ..., F,,), and we look for several
unknown functions u = u(z,y, z,t), v = v(x,y, 2, t), ..., then

F(x,y,z,t,u,Uzy ..., 0,0z,...) =0

is a system of partial differential equations. It is clear that these relations can be, in
general, very complicated, and only some of their particular cases can be successfully
studied by a mathematical theory. That is why it is important to know how to recognize
these types and to distinguish them.

2.1 Basic Types of Equations, Boundary and Initial Condi-
tions

Partial differential equations can be classified from various points of view. If time
t is one of the independent variables of the searched-for function, we speak about
evolution equations. If it is not the case (the equation contains only spatial independent
variables), we speak about stationary equations. The highest order of the derivative
of the unknown function in the equation determines the order of the equation. If the
equation consists only of a linear combination of w and its derivatives (for example,
it does not contain products as uu, Uz sy, €tc.), we speak about a linear equation.
Otherwise, it is a nonlinear equation. A linear equation can be written symbolically by
means of a linear differential operator L, i.e., the operator with the property

L{au + Bv) = aL(u) + BL(v),
where «, (3 are real constants and u, v are real functions. The equation
L(u)=0
is called homogeneous, the equation

L(u) = f,
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where f is a given function, is called nonhomogeneous. The function f represents the
“right-hand side” of the equation.
According to the above-mentioned aspects, we can classify the following equations:

1. The transport equation in one spatial variable:
U +uy, =0
is evolution, of the first order, linear with L(u) := u; + u,, homogeneous.
2. The Laplace equation in three spatial variables:
AU = Upy + Uyy + Uz =0

is stationary, of the second order, linear with L(u) := g5 + yy + u., homoge-
neous.

3. The Poisson equation in two spatial variables:
AU = Upy + Uyy = T,

where f = f(x,y) is a given function, is stationary, of the second order, linear
with L(u) := ugs + uy,, nonhomogeneous.

4. The wave equation with interaction in one spatial variable:
3 _
Upt — Uge +u” =0

is evolution, of the second order, nonlinear. The interaction is represented by the

term uS.

5. The diffusion equation in one spatial variable:
Ut — Ugy = f
is evolution, of the second order, linear with L(u) := u; — u,,, nonhomogeneous.
6. The equation of the vibrating beam:
Ut + Ugzge = 0
is evolution, of the fourth order, linear with L(u) := uy + Ugzees, hOmogeneous.
7. The Schrodinger equation (a special case):
Up — iUgy =0

is evolution, of the second order, linear with L(u) := u; — iu,,, homogeneous
(here i is the imaginary unit: i? = —1).
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8. The equation of a disperse wave:
Up + Uy + Uggr = 0
is evolution, of the third order, nonlinear.

A function u is called a solution of a partial differential equation if, when sub-
stituted (together with its partial derivatives) into the equation, the latter becomes an
identity. As in the case of ordinary differential equations, a solution of the partial differ-
ential equation is not determined uniquely. Thus we come to the notion of the general
solution.

Let us notice the difference between the general solution of an ordinary differential
equation (ODE) and the general solution of a partial differential equation (PDE): the
general solution of an ODE includes arbitrary constants (their number is given by the
order of the equation); the general solution of PDE includes arbitrary functions. This
fact is illustrated by the examples below (cf. Strauss [19]).

Example 2.1 Let us search for a function of two variables u = u(x, y) satisfying the
equation

2.1) Upy = 0.

This problem can be solved by direct integration of equation (2.1). Since we integrate
with respect to z, the integration “constant” can depend, in general, on y. From (2.1) it
follows that

uz(z,y) = f(y)
and, by further integration,

u(z,y) = f(y)r +g(y).

We thus obtain a general solution of equation (2.1), and f and g are arbitrary functions
of the variable y.
O

Example 2.2 Let us search for a function u = u(z, y) satisfying the equation
2.2) Uyy +u = 0.
Similarly to the case of the ODE for the unknown function v = v(¢),

v 4+ v =0,

when the general solution is a function v(t) = A cost + B sin ¢ with arbitrary constants
A, B € R (the reader is asked to explain why), the general solution of equation (2.2)
has the form

u(z,y) = f(x) cosy + g(x)siny,
where f and g are arbitrary functions of the variable z.
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Example 2.3 Let us search for a function v = u(x, y) satisfying the equation
(2.3) Ugy = 0.
Integrating (2.3) with respect to y, we obtain

(f is an arbitrary “constant” depending on z). Further integration with respect to = then
leads to

u(z,y) = F(z) + G(y),

where F’ = f. Functions F and G are again arbitrary. If we look for twice continuously
differentiable function u, then its second partial derivatives are exchangeable. Hence
we can integrate (2.3) first with respect to = and then with respect to y. Thus both F’
and G must be differentiable.

O

As in ODEs, a single PDE does not provide sufficient information to enable us
to determine its solution uniquely. For the unique determination of a solution, we
need further information. In the case of stationary equations, it is usually boundary
conditions which, together with the equation, form a boundary value problem. For
example,

umz+uyy:07 (l‘,y)EB((),l):{(l‘,y)ERzl x2+y2<1}a
u(x,y) =0, (z,y) €dB(0,1) ={(z,y) e R?: z* +y*> =1}

forms a homogeneous Dirichlet boundary value problem for the Laplace equation. If,
in general,  is a bounded domain in R3, we distinguish the following basic types of
(linear) boundary conditions.

The Dirichlet boundary condition:

‘u(x,y,z) = g(x,y,z), (.T,y,Z) € 89)

the Neumann boundary condition:

Ju
%(x,y,z) _g(xvyvz)v (l',y,Z) 6897

the Robin (sometimes called also Newton) boundary condition:

0
A (w,y,2) + Bulz,y,2) = 9@,y 2),  (2.9,2) €00,

where % denotes the derivative with respect to the outer normal n to the boundary
(surface) of the domain Q; A, B, A2 + B2 #£ 0, are given constants. If on various parts
of the boundary 02 different types of boundary conditions are given, we speak about
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a problem with mixed boundary conditions. In the case g = 0, the boundary conditions
are called homogeneous, otherwise they are nonhomogeneous. In one dimension, that
is in the case of problems on the interval Q2 = (a, b), the boundary 92 consists of two
points x = a, x = b. Then, for example, the nonhomogeneous Neumann boundary
conditions reduce to

—ugz(a) = g1, Uz (b) = ga.

On an unbounded domain, for example, on the interval 2 = (0, c0), where it is not
possible to speak about a value of the given function at the point “infinity”, the homo-
geneous Dirichlet boundary condition has the form

w(0) =0, lim u(x)=0.
In the case of evolution equations, we usually deal, besides boundary conditions,
also with initial conditions which, together with the equation and the boundary condi-
tions, form an initial boundary value problem. For example,

forms an initial boundary value problem for the one-dimensional wave equation. Here
the boundary conditions are the homogeneous Dirichlet ones. The function ¢ denotes
the initial displacement and ¢ stands for the initial velocity at a given point . The
derivative u; at time ¢ = 0 is understood as the derivative from the right. If we look for
the so-called classical solution, the functions ¢ and v are supposed to be continuous
and also the function u is continuous (in fact, even the partial derivatives of the second
order are continuous). That is why the boundary and initial conditions must satisfy the
compatibility conditions

©(0) = (1) =0.

By a solution (classical solution) of the initial boundary (or boundary) value prob-
lem, we understand a function which satisfies the equation as well as the boundary and
initial conditions pointwise. In particular, the solution must be differentiable up to the
order of the equation. These requirements can be too strong and thus the notion of a so-
lution of a PDE (or of a system of PDEs) is often understood in another (generalized)
sense. In our text, we confine ourselves mainly to searching for classical solutions.
However, in several examples in later chapters we handle more general situations and
we will notify the reader about that.

Another notion which we introduce in this part, is that of a well-posed boundary
(or initial boundary) value problem. The problem is called well-posed if the following
three conditions are satisfied:

(i) a solution of the problem exists;

(i1) the solution of the problem is determined uniquely;
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(iii) the solution of the problem is stable with respect to the given data, which means
that a “small change” of initial or boundary conditions, right-hand side, etc.,
causes only a “small change” of the solution.

The last condition concerns especially models of physical problems, since the given
data can never be measured with absolute accuracy. However, the question left in the
definition of stability is what does “very small” or “small” change mean. The answer
depends on the particular problem and, at this moment, we put up with only an intuitive
understanding of this notion.

The contrary of a well-posed problem is the ill-posed problem, i.e., a problem which
does not satisfy at least one of the three previous requirements. If the solution exists
but the uniqueness is not ensured, the problem can be underdetermined. Conversely, if
the solution does not exist, it can be an overdetermined problem. An underdetermined
problem, overdetermined problem, as well as unstable problem can, however, make
real sense. Further, it is worth mentioning that the notion of a well-posed problem is
closely connected to the definition of a solution. As we will see later, the wave equation
with non-smooth initial conditions is, in the sense of the classical solution defined
above, an ill-posed problem, since its classical solution does not exist. However, if we
consider the solution in a more general sense, the problem becomes well-posed, the
generalized solution exists, it is unique and stable with respect to “small” changes of
given data.

2.2 Classification of Linear Equations of the Second Order

In this section we state the classification of the basic types of PDEs of the second order
that can be found most often in practical models.

The basic types of linear evolution equations of the second order are the wave equa-
tion (in one spatial variable):

Ut — Ugg = 0 (C:]-)a
which is of hyperbolic type, and the diffusion equation (in one spatial variable):
U —Uge =0 (k=1),

which is of parabolic type. The basic type of the linear stationary equation of the
second order (in two spatial variables) is the Laplace equation:

Ugy + Uyy = 0,

which is of elliptic type. Formal analogues of these PDEs are equations of conics in the

plane: the equation of a hyperbola, t> — 22 = 1, the equation of a parabola, t — x? = 1,

and the equation of an ellipse (here we mention its special case—a circle), 22 +y? = 1.
Let us consider a general linear homogeneous PDE of the second order

2.4) A11Ugzg + 212Uy + A22Uyy + A1U; + G2Uy + agu = 0



Section 2.2 Classification of Linear Equations of the Second Order 15

with two independent variables x, y and with six real coefficients that can depend on x
and y. Let us denote by

A — air a2

aiz2 a2

the matrix formed by the coefficients at the partial derivatives of the second order. It
is possible to show that there exists a linear transformation of variables x, y, which
reduces equation (2.4) to one of the following forms. In this respect, an important role
is played by the determinant det A of the matrix A.

(i) Elliptic form: 1f det A > 0, that is a11a22 > a?,, the equation is reducible to the
form

where the dots represent terms with derivatives of lower orders.
(i) Hyperbolic form: If det A < 0, that is ajja22 < a3, the equation is reducible
to the form
Ugy — Uyy + -+ = 0.

The dots stand for the terms with derivatives of lower orders.
(iii) Parabolic form: If det A = 0, that is a1 a90 = a?,, the equation is reducible to
the form
Upg + -+ =0, (oruy, +---=0),

unless a1; = aj2 = ase = 0. Here, again, the dots represent terms with derivatives of
lower orders.

Finding the corresponding transformation relations and reducing the equation is
based on the same idea as the analysis of conics in analytic geometry. For simplicity,
let us consider only the principal terms in the equation, that is, let a3 = a2 = ag = 0,
and let us normalize the equation by a;; = 1. If, moreover, we denote 9, = 9/0x,
85 = 0?/0y?, etc., we can write equation (2.4) as

(8:% + 2&128I8y + a228§)u =0
and, by formally completing the square, we convert it to
2.5 (870 + algay)Qu + (agg — a%2)a§U =0.

Further, let us consider the elliptic case aze > a?,, and denote b = (azs — a2,)'/2,

which means b € R. We introduce new independent variables ¢ and 7 by
r=§, y=af+bn.
The transformed derivatives assume the form
O0c = 0y + 120y, Oy = b0y
(you can prove it using the chain rule), and equation (2.5) becomes

8§u+8,2]u =0
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or, equivalently,
Uge + Uy = 0.

In the remaining two cases, we would proceed analogously (in the parabolic case we
have b = 0, and in the hyperbolic case, b = i(a?, — as2)'/? € C).

Example 2.4 We determine types of the following equations:

(a) Uy — gy = 0,
(b) BUgy — OUgy + 3ty + Uy =0,
(c) 2Uzy + 2Ugy + 3Uyy = 0.

In terms of the previous explanation, we decide according to the sign of det A =
aiiazs — a?y. Thus, in case (a), we obtain det A = —9/4 < 0 and the equation is of
hyperbolic type. In case (b), we have det A = 0, and thus the equation is of parabolic
type. In case (c), we have det A = 5 > 0, and the equation is of elliptic type.

O

If A is a function of x and y (i.e., the equation has nonconstant coefficients), then
the type of the equation may be different in different parts of the xy-plane. See the
following two examples.

Example 2.5 We find regions of the xy-plane where the equation
TUgy — Ugy + YUyy =0

is of elliptic, hyperbolic, or parabolic type, respectively.

In this case the coefficients depend on = and y and we obtain det A = aj1a90 —
aly = xy — i. The equation is thus of parabolic type on the hyperbola zy = %, of
elliptic type in two convex regions xy > i, and of hyperbolic type in the connected
region xy < i. The reader is invited to sketch a picture of corresponding regions.

O

Example 2.6 Again, we find regions of the xy-plane where the equation
— 22Uy + 22Ytyy + (14 y)uy, =0

is of elliptic, hyperbolic, or parabolic type, respectively.
This time we have det A = aj1a20 — a5 = —2%(1 + y) — 2%y*. The equation is
thus of hyperbolic type in the whole plane except the axis y, where it is of parabolic

type.
O

Remark 2.7 In a similar way we can classify linear PDEs of the second order with
an arbitrary finite number of variables N. The coefficient matrix A is then of type
N x N. The type of the equation is related to definiteness of the matrix A and can be
determined by signs of its eigenvalues:
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(1) the equation is of elliptic type, if the eigenvalues of A are all positive or all
negative (i.e., A is positive or negative definite);

(ii) the equation is of parabolic type, if A has exactly one zero eigenvalue and all
the other eigenvalues have the same sign (i.e., A is a special case of a positive or
negative semidefinite matrix);

(iii) the equation is of hyperbolic type, if A has only one negative eigenvalue and all
the others are positive, or A has only one positive eigenvalue and all the others
are negative (i.e., A is a special case of an indefinite matrix);

(iv) the equation is of ultrahyperbolic type, if A has more than one positive eigen-
value and more than one negative eigenvalue, and no zero eigenvalues (i.e., A is
indefinite).

Notice that the matrix A is symmetric, since we consider exchangeable second partial
derivatives, and thus all its eigenvalues have to be real.

2.3 Exercises

1. Determine which of the following operators are linear.

(@) ur yus +uy,

(b) u = uuy + uy,

(©) ur ui + Uy,

(d) ur—up +uy +z+vy,

(e) ur (? 4+ y?)(siny) uy + 23 uyyy + [arccos (zy)]u.

[ad.e]
2. In the following equations, determine their order and whether they are nonlinear,
linear nonhomogeneous, or linear homogeneous. Explain your reasoning.

(@) ug — 3uz, +5=0,

(b) s — Uyy + 2t3u = 0,

(C) Ut + Ugzt + u2uz =0,

(d) Ut — 4umm + fLA = 07

() iy — Ugy + 2% =0,

() uo(1+u3)™ 2 +uy (1 +uj) "2 =0,

(g) e"uy +uy =0,

(h) ug + Ugpae + V1+u=0.

(i) Uugy + etuy = ucosm.

[linear: a,b.d.e,g,i]
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. Verify that the function u(z,y, z) = f(z)g(y)h(z) solves the equation u?u,, =

uguyu, for arbitrary (differentiable) functions f, g and h of a single real variable.

. Show that the nonlinear equation u; = u2 + u,, can be transformed to the dif-

fusion equation u; = u,, by using the transformation of the dependent variable
w = e* (i.e., introducing a new unknown function w).

. What are the types of the following equations?

(@) Uzg — Uzy + 2Uy + Uyy — SUyz +4u =0,
[hyperbolic]
(b) Yuzy + 6Uzy + Uyy + uy = 0.
[parabolic]

. Classify the equation

Ugpqy + 2k‘uwt + kQUtt = O, k 7& 0.

Use the transformation £ = x + bt, 7 = x + dt of the independent variables
with unknown coefficients b and d such that the equation is reduced to the form
ug¢e = 0. Find a solution of the original equation.

[equation of parabolic type; u(z,t) = f(x — é)x +g(z — %)]

. Classify the equation

TUgpy — duz =0

in the domain = > 0. Solve this equation by a nonlinear substitution 7 = t,
E=t+4nx.

[equation of hyperbolic type; u = e~*/* f(t 4+ 4lnz) + g(t)]

. Show that the equation

Ut — gy + aur + by + du = flz,t)
can be transformed to the form
’LUE-,— +kw :9(577)? w :U)(g,T)

by substitutions ¢ = z — ct, 7 = x + ct and u = we*+A7 for a suitable choice of
constants o and /3.

b b—
[ = bHge, g = boge]

. Classify the equation

Ugy — OUgy + 121y, = 0.

Find a transformation of independent variables which converts it into the Laplace
equation.

[equation of elliptic type; £ = x, n = v/3z + %y]
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10. Determine in which regions of the xzy-plane the following equations are elliptic,
hyperbolic, or parabolic.
(@) 2upy + duyy + 4uzy —u =0,
(b) uzz + 2y Ugy + Uyy + U = 0,
(©) sin(zy)uzs — gy + Uyy + uy =0,
(d) Uy — cOS(T) Uy + Uyy + Uy — Uy + du =0,
@) (1+2%)uze + (1 + y*)uyy + zuy + yuy, =0,
f) e*uy, + 2" Vg, + e2yuyy + (e? — "y, =0,
(2) Ugy — 28INT Uyy — cOS? T Uy, — coszu, = 0,
(h) e™uy, + (coshz)uyy + ugy —u =0,

(i) [log(1+ 2% + y?)|uze — [2 4 cos x]uy, = 0.
11. Try to find PDEs whose general solutions are of the form
@ u(z,y) = p(r +y) + Pz - 2y),

®) u(z,y) = zp(r +y) + yp(zr +y),
©) u(z,y) = L(p(x —y) + Yz +y)).

Here ¢, v are arbitrary differentiable functions.
[(@) 2Uzz — Uzy — Uyy = 0, () Uzz — 2Uzy + Uyy = 0, (€) T(Ugz — Uyy) + 2uz = 0.]
12. Consider the Tricomi equation
YUz + Uyy = 0.
Show that this equation is

(a) elliptic for y > 0 and can be reduced to
1
Uge + Unp + %un =0

using the transformation § = z, n = 2y%/2;

(b) hyperbolic for y < 0 and can be reduced to

1
Ugn — m(uﬁ —uy) =0

using the transformation £ = x — %(—y)gp, n=x+ %(—y)3/2.
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13. Show that the equation

1
Uy + YlUyy + iuy =0

can be reduced to the (canonical) form ¢, = 0 in the region where it is of
hyperbolic type. Use this result to show that in the hyperbolic region it has the
general solution

u(z,y) = f(x +2v/=y) + g(z = 2v/=y),
where f and g are arbitrary functions.

14. Determine whether the following three-dimensional equations are of elliptic, hy-
perbolic, or parabolic type (determine the eigenvalues of the corresponding ma-
trix A—see Remark 2.7):

(@) Upq + 2uy, + (cosz)u, — e¥’u = cosh z,
(b) Upy + 2Ugy + Uyy +2u., — (1 +2y)u =0,
(©) Tugy — 10Uy — 22u,y, + Tuyy — 16Uy, — du,, =0,
(d) e*ugy — ugy = log(z? + y* + 22 + 1).
15. Determine the regions of the xyz-space where

2
Ugg — 20 Ugz + Uyy + Uz, =0

is of hyperbolic, elliptic, or parabolic type.

Exercise 5 is taken from Strauss [19], 6-9 from Logan [14], 11, 12 from Stavroulakis
and Tersian [18], and 13—15 from Zauderer [22].



3 Linear Partial Differential Equations of the First
Order

3.1 Convection and Transport Equation

Transport Equation. We start with the derivation of the so called transport equation.
We come from the basic one-dimensional conservation law (1.8) without sources (i.e.,
f =0), that is

u(z,t) + ¢y (2, t) =0,

and use the constitutive law according to which the flux density ¢ is proportional to the
quantity w:

¢ = cu,
where c is a positive constant. After the substitution, we obtain the required transport
equation

@

Such a model describes, for instance, the drift of a substance in a tube with a flowing
liquid. Here the quantity u represents the concentration of the drift substance (say
a contaminant) and the parameter ¢ corresponds to the velocity of the flowing liquid.
This model (often called the convection model) does not consider diffusion.

As we will show later, the solution of (3.1) is a function

(3.2) ‘u(w, t) = F(z — ct),

where F' is an arbitrary differentiable function. Such a solution is called the right
traveling wave, since the graph of the function F'(x — ct) at a given time ¢ is the graph
of the function F'(x) shifted to the right by the value ct. Thus, with growing time, the
profile F'(x) is moving without changes to the right at the speed ¢ (see Figure 3.1).

If, in general, the velocity parameter c is negative, which means that the liquid and
so the drifted substance flow to the left at speed |c|, the solution u(xz,t) = F(z — ct) is
called left traveling wave.

If the flux density ¢ is a nonlinear function of the quantity u, then the conservation
law (in case of f = 0) has the form

(3.3) up + (¢(u)e = ug + ¢’ (w)uy = 0.
This relation models nonlinear transport, which is, from the point of further analysis,
more complicated.

Transport with Decay. The particle decay (radioactive decay of nuclei) can be de-
scribed by the decay equation

du
— —
dt b
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u(x,tl)

/\/F(x— cty)
u(z,0) ¢ |

Figure 3.1 Traveling wave.

where wu is the number of the so far nondecayed particles (nuclei) at time ¢ and A is
a decay constant. The behavior of the substance (radioactive chemical) drift in a tube
at speed ¢ can be modeled by the equation

(3.4) | ut + cug = —du. |
In this case we have again ¢ = cu and f = —Au represents the sources due to the
decay.

In the next sections, we present several ways how to find the solutions of the above
mentioned transport equations.

3.2 Equations with Constant Coefficients

Let us consider the general linear PDE of the first order with two independent variables
and with constant coefficients

69

Here u = u(x,y) is the unknown function, a, b are constants such that a® 4% > 0 (they
are not both equal to zero). Solving equation (3.5) can be approached from various
points of view. Below we present three basic methods.

Geometric Interpretation—Method of Characteristics. Let us denote v = (a,b),
Vu = gradu = (uy,u,). The left-hand side of equation (3.5) can be then considered
as a scalar product

atg + buy = v - Vu,
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and equation (3.5) can be interpreted in the following way: “the derivative of the func-
tion w in the direction of the vector v is equal to zero,” or “the value of the function
u does not change (is constant) in the direction of the vector v.” In other words, u
is constant on every line the directional vector of which is v (warning: this constant
differs, in general, on different lines!).

Y

v
bx —ay=-c

Figure 3.2 Characteristic lines.

Thus,

| u(z,y) = f(bz — ay),

since the function u(x,y) assumes the value f(c¢) (and it is thus constant) on the given
line bz — ay = c. Here f is an arbitrary differentiable real function. Lines described
by bz — ay = ¢, ¢ € R, are called the characteristic lines, or the characteristics of
equation (3.5).

Example 3.1 We solve the equation
3.6) 2uy —3uy =0
with the initial condition

(3.7) u(0,y) = y°.

On the basis of the previous text, we have

u(,y) = f(=3z = 2y).

If we use the condition
y? =u(0,y) = f(—2y)
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and substitute w = —2y, we obtain
2
w
flw)=—
Hence,
3z + 2y)?
u(a,y) = L2

(see Figure 3.3).

Finally, we should verify that our function u is indeed a solution to the equation.
Since

3
Uy = 5(3x +2y), uy=3z+2y,

after substituting them into the equation we find out that the left-hand side is equal to
the right-hand side:

2uy — 3uy = 33z +2y) — 3(3z + 4y) =0,

and also u(0,y) = y2.

u(z,y)
60 —

50 —

N

\\
N

N\

N\

N

40 —

N

N
N

N

N\
N

N
N\

NN
A
RN
NN
N

N

N

N

Y
NAR

NN

N

N

N\
N
N
.
R

N

7

2
30 )
A
s

\
\
AN

X

N
\\s«k}g\

55
g7/ A Y,
7

N
\
N
N
N\
N
NN

20+

N

N
\
N

N\
N

N

AN
N
QR
OO,
NN
\ $&§§
N
W
W
RN
NN
NN
NN
W
N
\
N
\
N
\
N
N
\\}\

N
\
N
W
N
N
TR
NN
N
N

W

N
NN Q N
AN

AXX
i
h
"
W
0
W
N
0
W
N
AR
\
\
\
N
N
\
\
\
\
\

N

7

i
j
i
X
gt
Q“
i
0
(N
A
W
A
i
AN
N
N
N\
\
W
N N
\&\
W
\
N
N
\
N\
\
\\

\

A
N
A
0

25

3
0
‘0”0
%
N
i
N
\
N
\
N
\
\
\
N
\

o
\
4
)
)
)
\
X
N
\
N
o
N
\
\
\
\
\
\
\
N
\
\
\
\

|
w
f
I
"
A
A
\N’
A
0N
\
N
\
N
N
\
\
\
\

I
.
A
A
R
i
AN
AN
AN

-2 o
=

[iN

0.5

Figure 3.3 The solution from Example 3.1.
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Remark 3.2 The solution of equation (3.6) satisfying the initial condition (3.7) is
unique. Indeed, let vy = wi(z,y) and us = wus(z,y) be two solutions of (3.6),
(3.7). Then w = uy — us solves (3.6) with the initial condition w(0,y) = 0. Hence
w(z,y) = f(=3xz —2y) and 0 = w(0,y) = f(—2y). This implies f = 0, i.e.,
w(z,y) = 0. So, uy and uy coincide.

Figure 3.4 depicts the function u(z,t) = e~(3+2)” which solves the equation

(3.8) up — 3uy =0

with the condition u(z,0) = e=7”, Similarly, Figure 3.5 shows the graph of the func-
tion u(x,t) = —sin(3t — x) which solves the equation

(3.9) ur + 3uy =0

with the condition u(z,0) = sinz. The reader is invited to find solutions of both (3.8),
(3.9), and to notice how the initial conditions propagate along the characteristics.

\
W\

\!
i
W
Wl
Q
N

q
!

\
Q

-2

2

Figure 3.4 Solution of us — 3u, = 0, u(xz,0) =e .

Coordinate Method. Again, let us suppose a? + b*> > 0. We introduce a new rectan-
gular coordinate system by the substitution

2 =ax+by, Yy =bxr—ay.
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Figure 3.5 Solution of u; + 3u, = 0, u(z,0) = sinz.

According to the chain rule for the derivative of a composite function, we have

p= O QU0 UYL b,
T 0z dr' 0xr Oy Ox “ v
Cow wow owoy
Y oy ox' Oy Oy Oy * v

Equation (3.5), that is
aug + buy = 0,

can be then written in the form
2 2 _
a“ Uy + abuy 4 b uy — abuy = 0,

ie.,
(a® + b*) uy =0,

#0

whence

Thus, it follows that

u@y') = fy), ie. u(x,y)=f(bz—ay).
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Y

Figure 3.6 Transformation of the coordinate system.

We invite the reader to apply the coordinate method to find solutions of equations
(3.8) and (3.9).

Method of Characteristic Coordinates. Let us consider the general form of the trans-
port equation with decay

(3.10) up + cuy + Au = f(x,t),

where A, ¢ are constants and f is a given function representing external sources (the
decay is characterized by the term Au—see Section 3.1). Since the transport equation
describes the signal propagation at speed c, it is reasonable to try to transform the
equation into a new, moving, coordinate system. We introduce thus new independent
variables ¢ and 7, called characteristic coordinates, by

E=xz—ct, T=t.

The variable £ can be understood as a coordinate which propagates together with the
signal. Using the chain rule, we derive

Uy = Uk + ULt = —cug + ur,

Uy = Uy + UrTy = Ug.
After substituting it into the original relation, we obtain the equation
3.11) ur + Au= f(§+er,7),

which can be further solved by methods of the theory of linear first-order ODEs. We
illustrate this approach by the next example.

Example 3.3 Let us find the general solution of the transport equation

U + Uy —u =t=.
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We introduce the characteristic coordinates by the relations
E=x—t, T=1
and, according to the instructions above, we transform the equation to the form
Ur — U = T.

Now, we treat this equation as an ODE with the variable 7 and the parameter £. The
solution of the corresponding homogeneous equation assumes the form

UH (57 T) = g(f)er,

while a particular solution of the nonhomogeneous equation can be written as
UP(gv T) = 7(1 + 7_)'

The general solution is then the sum v = uy + up. Finally, we return to the original
variables = and ¢:
u(w,t) = —(1+t) + gl — t)e'.

The reader is asked to carry out all the above steps in detail and to check the correctness
of the solution.
O

3.3 Equations with Non-Constant Coefficients

The method of characteristics, based on the geometric interpretation, can be used also
in the case of equations with non-constant coefficients a(z,y) and b(z,y). The differ-
ence consists in the fact that the characteristics are no more straight lines but general
curves. Instead of dealing with the general case, we prefer to illustrate the method by
several examples.

Example 3.4 (Strauss [19]) We solve the equation
3.12) Uy + yuy = 0.

Here we have a = 1, b = y, v = (1, y), that is, the second component of the vector v
depends on the variable y. The set of all vectors v in the xy plane can be depicted as
in Figure 3.7.
The characteristics are thus the curves with the property that their tangents at a given

point have the slope

dy

a7
By solving this ODE we obtain the characteristics

AT
y=ce,
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YA

NN NN

Figure 3.7 Vector field v = (1,y).

along which the function « is constant. Indeed, let ¢ € R be an arbitrary constant. Then

%u(x,y(az)) = %u(x,cex) = Uy +uy ce” =0,

Yy
since u solves equation (3.12); further, we have
s y(e) = gule. ) =0,

since none of the variables depend on y. The solution « is thus constant on every curve
y = ce”. The choice of the constant ¢ then gives a particular curve, and the variables «
and y are linked by the relation

ye 7 =c.

Thus, for an arbitrary differentiable function f = f(z), the solution u can be written in
the form

u(z,y) = f(c) = flye™™).

Example 3.5 We solve the problem

{ Uy + yuy =0,
u(0,y) = y*.

From the previous calculation, we have
u(z,y) = f(ye™™).

However, also
y? =u(0,y) = f(y),
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thus
u(z,y) = y’e "

Example 3.6 (Strauss [19]) Let us find all solutions of the equation
Uy + mezuy =0.
Here v = (1, 2xy?) and the characteristics are the curves which solve the equation

dy

— = 2xy°.
dz Y
Integrating, we find out that the functions
1
= T 5 S Ra
Y 22+ ©
and also
y=0

describe the required characteristic curves. See Figure 3.8. Similarly to Example 3.4,
we obtain

c=—a"— —,
Y

and the solution can be written as
I (x2 + l) fory # 0
u(z,y) = y v

const. fory = 0.

In general, f can be an arbitrary differentiable function. However, in such a case,
we have to understand the solution in the generalized sense. If we require u to be
the classical solution, we would have to add more assumptions on f to ensure the
continuity of u and its first derivatives at y = 0!

O

If we deal, in general, with the equation

|, y)ue (@, y) + bz, y)uy (z,y) =0,

we proceed quite analogously. Now, v(x,y) = (a(z,y), b(x,y)) and the characteristics
are the curves which are given by the solution of the ODE

dy _ b(z,y)
dz  a(x,y)

)
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Figure 3.8 Characteristics of the equation u, + 2xy?u, = 0.

under the assumption a(z,y) # 0. The characteristics can be found also in the para-
metric form « = x(t), y = y(t). This parametric expression of the characteristics then
solves the system

Now, we return to equation (3.5) with constants a and b, and consider its more
general version, namely,

ay + buy + c(z, y)u = f(z,y),

where ¢ = ¢(x, y) is a nonconstant coefficient and f = f(x,y) is a given function. The
next example shows that, in that case, the coordinate method can be applied.

Example 3.7 Using the coordinate method, we find all solutions of the equation
(3.13) Uy + 2uy + (27 — y)u = 22° + 3wy — 2%
Let us introduce the substitution

¥ =ax+by=x+2y, Yy =br—ay=2x—y.
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According to the chain rule, equation (3.13) can be written in the form
Sug +y'u = 2"y

This is nothing but a linear nonhomogeneous ODE of the first order with the variable
2’ and the parameter y’. First, we find the solution of the homogeneous equation

’0

up (2, y') = fly)e 57V,

then, using, for instance, variation of parameters, we determine a particular solution of
the nonhomogeneous equation

5
UP(CC/7y/):fE/—Jv y #0.

The general solution is then the sum of the homogeneous and particular solutions

1

5 Claly
U(:Eﬁy’):x'—?Jrf(y’)e UYLy #0
and, after passing to the original variables x, y, we obtain

+ f(2w — e 3 (2T H3ey=2%) y # 2x.

U(x,y)=w+2y—2xiy

If y = 2z, equation (3.13) reduces to u, + 2u, = 0, and thus u(z,y) = const. on the
line y = 2z .
The reader is invited to carry out the above steps in detail and to verify the correct-
ness of the solution.
O

Also the method of characteristic coordinates can be applied to more general equa-
tions than (3.10), namely, to the case when A = A(z, t) is not a constant in (3.10). The
resulting equation (3.11) then has the form

Ur + ANE+er, T)u= f(§+ T, 7).

The reader is invited to justify this fact.

3.4 Exercises

1. Solve the equation u; — 3u, = 0 with the initial condition u(z,0) = e (see
Figure 3.4).

[u(:c,t) — e—(z+3t>2]

2. Solve the equation u; + 3u, = 0 with the initial condition u(x,0) = sinx (see
Figure 3.5).

[u(z,t) = sin(z — 3t)]
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3. Solve the equation 3uy + u;, = 0 using substitution v = u,,.

[u(z,y) = e *"g(y) + f(z)]

4. Solve the linear equation (1 + z2)u, + u, = 0. Draw some characteristics.

[u(z,y) = f(y — arctanz)]

5. Solve the equation 1 — z2u, + u,, = 0 with the condition «(0,y) = y.

[u(z,y) =y — arcsin x]

6. Using the coordinate method, solve the equation au, + bu, + cu = 0.

[u(z,y) = =+ f(ba — ay)]

7. Using the coordinate method, solve the equation u, + u, + u = €**2¥ with the

initial condition u(x,0) = 0.

[u(z,y) = § (e*7%Y —e"?Y)]

8. Solve the equation u; + au, = x>t + 1, where a is a constant, with the initial

condition u(z,0) = z + 2.
[u(z,t) =z —at+2+t+ # — tazt® + Sa*t"]

9. Solve the equation u; + t*u, = 0, where o > —1 is a constant, with the initial

condition u(z,0) = ¢(x).

[u(z,t) = ¢ (= &7 )]

10. Solve the equation u; + xt u, = z* with the initial condition u(x, 0) = ¢(z).

[u(z,t) = p(re /") 4 2%~ I e ds]

11. Find the general solution to the transport equation with decay u; + cu, = —Au

using the transformation of independent variables

E=x—ct, T=t.

[u(z,t) = e M f(z — ct)]

12. Show that the decay term in the transport equation with decay

Up + CUy = — AU

can be eliminated by the substitution w = ue.

13. Solve the Cauchy problem

U +u; —3u=t, zeR, t>0,
u(z,0) =22 ze€R.

[u(z,t) = -1t — 2+ ((z—t)* + 1)1
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14. Solve the transport equation with the convective term
up + 2u, = —3u

under the condition u(z,0) = ﬁ (See Figure 3.9 and notice the influence of
the convective term 3u on the solution on various time levels.

—3t
lu(z,t) = o —amrae]

st
NN

N NN N
——
N

N
NN NN .
s
N IR NN AN
s NMHES SR

Figure 3.9 Solution of the problem u; + 2u, = —3u, u(x,0) = 1/(1 + z2).

15. Solve the initial boundary value problem

U 4+ cuy = —Au, x,t >0,
u(z,0) =0, x>0, u(0,t) = g(t), ¢>0.

Consider separately the cases x > ct and = < ct. The boundary condition takes
effect in the domain x < ct, whereas the initial condition influences the solution
only in the domain > ct.

[u(z,t) = g(t — %)e_%”” forx —ct <0, wu(z,t)=0 forz—ct>0]

16. Find an implicit formula for the solution u = u(x, t) of the initial value problem
for the equation of transport reaction

B+u’

U +ovu, = -2 xeR, t>0,
u(z,0) = f(z), ze€R.
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Here v, o, 3 are positive constants. Show that v can be always expressed in terms
of x and ¢ from the implicit formula.

[Binju(z, t)] + u(, t) = —at + f(z — vt) + Bin|f(z — vt)]]
17. Find general solutions of the following equations.

(a) ug + x2uy =0,

(b) uz +sinzu, =0,

©) zuy, +yuy =0,

(d) e“zum +zuy =0,

() zug +yuy, ="

18. Solve the linear equation
2 _ 2
xuz_yuu+yu_y7 xay#o

[u(z,y) = f(zy)e’’/? + 1]

19. Consider the equation y u, — xu, = 0. Find initial conditions (initial curves)
under which this problem has a unique solution, no solution, or infinitely many
solutions.

[a) uo(x,0) = 2%, b) uo(2,y) = yonz? +y* =1, c) uo(z,y) = Lonz? + ¢ = 1]
20. Consider the quasi-linear equation u, + a(u)u, = 0 with the initial condition
u(z,0) = h(z). Show that its solution can be given implicitly by u = h(z —

a(u)y). What are the characteristics? What happens if a(h(x)) is an increasing
function?

21. Consider the equation
Yy
3.14 = (= .

Show that

(a) the general solution of (3.14) is given by u = z f (22 + y?);
(b) the function

T e /1+¢2
I(z,y) = —/ e YV cos ot dt
YJo

satisfies equation (3.14);
(c) the following identity is satisfied:

h e WV costdt = —— 9 - e VIFI@Hv) gy > 0.
vaz+y?Jo 7

0
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22.

23.

24.

25.

26.

27.

Show that the initial value problem
ug +uy =0, u(z,t)=x ona?+t?=1

has no solution. However, if the initial data are given only over the semicircle
that lies in the half-plane = + ¢ < 0, a solution exists but is not differentiable
along the characteristics coming from the two end points of the semicircle.

Show that the initial value problem
(t—2)uy — t+2)uy =0, wu(z,0)=f(z), x>0,

has no solution in general.

[Hint: The singular point at the origin gives rise to characteristics that spiral around the
origin.]

Show that the equation a(x)u, + b(t)u; = 0 has the general solution u(x,t) =
F(A(z) — B(t)), where A’(z) = 1/a(x) and B’(t) = 1/b(t).

Show that the equation a(t

Juz + b(x)uy = 0 has the general solution u(x,t) =
F(B(x)— A(t)), where B'(z) =

b(x) and A'(t) = a(t).
Show that the initial value problem
wtu, =z, ulz,x)=1
has no solution, and explain why.
Consider the semilinear equation
a(e, y, u(x, y)) v + bz, y, u(z,y)) uy = c(z,y, u(z, y))
and show that the method of characteristics yields

dz dy o du(x,y)

a(z,y,u(z,y)) bz, y,ulz,y) o,y ulz,y)

[Hint: The differential equation can be understood as the scalar product of vectors
(a(z,y,u),b(z,y,u),c(x,y,u)) and (uz,uy, —1), where the last one represents the nor-
mal vector to the solution surface u = u(z, y) in the Euclidean space (z,y, u).]

Exercises 3—7 are taken from Strauss [19], 8—10 from Bartak et al. [4], 11, 13, 15,
16 from Logan [14], 18-21 from Stavroulakis and Tersian [18], 22-26 from Zauderer
[22], and 27 from Keane [12].



4 Wave Equation in One Spatial
Variable—Cauchy Problem in R

4.1 String Vibrations and Wave Equation in One Dimension

The transport equation (see Section 3.1) was derived by a standard scheme: we substi-
tuted a particular constitutive law into the basic conservation law in its local form (1.8)
and obtained the corresponding model. Now, we proceed in a little different way to de-
rive another fundamental equation—the wave equation—that describes one of the most
frequent phenomena in nature, the wave motion (let us recall electromagnetic waves,
surface waves, or acoustic waves).

Let us consider a flexible string of length [ and assume that there occur only small
vibrations in the vertical direction (in the vertical plane). The displacement at a point
2 and time ¢ will be denoted by a continuously differentiable function u(x,t). The
properties of the string are described by continuous functions p(x, t) and T'(z, t) which
represent the mass density and the inner tension of the string at a point = and time ¢.
We assume that the tension 7" always acts in the direction tangent to the string profile
at a point z. Now, let us consider an arbitrary but fixed string segment between points
xr = a, v = b (see Figure 4.1). The angle formed by the tangent at a given point and
the horizontal line will be a continuous function denoted by (z,t). Let us notice that
the relation

4.1) tan (x,t) = ug(x,t)

holds.

Figure 4.1 String segment.



38 Chapter 4 Wave Equation in One Spatial Variable—Cauchy Problem in R

To derive an equation describing the motion of the string, we use Newton’s Second
Law of Motion, which implies that the time change of the momentum in a given seg-
ment is equal to the acting force. We will assume that the only force which acts on
the string segment is the tension caused by the neighboring parts of the string (gravity
and damping are for now neglected). Since there is no movement in the horizontal
direction, the following relation must hold:

4.2) T(b,t)cosp(b,t) —T(a,t) cosp(a,t) =0.

Since [a, b] has been chosen arbitrarily, the quantity 7'(z, t) cos ¢(x,t) does not depend
on z. Let us denote

4.3) 7(t) = T(x,t) cos p(z,t).

In the vertical direction, the law of motion implies the kinetic equation

| &

(4.4)

oL

b
t/p(x,t)ut(x,t)\/l—|—u3,(x,t)2dx

=T(b,t)sinp(b,t) — T(a,t)sinp(a,t).

The reader should notice that this relation corresponds to the one-dimensional version
of conservation law (1.3) with momentum as the quantity considered. To be able to
pass to the local relation, we utilize another conservation law—the mass conservation
law. It says that the time change of the total mass of a given segment is zero. (Here,
the quantity considered is the mass, the flow as well as the sources are zero.) This,
in other words, means that the mass of a given segment at an arbitrary time ¢ must be
equal to the mass of the same segment at time ¢ = 0. If we denote po(z) = p(x,0)
and suppose that at the beginning, at time ¢ = 0, the string is in its equilibrium state
u(z,0) = ug = const., we obtain the equality

b b

[ ple VT w2 do = [ o) do.

a a

(The expression /1 + u,(z,t)? dz represents an element of arc length at time ¢, and it
equals dz at time ¢t = 0.) However, the interval [a, b] has been chosen arbitrarily, thus
the relation

4.5) plx, t)\/1+ uz(z,t)? = po(x)

must hold for any x and .

Now, we can return to the kinetic equation (4.4). If we use (4.5) and change the
order of differentiation and integration (which requires again some smoothness as-
sumptions), we obtain

b
(4.6) /po(:r)utt(x, t)dax = T(b,t)sinp(b,t) — T(a,t)sinp(a,t).

a
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Employing (4.1), (4.2) and (4.3), we can rewrite the right-hand side in the following
way:
T(b,t) cosp(b,t) tan (b, t) — T(a,t) cos p(a,t) tan p(a, t)
b

() (un (b, 1) — un(a, ) = 7(2) / s (2, 1) L.

Hence, from (4.6) we obtain
b b
/po(x)utt(ac, t)dx = 7(t) /um(:c, t)dx.
This relation must hold again for an arbitrary interval [a, b], thus we get the differential
formulation
po(@)use(x,t) = 7(t)ugs(x,t).
In the special case that po(x) = po, 7(t) = 7o, and if we denote ¢ = /7 /po, We arrive

at the fundamental equation of mathematical modeling describing string vibrations in
one dimension:

@7

Equation (4.7) is called the wave equation and the constant ¢ > 0 expresses the speed
of wave propagation.

The basic wave equation can be modified in various ways.

(1) If the presence of external damping (for example, resistance of the surrounding
medium) is taken into account, the equation is enriched by a term proportional to
the velocity u;:

Upp — cgum +ru; =0

with the damping coefficient > 0.
(ii) If we consider an elastic response of the surrounding medium in the model, we

obtain
Ut — gy + ku =0

with the stiffness k > 0.

(iii) If we want to include the presence of an external force in the model, we obtain
a nonhomogeneous wave equation

Uty — gy = f(x,1).

(iv) All these effects can appear simultaneously. Then we obtain an equation of the
form
Ugy — CUgy + 1y + ku = f(a,t).
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4.2 Cauchy Problem on the Real Line

First, let us consider the wave equation

4.8) Upp = c2um7 r€eR, t>0

and look for its general solution. For illustration, we can imagine an “infinitely long”
string. We will present two methods of finding the general solution of equation (4.8).
Both methods are standard and the reader can find them in many other textbooks.

Method I (transformation to a system of two first order equations)
Equation (4.8) can be formally rewritten as

0 0 0 0
4. ——c— ) |=4+c=—|u=0.
(4.9) (8t C@x) (at“ax)“ 0
If we introduce a new function v by the relation v = wu; + cu,,, we transform the original
equation (4.8) into a system of two equations of the first order

(4.10) { Ve

Ut + Clyg

0,
V.

Both the equations are now solvable by methods introduced in Section 3.2. The first
equality implies
v(x,t) = h(z + ct),

where h is an arbitrary differentiable function. We substitute for v into the latter equa-
tion of system (4.10) and obtain

ug + cu, = h(z + ct),

which represents a transport equation with constant coefficients and non-zero right-
hand side. The solution of the corresponding homogeneous equation has the form

4.11) ug (z,t) = g(x — ct).

Since the right-hand side of the equation is formed by an arbitrary differentiable func-
tion of the argument x + ct, one particular solution (which reflects the influence of the
right-hand side) must be also an arbitrary differentiable function of the same argument,
thus

(4.12) up(z,t) = f(x + ct).

The general solution of the wave equation is then the sum of solutions (4.11) and (4.12):

(4.13) ‘u(w,t) :f(x+ct)+g(xfct).‘
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Method II (the method of characteristics)
The second way of derivation of the general solution of the wave equation on the
real line consists in introducing special coordinates

E=xz+ct, n=ux—ct.

According to the chain rule, we have

Oy :85+8n, Oy :Cag *Can
and thus
O —cOp = —2c0y,
8t + ch = 2085.

The reader is invited to verify these formulas. After substituting it into the expres-
sion (4.9), we obtain a transformed equation

- 402 87, 85 u=20
or, equivalently,
Ugn = 0.

Its solution has been found in Chapter 2 (see Example 2.3), namely

u(&,m) = f(€) +g9(n),

where f and ¢ are again arbitrary differentiable functions. If we go back to the original
variables x and ¢, we obtain the foregoing general solution of the one-dimensional wave
equation

u(z,t) = f(xz + ct) + gla — ct).

As we can see, the solution is the sum of two traveling waves (cf. Section 3.1), the
left one and the right one, which move at the speed ¢ > 0. Lines x+ct = const., x—ct =
const., along which the traveling waves propagate, are called the characteristics of the
wave equation.

If we now consider an initial value (Cauchy) problem

U = CUgy, T ER, >0,

4.14) u(z,0) = p(x), u(z,0) = Y(x),

the particular forms of functions f and g can be determined in terms of the given
functions ¢ and @, which describe the initial displacement and the initial velocity of
the searched wave.
If we start with the general solution (4.13), then the following equalities hold for
t=0:
p(x) = f(z) +9(z),  ¥(z)=cf'(z) —cg'(2).



42 Chapter 4 Wave Equation in One Spatial Variable—Cauchy Problem in R

The first equality implies (assuming that all indicated derivatives exist)

¢'(x) = f'(z) + ¢'(2),

which, in combination with the latter equality, gives

o) = 2¢@)+ ula)
1 1
@) = 3¢@) - 50
and, after integration,
f@) = gela)+ o [rdrs A
0
oa) = 5ol) -5 [Ur)dr+ B,

0

where A, B are integration constants. The condition u(x,0) = ¢(x), however, implies
A + B = 0. After substituting the previous relations into the general expression of
solution (4.13), we obtain the solution of the Cauchy problem for the wave equation in
one dimension:

x—+ct

[p(x +ct) +p(x — ct)] + % / W(r)dr.

r—ct

(4.15) u(z,t) =

N =

This formula was derived by d’Alembert in 1746. The first term on the right-hand
side expresses the influence of the initial displacement: the initial wave is divided into
two parts, the former proceeding in the direction of the negative x half-axis at a speed
¢, and the latter proceeding in the direction of the positive « half-axis at the same speed
c. The integral on the right-hand side expresses the influence of the initial velocity. The
solution expressed by d’Alembert’s formula is determined uniquely (see Exercise 6 in
Section 10.9).

The following assertion is the basic existence and uniqueness result for the wave
equation.

Theorem 4.1 Let ¢ € C2 1 € C* on the entire real line R. The Cauchy prob-
lem (4.14) for the wave equation on the real line with the initial displacement p(x) and

the initial velocity 1(x) has a unique classical solution u € C? given by d’Alembert’s
Sformula (4.15).

Example 4.2 We find a solution of the wave equation on the real line, if the initial
displacement is zero and the initial velocity is given by sin x.
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This problem can be written as a Cauchy problem

_ .2
(4.16) { Uy = CUgy, T ER, >0,

u(x,0) =0, uy(z,0) =sinz.

After substituting the initial conditions into d’ Alembert’s formula (4.15), we obtain

xr+ct
1 1
u(z,t) = % / sinTdr = % [cos(x — ct) — cos(x + ct)]
T—ct
and, applying the trigonometric formula cos a — cos f = —2sin ’12;[3 sin "‘—erﬁ, the solu-

tion u(x,t) can be written in the form

1
4.17) u(x,t) = —sinct sinz.
c

O

Let us note the following special feature of solution (4.17): the zero points of u lie
at the points z = km, k € Z, for arbitrary t > 0. They do not “travel” along the x-axis
with growing time. Solutions of the wave equation with the above mentioned property
are called standing waves (see Figure 4.2).

Remark 4.3 In fact, a more general assertion than Theorem 4.1 holds. Namely, the
initial value problem for the wave equation has a unique classical solution if and only
if ¢ € C? and ) € C'. These assumptions on initial conditions are, however, strongly
restrictive and very often contradict the practical problems that necessarily have to be
solved by methods of mathematical modeling. These problems, if they are understood
in the sense of a classical solution, are ill-posed. This fact caused big difficulties to
mathematicians in the eighteenth century and it took a long time before they came
to a more general notion of a solution (weak solution, very weak solution, generalized
solution, strong solution, ...). In this text, we will not deal with these questions in detail.
We restrict ourselves only to the statement that formula (4.15), expressing a solution
of the initial value problem for the wave equation in explicit form, makes sense also
for much more general initial conditions than ¢ € C?, ¢ € C*. The solution u can be
then viewed, for instance, as a function which satisfies the differential equation only
at those points where the corresponding partial derivatives u;; and u,, exist. On the
other hand, the set of points where these partial derivatives do not exist (and hence the
equation itself does not make sense) cannot be “too large”.

If ¢ is a C? function and 1 is a C' function on R with the exception of a finite
number of points (the so called singular points or singularities) then (4.15) makes
sense, the partial derivatives of u exist and are continuous with the exception of a finite
number of lines in the zt plane and equation (4.8) holds at every point which does not
belong to these lines. In such a way, we will understand also solutions of the following
Cauchy problems. However, the reader should notice that even more general functions
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Figure 4.2 Standing waves—a solution of the initial value problem (4.16) with ¢ = 4.

o and 1) can be considered (for example, locally integrable) and the corresponding
solution of (4.8) makes sense if it is understood in a more general sense. Existence and
uniqueness results can be still proved in such a more general setting.

Example 4.4 (Strauss [19]) We solve the wave equation with the initial displacement

(z) = — §|x\ for |z| < a,
=0 for |z| > a

and with zero initial velocity ¢ (x) = 0.

This problem describes the behavior of an infinitely long string which is at time
t = 0 displaced by “three fingers” and then released. The three points x = —a,0,a
represent singularities of the initial displacement ¢. According to d’ Alembert’s for-
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mula (4.15), the corresponding solution has the form

u(z,t) = = [p(z — ct) + p(x + ct)].

N =

It is a sum of two “triangle functions” which diverge with increasing time. The shape
of the solution on particular time levels is sketched in Figure 4.3, the whole graph of
the function u(x, t) is illustrated by Figure 4.4 (for the values ¢ = 2, b = 1, a = 2). The
reader should observe the lines in the xt plane where the partial derivatives of « do not
exist and thus equation (4.8) does not make sense.

U

3a/2 x

Figure 4.3 Solution of Example 4.4 on particular time levels.

Example 4.5 (Strauss [19]) Let us solve the wave equation with zero initial displace-
ment ¢(z) = 0 and with the initial velocity

1 for|z| < a,

V(@) = { 0 for|z| > a.

This problem can be regarded as a simplified model of the behavior of an infinitely
long string after a stroke by a hammer of width 2a. Here, the two points x = —a,a
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Figure 4.4 Graph of solution from Example 4.4 forc =2,b=1, a = 2.

represent singularities of the initial velocity ¢. D’ Alembert’s formula implies

z+ct

1
u(z,t) = % P(r)dr = 20 X length of interval {(—a,a) N (z — ct,x + ct)}.

The shape of the solution on particular time levels is sketched in Figure 4.5, the whole
graph of the function u(x, t) is illustrated by Figure 4.6, where the values of parameters
are chosen as ¢ = 2.3 and @ = 1.3. The reader is asked to pay attention to the lines in

the zt plane where the partial derivatives of « do not exist and thus equation (4.8) does
not make sense.

O
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Figure 4.6 Graph of solution from Example 4.5 for c = 2.3, a = 1.3.
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Principle of Causality. Let us investigate the solution of the initial value problem for
the wave equation on the real line in more detail. We find out that the initial condition
at the point (g, 0) can “spread” only to that part of the xt plane which lies between the
lines with equations x =+ ¢t = x¢ (the characteristics passing through the point (z(, 0)).
See Figure 4.7. The sector with these boundary points is called the domain of influence
of the point (zg, 0).

T+ ct =xg T —ct = xg

T

(x()v 0) ‘

Figure 4.7 Domain of influence of the point (x¢,0) at time t > 0.

In particular, this means that the initial conditions with the property
o(z) =v(x)=0 forl|z| >R

result in the solution which is identically zero “to the right” of the line = — ¢t = R and
“to the left” of the line « + ¢t = — R (see Figure 4.8).

t

U

RO | (RO @

Figure 4.8 Domain of influence of the interval (—R, R) at time t > 0.

The opposite (dual) view of the above situation is the following: let us choose an
arbitrary point (z,¢) and ask what values of the initial conditions on the z-axis (for
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t = 0) can influence the value of the solution at a point (x,t). The above-mentioned
information implies that these are just the values ¢(x), 1(z) for « from the interval
between x — ct and = + ct (see Figure 4.9).

t

d

(x — ct,0) (z + ct,0)

X

Figure 4.9 Domain of dependence of the point (z,t).

The triangle A,; with vertices at the points (x —ct, 0), (z+ct,0) and (z, t) is called
the domain of dependence (or the characteristic triangle) of the point (x, t).
4.3 Wave Equation with Sources

Let us now consider the Cauchy problem for the wave equation with a non-zero right-
hand side

Uy — gy = f(2,t), T ER, >0,

(4.18) u(z,0) = (), u(x,0) = p(x).

The following existence and uniqueness result generalizes Theorem 4.1.

Theorem 4.6 Let ¢ € C?, + € C', f € C. The initial value problem (4.18) has
a unique classical solution which has the form

u(est) = 5lele+et) + ol )
(4.19) st
+= Y(y dy+f f(y,s)dyds.
I[t //

The symbol A = A, in the last integral represents the characteristic triangle, i.e.,
the domain of dependence of the point (z, ¢) up to the time ¢ = 0:

z+c(t— s)
//f Y, S dydsf/ / y,s) dyds.
z—c(t—s)
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Notice that the principle of causality holds again even for the wave equation with ex-
ternal forces!

Remark 4.7 The reader can easily check that the function given by (4.19) is indeed
a classical solution of problem (4.18). (See Exercise 14 in Section 4.4.) However, the
reader should notice that the classical solution exists under the more general assump-
tion f € C.

There are several ways how to derive formula (4.19). One of the possibilities is
based on the application of the method of characteristics, and another one uses the
transformation of the wave equation to the system of two transport equations. The
latter derivation is the scope of Exercise 21 in Section 4.4. In what follows, we focus
our attention on other two standard approaches that can be found in several textbooks
and have not been mentioned yet, namely, the use of Green’s Theorem and application
of the Operator Method (cf. Strauss [19]).

Use of Green’s Theorem. For simplicity, let us consider a fixed point (zo,t) and
assume that u is a classical solution of (4.18). We integrate the wave equation over the
domain of dependence of the point (zo, to), that is, over the characteristic triangle A:

Z/fdxdt = Z/(Utt — Pug,) dz dt.

Now, we apply Green’s Theorem to the right-hand side. It reads:

//(PI — Q) dxdt = /Pdt+de

A [o2AN

for arbitrary continuously differentiable functions P, ). The curve integral over the
boundary OA of the domain A is considered in the positive direction, that is in the
counterclockwise direction. In our case, we set P = —c?u,, Q = —u,. If we denote
the particular sides of the characteristic triangle by Lo, L1, Lo (see Figure 4.10), we

obtain
//fdxdt: /—CQUzdt—utdx,
A

LoUL1ULy

which can be written as a sum of three curve integrals over the corresponding straight
line segments.
On the side Ly, we have t = 0, dt = 0 and u¢(x, 0) = (), thus

To+cto

/—CQUw dt —upde = — / () de.

Lo xo—cto

On L, we have x + ¢t = xg + cty and thus dx + c¢dt = 0. Hence, we obtain

/7021% dt —udae = c/um dz +uy dt = c/ du = cu(xg, to) — cp(zo + cto).
L L Ly
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t
(an to)
Lo L4
A
(1‘0 — cto, 0) Lo (.230 + cto, O) z

Figure 4.10 Characteristic triangle of the point (xg,to).

Similarly, for Ly (dz — c¢dt = 0),

/fc2um dt —uy da = fc/ux dz+u, dt = fc/ du = —cp(xo — cto) + cu(zo, to).

Lo Lo Ly

Combining these three partial results, we obtain

xo+cto
/ fdzdt = 2cu(zo, to) — clp(zo + cto) + p(z0 — cto)] — / Y(z)dr
A xo—clo

wherefrom the required form of the solution w at the point (xg, ty) follows.

Operator Method. This time we try to derive the solution of the initial value problem
for the nonhomogeneous wave equation on the basis of an analogue of the solution of
ODE

(4.20) vy w2ut) = £
. e v(t) =
with initial conditions d
v
W) =¢,  O)=v,

where ¢ and 1 are real numbers. Applying the variation of constants formula, the
solution of equation (4.20) for a constant A # 0 can be written in the form

t

@.21) o(t) = S'(E)p + S(Ew + / S(t — ) f(s)ds,

0

where

(4.22) S(t) = — sin At, S'(t) = cos At.
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Thus, in the case ¢ = 0, f = 0, the solution reduces to v(t) = S(t)1).
Now, we turn back to our wave equation. We have derived that the solution of the
homogeneous equation for ¢(x) = 0, f(x,t) = 0 can be written in the form

1 z+ct
uwt) =5 [ v
r—ct
If we define the source operator S(t) by
1 z+tct
(423) S =5 [ v d,
T—ct

we can write
u(x,t) = S(t)y(z).

Analogously to the first term on the right-hand side of relation (4.21), we could expect
the reaction on the non-zero initial displacement in the form %S (t)p. Indeed, we have

@2 SSWe) = 5o [ elw)dy= g leels+ et - (—opla et

r—ct

which corresponds to d’ Alembert’s formula (4.15).

Now, let us consider only the influence of the right-hand side. To this end, put
@ =1 = 0. If we use again the analogue of the solution of the ODE (4.21), we write
the corresponding solution of the wave equation in the form

u(z,t) = [ S(t—s)f(x,s)ds;
/

thus, using the definition of S(¢) in (4.23), we conclude that

t x4c(t—s)
1 1
@) o= [ |5 [ rwea|as=g [[ 1wy
0 z—c(t—s) A

Putting together (4.23)-(4.25), we arrive at (4.19).

The approach based on the idea that the knowledge of a solution of the homoge-
neous equation can be used for the derivation of a solution of the nonhomogeneous
equation is, in connection with the wave equation, called Duhamel’s principle.
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4.4 Exercises

1.

Derive the model of the vibrating string including the gravitation force:
Utt = CQUwa -9

here ¢ is the constant representing the gravitational acceleration. Notice that
gravity acts at every point of the string in the vertical direction, that is, it appears
as the source term in the momentum conservation law.

. Derive a damped wave equation

Ut = gy — Kty

describing vibrations of the string whose vertical motion is decelerated by a damp-
ing force proportional to the string velocity. Here, k is a damping coefficient.

. Verify that the function

1 x+ct
u(zx,t) = — d
@ =g [ st
solves the wave equation uy; = c?u,,, where c is a constant and g is a continu-
ously differentiable function. Use the rule for the derivative of the integral with
respect to parameters « and ¢ occurring in the limits of integration.

. A linear approximation of the one-dimensional isotropic flow of an ideal gas is

given by
ug + pz =0, uw+02pt:07

where u = u(z, t) is the velocity of the gas and p = p(z,t) is its density. Show
that v and p satisfy the wave equation.

Deriving the general solution (4.13) of the wave equation, we have used the fact
that the linear wave operator L = (9;)? — ¢2(9,)? is reducible (or factorable),
that is, it can be written as a product of linear first-order operators: L = L L.
Using the same idea, find the general solutions of the following equations.

(2) Uzg + Uz = Uyy + Uy.
[L1 = Oz — Oy, L2 = O, + Oy + 1. The general solution can be written as u(x,y) =
olx+y)+e “Y(x—y)orasu(z,y) = p(z+y) +e Yh(xz — y), where p, ¥ and
h are arbitrary differentiable functions.]

(b) 3uze + 10uzy + 31y, = 0.
[L1 = 30z + Oy, Ly = O0x + 30y; u(x,y) = ¢(3z — y) + ¢ (x — 3y) with arbitrary
functions ¢, 9]

6. Solve the Cauchy problem uy; = c?uy,, u(x,0) = e, u(z,0) = sin .

[u(z,t) = (""" + ") — L (cos(z + ct) — cos(x — ct))]
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7. Solve the Cauchy problem s = c?uyy, u(x,0) = In(1 + 22), us(z,0) = 4 + x.
[w(z,t) =In\/(L+ (z + ct)2) (1 + (z — ct)2) + t(4 + 2)]
8. Solve the Cauchy problem us — 3ty — 4uze = 0, u(z,0) = 22, uy(x,0) =
e®. Proceed in the same way as when deriving the general solution of the wave
equation.
[u(z,t) =z 4+ 48 + 7&”“5614]
9. Solve the Cauchy problem uy; — uy, = 0, u(z,0) =0, u(z,0) = —2ze7,
[u(z, 1) = L(e~ (0" —e= (=707
10. Solve the Cauchy problem uy; — ty, = 0, u(x,0) =0, u(z,0) = (=l
[u(z,t) = %(14»(1171&)2 - 1+(z1+t)2 )]
11. Solve the Cauchy problem wuy; — u,, = 0 for
u(z,0) = el <1, ug(x,0) =0
’ 0, lz| > 1, ’ ’
12. Solve the Cauchy problem wuy; — u,, = 0 for
_ _ et fal <L
w(z,0) =0, u(x,0)= { 0, o> 1.
13. Prove that the function
1
u(z,t) = 3 [cf(g“zt)2 + e*(z“t)z}
(see Figure 4.11) solves the Cauchy problem
U — Az =0, xR, >0,
4.26
(4.26) { u(z,0) = e~ uy(z,0) = 0.
14. By a simple substitution, verify that the function
(e.) = o [[ 1w ) dya
u(@,t) = o (y,s)dyds
A
solves the nonhomogeneous wave equation u;; — cuy, = f (cf. Theorem 4.6).
Explain why we need the assumption f € C.
15. Solve the Cauchy problem u = c*uy, + xt, u(x,0) = 0, us(x,0) = 0.

[u(z, t) = 2]
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Figure 4.11 Solution of problem (4.26).

16. Solve the Cauchy problem u = c*ug, + e, u(x,0) = 0, us(x,0) = 0.

[u(z,t) = 25 (e —at — 1)]

17. Solve the Cauchy problem uy; = ¢y, +cosx, u(z,0) = sinx, us(x,0) = 1+a.

[u(z,t) = cosctsinz + (1 + x)t 4 5% — cosigoscl)

18. Solve the Cauchy problem s — 1z, = €%, u(z,0) = 0, u(z,0) = 0.

[u(z,t) = 7™ —e"™") — 5

19. Solve the Cauchy problem uy; — uy, = sinz, u(z,0) = cosx, u(x,0) = x.

x—t]

[u(z,t) = cosx cost + xt + sinx — sinx cost]

20. Solve the Cauchy problem s — uy, = 22, u(x,0) = cosz, us(x,0) = 0.

[u(z,t) = cosx cost + 5

z2t?

t4
+ 151

21. Derive the solution of the nonhomogeneous wave equation in another possible

way:
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(a) Rewrite the equation to the system
Ut + Cuy = v, v —cvy = f.

(b) In the case of the former equation, find a solution « dependent on v in the
form

¢
u(z,t) = / v(x — ct + cs, s) ds.
0

(c) Similarly, solve the latter equation, i.e., find v dependent on f.
(d) Insert the result of part (c) into the result of part (b).
22. Consider the telegraph equation ., — Cizutt + auy + fu = 0 and put v = u,

w = u, and z = u;. Show that v, w and z satisfy the following system of three
equations:

vy —2z=0,
wy — 2p = 0,

2t — A (wy + az + fv) = 0.

Exercises 1, 2, 13 are taken from Logan [14], 4, 11, 12 from Keane [12], 5, 18-20 from
Stavroulakis and Tersian [18], 6-8, 15, 16, 21 from Strauss [19], and 9, 10 from Asmar
[3].
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5.1 Diffusion and Heat Equations in One Dimension

Diffusion. Let us study the behavior of a gas in a one-dimensional tube. We denote
its concentration at a point x and time ¢ by v = w(z,t) (the state function) and the
corresponding flux density by ¢ = ¢(x,t) (the flow function). If we do not admit any
sources, then these two quantities obey the one-dimensional conservation law (1.8)

U + ¢p = 0.

Experiments show that the molecules of the gas move from the higher concentration
area to the lower concentration area, and that the higher is the concentration gradient,
the greater is the flux density. The simplest relation (the constitutive law) that corre-
sponds to these assumptions is the linear dependence

(.1 ¢ = —kuy,

where £ is a constant of proportionality. The minus sign ensures that if u, < 0, then ¢
is positive and the flow moves “to the right”. Equation (5.1) is called Fick’s First Law
of diffusion and k is the diffusion constant. If we insert (5.1) into the conservation law,
we obtain the one-dimensional diffusion equation

@

which expresses Fick’s Second Law of diffusion.

Heat Equation. The same assumptions as those we have used in the derivation of the
diffusion equation can be applied also in modeling the heat flow. Let us consider a one-
dimensional bar with constant mass density p and constant specific heat capacity c. If
we denote by u = u(z, t) the thermodynamic temperature at a point = and time ¢, then
the quantity pcu(z, t) represents the volume density of internal energy. In this case, the
conservation law (called the heat conservation law) expresses the balance between the
internal energy pcu and the heat flux ¢ (for simplicity, we admit no sources):

(5.3) (pew)e(,1) + b, 1) = 0.

The constitutive law connecting the density of the heat flux ¢ and the temperature w is
Fourier’s heat law which says that the density of the heat flux is directly proportional
to the temperature gradient with a negative constant of proportionality:

¢ =—Kug.
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The constant K represents the heat (or thermal) conductivity. Fourier’s law is an equiv-
alent of Fick’s first law: heat flows from warmer places of the body to colder places. If
we substitute for the heat flux back into (5.3), we obtain

K

5.4) Uy — kgy = 0, k= —,
pe

which is again a diffusion equation in one dimension. (Here, the constant k is called
the thermal diffusivity.) Both phenomena, the heat flow and the diffusion, can be thus
modeled by the same equation.

Transport with Diffusion. If we want to include the transport with diffusion into the
model, then the flux density must satisfy the constitutive law

¢ = cu — kug,

and using the conservation law we obtain the equation

(5.5 ‘ut + cuy, — kug, = 0.

In this way we can describe, for instance, the density distribution of some chemical
which is drifted by a flowing liquid at a speed c and, at the same time, diffuses into this
liquid with a diffusion constant k.

5.2 Cauchy Problem on the Real Line

Let us consider a Cauchy problem for the diffusion equation

U = ktgy, TER, >0,

(5.6) u(z,0) = p(x).

As we have shown in the previous section, from the physical point of view this problem
describes diffusion in an infinitely long tube or heat propagation in an infinitely long
bar. In the former case, the function ¢(x) describes the initial concentration of the
diffusing substance, in the latter case, it represents the initial distribution of temperature
in the bar.

Since the general solution is not known for the diffusion equation, we proceed in
a completely different way than we did in the case of the wave equation. We start with
solving problem (5.6) with a special “unit step” initial condition ¢(x). More precisely,
we solve the problem

(57) { ’lUt:k’LU;mc, xeth>0a

w(z,0) =0 forx<0; w(z0)=w =1 forz>0.

To derive a solution of this special problem, we use the fact that any physical law
can be transferred into a dimensionless form. In other words, if we consider an equa-
tion linking physical quantities ¢, ..., ¢, of certain dimensions (time, length, mass,
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etc.), we can find an equivalent relation with dimensionless quantities derived from
q1,---,Gm- This process is known as Buckingham Pi Theorem (see, e.g., [13]) and we
illustrate it by a simple example. Let us imagine an object that was thrown upright at
time ¢ = 0 at speed v. The height i of the object at time ¢ is given by the formula

1
h = —=gt? + vt.
2
The constant g represents the gravity acceleration. The quantities used here are h, ¢, v

and g with dimensions of length, time, length per time, and length per time-squared,
respectively. This law can be written equivalently also as

h 1 /gt
—=——|= 1.
vt 2(v>+

If we denote

h t
P:=— and P := g—,
vt v
then P, P, are quantities without dimensions and the original equation has the form
1
P = fin + 1.

A similar process can be applied also in the case of our special problem (5.7). The
quantities considered are x, t, w, wy, k, which have—for the heat transfer model—
dimensions of length, time, temperature, again temperature, and length-squared per
time, respectively. It is clear that w/wy is a dimensionless quantity. The only other
dimensionless quantity derived from the remaining parameters is x/+/4kt (constant 4
is here only for simplification of further relations). We can thus expect the solution
of (5.7) to have the form of a combination of these dimensionless variables, that is

wo Vakt)’
where f is for now an unknown function that has to be determined. We recall that
wo = 1. Now, let us introduce a substitution

X
w=f(z), z=
f(2) o
and put it into the equation of problem (5.7). According to the chain rule, we find

— / _ 71 r /
wy - f (Z)Zt - ) \/mf (Z)7

L f2)e = _ O = Lo
wy = [(2)z = \/mf (2), wop = gowe = o f7(2).

If we substitute into (5.7) and simplify, we obtain an ODE

f'(z)+22f'(2) =0
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for an unknown function f(z). We easily derive

z

fz)=a /(fs2 ds + ¢2,

0

where ¢y, co are integration constants. (The reader is asked to do it in detail.) Thus we
obtain a solution of the Cauchy problem (5.7) in the form

w(z,t) =1 / e ds + co.

0

To determine the constants ¢y, co, we use the initial condition. Let us consider a fixed
negative = and pass to the limit for £ — 0+; then

— 00

0=w(z,0)=c / e " ds + ca.

(=)

Conversely, for a fixed positive x and ¢ — 0+ we have

Since

we easily determine ¢; = 1/4/7, co = 1/2. Hence we obtain a formula for the solution
of problem (5.7):

2
/ e ° ds.

0

(5.8) w(z,t) = = +

DN | =
5l

Using the so called error function

2 [ .
erf(z) = ﬁ/e_s ds,
0

solution (5.8) can be written in an equivalent form

(5.9) w(z,t) = % (1 + erf (J%m)) .
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Figure 5.1 Temperature profile on several time levels for a step initial temperature.

Several time levels of solution (5.9) are depicted in Figure 5.1.

Now, we come to the second step of derivation of a solution of the general Cauchy
problem (5.6). Later (see Chapter 9), we will support our considerations by arguments
based on the Fourier transform. For now, however, we put up with an intuitive approach
based on physical reasoning. First, let us notice that if w solves the diffusion equation
and the partial derivatives wg;, Wy, €xist, then also w, solves the same equation.
Namely,

0= (wt - szm)z == (wz)t - k(wa)Iz
Thus, the function
G(ZL‘, t) = wm(mv t)a

where w(x, t) is given by formula (5.8), must solve the diffusion equation as well. By
direct differentiation with respect to 2 we obtain

1 2
5.10 G(z,1) = ——=e " /14F),
(5.10) (@) = ——=
The function G is called the heat (diffusion) kernel or the fundamental solution of the
diffusion equation (sometimes we can also meet the terms Green’s function, source
function, Gaussian, or propagator). Its graph for any fixed ¢ > 0 is a “bell-shaped”
curve (see Figure 5.2), which has the property that the area below is for each ¢ equal to
one:

/G(x,t)dx: 1, t>0.

For t — 0+, G(x,t) “approaches” the so called Dirac distribution ().

Remark 5.1 Let us remark that the Dirac distribution can be understood intuitively as
a “generalized function” which achieves an infinite value at point 0, is equal to zero at
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the other points, and | fooo d(x)dx = 1. (Note that the integral has to be understood in
a more general sense than in the case of the Riemann integral!) The problem of correct
definition of the Dirac distribution and the word “approaches” is a matter of the theory
of distributions and goes beyond the scope of this text.

14

1.8+

G(z,t)
16
1.4
12
1
- = e
08 g
=
0.6 | = _———
Z
N
0.4 =
0.2 2
0!

Figure 5.2 Fundamental solution of the diffusion equation (here, with the choice k =
0.5).

From the physical point of view, the function G(z,t) describes the distribution of
temperature as a reaction to the initial unit point source of heat at the point x = 0.
Further, we observe that the diffusion equation is invariant with respect to translation.
Thus, the shifted diffusion kernel G(z — y,t) also solves the diffusion equation and
represents a reaction to the initial unit point source of heat at a fixed, but arbitrary,
point y. If the initial source is not unit, but has a magnitude ¢(y), then its contribution
at a point = and time ¢ is given by the function ¢(y)G(x — y,t). The area below
the temperature curve is then equal to ¢(y), where y is the point where the source is
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located.

Let us suppose now that the initial temperature ¢ in problem (5.6) represents a con-
tinuous distribution of heat sources (y) at points y € R. Then we obtain the resulting
distribution of temperature as a “sum” of all reactions ¢(y)G(z — y,t) to particular
sources (y) at all points y. That is,

oo

u(z,t) = / o(y)G(z — y.t) dy
5.11) oo -
1 (e-y)?

We have just derived intuitively the following basic existence result for the diffusion
equation.

Theorem 5.2 Let ¢ be a bounded continuous function on R. The Cauchy problem (5.6)
for the diffusion equation on the real line has a classical solution given by formula (5.11).

Remark 5.3 It can be shown that the function u(x,t) given by formula (5.11) solves
problem (5.6) also in the case that ¢ is only piecewise continuous. Then, at the points
of discontinuity, the solution converges for ¢ — 0+ to the arithmetical average of the
left and right limits of the function ¢, that is,

u(z,t) = 3lpla) + p(e+)]

The decaying character of G(x — y, t) as |y| — +oo and « is fixed allows to show that
the integral in (5.11) is finite (and expresses the solution of the Cauchy problem (5.6))
also for certain unbounded initial conditions .

Concerning the uniqueness, it can be proved that there exists only one bounded
solution of the Cauchy problem (5.6). In general, without any conditions at infinity,
the uniqueness does not hold true (see, e.g., [11]).

Now, let us mention some fundamental properties of the solution of the Cauchy
problem for the diffusion equation. Relation (5.11) has an integral form and it can
be seen that it cannot be expressed analytically (that is, it cannot be written in terms
of elementary functions) for majority of initial conditions. If we are interested in the
form of a solution in a particular case, we have to integrate numerically, or to use some
program package.

Further, let us notice that, for ¢ > 0, the solution u(x,t) is non-zero at an arbi-
trary point z even if the initial condition ¢ is non-zero only on a “small interval”. It
would mean that the heat propagates at infinite speed, and also the diffusion has in-
finite speed. But this phenomenon does not correspond to reality and reflects the fact
that the diffusion equation is only an approximate model of the real process. On the



64 Chapter 5 Diffusion Equation in One Spatial Variable—Cauchy Problem in R

other hand, for small ¢, the influence of the initial distribution trails away quickly with
growing distance. Thus, we can say the model is precise enough to be applicable from
the practical point of view.

Another property of solution (5.11) is its smoothness. Regardless of the smoothness
of the function ¢, the solution u is of the class C'*™ for ¢ > 0 (that is, infinitely times
continuously differentiable in both variables).

Example 5.4 We solve the problem

Uy = klge, x €R, >0,
(5.12) _ |1 forlz| <1,
w00 =2 =10 for|a| > 1.
It is a Cauchy problem for the diffusion equation with a piecewise continuous (possi-
bly non-smooth) initial condition. The solution can be determined by substituting the
initial condition into formula (5.11):

) ikt
u(z,t) = ﬁ / e P’ dp
o 1 1 1
T + xr —
u(x,t) = = |erf —erf
(0.0) = 3 |t ) — et E )

O

Remark 5.5 The graph of the solution from Example 5.4 is sketched in Figure 5.3 (for
k = 2). Let us mention its basic features. The initial distribution of temperature was
a piecewise continuous function, however, it is immediately completely smoothened.
After an arbitrarily small time, the solution is non-zero on the whole real line, although
the initial condition is non-zero only on the interval (—1,1). Further, it is evident that
the solution achieves its maximal value at time ¢ = 0 and, with growing time, it is being
“spread”.

Example 5.6 (Stavroulakis, Tersian [18]) We solve the problem

(5.13) { U = Klgy, xE€R, >0,

u(z,0) =e"".



Section 5.3  Diffusion Equation with Sources 65
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Figure 5.3 Solution of Example 5.4 with k = 2.

Let us observe that the given initial condition is not bounded on R (cf. Remark 5.3). If
we use formula (5.11), we obtain the solution in the form

(5.14) w(a,t) = ——— | e~ ST ey dy.

The integral on the right-hand side can be calculated and we obtain
(5.15) u(z,t) = =7
(cf. Exercise 3 in Section 5.4). In this case, the solution does not decrease with growing

time, but it propagates in the direction of the positive half-axis x.
O

5.3 Diffusion Equation with Sources

We start with a formulation of the basic existence result.
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Theorem 5.7 Let f = f(x,t) and ¢ = p(x) be bounded and continuous functions.
The Cauchy problem for the nonhomogeneous diffusion equation

up — kug, = f(z,t), z€R, t>0,

410 u(,0) = ()

has a classical solution given by the formula

617 Jut)= [ Ge-voewdr+ [ [ G- yt- )55 dyds
—00 0 —o0

where G is the diffusion kernel.

First, we derive formula (5.17) using the operator method (see Section 4.3) based
on the analogue with the solution of ODE

(5.18) Lt A = 0, w0 =g,

where A is a constant and ¢ € R. We easily find out that the corresponding solution
has the form

(5.19) v(t) = S(t)p + / S(t—s)f(s)ds,
0

where S(t) = e 4.
Now, we turn back to the original diffusion problem (5.16). The solution of the
homogeneous diffusion equation can be written in the form

o0

u(e.t) = [ Glo—y.060)d.
Similarly to Section 4.3, we set
(5.20) u(z,t) = S(t)p(x), ie., S(t)p(r) = / Gz =y, t)e(y) dy.

The operator S(t), called the source operator, transforms the function ¢ into a solu-
tion of the homogeneous diffusion equation and hence is an obvious analogue of the
function S(¢). If we use this analogue, we can expect that the solution of the nonho-
mogeneous diffusion equation will have the form (in accordance with relation (5.19))

(@, 1) = S(t)p(x) + /S(t ) f(z,5) ds,
0
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which is (after substituting for S(t)) the derived formula (5.17):

ue, t) = / G — . D)p(y) dy + / / Gz —y,t —5)f(4,5) dyds.

0 —oo

Now, the only point left is to verify that (5.17) really solves problem (5.16). For
simplicity, let us assume ¢(z) = 0 and consider only the influence of the right-hand
side f. First, we verify that the solution fulfills the equation. We use the rule for
differentiation of the integral with respect to a parameter ¢, thus obtaining

g—?(x,t) = %// Gz —y,t—s)f(y,s)dyds

- // 5 &~y t=s)fy s)dyds

+ lim G(m—y,t—s)f(y,s)dy.
s—t | 00
The reader should notice that the exchange of differentiation is not always possible, in
particular, we have to be careful of the singularities of the function G(x —y,t—s) at the
time ¢ = s! If, in the first integral, we use the fact that GG solves the diffusion equation
and substitute s := t — ¢, we obtain

/ /Oo kaiG (v —y,t —s)f(y,s)dyds

+ lim G(:c—ym)f(y,t—e)dy.

—
€ — 00

Now, we can change the order of integration and differentiation in the first term on
the right-hand side. Moreover, it can be rigorously shown (as follows from the theory
of distributions, see, e.g., Friedlander, Joshi [10]) that for ¢ — 0 the function G(z —
y, €) converges to the Dirac distribution at the point 2. By continuity of f, f(y,t — €)
converges to f(y, t). Finally, we obtain the relation

ou
Wt = aw// Gl — .t~ ) (3 9)dyds + f(z.1)
32

which is exactly the nonhomogeneous diffusion equation of problem (5.16).

Further, we have to verify the initial condition. Due to the properties of the diffusion
kernel G, the first term in (5.17) converges for ¢ — 0+ to the initial condition ¢(x).
The second term is an integral from 0 to 0, thus

0
Jim (e ) = @)+ [ o= pla),
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which we wanted to prove.

If we substitute the concrete form of diffusion kernel (5.10) into expression (5.17),

we ob

tain the solution of the Cauchy problem for the nonhomogeneous diffusion equa-

tion (5.16) in the form

(5.21)

oo

1 (z—y)?
() = / S () dy

(z—3)?
+ e =9 f(y, s)dyds.

[ et

Remark 5.8 The reader should notice that above we have used formally some asser-
tions like the derivative of the integral with respect to the parameter, passage to the
limit under the integral sign, properties of the Dirac distribution, etc., without checking
carefully the assumptions. Similarly to the case of Theorem 5.2, the existence result in

Theor

5.4

em 5.7 still holds if ¢ and f are more general functions.

Exercises

Consider heat conduction in a rod with perfect lateral insulation, no internal heat
sources, and specific heat, mass density and thermal conductivity as functions of
x, that is, ¢(z), p(x) and K (z). Start with the energy conservation law and derive
a new form of the heat equation.

Consider a rod with perfect lateral insulation, but with the cross-sectional area
dependent on z, that is, A(x). Derive a one-dimensional conservation law for
a tube with variable cross-section (cf. Section 1.4), and use Fourier’s heat law as
a constitutive law to obtain the corresponding heat equation.

. Show that the solution from Example 5.6 given by (5.14) assumes the simple

form of (5.15).

oo

1 x (@—y)? (y— z+2kt) okt
Here, use ——— [ e e Vdy = *dy and the
—00

. : _ y—x+2kt
substitution s = aav/ =
Verify that the function

1 2
u(x,t) = ————e T /4K

4rkt

solves the diffusion equation u; = ku,, on the domain —oco < & < oo, t > 0.
Observe how the diffusion parameter & influences the solution.
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5.

10.

11.

12.

13.

. Solve the diffusion equation u; = ku,, with the initial condition p(z) = e

For which values of a and b is the function u(z,t) = e* sin bx a solution of the
diffusion equation u; — uz, = 07?

la+b* = 0]

. Suppose |p(z)| < M for all z € R (M is a positive constant). Use the fact that

| [ f| < [|f] and show that the solution of the Cauchy problem (5.6) for the
diffusion equation satisfies |u(z,t)] < M forallz € R, ¢ > 0.

Verify that

/G(x,t)dx: 1, ¢>0.

. Solve the diffusion equation u; = ku,, with the initial condition

p(x)=1forz >0, ¢(z)=3forz<0.

Write the solution using the error function erf(z).

lu(z,t) =2 —erf (7)1
3x

[U(.’E, t) — e3x+9kt]
Solve the diffusion equation u; = ku,, with the initial condition

p(x) =e " forz >0, ¢(x)=0frz<O0.

[u(z,t) = $e*77(1 — erf (2£=2))]
Solve the diffusion equation u; = u,, with the initial condition

l—2z, 0<2z<1,
o(z) = 1+z, —1<z<0,
0, |x| > 1.

Show that u(z,t) — 0 as t — oo for every x.

Using the substitution u(x,t) = e~

v(z,t), solve the diffusion equation
U — kugy +bu =0, u(z,0) = p(z).
Here, b is a positive constant representing dissipation.
Using the substitution y =  — V¢, solve the heat equation
Uy — ktigy + Vue =0,  u(z,0) = p(x).

Here, V is a positive constant representing convection.

Sl —(x—Vit—2)?
[u(z,t) = Wﬁf_we (@=Vi=2)7/(4kt) 5 (2) dz]
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14.

15.

16.

Show that the equation u; = k(¢)u, can be transformed into a diffusion equation
by changing the time variable ¢ into

T= /Ot k(n) dn.

Similarly, show that the equation u; = kug, — b(t)u, can be transformed into
a diffusion equation by changing the spatial variable x into

gzm—/otb(mdn.

Find the solution of the problem
Uy — kg = sinz, x € R, t >0, wu(z,0)=0.
[u(z,t) = (1 — e *")sinz]
Show that the transport equation with diffusion and decay
Uy = kUgy — CUy — AU
can be transformed into a diffusion equation by a substitution
u(z,t) = w(zx, t)e* P

with o = £ and f = A + &.

Exercises 1, 2 are taken from Keane [12], 5, 7, 10, 14-16 from Logan [14], and 8-10,
12, 13 from Strauss [19].



6 Laplace and Poisson Equations in Two
Dimensions

In the previous chapters we have met the basic representatives of hyperbolic equations
(the wave equation) and of parabolic equations (the diffusion equation). This chapter
is devoted to the simplest elliptic equation in two dimensions, that is, the Laplace
equation.

6.1 Steady States and Laplace and Poisson Equations

Studying dynamical models, we are often interested only in the behavior in the so called
steady (stationary, or equilibrium) state, that is, in the state when the solution does not
depend on time (u; = uy = 0). In such a case, the (in general, multidimensional)
diffusion equation u; = kAwu as well as the wave equation u;; = c?Au are reduced to
the Laplace equation

Au =0,

which in two dimensions reduces to u,, + uy, = 0. Solutions of the Laplace equation
are the so called harmonic functions.

Let us consider a plane body that is heated in an oven. We assume that the tempera-
ture in the oven is not the same everywhere (it is not spatially constant). After a certain
time, the temperature in the body achieves the steady state which will be described by
a harmonic function u(z,y). In the case that the temperature in the oven is spatially
constant, the steady state corresponds also to u(z, y) = const. In one-dimensional case,
we can imagine a laterally isolated rod in which the heat interchange with the neigh-
borhood acts only at its ends. The function u describing the temperature in the rod then
depends only on x. The Laplace equation has thus the form

Uge = 0

and its solution is any linear function u(z) = c;z + co. In higher dimensions, the
situation is much more interesting.

The steady state can be studied also in the case when the model includes time-
independent sources. The nonhomogeneous analogue of the Laplace equation with
a given function f is the Poisson equation

Au = f.

The Laplace and Poisson equations appear, for instance, in the following models.
Electrostatics. The Maxwell equations

ot E=0, divE="
g
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describe an electrostatic vector field of intensity E in a medium of constant permittivity
e; p represents the volume density of the electric charge. The first equation implies the
existence of the so called electric potential, which is a scalar function ¢ satisfying the
relation E = —grad ¢. If we substitute ¢ into the latter equation, we obtain

A¢ = div(grad ¢) = —div E = _g,

which is the Poisson equation with the right-hand side f = —£.

Steady Flow. Let us assume that we model an irrotational flow described by the equa-
tion rot v = 0, where v is the flow speed (independent of time). This equation im-
plies the existence of a scalar function ¢ (the so called velocity potential) satisfying
v = —grad ¢. Let, moreover, the flowing liquid be incompressible (for example, wa-
ter) and let the flow be solenoidal (without sources and sinks). Then div v = 0. If we
substitute here the potential ¢, we can write A¢ = —div(grad ¢) = —div v = 0. Thus,
we obtain the Laplace equation A¢ = 0.

Harmonic Components of a Holomorphic Function of One Complex Variable. Let
us write z = x + iy and
f(z) =u(z) +iv(z) = u(x + iy) + iv(z + iy),

where v and v are real functions of a complex variable z. Since the Gauss complex
plane can be identified with R?, we view u(z) = u(z,y), v(z) = v(z,y) as functions
of two independent real variables = and y. Theory of functions of a complex variable
says that a holomorphic function f on a domain €2 (it means a complex function f that
has a derivative f’(z) for every z € ) can be expanded locally into a power series with
a center zg € Q. If zg = 0, then this expansion of f takes the form

flz)= Z anz",
n=0

where a,, are complex constants. If we substitute for f and z, we obtain
oo
u(z,y) +iv(z,y) = > an(z +iy)™
n=0

Differentiation of this series (the reader is asked to verify it) leads to

ou_ov o o
or Oy oy  Ox’

which are the so-called Cauchy-Riemann conditions of differentiability of a complex
function of a complex variable. By further differentiation we find out that

Ugy = Vyx = Ugy = —Uyy,

and thus Au = 0. Similarly, Av = 0. These formal calculations illustrate that both the
real and imaginary parts of a holomorphic function are harmonic functions.



Section 6.2 Invariance of the Laplace Operator, Its Transformation into Polar Coordinates 73

6.2 Invariance of the Laplace Operator, Its Transformation
into Polar Coordinates

The Laplace operator A (called also the Laplacian) is invariant with respect to trans-
formations consisting of translations and rotations. The translation in plane by a vector
(a,b) is given by the transformation

¥ =x+a, y =y+b.

Obviously, Uy, + Uyy = Ugrer + Uyry
The rotation in plane through an angle « is given by the transformation

2 = zcosa+ysina,

y = —wxsina+ycosa.

Using the chain rule, we derive

Uy = Uy COSQ — Uy SiNQ,

Uy = Uy SN+ U, cosa,
Upy = Ugpig! cos® a — 2Ugryr SIN QLCOS O+ Uy sin® Q,
Uyy = Ugry sin? a + 2Ugrqyr SIN QLCOS O+ Uy gy cos? a,

and, summing up, we obtain
Ugy + Uyy = Ug/gr + Ugyryr

For these properties, the Laplace operator is used in modeling of isofropic physical
phenomena.

The invariancy with respect to rotation suggests that the Laplace operator could
assume a simple form in polar coordinates, in particular, in the radially symmetric
case. The transformation formulas between the Cartesian and polar coordinates have
the form

x =rcosb, y =rsinb,

and the corresponding Jacobi matrix J and its inverse J ~! are
T Y cos sin 6
J = = N )
To Yo —rsinf rcos6

sin 0

S (Tm 91) cosf) — "
ry Oy sin 0 cos

r
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Figure 6.1 Polar coordinates r and 6.

Written formally in symbols, we easily find out by differentiation that

P (g0 im0 0
o2~ \™or T T o6
_ Coszgiz_2sin9c089 0? +sin29i2+2sin900503+sin20g
B Or2 r orob r2 062 r2 00 r  Or’
8_2 — 3 9£+C080_g ’
oy ™ r 00
_ in298_2+2sin90059 0? +005298_2_ sin@cos¢92+005292
-0 or? r oroo r2 062 r2 00 r  Or

Summing these operators, we obtain

2 9 R 19 1

©.1) =z o "o Trar T 2o

6.3 Solution of Laplace and Poisson Equations in R?

Laplace Equation. Using the similarity to the wave equation (4.8), we can find a “gen-
eral solution” of the Laplace equation in the zy-plane. Indeed, the wave and Laplace
equations are formally identical provided we set the speed of wave propagation ¢ to be
equal to the imaginary unit i = \/—1. Thus, according to (4.13), we can conclude that
any function of the form

u(z,y) = f(z +iy) + g(z — iy)



Section 6.3 Solution of Laplace and Poisson Equations in R? 75

solves the Laplace equation Au = 0 in two dimensions. Here f and g are arbitrary
differentiable functions of a complex variable. Since x — iy is the complex conjugate
number to = + iy, the general solution of the Laplace equation can be written simply as

| ulz,y) = flz +1iy).|

However, further analysis is a subject of the theory of complex functions and exceeds
the scope of this text.

In the radially symmetric case (when the functions considered do not depend on the
angle 0), the Laplace equation in polar coordinates reduces to

1
Upp + —up = 0.
T
Multiplying by » > 0, we obtain the equation

TUpp + Upr = 0

which is equivalent to
(rug), = 0.

This is an ODE that is easy to solve by direct integration:
rU, = C1

and

‘ u(r) = cilnr + ca. ‘

Thus, the radially symmetric harmonic functions in R? \ {0} are the constant ones and
the logarithm, which will play an important role also in the sequel.

Poisson Equation. The same approaches can be applied also to the Poisson equation
Au = f(z,y). Considering again the radially symmetric case (when f = f(\/22 + y?)),
the problem reduces to the equation
T L= £(r)

uT’I‘ TuT’ - r )

which is equivalent to
TUpy +up =7 f(r) or (ruy), =r f(r).
Again, by direct integration, we obtain
rur =c1 + /sf(s)ds
0

and, finally,

™ g

u(r)zcllnr+cz—|—/§/sf(s)dsda.

0 0
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6.4

1.

2.

N o ok

Exercises

Verify that the given functions solve the two-dimensional Laplace equation.

@ u=z+uy.

(b) u=2%— 9>
(©) u= =iz

(d) u=1In(2% +3?).

(e) u=1In+/2% + 92

(f) u=eYcosux.
Decide whether the following functions satisfy the Laplace equation.

(a) u = IQLW

(b) u= \/m;Tiﬂ

(¢) u=tan"*(¥).

(d) u :tan_l(%)ﬁ.
(e) u=uxy.

[yes for a,c.e]

Show that if w and v are harmonic and « and 3 are numbers, then au + (v is
harmonic.

Give an example of two harmonic functions » and v such that wv is not harmonic.
Show that if © and 2 are both harmonic, then » must be constant.
Show that if u, v and u? + v? are harmonic, then v and v must be constant.

If u(x,y) is a solution of the Laplace equation, prove that any partial derivative
of u(x,y) with respect to one or more Cartesian coordinates (for example, u,,
Ugz, Ugy) 1 also a solution.

Consider the problem

{ Upe T Uyy =0 InR x (0,00),

u(r,0) =0, uy(z,0) = 3.

Show that u,, (z,y) = - sinh ny cos nz is the solution, but

lim max Up (2, =0
n—’oo(w,y)E]RX[O»OO)| @)l

does not hold.
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9. Functions 22, 23, €%, In z of a complex variable z = x + iy are analytic. Rewrite
them in the following way:

22 = (2% —y?) +i(2zy),
2= (27 = 3ay?) +i(32%y — y),
e = (e"cosy) +i(e"siny),
Inz = (Iny22+y?) +i(argz) =Inr +i6,

and show that all of them (as functions of = and y) satisfy the Laplace equation.

10. Show that the function w(z,y) = arctan(y/x) satisfies the Laplace equation
Ugy + Uyy = 0 for y > 0. Using this fact, try to find a solution of the Laplace
equation on the domain y > 0, that satisfies boundary conditions u(z,0) = 1 for
x> 0and u(z,0) = —1 for x < 0.

11. Show that e—¢¥ sin(€z), © € R, y > 0 s a solution of the Laplace equation for an
arbitrary value of the parameter £. Prove that the function

u(z,y) = /0 " ()e Y sin(ex) de

solves the same equation for an arbitrary function ¢() that is bounded and con-
tinuous on [0, 00). (Assumptions on the function ¢ allow to differentiate under
the integral.)

12. Solve the equation g, + uy, = 1inr < a with u(x, y) vanishing on r = a.

[u(r) = ;(r* — a*)]

13. Solve the equation gy, + uy, = 1 in the annulus 0 < a < r < b with u(z,y)
vanishing on both parts of the boundary » = a and r = b.

2 2_ 2 b2 Ina—a2l
[U(T) = TT + Izllna% In7 — n4(1111(1% nb]

14. (a) Show that if v(x,y) is a harmonic function, then also u(z,y) =
v(z? — y?, 2zy) is a harmonic function.

(b) Using transformation into polar coordinates, show that the transformation
(x,9) — (2% —y?, 22y) maps the first quadrant onto the half-plane {y > 0}.

Exercises 1, 6 are taken from Asmar [3], 7 from Keane [12], 8 from Stavroulakis and
Tersian [18], 9 from Snider [17], and 12, 13 from Strauss [19].



7  Solutions of Initial Boundary Value Problems for
Evolution Equations

7.1 Initial Boundary Value Problems on Half-Line

Let us start with the solution of the diffusion and wave equations on the whole real line.
Notice that if the initial condition for the diffusion equation is an even or odd function,
then also the solution of the Cauchy problem is an even or odd function, respectively.
The same holds also in the case of the Cauchy problem for the wave equation. (The
reader is asked to prove both cases.) We will use this observation in solving the initial
boundary value problems for the diffusion and wave equations on the half-line with
homogeneous boundary conditions.

Diffusion and Heat Flow on the Half-Line. First, let us consider the initial boundary
value problem for the heat equation

Uy = kg, x>0,t>0,
(7.1) u(0,t) =0,
u(z,0) = p(z),

which describes the temperature distribution in the half-infinite bar with heat insulated
lateral surface. The Dirichlet boundary condition corresponds to the fact that the end
x = 01s kept at the zero temperature. We will solve this problem using the so called re-
flection method, which is based on the idea of extending the problem to the whole real
line in such a way that the boundary condition «(0,¢) = 0 is fulfilled by itself. In
our case, that is, in the case of the homogeneous Dirichlet boundary condition (see
Section 2.1), this means to use the odd extension of the initial condition ¢(z). We
define

& s ={ 7, 20 0o

Since an odd initial condition corresponds to an odd solution, we obtain u(0,¢) = 0
automatically for all ¢ > 0 (see Figure 7.1). Let us consider the extended problem

(7.3) {vt=kvm, zER, t>0,

v(z,0) = ¢(x),

the solution of which can be written in the form

o(e,t) = / Gz — . 0)3(y) dy.
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¥

x
—p(—x)
Figure 7.1 The odd extension.
If we split the integral into two parts (y > 0 and y < 0), we obtain
0 0o
v(z,t) = /G:c—y7 dy—&-/Gaf—y7 )o(y) dy
0

0 o'}

/Gm—y, )dy+/G(m—y,t>w<y>dy

0

[o )

/Gx+y, dy+/Gx—y, t)e(y) dy
0

o0

_ / (@ —y,t) — Gz +y,1)]e(y) dy.
0

The solution u of the original problem (7.1) is then the restriction of the function v to
x> 0,1.e.

(7.4) / x—y,t)— Gz +y,t)ely)dy, x>0,t>0.
0

Example 7.1 Figure 7.2 illustrates the function

u(z,t) = erf (\/%kt) :
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with £ = 1, which solves the initial value problem

(15) up = kg, x>0,1t>0,
u(z,0) =1, u(0,t) =0.
//,7’/7’/9%%“"’//[/,,
7 I
u(x,t) Z

=
2

0.8+

_ 7
- B 7 727
NV
21502 2417 II//,,,,,/, e
117774
0.6 1

Wz
14277
"Ill’l”/’l,/////
W77 4

0.4 — 7

L7
11177
”’/’!’5//

0.2

Figure 7.2 Solution of problem (7.5) with k = 1.

Wave on the Half-Line. The wave equation on the half-line can be solved in the same
way. Let us consider a half-infinite string (x > 0) whose end x = 0 is fixed. The
corresponding Cauchy problem takes the form

U = CUgy, x>0, 1>0,
(7.6) u(0,t) =0,
¥

u(z,0) = @(x),  ue(x,0) =1p(x).

We again use the method of the odd extension of both initial conditions to the whole
real line. We introduce

~ _ 30(33)’ T > 07 7 _ ¢(x)a T > Oa 5%
pla) = { —p(—z), =<0, () = { —(—z), x <0, P(0) =
and consider the extended problem

(1.7)
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Its solution is given by d’ Alembert’s formula

olat) = 5o+ ct) + pla )] + o0 [ G

x—ct
The solution u of the original problem (7.6) will be obtained as the restriction of the
function v to > 0.
Let us consider first the region = > ct. In the case of points (z, t) from this area, the
whole bases of their domains of influence lie in the interval (0, 0o), where @(z) = ¢(x),
¥ (x) = 1(z). Thus, the solution is here given by the “usual” relation

x—+ct

(7.8) u(z,t) = %[g@(m +ct) + o(x —ct)] + % / P(y)dy, x> ct.

r—ct

However, in the region 0 < = < ¢t we have ¢(z — c¢t) = —p(ct — x) and thus
1 1 z+ct 1 0
u(et) = slote+ct) gl o)+ o [ vy o [ o)y
2 2c 2c
0 xr—ct

If we pass in the last integral from the variable y to —y, we obtain the solution in the
form

ct+x

/ Y(y)dy, 0<z<ct.

t—

(7.9) u(z,t) = =[p(ct + x) — p(ct — x)] + %

DN | =

The complete solution of problem (7.6) is given by the couple of formulas (7.8), (7.9).

This result can be interpreted in the following graphical way. In the xt plane, we
draw the backward characteristics from the point (z,¢). If (x,t) lies in the region
x < ct, one of the characteristics crosses the ¢ axis earlier than it touches the z axis.
Relation (7.9) says that there occurs a reflection at the end x = 0 and the solution
depends on the values of the function ¢ at the points ¢t &+ x and on the values of the
function 1) on the short interval between these points. Other values of the function v
have no influence on the solution at the point (z, ¢) (see Figure 7.3).

In the case of problems with the homogeneous Neumann boundary condition (see
Section 2.1), we would proceed analogously. We would use, however, the method of
even extension, which uses the fact that even initial conditions correspond to even solu-
tions. The latter then fulfil the condition u, (0, ¢) = 0 at the point = 0 automatically.
The derivation of the corresponding solutions is left to the reader.

Example 7.2 Let us consider the initial boundary value problem
Ut = CUgy, x>0, t>0,

(7.10) u(0,t) =0, ‘
u(z,0) = e (@=3)*, ug(x,0) = 0.
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(x,1)

(z — ct,0) (ct — x,0) (z4ct,0) *

Figure 7.3 Reflection method for the wave equation.

Its solution is sketched in Figure 7.4 (here, ¢ = 2). Notice the reflection of the initial
wave on the boundary line z = 0.
O

Example 7.3 Let us consider the initial boundary value problem

Ut = CQUJ){I,‘7 xr > 0, t> O,
(7.11) u(0,) =0,
u(z,0) =0, w(z,0)=sinz.

By direct substitution into formulas (7.8) and (7.9) we find that u(z,t) = % sin z sin ct
in both regions 0 < = < ¢t and = > ct. The graph of the solution is shown in Figure 7.5
for the choice ¢ = 4. (We have met the same problem on the real line in Chapter 4, see
Example 4.2 and Figure 4.2. We recall that the solution was, for its properties, called
the standing wave.)

O

Problems with Nonhomogeneous Boundary Condition. Let us consider an initial
boundary value problem for the diffusion equation on the half-line with a nonhomoge-
neous boundary condition

U — kg =0, x>0, t>0,
(7.12) u(0,t) = h(t),
u(z,0) = ¢(x).

In this case we introduce a new function

U(I7t) = u(‘rvt) - h(t)v
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Figure 7.4 Solution of problem (7.10) for ¢ = 2.

which then solves the problem

Vg — kg = —R'(t), x>0,¢>0,
v(0,t) =0,
v(z,0) = ¢(z) — h(0).

We have thus transferred the influence of the initial condition to the right-hand side
of the equation. This means that we solve a nonhomogeneous diffusion equation with
a homogeneous boundary condition. To find a solution of this transformed problem,
we can use again the method of odd extension. If the compatibility condition (p(0) =
h(0)) is not satisfied, we obtain a “generalized” solution which is not continuous at the
point (0, 0) (however, it is continuous everywhere else).

In the case of a nonhomogeneous Neumann boundary condition u,(0,t) = h(t),
we would use the transformation v(z,t) = u(x,t) — xh(t), which results in the non-
homogeneous right-hand side —xzh/(¢), but it ensures the homogeneity of the boundary
condition v, (0,¢) = 0. The transformed problem is then solved by the method of even
extension. The reader is invited to go through the details.
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Figure 7.5 Solution of problem (7.11) for ¢ = 4.

7.2 Initial Boundary Value Problem on Finite Interval, Fourier
Method

In this section, we deal with initial boundary value problems for the wave and diffusion
equations on finite intervals. Boundary conditions are now given on both ends of the
interval considered. Solving these problems can be approached in various ways. One—
apparent—way is to apply the reflection method (which was discussed in the previous
section) on both ends of the interval. In the case of homogeneous Dirichlet boundary
conditions, it means to use the odd extension of the initial conditions with respect to
both the end-points and, further, to extend all functions periodically to the whole real
line. That is, instead of the original initial condition ¢ = ¢(z), z € (0,[), we consider
the extended function

o(x), z € (0,1),
90( lil’)a T e (la2l)7
P(x) =4 —»(-x), (=1,0),
SO(QZ—FJ)), T e (_Zla_l)a

4] — periodic elsewhere.

(In the case of Neumann boundary conditions we use the even extension.) Then we can
use the formulas for the solution of the particular problems on the real line. However,
after substituting back for the “tilde” initial conditions, the resulting formulas become
very complicated!
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For example, considering the problem for the wave equation, we can obtain the
value of the solution at a point (z,t) in the following way: We draw the backwards
characteristics from the point (z, ¢) and reflect them whenever they hit the lines = = 0,
x = [, until we reach the zero time level ¢ = 0 (see Figure 7.6(a)). Thus we obtain
a couple of points z; and x5. The solution is then determined by the initial displace-
ments at these points, by the initial velocity in the interval (1, x5), and also by the
number of reflections. In general, the characteristic lines divide the space-time domain
(0,1) x (0, 00) into “diamond-shaped” areas, and the solution is given by different for-
mulas on each of these areas (see Figure 7.6(b)).

X X2
(a) (b)

Figure 7.6 Reflection method for the wave equation on finite interval.

In the sequel, we focus on the explanation of another standard method, the so called
Fourier method (sometimes called also the method of separation of variables). Its
application in solving the initial boundary value problems for the wave equation led to
the systematic investigation of trigonometrical series (much later called Fourier series).

Dirichlet Boundary Conditions, Wave Equation. First, we will consider the initial
boundary value problem that describes vibrations of a string of finite length /, whose
end points are fixed in the “zero position”, and whose initial displacement and initial
velocity are given by functions () and ¥ (x), respectively:

Upp = CUgy, 0< <, t>0,
(7.13) u(0,t) = u(l,t) =0,
u(z,0) = ¢(z), wz,0)=1v().
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We start with the assumption that there exists a solution of the wave equation in the
form
u(z,t) = X (2)T(t),

where X = X (x) and T' = T(t) are real functions of one real variable, their second
derivatives exist and are continuous. Variables x and ¢ are thus separated from each
other. If we now insert this solution back into the equation, we obtain

XT" =*X"T
and, after dividing by the term —c2 XT (under the assumption X T # 0),
™) X"(z)

AT X(x)

This relation says that the function —%, which depends only on the variable t, is
X//

equal to the function —=~, which depends only on the spatial variable z. This equality
must hold for all £ > 0 and = € (0,1), and thus
T// X//
_—_ - = >\’
AT X

where ) is a constant. The original PDE is thus transformed into the couple of sepa-
rated ODEs for unknown functions X (x) and 7T'(¢):

(7.14) X"(z)+ X (z) = 0,

(7.15) T"(t) + A\T(t) = 0.

Further, we are given homogeneous Dirichlet boundary conditions
(7.16) X(0)=X(I) =0,

since the setting of problem (7.13) implies «(0,¢) = u(l,t) = 0 for all ¢ > 0. First,
we will solve the boundary value problem (7.14), (7.16). Since we are evidently not
interested in the trivial solution X (z) = 0, we exclude the case A < 0. If A > 0,
equation (7.14) yields the solution in the form

X (z) = Ccos VAx + DsinVz
and the boundary conditions (7.16) imply
X(0)=C=0 and  X(I)=Dsin VA =0.
The nontrivial solution can be obtained only in the case
sin VAL = 0,

that is,

(7.17) Ay = (?)2 neN,
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Every such \,, then corresponds to a solution

(7.18) X,(z) = Cy sin ”lﬂ neN,

where C,, are arbitrary constants. Now, we go back to equation (7.15). Its solution
assumes for A = )\, the form

(7.19) T, (t) = A, cos %‘}t + B, sin %Ct neN,

where A,, and B,, are again arbitrary constants. The original PDE of problem (7.13) is
then solved by a sequence of functions

l l l

which already satisfy the prescribed homogeneous boundary conditions. Let us no-
tice that, instead of A,,C,, and B, C,, we write only A, and B,, since all these real
constants are arbitrary. Since the problem is linear, an arbitrary finite sum of the form

nmct nmct nwx
up(z,t) = (Ancos——i—anin > in —, n €N,

N
t t
(7.20) u(x,t) = Z (An cos m;c + B,, sin nﬂl'c ) sin nlﬂ

n=1

is also a solution. The function given by formula (7.20) satisfies also the initial condi-
tions provided

N
. nmx
(7.21) o(z) = ;AnsmT,
N nmwc nmx
722 - "TCR sin L
(7.22) () ; 7 Bnsin —

For arbitrary initial data in this form, problem (7.13) is uniquely solvable and the cor-
responding solution is given by relation (7.20).

Obviously, conditions (7.21), (7.22) are very restrictive and their satisfaction is hard
to ensure. For this reason, we look for a solution of problem (7.13) in the form of an
infinite sum and we express it in the form of a Fourier series

(723) w(e,t) =3 <An cos "™ 1 B sin "”Tct) sin T

n=1

The constants A,, and B, (or, more precisely, “7<B,,) are then given as the Fourier

coefficients of sine expansions of the functions ¢(z), ¥ (z), thus

o0
nmx
p(z) = ZAn S ——,
n=1
> nmc nmwx
P(x) = B, sin
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In other words, the solution of the initial boundary value problem for the wave equation
can be expressed at every time ¢ in the form of a Fourier sine series in the variable z,
provided we are able to express in this way the initial conditions (), ¥ (z). It can be
seen that such an expansion makes sense for a sufficiently wide class of functions. In
such a case, we use orthogonality of the functions sin ”’l”“, n =1,2,..., to calculate
the coefficients A,,, B,,. We obtain the following expressions:

1
A, = %/g@(z) sinnlﬂdx,
0
1 l
B, = Lg/1/}(3£)Sin@dx: 2 w(x)sin@dx.
nmc l ) l nmwe ) l

To ensure that the found solution of problem (7.13) is mathematically correct, it is
necessary to prove that the series (7.23) converges. It depends on the properties of the
functions ¢, ¥ and on the kind of the required convergence. These problems lie beyond
the scope of this text and we will not deal with them.

Remark 7.4 Coefficients at the time variable in the arguments of goniometric func-
tions in expression (7.23) (that is, the values nwc/l) are called frequencies. If we go
back to the string which is described by problem (7.13), the corresponding frequencies
take the form

naV/T

NG

The “fundamental” tone of the string corresponds to the least of these values:
T/ (I/p). Higher (aliquot) tones are then exactly the integer multiples of this basic
tone. The discovery that musical tones can be described in this easy mathematical way
was made by Euler in 1749.

forn=1,2,3,...

Example 7.5 Let us solve the initial boundary value problem
tt

(7.24) u(0,t) = u(m,t) =0,
(: i

Using the above relations, we can write the solution as

o]
u(z,t) = Z (A, cos nct + B, sinnct) sin nz.

n=1
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The zero initial velocity implies zero “sine coefficients” B,, = 0 for all n € N. The
initial displacement determines the “cosine coefficients” A,,:

u(z,0) = sin 2z = Z A, sinnz.

n=1
Since the functions sin nz form a complete orthogonal set on (0, ), we easily obtain
Ay =1, A,=0 forneN\{2}.
Hence, we can conclude that the solution of (7.24) reduces to

u(x,t) = cos 2ct sin 2.

Example 7.6 Similarly to the previous example, we can show that the function

= t
(7.25) u(z,t) = T; ap sin ”lﬂ cos m;c ,

with
l

ay, = 2/67(‘1’7”2)2 sin L dz,
l l
0
solves the initial boundary value problem

Uy = CUgy, € (0,1), >0,
(7.26) u(0,) = u(l,t) = 0,
u(x,0) = e~ (@=1/2)” ug(z,0) = 0.

Figure 7.7 sketches a partial sum of the series (7.25) up to the term n = 15 with values
c=6and!=8.
O

Dirichlet Boundary Conditions, Diffusion Equation. Now let us consider an initial
boundary value problem for the heat equation

U = kg, 0<ax<I, t>0,
(7.27) w(0,t) = u(l,t) =0,
u(z,0) = ¢(z),

which can model a thin bar whose ends are kept at a constant temperature v = 0.
The distribution of the temperature in the bar at time ¢ = 0 is given by a function
¢ = p(zx). To find the distribution of the temperature at time ¢ > 0 means to find
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Figure 7.7 Solution of problem (7.26).

a solution v = w(x,t) of problem (7.27). The same problem describes the diffusion
process of a substance in a tube which is constructed in such a way that any substance
that reaches the ends of the tube flows immediately out.

Let us proceed in the same way as in the previous example. First, we look for such

a solution of the equation that satisfies only the homogeneous boundary conditions and
has the form

u(z,t) = X (z)T'(¢).

After substitution into the heat equation and a simple arrangement, we obtain

() _  X"(x)

RO T X
where ) is a constant. Thus, we have transformed the original equation into a couple
of ODEs
(7.28) T + \kT =0,
(7.29) X"+ AX =0.

Now, we add the homogeneous boundary conditions X(0) = X(I) = 0 to equa-
tion (7.29) and look for such values of A for which this problem has a nontrivial solu-
tion. Just as in the case of the wave equation, we obtain

(7.30) Ap = (TY . neNn,

l
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and the corresponding solutions have the form

(7.31) X, (z) = Cy sin ”lﬂ neN,

where C,, are arbitrary constants. If we go back to equation (7.28) and substitute
A = )\, we obtain

(7.32) T (t) = Ape~("m/D°kE 5 e N,

The solution « of the original problem (7.27) can be then expressed in the form of an
infinite Fourier series

7.33 t) =3 Ane (/0 g T
( ) u(zx,t) ; e sin —

under the assumption that the initial condition is also expandable into the correspond-
ing series, that is,

(7.34) p(z) = Z A, sin iy

From the physical point of view, expression (7.33) says that, with growing time, heat
is dissipated by the ends of the bar and the temperature in the whole bar decreases to
Zero.

Example 7.7 (Logan [14]) Let a, be the sine Fourier coefficients of the function
¢(z) = 1023(I — x) on the interval (0,1). Then the function

(7.35) u(x,t) = Z ay, sin ?ef Siae

n=1
solves the initial boundary value problem
up = ktge, € (0,0), t>0,

(7.36) u(0,t) = u(l,t) =0,
u(z,0) = 1023(1 — ).

Figure 7.8 sketches a partial sum of the series (7.35) up to the term n = 42 with values
l=1and k=1
O

Neumann Boundary Conditions. The same method can be used also in the case of
homogeneous Neumann boundary conditions

uz(0,t) = uy(l,t) = 0.
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Figure 7.8 Solution of problem (7.36).

In the case of the wave equation, these conditions correspond to a string with free
ends. If we model the diffusion process, then they describe a tube with isolated ends
(nothing can penetrate in or out and the flow across the boundary is zero). Similarly,
when modeling the heat flow, the homogeneous Neumann conditions represent a totally
isolated tube (again, the heat flux across the boundary is zero).

Let us consider a problem for the wave or diffusion equation in the interval (0,1).
Separation of variables leads this time to the ODE

X"4+AX =0, X'(0)=X'(l)=0,

which has a nontrivial solution for A > 0 and for A = 0. In particular, we obtain

2
An:<?) . n=0,12,...,

Xn(a:)zcncosﬁ, n=0,1,2,....

The initial boundary value problem for the diffusion equation with Neumann boundary
conditions has then a solution in the form

nmwx

1 > 2
_ = —(nm/l)*kt
(7.37) u(z,t) = 2A0 + E A,e cos -

n=1
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provided the initial condition is expandable into the Fourier cosine series

T

nm
:—A A,
() 0+Z cos ——

In the case of an initial boundary value problem for the wave equation with homoge-
neous Neumann boundary conditions on (0, ) we obtain

1 t
(7.38) u(z,t) = *Ao + Bot + Z (An cos —— l —|— B, sin m;c > cos m,

n=1
where the initial data have to satisfy
nwx
= —A An
o(x) o+ Z cos ——
Y(x) = fBO + Z mTCB cos @

In both cases, the reader is asked to carry out detailed calculations.

N|=

Example 7.8 Let a,, be the cosine Fourier coefficients of the function p(z) =
200z*(1 — z)* in the interval (0,1). Then the function

271,2 +
(7.39) =24 Z Qy COS —e_ o

n=1

solves the initial boundary value problem

up = ktge, € (0,0), t>0,
(7.40) u,(0,t) = ug(1,t) =0,
u(x,0) = 3 — 2002*(1 — x)*,

Figure 7.9 sketches a partial sum of the series (7.39) up to the term n = 15 with values
l=1and k=1
O

Robin Boundary Conditions. Together with the wave equation, the Robin boundary
conditions describe a string whose ends are catched by springs (obeying Hooke’s law)
which pull it back to the equilibrium. In the case of the heat flow in a bar, these
boundary conditions model the heat transfer between the bar ends and the surrounding
media.

Let us consider the following modeling problem illustrated in Figure 7.10. Let
us take a vertical bar of unit length, whose upper end is kept at zero temperature
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Figure 7.9 Solution of problem (7.40).

while the lower end is immersed into a reservoir with water of zero temperature. The
heat convection proceeding between the lower end and water is described by the law
uz(1,t) = —hu(l,t). The constant h corresponds to the heat transfer coefficient. Let
us suppose that the initial temperature of the bar is given by a function u(x,0) = x. To
look for the distribution of the temperature in the bar means to solve the initial bound-
ary value problem for the heat equation with mixed boundary conditions (Dirichlet and
Robin boundary conditions):

Up = kg, 0<ax<1,t>0,
u(0,t) =0,

(7.41) ua (1, 1) + hu(1,t) = 0,
u(z,0) = x.

Searching for the solution, we proceed in the same way as in the previous examples.
In the first step, we separate the variables, that means, we consider a solution in the
form u(x,t) = X (x)T'(t), and after substitution into the equation, we obtain

TI X/I
R xX

where A is a so far unknown constant. Thus we have transformed the original equation
into a couple of independent ODEs

(7.42) T +MT = 0,
(7.43) X"+ 22X

I
e
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u(0,t) =0
0
heat
insulated
1 —1
x ug(1,t) + hu(l,t) =0
water of temperature 0°C

Figure 7.10 Schematic illustration of problem (7.41).

Moreover, the function X (x) must satisfy the boundary conditions
X(0)=0, X'(1)+hX(1)=0.

By a simple discussion we exclude the values A < 0 that lead only to the trivial solution
X (x) = 0. Thus, let us consider \ := p? > 0. Then

X (x) = Asin px + B cos px,
and after substituting into the boundary conditions we obtain
B =0, Apcos pp+ hAsinpu = 0.

Since we look for the nontrivial solution, i.e. A # 0, the last equality can be written in
the form

(7.44) tanp = — 2.
h
To find the roots of the transcendent equation (7.44) means to find the intersections of
the graphs of functions tan x and —# (see Figure 7.11).
It is evident that there exists an infinite sequence of positive values j,,, n € N, such

that the corresponding solutions assume the form
X, (x) = Ay sin ppa.

The following table specifies the first five approximate values p,, for h = 1.
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tan p

tn | 202 | 491 | 7.98 | 11.08 | 14.20

If we go back to equation (7.42), we obtain
T, (t) = Ce Frat
and hence
up(z,t) = Ane_k“irt Sin fl, .

The final result of the original problem is then searched in the form of the Fourier series

(7.45) u(z,t) = Z ApeFntsin p,a.

n=1

The coefficients A,, shall be determined in such a way that the initial condition holds,
that is,

u(x,0) = Z A, sin ppx = .

n=1
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If we multiply this relation by a function sin u.,,,x and integrate from 0 to 1, we arrive
at

1 - 1
/ xsin ppxde = g A, /sin M @ SIN oy dex.
0 n=l 7
Since
1
0, n #m,
/ sin ppa sin g de = ¢ [y — SIN iy, COS Ly, e
b) - b
0 2,“71
we obtain, after simplification,
1
2pun,
A, = - T sin ppx de.
iy, — SIN fiyy COS iy
0
u(z,t)
1
0.9
0.8
0.7
0.6
0.5
0.4
03 =S \ \
= W
02 ,lozo:“:ts‘\\\\\\\§\\ §\:.:.§.:.:.‘
-\
- ) SN\
0l B =
0 === 1
02 = 058
0.4 0.6
0.6 0.4 t

0.8 0.2

Figure 7.12 Graphic illustration of the solution u(x,t) of problem (7.41) for h = 1,
k=1
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Remark 7.9 In the previous examples we have met special types of the boundary value
problem for the second order ODE:

=)y, O<z<l,
(7.46) aoy(0) + Boy'(0) =0,
ary(l) + Bry'(1) = 0.

We say that any value of the parameter A € R for which problem (7.46) has a nontrivial
solution, is called an eigenvalue. The corresponding nontrivial solution is called an
eigenfunction related to the eigenvalue A. In the Fourier method we used some special
properties of eigenvalues A, and eigenfunctions y, (z) of (7.46), namely that y,,(x)
form a complete orthogonal set. It means

l
/ Yn(T)ym(x)dz =0
0

provided y,,, (x) and y,, (x) are two eigenfunctions corresponding to two different eigen-
values A, and \,. Moreover, many functions defined on (0,[) are expandable into
Fourier series with respect to the eigenfunctions v, :

fla) = Z Foyn (@),
n=1
where F), are the Fourier coefficients defined by the relation

fo y2(x)dx

It can be seen that these properties are typical not only for sines and cosines, which
solve problem (7.46), but also for more general functions which arise as solutions of
the so called Sturm-Liouville boundary value problem. The reader can find basic facts
of Sturm-Liouville theory in Appendix 14.1.

The Principle of the Fourier Method for initial boundary value problems on a finite
interval with a homogeneous equation and homogeneous boundary conditions can be
summarized into the following steps:

(i) We search for the solution in the separated form u(z,t) = X (2)T(t).

(i) We transform the PDE into a couple of ODEs for unknown functions X (x) and
T(t).

(iii) Considering the ODE for X (z) with homogeneous boundary conditions we find
the eigenvalues \,, and the eigenfunctions X, (z) of the corresponding boundary
value problem.
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(iv) We substitute the eigenvalues \,, into the ODE for the unknown function T'(¢)
and find its general solution.

(v) We write the solution of the original PDE in the form of an infinite Fourier series

u(x, t) = i::l Xn(x)Tn(t)'

(vi) We expand the initial conditions into Fourier series with respect to the system of
orthogonal eigenfunctions X, ().

(vii) Comparing the expansions of the initial conditions and the solution w(z,t), we
calculate the remaining coefficients.

The above mentioned technique is formal and the precise justification of particular
steps requires much of mathematical calculus that lies beyond the scope of this text.
The interested reader can find the details, e.g., in [22].

7.3 Fourier Method for Nonhomogeneous Problems

Nonhomogeneous Equation. Let us consider the general initial boundary value prob-
lem for a nonhomogeneous heat equation

— kg, = f(x,
aoU(O t) + Bou (0
aru(l, t) + Brug(l,

u(z,0) = ¢(z).

), O0<z<l t>0,
(7.47) ’

%)
)=

The solving procedure of this problem is—in a certain sense—similar to the method of
variation of parameters, which is used for solving ODEs. In the case of a homogeneous
heat equation (f(x,t) = 0), the solution of problem (7.47) is

Z An ef/\ kt X )
n=1
where X, (z) are eigenfunctions with eigenvalue \,, of the Sturm-Liouville problem

X" 42X =0,
OZ()X<O) + ﬁoX/(O) =0,
a1 X (1) + 5 X'(1) =0,

that is, problem (7.46) with p(xz) = 1, g(z) = 0, r(z) = 1. Now, it is natural to ask
whether the solution of the nonhomogeneous problem could be expressed in the form

of a more general series
=Y T.()X
n=1
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This reasoning has also its physical justification. Since the function f(x,t) describes
the density of distribution of heat sources inside the bar, we can expect that the devel-
opment of temperature in time will not be expressed by terms e~*»** (as in the case of
the homogeneous equation, when there is no source inside the bar), but by means of
some other functions 7, (¢) depending on f(z,t).

We illustrate the process on a simple example.

Example 7.10 Let us solve the initial boundary value problem

up — kg = f(z,t), 0<z<l1,t>0,
(7.48) u(0,t) =u(l,t) =0,
u(z,0) = ¢(x).

First of all, we determine the eigenvalues \,, and the system of eigenfunctions X, (x),
n € N. We obtain them in the same way as in the previous section, by solving the
corresponding homogeneous problem

ur —kug, =0, 0<zxz<1, t>0,
u(0,t) = u(l,t) =0,
u(z,0) = o(z).

Let us recall that, in this case, we have

Ay = (nm)?, X, (x) =sinnmz, n€N.

Now, we expand all data of the original problem (7.48) into a Fourier series with respect
to the eigenfunctions X, (z). That is, for a fixed ¢ > 0, we write the right-hand side

f(xz,t) as
fle,t) =) fult)sinnme,
n=1

where the components f,,(t) are the Fourier sine coefficients of f(x,t):
1
fu(t) = 2/f(;c,t) sinnrz dz.
0
Similarly, we expand the initial condition to
p(z) = i o sinnre
n=1

with

1
Pn = 2/(,0(1‘) sinnmx dz.
0
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Now, we search for the solution of problem (7.48) in the form of a series

u(z,t) = Z T, (t) sinnrz.

n=1

Substituting all the above expansions into the equation of (7.48), we obtain

(7.49) Z T! (t)sinnrx + k Z(mr)QTn(t) sinnrx = Z fn(t) sinnma.
n=1 n=1

n=1

Now, we multiply this equality by sinnma and integrate over (0, 1) in 2. Due to the
completeness of the system of functions sin nzwz, (7.49) is equivalent to the system of
ODEs

T + k(nm)®T, = f,(t), n€N.

To fulfil the initial condition

o0

u(z,0) = Z T,,(0) sinnmx = Z on sinnrr = @(x),

n=1 n=1

all functions T;, (¢) must satisfy

1
T,.(0) = ¢, = 2/(,0(1‘) sinnrx dz.

0

Hence, we easily obtain

t
T,(0) = pue 0 g [t 00 (1)

0

The resulting solution of problem (7.48) then assumes the form

(o) 2 oo t R
u(z,t) = Z one ) sinnre + Z sinnwx / e kM=) ¢ (r)dr.
0

n=1 n=1

The first sum on the right-hand side represents the solution corresponding to the ho-
mogeneous problem with the given initial condition, whereas the other one describes
the influence of the right-hand side.

O

Nonhomogeneous Boundary Conditions and Their Transformation. As we could
see in the previous paragraphs, the assumption of homogeneity of boundary conditions
is essential for applicability of the Fourier method. That is why we will now study
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the problem of transforming the initial boundary value problem with nonhomogeneous
boundary conditions to a problem with homogeneous conditions.

Let us consider the following model situation. Let the heat-insulated bar of length
[ have its ends kept at constant temperatures gg and g;. The initial temperature distri-
bution is given by a function ¢ = ¢(z). The development of the temperature u(x,t) in
the bar is thus the solution of the initial boundary value problem

U — kg, =0, 0<ax<lI, t>0,
(750) U(O,t) = 9o, U(l,t) = 91,
u(z,0) = p(x).

Physical intuition leads us to the hypothesis that, for ¢ — oo, the distribution of tem-
perature u(x, t) in the bar converges to the linear function w(x) = go + (91 — go)x/l. It
is thus reasonable to assume that the solution of problem (7.50) will have the form

(7.51) u(w,t) = (go + %(91 - go)) + Uz, t).

Here the term w(x) = go+ (g1 —go)x /I represents the stationary part (it does not depend
on time and satisfies the equation w; = kw,, and the boundary conditions w(0) = go,
w(1) = g1). The term Uz, t) represents the time-dependent part, which converges to
zero for ¢ — oo. Due to the fact that the stationary part w(x) is uniquely determined
by the constants gg, g1, we can—instead of the function u(x, t)—look directly for the
unknown function U (z,t). If we insert expression (7.51) into (7.50), we find out that
U(x,t) solves the homogeneous initial boundary value problem

U — kU, =0, O0<ax<lI, t>0,
U(,t)=0, U(l,t)=0,
U(z,0) = p(x) — [go + 7(91 — g0)] =: ¢(x),

which can be solved by the standard Fourier method.

In practice, however, we have more often to deal with boundary conditions that
depend on time. We illustrate their transformation to the homogeneous boundary con-
ditions on an example. Let us consider the initial boundary value problem

up —kuz, =0, 0<z<l, t>0,
u(0,) = g1 (t),

(7.52) up(1,8) + hu(l, £) = ga(t),
u(z,0) = ¢(x).

The solution will be searched for in the form

u(a,t) = A(t) (1 - %) + BT +Ua,t),

where functions A(t) and B(t) will be chosen so that the “quasi-stationary” part
w(z,t) = A(t) (1 — %)+ B(t) % will satisfy the boundary conditions of problem (7.52).
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The function U (x, t) must then fulfil the homogeneous boundary conditions. If we sub-
stitute the function w(z, t) into the boundary conditions

w(0,1) = A(t) = g1 (t),

wo(t.t) bt t) = =28 POy — g0,
we obtain A & Lools
A =), Bl = 2000
and thus A & laat
u(z,t) = g1(¢) (1—%) %%—i—U(@t)

Substituting this expression into (7.52), we easily find out that U (x,¢) must solve the
initial boundary value problem

U — kU = —wy, O0<ax<lI, t>0,
U(Ovt) = 07

U.(l,t) +hU(1,t) =0,

U(x,0) = ¢p(x) — w(x,0).

In this case we have transformed the original problem with a homogeneous equation
and nonhomogeneous boundary conditions into a problem with nonzero right-hand
side but with homogeneous boundary conditions, which can be solved by the Fourier
method.

7.4 Transformation to Simpler Problems

The goal of this section is to point out some transformations that can lead to simpler
PDE:s.

Example 7.11 (Lateral Heat Transfer in the Bar.) Let us consider the initial bound-
ary value problem

U — kg +qu=0, 0<z<I1,t>0,
(7.53) u(0,t) = u(l,t) =0,
u(z,0) = o(z).

This problem describes heat conduction in the bar, where the heat is transferred to the
surroundings by the bar surface. The heat-transfer coefficient is denoted by g. We
look for a substitution that would simplify the PDE of problem (7.53). We will base
our considerations on the physical properties of the model. The temperature u(z,t)
develops at every point g in terms of the following two phenomena:

1. the diffusion of the heat along the bar (described by the term —ku,..),
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2. the heat transfer by the lateral bar surface (described by the term qu).

Let us assume that there is no diffusion along the bar (that is, k¥ = 0). Then the
development of temperature at every point of the bar is given by

u(zo,t) = u(xg,0)e "

(since for k = 0 the function u(xo,t) solves the ODE u; + qu = 0 with the initial
condition u = u(zg, 0)). Making use of this fact, we try to express the solution of the
initial boundary value problem (7.53) (now, with k& # 0) in the form

(7.54) u(z,t) = e Tw(z,t),

where w = w(x,t) describes the heat transfer caused only by the diffusion process.
If we substitute (7.54) into (7.53), we obtain the following problem for the required
function w(z,t):

wy — kw,, =0, 0<z<1,t>0,

w(0,t) = w(1,t) =0,

w(z,0) = ¢(x).
This is nothing but the classical homogeneous problem for the heat equation, the solu-
tion of which is already known to the reader.

O

Example 7.12 (Problem with Convective Term.) The PDE

(7.55) |ty — ktiay + vz = 0]

describes the so called convective diffusion, where v is a constant representing the
propagation speed of the medium (see Section 5.1). Equation (7.55) can be transformed
into the standard diffusion equation by the substitution

u(z,t) = e (x,t).

(The reader is asked to verify it.) The exponential term in this case reflects the motion
of the medium, w(x,t) corresponds only to the diffusion process.
O

7.5 Exercises

1. Prove thatif f(z) € C?([0,00)), then its odd extension f(z) is of the class C%(R)
if and only if f(0) = f”(0) = 0.

2. Using the method of even extension, derive the formula for the solution of the
diffusion equation on the half-line with homogeneous Neumann boundary con-
dition at z = 0. Consider the general initial condition u(x,0) = (z).

[u(z,t) = [;7 0W)(G(z +y,t) + Gz —y,t))dy]



Section 7.5 Exercises 105

3. Using the method of even extension, derive the formula for the solution of the
wave equation on the half-line with homogeneous Neumann boundary condition
at z = 0. Consider the general initial conditions u(x,0) = ¢(z), ut(x,0) = (x).

[u(z,t) = 2(p(z + ct) + p(z — ct)) + = f“_Ct T)dr forz > ct,

u(z,t) = 2(p(ct+z)+p(ct—z))+ 5 ch'x 7)dT+ % fd “(r)dr for0 < x < ct]

4. Find a solution of the problem

Upt = Ugq, « >0,1>0,
u(0,t) =0,
u(z,0) =1, ur(z,0) = 0.
Sketch the graph of the solution on several time levels.
[u(z,t) = 1forz > t,u(z,t) =0for 0 < z < ¢]

5. Find a solution of the problem

Upp = Ugg, x>0,1>0,
u(0,t) =0,
u(z,0) = ze ™, us(z,0) =0.

Sketch the graph of the solution on several time levels. Notice the wave reflection
on the boundary.
[u(z,t) = 2z +t)e "+ L(x — t)e ™ for x > t,
u(z,t) = s(t+x)e " — L(t—xz)e T for0 <z <t

6. Find a solution of the problem

with s (2,3
cos®z, x € (=F,F)

r)= ’ ¢ T 5w
o ={ 5" L

Sketch the graph of the solution on several time levels.

7. Find a solution of the problem

Uy = = ku Uy
u(0,1)
u(z,0) =

z>0,1t>0,

1
O

[u(z,t) =0forz > t, u(z,t) =1for0 < z < t]
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10.

11.

12.

. The heat flow in a metal rod with an inner heat source is described by the problem

U = kg, +1, 0<ax<I,t>0,
u(0,t) =0, wu(l,t)=1

What will be the temperature of the rod in the steady state that will be achieved
after a sufficiently long time? (Realize that in the steady state « depends only on
x.) Does the absence of an initial condition cause any trouble?

[u(z) = —% +(1+ 5%)z]

Consider the case that the heat leaks from the rod over its lateral surface at a speed
proportional to its temperature u. The corresponding problem has the form

U = kg —au, 0<z <l t>0,
u(0,t) =0, wu(l,t)=1.

Draw the temperature distribution in the steady state and discuss how the heat
flows in the rod and across its boundary.

Bacteria in a one-dimensional medium (a tube of a unit cross-section, length [,
closed on both ends) breed according to the logistic law ru(l — u/K'), where r
is a growth constant, K is the capacity of the medium, and v = u(x,t) denotes
the density of bacteria per unit length. At the beginning, the density is given by
u = ax(l—x). Attime ¢ > 0, the bacteria also diffuse with the diffusion constant
D. Formulate the initial boundary value problem describing their density. What
will be the density distribution if we wait long enough? Sketch intuitively several
profiles illustrating the density evolution in time. Consider cases al?> < 4K and
al? > 4K separately.

Consider a bar of length [ which is insulated in such a way that there is no ex-
change of heat with the surrounding medium. Show that the average temperature

1 l
- / u(x,t) de
L' Jo

is constant with respect to time ¢.

[Hint: Integrate the corresponding series term by term.]
Solve the problem describing the motion of a string of unit length

Upp = gy, 0<z<1,t>0,
u(0,t) = u(1,t) =0,
u(z,0) = ¢(z), ur(z,0) =1p(z)

for the data given below. Illustrate the string motion by a graphic representation
of a partial sum of the resulting series for various values ¢. Comparing the graph
for t = 0 and the graph of the function ¢(x), decide whether the number of terms
in the sum is sufficient.
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(@) ¢(x) =0.05sinmz, Y(zr) =0,c=1/m.
[u(z,t) = 0.05sin 7z cost]

(b) p(x) =sinmx cosmz, P(x) =0,c=1/7.
(¢) p(x) =sinmz 4+ 3sin 27z — sin b7z, P(x) =0,c = 1.
[u(z,t) = sin7a cosmt + 3sin 2wz cos 2wt — sin Swx cos 5]
(d) ¢(x) =sinmz + 0.5sin37x + 3sin 77z, (x) = sin 27z, ¢ = 1.
(@) (x) =0,c=4,

() = 2z, 0<z<1/2,
P = 200—2), 1/2<z<1.

[u(z,t) =322, % sin(2k 4+ 1)mz cos 4(2k + 1)7t]
) Y(x)=2,¢=1/n,
0, 0<z<1/3,

plr) =< 1/30(x —1/3), 1/3<x<2/3,
1/30(1 —2), 2/3<z<1.

4, 0<xz<1/4,
elx) =14 1, 1/4 <x <3/4,
41—-2), 3/4<z<1.

[u(z,t) = 3., =2 (sin(nn/4) + sin(3nr/4)) sinnrx cos dnrt

n=1 72n?
+3 o m sin(2k 4+ 1)z sin4(2k 4 1)7t]
(h) p(z) =zsinmz, P(x) =0,c=1/7.

(1) ¢(x) =21 —z), Y(x) =sinmz, c = 1.
[u(z,t) =332, m sin(2k + 1)wz cos(2k + 1)mt + L sin wa sin 7t
G) Y(z)=0,c=1,
4, 0<xz<1/4,
o) =¢ —4(x—-1/2), 1/4<x<3/4,
4(x —1), 3/4 <z <1

13. Solve the wave equation on the interval (0, 47) with ¢ = 1, homogeneous Dirich-
let boundary conditions, zero initial velocity ¢ = 0 and the initial displacement
given by

3m 5w
cos*x, € [3F, 5],
0, z € [0,47]\ [FF, 5.

Plot the graph of the solution on several time levels.

p(r) =
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14

15.

16.

17.

18.

19

. Solve the wave equation on the interval (0,47) with ¢ = 1, homogeneous Neu-
mann boundary conditions, zero initial velocity ¢» = 0 and the initial displace-
ment given by

Plot the graph of the solution on several time levels.

Solve the following initial boundary value problem for the wave equation:

Ut — Uz =0, O0< <3, t>0,
u(0,t) =0, u(3,t) =0,
u(r,0) =1 —cos 5,
ug(z,0) = 0.

Solve the following initial boundary value problem for the wave equation:

U — Uz =0, O0< <1, t>0,
u(0,t) =0, wu(l,t)=0,

u(x,0) = xcosmx,

ug(x,0) = 1.

A string of length 27 with fixed ends is excited by the impact of a hammer which
gives it the initial velocity

100, Z<x< 32X
x = ’ 2 2,71' us
(@) {o, v e [0,24]\ (5, %),

Find the string vibrations provided the initial displacement was zero.

A uniform string with a fixed end at 0 and free end at 27 has the initial displace-

ment .
() = —, O§x<3§,
v = 3z — 6, %”Smﬁ%r

and zero initial velocity. Assume that the string is vibrating in the medium that
resists the vibrations. The resistance is proportional to the velocity with the con-
stant of proportionality 0.03. Formulate the corresponding model and find the
solution.

. Solve the problem

Ugg + Up = Uge, O0<z <7, £>0,
u(0,t) = u(m,t) =0,
w(x,0) = sinz, u(z,0) =0.

[u(z,t) = e */?(cos @t + % sin @t) sin z]
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20. Solve the problem

Ut + Ut = Uze, O<x <, t>0,
u(0,t) = u(m,t) =0,
u(z,0) = xsinzx, u(x,0) = 0.

[u(z,t) = ge_t/Q(cos M3y \/_ sin ft) sinz

—Let/2gmee W(cos 4k? — 2t + ———— sin | /4k? — 1) sin 2ka]

2\/4k2—1/4
21. Solve the problem

U + U = Uz, O0< <7, t>0,
u(0,t) = u(m,t) =0,
u(x,0) =0, ug(z,0) = 10.

Illustrate by a graph the fact that the solution decreases to zero for ¢ going to
infinity.
[u(z,t) = 185673/ 25in & sinh L3¢

10 —3t/2 §oo 1 - in @k ¥ 17 =9/
+2e >y TSI creRyemry sin(2k 4+ 1)z sin /(2k + 1)2 — 9/4¢]

22. Solve the problem

U = kg, 0<zxz<lI t>0,
u(0,t) = u(l,t) =0,
u(z,0) = ()

for the following data.
@ l=mk=1,p(x)="T8.
[u(w,t) = 22 Y23 ) slge @D  sin(2k + 1)a]
(b) l=m k=1, p(x) =30sinz.
- B | 33, 0<z<m7/2,
() l—ﬂ,k—l,w(l‘)—{ 33(r—x), 7/2<z<T

k

[u(z, t) = 132 PO (2k+1)2e (2k+1)2tsin(2k + 1)z]
B B [ 100, 0<a<7/2,
(d)zw,klm(x){a T/2 <z <.
e l=1k=1¢() =
( 1)”+1 —n2r12t

[u(z, t) =232 = —e sin nmz]

B i=1Lk=1,0x)=e".
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23.

24.

25.

26.

27.

Draw the temperature distribution for various ¢ > 0 for the values from Exer-
cise 22(a). Estimate how long it takes until the maximal temperature decreases
to 50°C.

Solve the problem
U = kg, 0<zx<lI t>0,
um(ovt) = Uz(lvt) =0,
u(z,0) = p(x)

for the following data.
(@) l=m, k=1, p(x) =100.

[In this case, the answer can be guessed by physical intuition: u(z,¢) = 100.]
b)) l=mk=1,p) =2
_ _ | 100z, 0<z<7/2,
© l_”’k_l"p(x)_{ 100(r — ), w/2<ax<m.

[u(z, t) = 25m — 2057 | L e 4@ 052(2n 4 1)a]

100, 0<a<1/2
(d)l_l,k—l,w(x)—{o 1/2<x</77.

e l=1,k=1, p(x) =cosmx.
[u(z,t) = e~ ™"t cos mz]
0 l=1Lk=1, p(x) =sinmz.
Solve the following initial boundary value problem for the diffusion equation:
U — Uz =0, 0<ax<2,t>0,
ug(0,8) =0, wugy(2,t) =0,
u(z,0) = (),

where

() = T, 0<z<1,
PE= 2-2), 1<z<2
Solve the following initial boundary value problem for the diffusion equation:

Up — Uge +2u=0, 0<x<1,t>0,
u(0,t) =0, wu(l,t)=0,
u(z,0) = cosz.

Solve the nonhomogeneous initial boundary value problem

Up = kg, 0<ax<lI, t>0,
U(O,t) =1Ti, u(l,t) =Ty, t>0,
u(z,0) =p(x), 0<z<l

for the following data:
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(a) Ty =100, T, = 0, ¢(x) = 30sin(rx), I =1, k = 1.

[u(z,t) = 100(1 — z) + 30e~ "t sin 2 — D %67"2"2’5 sin nmx]

(b) Ty = 100, Ty = 100, ¢(x) = 50a(1 — x), 1 = 1, k = 1.

33z, 0<z<7/2,
(¢) Ty = 100, Ty = 50, p(z) = { 3(r—=z), 7/2<zx </7T

l=m k=1.
k
[u(z,t) = 100 — 52z 4 132 %575 (51;1)1)2 o~ (kD)% sin(2k + 1)z

100 oo 2— (=™ —n2t .
— B L e sin nz]

_ _ _J 100, 0<az<m/2,
(d) Tl—O,TQ—lOO,@(a:)—{O7 t/2<z<m
l=m k=1.
28. Solve the following initial boundary value problem for the diffusion equation:

U — Uz =0, O0<z<1,t>0,
u(0,t) =2, wu(l,t) =6,
u(x,0) = sin 2wz + 4.

29. Solve the following initial boundary value problem for the nonhomogeneous
wave equation:

U — Uy = 2sinmr, O0<2x<1,t>0,
u(0,t) =1, wu(l,t) =1,

u(z,0) =0,

ut(x,0) = 0.

30. Solve the wave equation
Ut — gy = Asinwt, 0<z <, t>0,

with zero initial and boundary conditions. For which w does the solution grow in
time (the so called resonance occurs)?

31. Consider heat flow in a thin circular ring of unit radius that is insulated along its
lateral surface. The temperature distribution in the ring can be described by the
standard one-dimensional diffusion equation, where x represents the arc length
along the ring. The shape of the domain causes that we have to consider periodic
boundary conditions

u(—=m,t) = u(m,t), u(—m 1) = ux(m,t).

Solve this problem for a general initial condition u(z,0) = ¢(z), x € (—7, 7).
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32. Separate the following PDEs into appropriate ODEs:
(a) Ut = kurr + u,
) up = kugy — muy, + u,

(©) ur = (k(x)ug) . + u.
33. Determine if the following PDEs are separable. If so, separate them into appro-
priate ODEs. If not, explain why.
(a) Ut = C2ux:r + u,
(b) uy = gy —muy + v,

(©) c(x)p(x)uy = (T()ug)e — ug + u.

34. Solve the following problem:
:uu Ut + Uy, 0<z<3r , t>0,
t) = u(3mw/2,t) =0,

0,
u(x,0) :cosx
ut(,

0) =22 — (3r/2)%

Explain its physical meaning.

t

ul
ul

35. Solve the initial boundary value problem

Upp — Ugy + 2Ug :sin3x, O<z<m t>0,
u(0,t) =0, wu(mt)=0,

u(z,0) = sinz,

ug(z,0) = 0.

Here, use the identity sin® z = 1(3sinz — sin 3z).
Exercises 1, 6, 13-16, 25, 26, 28-30 are taken from Stavroulakis and Tersian [18],

8-10 from Logan [14], 11, 12, 19-24, 27, 31 from Asmar [3], and 17, 18, 32-34 from
Keane [12], 35 from Bartak et al. [4].



8 Solutions of Boundary Value Problems for
Stationary Equations

In this chapter we consider two-dimensional boundary value problems for the Laplace
(or Poisson) equation. The basic mathematical problem is to solve these equations
on a given domain (open and connected set) Q C R? with given conditions on the
boundary 0€2:

Au=f in Q,

u = hq onl'y,
%:hg OHFQ,
% + au = hg on s,

where f and h;, i = 1, 2, 3, are given functions, « is a given constant, and 'y UT'yUT's =
0N. In particular, some of the boundary segments can be empty.

On a rectangle (or on a strip, on a half-plane), the solution of the Laplace equa-
tion can be found using the separation of variables (the Fourier method). The general
scheme is the same as in the case of evolution equations.

1. The solution of PDE is searched in a separated form.

2. We take into account the homogeneous boundary conditions and obtain the eigen-
values of the problem. It is in this step that the geometry of the rectangle is very
important.

3. The solution is written in the form of a series.
4. We include the nonhomogeneous initial or boundary conditions.

There are several special domains which can be transformed to a rectangle. For
example, this is the case with the disc or its suitable parts if we use the transformation
into polar coordinates.

8.1 Laplace Equation on Rectangle

Let us consider the Laplace equation u,, + u,, = 0 on a rectangle R = {0 < z <
a, 0 < y < b} with the boundary conditions illustrated in Figure 8.1.
We thus solve the problem

Ugy +Uyy =0 in R,
U(O,y) = Um(a’ay)
uy(x,0) + u(x,0)
u(z,b) = g(x).

8.1 .
' 0
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u=0 (0,a) x (0,b) Uy =0

Uy +u =0

Figure 8.1 The rectangle R and boundary conditions of (8.1).

In the first step, we look for the solution in a separated form: u(z,y) = X (2)Y (y),
X #0,Y # 0. Substituting into the equation and dividing by XY, we obtain

X// Y/I

— 4+ —=0.

X Y
There must exist a constant A such that X" +AX =0for0 < z < a,andY” —)\Y =0
for 0 < y < b. Moreover, the function X must fulfil the homogeneous boundary
conditions X (0) = X’(a) = 0. By simple analysis, we find out that a nontrivial
solution X = X () exists only for

1\? 72
(8.2) M=p2=(n+2) = n=0,1,2,3,...
2) a?
and the corresponding solutions (up to a factor) are
1
8.3) X, (z) = sin 27T

a

Now, we return to the variable y and solve the problem
Y- B2y =0, Y'(0)+Y(0)=0

(the nonhomogeneous boundary condition for y = b will be considered in the last step).
Since all \,, = ﬁ,% are positive, we obtain Y in the form

Y (y) = Acosh 8,y + Bsinh (,y.

Further, we have 0 = Y’ (0) + Y (0) = Bf3,, + A. Without loss of generality, we can put
B = —1, and thus A = 3,,. Hence, we obtain

Yn(y) = ﬁnCOShﬁny — sinh ﬁny

The series

(8.4) u(a,y) =Y Ay sin B,2(B, cosh By — sinh 3,y)

n=0
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then represents the harmonic function on the rectangle R that satisfies the homogeneous
boundary conditions u(0,y) = 0, uz(a,y) = 0fory € (0,b), and u,(z,0)+u(x,0) =0
for « € (0,a). It remains to deal with the boundary condition u(x,b) = g(x). In order
to satisfy it, we must ensure that

(8.5) g(x) = Z A, (Br cosh 8,b — sinh §,,b) sin 5,z

n=0
for all x € (0,a). Here we assume that (3, cosh 3,b — sinh 8,b) # 0 for all n €
N U {0}. Then expression (8.5) is nothing else but the Fourier series of the function g
with respect to the system of eigenfunctions sin 3,,z. Hence, we obtain formulas for
the remaining unknown coefficients A,,:

a

(8.6) A, = %(Bn cosh 3,b — sinh 3,,b) * /g(x) sin 3,z dz.
0

If (8, cosh 3,,b — sinh 3,,b) = 0 for some n € NU {0}, then in general the boundary
condition g(z) cannot be expressed as in (8.5). In that case, problem (8.1) can have
either no solution, or infinitely many solutions depending on the relation between g(x)
and the other data. This means that (8.1) is an ill-posed problem.

Remark 8.1 (Nonhomogeneous Boundary Conditions.) Let us consider again the
Laplace equation on a rectangle, but this time let all four boundary conditions be non-
homogeneous. (It does not matter which types of boundary conditions (Dirichlet, Neu-
mann, or Robin) are given on particular sides.) The previous example has shown the
advantage of the situation when only one boundary condition is nonhomogeneous and
all the other three conditions are homogeneous. Using the linearity of the problem, we
can decompose the totally nonhomogeneous problem into four partially homogeneous
problems which are easy to solve. Schematically, we illustrate the decomposition in
Figure 8.2.

8.2 Laplace Equation on Disc

A much more interesting but classical example deals with the Dirichlet problem for
the Laplace equation on a disc. The rotational invariancy of the Laplace operator A
indicates that the disc is a natural shape for harmonic functions in the plane. So, let us
consider the problem

Ugy + Uyy = 0 for 2% 4+ y? < a2,

@7 u=h(0) for 22 + y* = a®.

We solve the equation on the disc D with a center at the origin and with the radius
a. The boundary condition h(#) is given on the circle 9D. Note that 0 is the polar
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g4 0 0
Au=0
N wmu4u |92 = N Aup =0 0 + 0 Aus =0 g2
+us + uq
g3 0 0
0 ga

+ 0 Auz =0 0 + 0 Aug =0 0

g3 0

Figure 8.2 Decomposition of the nonhomogeneous boundary value problem for the
Laplace equation on a rectangle.

coordinate denoting the central angle which is formed by the radius vector of the point
(z,y) and the positive half-axis z.

We again use the method of separation of variables, but this time in polar coordi-
nates: u = R(r)©(0). If we use the transformation formula Au = u,., + %ur + Tizugg,
we rewrite the equation into the form

1 1 1 1
0 = Ugy + Uyy = Upr + —ur + —upg = RO+ —R'O + - RO".
T r2 r r2
Dividing by RO (under the assumption RO # 0) and multiplying by 72, we obtain two
equations
(8.8) 0" +X0 = 0,
(8.9) r’R"+rR' — AR = 0.

Both these ODEs are easily solvable. We only have to add the appropriate boundary
conditions.
For ©(6), it is natural to introduce periodic boundary conditions:

O(0 +27) = O(0) for e R
(that is, ©(0) = ©(27), ©'(0) = ©'(27)). Hence, we obtain
(8.10) A, =n? and ©O(#) = Acosnf + Bsinnf, n=0,1,2,3,....

The equation for the function R is of Euler type and its solution must be in the form
R(r) = r®. Since A\ = n?, the corresponding characteristic equation is

ala —1D)r* + ar® —n’r® =0,
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and thus o = +n. Forn = 1,2,3,... we obtain R(r) = Ar™ + Br~" and the solution
u can be written as

. B
(8.11) u= (Ar"—i— 7"_”> (Acosnb + Bsinnd).
For n = 0, the functions R = 1 and R = Inr form the couple of linearly independent
solutions of equation (8.9). The corresponding u thus assumes the form
(8.12) w= A+ Blnr.

For physical reasons, functions (8.11) and (8.12) must be bounded on the whole
disc D (this means also at the origin » = 0) and thus, in both the cases, we have B = 0.
We sum up the remaining solutions and write the resulting function « as an infinite
series

1 = . .
(8.13) u = §AO+ZT (A, cosnd + By, sinn).

n=1

Now, we take into account the nonhomogeneous boundary condition on the bound-
ary r = a. It is fulfilled provided the function % is expandable into the Fourier series

h(0) = %Ao + Z a"(A,, cosnb + By, sinnb).

n=1
Hence, we easily derive
1 2w
(8.14) A, = / h(¢) cosng do,
ﬂ-an 0
1 2
(8.15) B, = — h(¢) sinng de.
ma™ Jo

8.3 Poisson Formula

The previous example has an interesting consequence: the sum of the series (8.13) can
be expressed explicitly by an integral formula. If we put (8.14) and (8.15) into (8.13),
we obtain

u(r,0) = / )do + Z a" )[cosng cosnf + sinng sinnb] de

0 n=1

1+22(2) cosn(f — qﬁ)] do.
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If we express the cosine function using the complex exponential (that is, cost = %(e“ +
e~ 1)), we can rewrite the expression in the brackets in the following way:

1—1—22( ) cosn(f — ¢) —1+Z( ) ei"(g_@—l—i(g)ne_i”(e_@.
n=1

The series in this formulation are geometric series with quotients ¢ = %eii(e_qﬁ) that,
for r < a, satisfy the condition |¢| < 1. Thus, we obtain

ol (0—) —i(0—¢)
re re
1+22( ) cosn(@ —¢) = 1+ p—" ) + p—T Y

n=1

a2 — 2

a? — 2arcos(0 — ¢) + 12’

Hence, substituting back into the integral, we arrive at the solution of the original
problem (8.7) in the form

27
_a?—r? h(¢)
(8.16) u(r, 0) = o2 / a? — 2ar cos(0 — @) + 12 dé,
0

which is called the Poisson formula in polar coordinates. The expression (8.16) implies
that the harmonic function inside the circle can be described by its boundary values
only.

Now, we go back to the Cartesian coordinates. We denote by = (z,y) a point
inside the circle with polar coordinates (r, 8), and by &’ a point on the boundary with
polar coordinates (a, ¢). Then r = ||, a = |’| and for |x — x’| we have

|z — x'|> = a® + 12 — 2ar cos(6 — ).

(The reader is asked to draw a picture.) An element of the arc length is in this case
ds = ad¢. The Poisson formula can be then rewritten into the form

(8.17) u(w):‘LQ_'wg/ u@) g

27a le — a'|?

j@'|=a

for x € D. Here u(x’) = h(¢) and the integral is considered with respect to the arc
length over the whole circumference.
The above calculations are summarized in the following assertion.

Theorem 8.2 Ler h(¢) be a continuous function on a circle 0D. Then the Poisson
formula (8.16) (or (8.17)) describes the unique harmonic function on the disc D with
the property

lim u(x) = h(g),

x—x’

where ¢ is the angle corresponding to the point x' € 9D.
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Some important consequences of the Poisson Formula are summarized in Sec-
tion 10.7.

8.4 [Exercises
In the following exercises, r and 6 denote the polar coordinates.

1. Solve the equation w,; +u,, = 1inthe disc {r < a} with the boundary condition
u(z,y) = 0 on the boundary r = a.

[u(r) = ;(r? — a®)]

2. Solve the equation gy, + u,, = 1 in the annulus {a < r < b} with the boundary
condition u(z, y) = 0 on both boundary circles r = a, r = b.

2 2 2 2 2
_r° b“—a _ b’Ina—a“Ind
lu(r) =7 + 4l e Inr il g

3. Solve the equation u,; + u,, = 0 in the rectangle {0 < z < a, 0 <y < b} with
the boundary conditions

ux(O,y) = —a, um(aay) =0,
uy(x,0) =b,  uy(x,b)=0.

Search for the solution in the form of a quadratic polynomial in = and y.

[u(z,y) = %xz - %yz — az + by + ¢, where c is an arbitrary constant]

4. Find a harmonic function u(x,y) in the square D = {0 < z < 7,0 < y < 7}
with the boundary conditions

uy(x,0) = uy(z,m) =0,
1
u(0,y) =0, wu(my)= cos’y = 5(1 + cos 2y).

5. Find a harmonic function u(z,y) in the square D = {0 < z < 1,0 < y < 1}
with the boundary conditions

u(z,0) =z, wu(z,1)=0,
ur(0,9) =0, uz(1,y) =y

6. Let u be a harmonic function in the disc D = {r < 2} and v = 3sin260 + 1 for
r = 2. Without finding the concrete form of the solution, determine the value of
w at the origin.

[u(0,0) = 1]
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~

10.

11.
12.

13.

14.

15.

. Solve the equation w,, +u,, = 0in the disc {r < a} with the boundary condition
u =14 3sinf forr = a.

[u(r,0) =14 3% sin 6]

. Solve the equation ., + uy, = 0 in the disc {r < a} with the boundary condi-
tion v = sin® @ for r = a. Here, use the identity sin® 0 = 3sin 6§ — 4 sin 36.

[u(r,0) = 3Z sin6 — 4(%)? sin 36]

. Solve the equation u;; + uy, = 0 in the domain {r > «} (that is, in the exterior
of the disc) with the boundary condition v = 1 4 3sin # on the boundary r = a
and with the condition that the solution u is bounded for » — oo.

[u(r,0) =14 3% sin 6]

Solve the equation u, +u,, = 0 in the disc {r < a} with the boundary condition
ou
— —hu= f(0

where f(0) is an arbitrary function. Write the solution using the Fourier coeffi-
cients of the function f.

Derive the Poisson formula for the exterior of the disc in R2.

Find the steady-state temperature distribution inside the annulus {1 < r < 2} the
outer edge of which (r = 2) is heat insulated and the inner edge (r = 1) is kept

at the temperature described by sin? 6.
[u(r,0) = 3(1 = 125) + (55 — 12=) cos 201

In2 30 1572

Find a harmonic function v in the semi-disc {r < 1, 0 < 6 < 7} satisfying the
conditions

u(r,0) =u(r,m) =0, wu(l,0) =msind — sin 26.

Solve the equation ., + u,, = 0 in the disc sector r < a, 0 < 6 < 3 with the
boundary conditions

u(a,0) =0, wu(r,0)=0, u(r,p)=_2.

Search for a function independent of r.

Solve the equation u;, + u,, = 0 in the quarter-disc {z% + y? < a?, >0, y >
0} with the boundary conditions
u(0,y) = u(x,0) =0, g—: =1forr=a.

Find the solution in the form of an infinite series and write the first two nonzero
terms explicitly.

2 . 4
first two terms: *— sin 20 + -— sin 40
2a 4a3
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16. Solve the equation uz; + uy, = 0 in the domain {o < 0 < 3, a < r < b} with
the boundary conditions « = 0 on both sides §# = « and § = 3, u = g(0) on the
arc r = a, and u = h(6) on the arc r = b.

17. Solve the boundary value problem for the Laplace equation in the square K =
{(z,y); 0 < x < 0<y <7} for the following data:

(@) uy(z,0) = uy(37777) =uz(0,y) =0, ux(m,y) = cos3y;

cosh 3z

[U(I, y) = 3sinh 37 cos 3y]

() u(0,y) = uy(2,0) + u(z,0) = us(m,y) =0, uy(z,7) = sin 3.

__ 3cosh(3y/2)—2sinh(3y/2) _. 3z
[u(x,y) ~ 3cosh(37/2)—2sinh(37/2) Sm

18. Solve the Dirichlet problem
Ugg + Uyy = 0 inz? +19% <1,
u(x,y) =a* —y> ona? 4y =1
[u(r,0) = 2 — 3rsinf + § cos 20 + § sin 30 + % cos 40]
19. Let U, (z,y) be the solution of the problem

Ugg + Uyy =0 inz?4y? <1,
u(r,y) =y"  onaz?+y?=1.

Prove:
(a)
U (R ek (2 20 2m
Uam(r,0) = 55 (2 (—1)™* ( )r cos(2(m — k)0) | + ,
22 = k m
m—1
Usnia(r6) = 5 ( (1) <2m,f 1) P2 Gin((2(m — k) + 1)9)) .
k=0
(b)
1 Z UQ(:’E’ ) > U4(I7y) Z > UQHL(xvy) Z Oa
1 > U(x,y) 2 Us(z,y) = -+ > Usmya(z,y) 20 ify >0,
-1 < U(z,y) <Us(z,y) <--- < Ugpgi(w,y) <0 ify <0

(¢) The series >°_, Uap(z,y) is divergent for z2 + y? < 1, while the series
S q"Uzm1(z,y) is convergent for 0 < ¢ < 1, 22 + y? < 1.
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20. Solve the Poisson equation u,; + u,, = f(x,y) in the unit square (0 < z < 1,
0 < y < 1) for the following data.
@ f(z,y) =z, u(@,0) =u(z,1) = u(0,y) = u(l,y) =0.

_1)ym

[u(z,y) = ﬁ% DO Diedi (m2+(2k(+1)2)m(2k+1) sinmmz sin(2k + 1)my|

(b) f(z,y) =sinmz, u(z,0) = u(0,y) = u(l,y) =0, u(z,1) = =.

)"+ sin nwa sinh nry

__ —4sinwz oo sin(2k+1)my 2 o (=1
[u(z,y) = =37 200 G D@ D T = 2onet nemhn ]

(© f(z,y) =2y, u(z,0) = u(0,y) = u(l,y) = 0, u(z,1) = =.

21. Solve the equation ug, + uyy = 3u — 1 inside the unit square (0 < z < 1,
0 < y < 1) with u vanishing on the boundary.

__ 16 oo oo sin(2k+1)7x sin(2l4+1)7y
[U(ﬂﬁ,y) — 72 Ez:o Zk:o (2l+1)(2k+1)(3+ﬂ-2((2l+1)2+(2k+1)2))]

Exercises 1-16 are taken from Strauss [19], 17-19 from Stavroulakis and Tersian [18],
and 20-21 from Asmar [3].



9 Methods of Integral Transforms

In this chapter we introduce another class of methods that can be used for solving the
initial value or initial boundary value problems for evolution equations. These are the
so called methods of integral transforms. The fundamental ones are the Laplace and
the Fourier transforms.

9.1 Laplace Transform

The reader could probably meet with the Laplace transform when solving linear ODEs
with constant coefficients, where the equations are transformed in this way to algebraic
equations. This idea can be easily extended to PDEs, where the transformation leads
to the decrease of the number of independent variables. PDEs in two variables are thus
reduced to ODE:s.

Let v = u(t) be a piecewise continuous function on [0, co) that “does not grow too
fast”. Let us assume, for example, that u is of exponential order, which means that
lu(t)| < ce® for t large enough, where a, ¢ > 0 are appropriate constants. The Laplace
transform of the function u is then defined by the formula

o

9.1) (Lu)(s)=U(s) = /u(t)efs’5 dt.

0

Here U and s are the transformed variables, U is the dependent one, s is the indepen-
dent one, and U is defined for s > a with @ > 0 depending on w(¢). The function U
is called the Laplace image of the function u, which is then called the original. The
Laplace transform is a linear mapping, that is,

L(cru+ cov) = 1 Lu + oLy,

where ¢;, ¢y are arbitrary constants. If we know the Laplace image U(s), then the
original u(t) can be obtained by the inverse Laplace transform of the image U(s):
L71U = u. The couples of Laplace images and their originals can be found in tables,
or, in some cases, the transformation can be done using various software packages.

An important property of the Laplace transform, as well as of other integral trans-
forms, is the fact that it turns differential operators in originals into multiplication op-
erators in images. The following formulas hold:

9.2) (Lu)(s) = sU(s) —u(0),
9.3)  (Lu™)(s) = s"U(s)—s""tu(0) —s" 2/ (0) — - — u*71(0),

if the derivatives considered are transformable (i.e., piecewise continuous functions of
exponential order). To be precise, we should write lim; .o, u(t), lim;_q, u/(t),...
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instead of «(0), w'(0),.... However, without loss of generality, we can assume that
the function u and its derivatives are continuous from the right at 0. Relations (9.2),
(9.3) can be easily derived directly from the definition using integration by parts (the
reader is asked to do it in detail.). Applying the Laplace transform to a linear ODE with
constant coefficients, we obtain a linear algebraic equation for the unknown function
U(s). After solving it, we find the original function u(t) by the inverse transform.

The same idea can be exploited also when solving PDEs for functions of two vari-
ables, say u = u(z,t). The transformation will be done with respect to the time variable
t > 0, the spatial variable = will be treated as a parameter unaffected by this transform.
In particular, we define the Laplace transform of a function u(zx, t) by the formula

9.4) (Lu)(z,s5) =U(z,s) = /000 u(x,t)e s dt.

The time derivatives are transformed in the same way as in the case of functions of one
variable, that is, for example,

(Lug)(x,s) = sU(x,s) —u(z,0).

The spatial derivatives remain unchanged, that is,

_ > a —st _ 2 > —st o
(£uw)(x,s)—/0 ﬁu(w,t)e dt = 8x/0 u(z,t)e”* dt = Uy (z, s).

Thus, applying the Laplace transform to a PDE in two variables x and ¢, we obtain an
ODE in the variable x and with the parameter s.

Example 9.1 (Constant Boundary Condition.) Using the Laplace transform, we
solve the following initial boundary value problem for the diffusion equation. Let
u = u(z,t) denote the concentration of a chemical contaminant dissolved in a liquid
on a half-infinite domain x > 0. Let us assume that, at time ¢ = 0, the concentration
is zero. On the boundary x = 0, constant unit concentration of the contaminant is kept
for ¢t > 0. Assuming the unit diffusion constant, the behavior of the system is described
by a mathematical model

Up — Upe =0, x>0,1>0,
9.5) u(z,0) =0,
u(0,t) =1, wu(x,t) bounded.
Here the boundedness assumption is related to the physical properties of the model and

its solution. If we apply the Laplace transform to both sides of the equation, we obtain
the following relation for the image U:

sU(x, ) — Upz(x,s) = 0.

This is an ODE with respect to the variable « and with real positive parameter s. Its
general solution has the form

Uz, s) = a(s)e™ V" + b(s)eV™?,
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Since we require the solution u to be bounded in both variables = and ¢, the image U
must be bounded in x as well. Thus, b(s) must vanish, and hence

Uz, s) = a(s)e” V"

Now, we apply the Laplace transform to the boundary condition obtaining U (0, s) =
L(1) = 1/s. It implies a(s) = 1/s and the transformed solution has the form

1
U(z,s) =—-e V5,
s

Using the tables of the Laplace transform or some of the software packages, we easily
find out that

u(z,t) = erfe (%) :

where erfc is the function defined by the relation

y
erfe(y) =1— % /e*’“2 dr =1 —erf(y).
0
O

In the previous example, we were able to find the original u(z,t) to the Laplace
image U(z, s) using tables or software packages. There exists a general formula for
inverse Laplace transform, which is based on theory of functions of complex variables
(see, e.g., [21]). It has a theoretical character, and from the practical point of view, it is
used very rarely. In most cases, it is more or less useless.

In some cases, instead of above mentioned inverse formula, we can exploit another
useful tool, which is stated in the so called Convolution Theorem.

Theorem 9.2 Let u and v be piecewise continuous functions on the interval (0, c0),
both of exponential order, and let U = Lu, V = Lv be their Laplace images. Let us

denote by
t

(uwxv)(t) = [ u(t —71)v(r)dr
/

the convolution of functions u and v (which is also of exponential order). Then
L(uxv)(s) = (Lu)(s) (Lv)(s) = U(s)V (s).
Remark 9.3 In particular, it follows from Theorem 9.2 that
uxv =L Lu Lv).

Notice that the Laplace transform is additive, however, it is not multiplicative!
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Example 9.4 (Non-Constant Boundary Condition.) Let us consider the same situa-
tion as in the previous example with the only change—the boundary condition will be
a time-dependent function:

U — Uy =0, x>0,1>0,
(9.6) u(x,0) =0,
u(0,t) = f(t), wu(z,t) bounded.
Applying the Laplace transform to the equation, we obtain again the ODE
sU(x,8) — Uge(x,8) =0,
the solution of which has the form

Ulz,s) = a(s)e™V*2.

Here we have used the boundedness assumption. The transformation of the boundary
condition (we assume that the Laplace transform of f does exist) leads to the relation
U(0,s) = F(s) with F = Lf. Hence a(s) = F(s) and the solution in images takes the
form

Uz, s) = F(s)e™V*®.

The Convolution Theorem and Remark 9.3 now imply
w=LU =L Fx L7 (e V) = fx LT (e V).
If we exploit the knowledge of the transform relation

—1 —Vsz\ _ xz 7:1:2/415
L7 (o) = eI,

we obtain the solution of the original problem in the form

t
_ £ —2%/4(t—7)
u(z,t) 0/ 7\/me f(r)dr.

O

Example 9.5 (Forced Vibrations of “Half-Infinite String”.) Let us consider a “half-
infinite string” that has one end fixed at the origin and that lies motionless at time
t = 0. The string is set in motion by acting of a force f(t). The string behavior is then
modeled by the problem

utt_czuzx:f(t)a x>0,1>0,
9.7 u(0,¢) = 0,
u(x,0) = up(x,0) =0, wu(x,t) bounded.



Section 9.1 Laplace Transform 127

We transform both sides of the equation with respect to the time variable and use the
initial condition. Thus we obtain

—PUye(x,8) + 82U (z, 5) = F(s).

This is an ODE in the z-variable with constant coefficients and a non-zero right-
hand side. Its solution is the sum of the solution Uy of the homogeneous equation:
Ug(x,s) = A(s)e™%/¢ 4+ B(s)e**/°, and the particular solution Up of the nonhomo-
geneous equation: Up(z,s) = F(s)/s%. Hence

W%®:A®€*+B@&W+%§.

Since we require the original solution u(z,t) to be bounded, the transformed solution

U (z, s) must be bounded for x > 0, s > 0 as well, and thus B(s) = 0. The transformed
boundary condition implies A(s) = —F(s)/s? and thus
1—e e

U(x,s) = F(S)T

In the inverse Laplace transform, we use the Convolution Theorem and the relations

efsz/c T x
L7H1/s?) =t, LY )= (=DMt -~

52

where H is the Heaviside step function, that is, H(¢) = 0 for ¢ < 0, H(¢) = 1 for ¢ > 0.
The solution of the original problem then has the form

te.t) = 1027 (5 ) = o)« - ¢~ et - 2]

or

O

The following example illustrates one particular interesting case of Example 9.5.

Example 9.6 (String Vibrations due to Gravity Acceleration.) If the only acting
external force in Example 9.5 is the gravity acceleration g, we solve the wave equation
in the form

2 _
Ut — C Ugy = —(-

Under the same initial and boundary conditions as in the previous example (that is,
u(x,0) = ug(x,0) = 0 for x > 0, and u(0,¢) = 0 for ¢ > 0), the solution assumes the
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form

t
1, T T
= -9 575 _/(T_E)H(T_E) dr.
0

By simple calculation, we express the integral on the right-hand side and obtain the
final formulation of the solution:

—%(tQ—(t—E)Q) for 0 < z < ¢t,
u(x,t) gt2 ¢
—7 for x > ct.

Figure 9.1 shows the solution on several time levels. This example models a half-
infinite string with one fixed end, which falls from the zero (horizontal) position due to
the gravitation. Recalling that the position of the free-falling mass point is described
by the function —gt2/2, we see that, for x bigger than ct, the string falls freely. The
remaining part of the string (z < ct) falls more slowly due to the fixed end. Notice
that this effect propagates from the point z = 0 to the right at the speed equal to the
constant ¢ (it propagates along the characteristic x — ¢t = 0).

O

Figure 9.1 A string falling due to the gravitation.

9.2 Fourier Transform

The Fourier transform is another integral transform with properties similar to the Lap-
lace transform. Since it again turns differentiation of the originals into multiplication of



Section 9.2 Fourier Transform 129

the images, it is a useful tool in solving differential equations. Contrary to the Laplace
transform, which usually uses the time variable, the Fourier transform is applied to the
spatial variable on the whole real line.

First, we start with functions of one spatial variable. The Fourier transform of
a function u = u(z), z € R, is a mapping defined by the formula

9.8) (Fu)(&) =a(E) = / u(z)e % d.

If |ul is integrable in R, that is, [* |u|dz < oo, then @ exists. However, the theory
of the Fourier transform usually works with a smaller set of functions. We define
the so called Schwartz space 8 as the space of functions on R that have continuous
derivatives of all orders and that, together with their derivatives, decrease to zero for
x — oo more rapidly than ||~ for an arbitrary n € N. It means

dFu

dxk

1
|z[™

<M

S={ueC>® IM =M(u) € R,

for |x| — oo, k € NU{0}; n € N}.

It can be shown that, if © € §, then 4 € 8, and vice versa. We say that the Schwartz
space § is closed with respect to the Fourier transform.

It is important to mention that there exists no established convention how to define
the Fourier transform. In literature, we can meet an equivalent of the definition for-
mula (9.8) with the constant 1/+/27 or 1/(27) in front of the integral. There also exist
definitions with positive sign in the exponent. The reader should keep this fact in mind
while working with various sources or using the transformation tables.

The fundamental formula of the Fourier transform is that for the image of the k!
derivative u(*)

9.9) (Fu®)(€) = (i)*u(¢), ueS.

The derivation of this formula is based on integration by parts where all “boundary
values” vanish due to zero values of the function and its derivatives at infinity. In the
case of functions of two variables, say v = u(x,t), the variable ¢ plays the role of
a parameter and we define

o0

(9.10) (Fu)(&,t) = a(&,t) = / u(z,t)e % d.

— 00

The derivatives with respect to the spatial variable are transformed analogously as (9.9),
the derivatives with respect to the time variable ¢ stay unchanged; thus, for instance,

(Fua)(&1) = (i§)a(&, 1),
(Fuss)(€,1) = ()% 1),
(fut)(gvt) = ﬁt(fat)
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The PDE in two variables z,¢ passes under the Fourier transform to an ODE in the
t-variable. By its solving, we obtain the transformed function (the image) & which can
be converted to the original function u by the inverse Fourier transform

o0

9.11) (Fra)(x,t) = u(x,t) = % / a(g, t)els” de.

— 00

In comparison with the inverse Laplace transform, where the general inverse formula is
quite complicated, this relation is very simple. Nevertheless, it is convenient to use the
transformation tables or some software packages when solving particular problems.

Example 9.7 Let us determine the Fourier transform of the Gaussian function u(x) =

2 .
e %" a > 0, that is,
oo

a(g) = / e oI iy
— 00
If we differentiate this relation with respect to the £-variable and integrate it by parts,
we obtain

o0

u'(€) = —i/xe_“”Qe_i&dx
. 0 d
1 —ax?\ —ifx
= % a(e )e § dz
-2 o0 ) _
= % e_ax2e_1£I dx = 2—5'&(5)
—00

Thus we have arrived at the differential equation 4’ = g—fﬁ, whose general solution has
the form
() = Ce&/a),
The constant C' can be determined from the relation
o0

a(0) = /e*”” dz = \/Z

— 00

Fle—a®) = \/ﬂﬁ/(m)v
a

which means that the Fourier transform of the Gaussian function is the Gaussian func-
tion again. The same holds also for the inverse transform. (The reader is asked to give
the reasons.)

Hence, we have

O
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As in the case of the Laplace transform, the Convolution Theorem holds true for the
Fourier transform and is directly applicable for solving differential equations. How-
ever, the convolution of two functions « and v is now defined in the following way:

(u*v)(z) = / u(z — y)o(y) dy.

Theorem 9.8 Ifu,v € S, then
F(uxv)(&) = a(§)o(€).

Example 9.9 (Cauchy Problem for Diffusion Equation.) Now we use the Fourier
transform for derivation of the solution of the Cauchy problem for the diffusion equa-
tion which we treated in Chapter 5. Thus, let us consider the problem

U — kg, =0, xz€R, t>0,

©.12) { u(z,0) = p(x).

Let us assume ¢ € 8. Using the Fourier transform, we reduce the diffusion equation to
the form

iy = —€2kil,

which is an ODE in the ¢-variable for the required function @ (¢, ¢t) with the parameter
&. Its solution is

a(g,t) = Ce ¢k,

The initial condition implies @ (&, 0) = $(€) and thus C' = $(€). The solution in images
then assumes the form

1) = pe)e K,

If we use the knowledge of the transformation relation

1 2 2
7 o7 /(4kt)> _ €2kt
(\/47Tkt

and the Convolution Theorem, we obtain the solution of the Cauchy problem (9.12) in
the form

[e'e] 1 )
(9.13) u(z,t) = / me*“’*y) [ o (y) dy,

which is exactly formula (5.11) derived in Chapter 5.
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Remark 9.10 When using the Fourier transform, we have obtained the solution (9.13)
under the assumption that the initial condition ¢ belongs to the Schwartz space. How-
ever, once the solution is derived, we can try to show that it exists even under weaker
assumptions on the function ¢. It can be proved, for instance, that the function «
in (9.13) solves problem (9.12) provided ¢ is a continuous and bounded function on R.

Example 9.11 (Cauchy Problem for Wave Equation.) Let us solve the Cauchy prob-
lem

(9.14) { Uy — gy =0, zER, t >0,

u(z,0) = p(x), u(z,0)=v()

We apply again the Fourier transform with respect to the spatial variable to the equation
and both initial conditions. Thus we obtain the transformed problem

{t(é“t)+62£2 (€, 1) =0,
(€,0)=@(8),  @(€,0) = (&)

Its solution is the function

(€, t) = ¢(&) cos c€t + 151/)(5) sin c&t.

The solution of the original problem is then found by the inverse Fourier transform:

9.15) u(z,t) =

é\g

oy [(€) cos c&t + C—lgvfz(f)sincft]eif”” d¢.

This integral expression, where, moreover, the Fourier transforms of the initial condi-
tions occur, is not very transparent. Nevertheless, it can be converted to d’ Alembert’s
formula (4.15) derived in Chapter 4. Indeed, substituting the complex representation
of the sine and cosine functions into (9.15), we obtain

o0

1 1 : ) .
.1 = — iy ickt —icfty Li€x
9.16) u(x,t) o 2()0(5) (e +e )e df
Jri i iqjj(g) (el — gmictt) gibe ¢
2 2icg ’

The first integral on the right-hand side can be written as

oo

1
47

— 00

(2(6) el en 1 () el a,



Section 9.2 Fourier Transform 133

which is (using the definition of the inverse Fourier transform (9.11)) exactly the first
term in d’ Alembert’s formula

(p(x + ct) + p(x — ct)) .

N =

Similarly, the second integral term in (9.16) equals

x+ct

e [ i@t —dennae— - [ [ draya

—00 —ct

Changing the order of integration and using again the inverse Fourier transform, we
obtain the second term in d’ Alembert’s formula

xr+ct

1
% [ vwaw.
T—ct

O

Remark 9.12 In some cases, the methods of integral transforms are applicable also
to equations with non-constant coefficients. Let us consider, for example, the Cauchy
problem for the transport equation

{ tug, +ur =0, ze€R, >0,
u(z,0) = f(z).

Since the varying coefficient is—in this case—the time variable ¢, we use the Fourier
transform with time playing the role of a parameter. We have

F(tuy) = tF(uy) = ikt
Transforming the equation and the initial conditions, we obtain

and hence A ,
i 1) = f(e =,

By the inverse Fourier transform (e.g., using the transformation formulas), we obtain
the solution of the original equation in the form

t2
u(z,t) = flx — 5)
Remark 9.13 (Laplace and Poisson Equations.) The Laplace and Poisson equations
can also be solved, in some cases, by the method of integral transforms.
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As an example, let us consider the problem
Ugy +Uyy =0, xER, y >0,
u(z,0) = f(x),

u(zx,y) bounded for y — oc.

We will search for a solution using the Fourier transform with respect to x. Its applica-
tion to our problem leads to the equation

Ty — %0 =0,

whose general solution is @(¢, y) = a(€)e™%Y + b(£)etY. The boundedness assumption
implies

b(&) =0 for £ > 0,
a(€) =0 for £ < 0.

Hence, @(€,y) = c(€)e” €1, Here, a, b, c are arbitrary functions. If we take into

account the boundary condition, we derive ¢(¢) = (&) and thus

ag,y) =e EVf(g).

The inverse transformation leads to the solution of the original problem in the form of

a convolution:
(y 1 Y [ f(n)dr
U(xvy)_<7rw2+y2>*f_ﬂ_/ (3}'—T)2—|—y2.

The reader should notice that in this convolution ¥ is just a parameter.

9.3 Exercises

1. Derive the following transform relations:

(a) £{1} = % s> 0,

(b) L{t} = sl2’

(c) L{t"} = :—T!L, neN, s>0,
(d) Lfe} = ﬁ s> a,

(e) L{sin(at)} = 52;4612 s> 0,

(f) L{cos(at)} = 2 s>o

52 4+ a?’
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2. Derive the following basic properties of the Laplace transform (here U = L{u}):

(@ L{t"u(t)} = (~1)"U"(s),
(b) L{e“u(t)} =U(s — a),

© z{/ r)dry = ~U(s), 5 >0,
@ ﬁ{;u(t)}:/ U(o)do

(€) L{ulct)} = %U(f), ¢>0.

C
3. Using substitution and Fubini’s Theorem, prove the formulas in Theorems 9.2
and 9.8.

4. Using the Laplace transform method, solve the following initial boundary value
problems. Simplify the results as much as possible.

(a)
Up = Ugg, >0, t>0,
u(0,t) = 70,
u(z,0) =0.
[u(z, )—7Oerfc(7)]
(b)
Upt = Uge +t, x>0, >0,
u(0,t) =0,
u(z,0) =0, ut(x,0) = 0.
[u(z,t) = %ts — %H(t —x)(t — x)3]
(c)
Upp = Ugp + €75, >0,¢>0
u(0,t) =0,
u(z,0) =0, u(x,0) =0
(d)
Ut = Uge — g, T >0, >0,
u(0,t) =0,
u(xz,0) =0, u(z,0) =1
[u(z,t) =t — (t —2)H(t — x) — L(* — (t — 2)*H(t — z))]
(e)

utt:um—i—tQ, z>0,t>0,
u(0,t) =0,
u(z,0) =0, u(x,0) = 0.
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®

Ut = Ugg, l’>0,t>0,

u(0,t) = sint,

u(x,0) =0, u(x,0) = 1.

[u(z,t) =t +sin(t — 2)H(t —x) — (t — z)H(t — z)]
(®

Ut = Ugq, = >0,1>0,
u(0,t) =0,
u(z,0) =0, u(x,0) = 1.

5. Using the Laplace transform method, solve the initial boundary value problem

Ut = Uge +sinmr, 0<x <1, t>0,
u(0,t) =0, u(l,t) =0,
u(z,0) =0, u(x,0) = 0.

6. Show that the solution of the initial boundary value problem

U = Kbz, x>0, t>0,
U(O,t) = To,
u(z,0) =T,

is given by

u(z,t) = (To — Ty )erfe (w%) YTy = (Ty — Ty)erf (\/Zﬁ) +To.

7. Using the Laplace transform, solve the initial boundary value problem

ut:kumxa x>0,t>0,
U(Oﬂf) = a, limg o0 ’U,(.I',t) =0,
u(z,0) = 7.

8. Using the Laplace transform, solve the initial boundary value problem

Ut = gy, x>0, 1>0,
ug(0,t) = a, limg o0 u(z, t) = 3,
u(z,0) = ¢(x), w(z,0) = ().

9. Use the Laplace transform to solve the problem

= C"Ugq +coswt sinmz, O0<x<1,t>0,

Assume that w > 0 and be careful of the case w = ct. Check your answer by
direct differentiation.
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10. Prove the following transform relations (here @(§) = F{u(x)}):

(a) u(z) = { L, |z| <a, () = 2Sina§

0, |z|> a, £’
o — %7 |x| < a, R o sinQ(af/Q)
O ) ={ 7w 1S g a2,
—a¢
(©) u(z) = Tia? a>0, af)= Wea :
@ u@) = e a> 0, afg) = Ve,
sin az m, ¢ <a,
(e) u(z) = ,a>0, a§) = T, [l =a,
v 0, [£ > a.

11. Derive the following basic properties of Fourier transform (here & = F{u}):
(@) F{z"u(z)} =" (¢),
(b) Fle'u(z)} = a(€ — a),
(© Flu(z —a)} = e *u(¢),

(d) Flu(azx)} = %ﬁ(g), a # 0.

12. Using the Fourier transform method, solve the following Cauchy problems.

(a)
Upt = Uge, T ER, >0,
1
U(Z’70) = m, ut(m,()) =0.
[u(z, t) =3 [~ e ¢l cos £t €167 d¢]
(b) .
= — R
{ut 100um, zeR, t>0,
u(x, 0) = QD(CL'),
where
() = 100, —-l<x<1,
= o, elsewhere.
(©)

U = gy, T ER, >0,
2sinx
u(z,0) = \/; ot ug(x,0) = 0.

oo —(x—¢8)2
[u(mﬂf) — %f—oo 1-0-1626 (z—¢) /4tdf]
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(d)
{ Up = Ugpz, T ER, >0,
u(m,O) = Lp(fL'),
where
(2) = 1—Jz|/2, —2<z<2,
v = 0, elsewhere.
(e)

u=e Uy, xER, >0,
u(z,0) = 100.

13. Using the Fourier transform, solve the linearized Korteweg-deVries equation
Ut = Uppe, L+ ER, >0,
subject to the initial condition

u(z,0) = e /2,

14. Using the Fourier transform, solve the Cauchy problem

Ut = a2utx:r - buzxmxa HANS Ra t> Ou
u(z,0) = p(z),
u(w,0) = ().

15. Using the Fourier transform, solve the heat equation with a convection term
Uy = kug, + pu,, xR t>0,

with an initial condition u(z,0) = ¢(z), assuming that u(x,t) is bounded and
k> 0.

oo — z—y)?
[, 1) = i [75 ely)e” ¢ /W0 dy)

16. Use the Fourier transform in the z variable to find the harmonic function in the
half-plane y > 0 that satisfies the Neumann condition g—Z = h(z) on the boundary
y=0.

17. Use the Fourier transform to solve the Laplace equation g, + uy, = 0 in the
infinite strip {z € R, 0 < y < 1}, together with the conditions u(x,0) = 0 and

u(z, 1) = f(x).
[u(z,y) = fOOO ffooo mf(f) sinh ky cos(kz — k&) d€ dk]

Exercises 4-6, 12 are taken from Asmar [3], 7, 8, 13, 14 from Keane [12], and 9, 15-17
from Strauss [19].



10  General Principles

In this chapter we summarize the main qualitative properties of the PDEs we dealt with
in the previous chapters.

10.1 Principle of Causality (Wave Equation)

As we already know from d’ Alembert’s formula and Chapter 4, the values of the initial
displacement ¢ and the initial velocity i at a point zy influence the solution of the
wave equation only in the domain of influence, which is a sector determined by the
characteristic lines = + ¢t = x¢ (see Figure 10.1).

Conversely, a solution at a point (x,t) is influenced only by the values from the
domain of dependence, which is formed by the characteristic triangle with vertices
(x —ct,0), (x4 ct,0) and (z,t) (see Figure 10.1).

t

\ (z,1)
T+ ct =x0 T —ct = To

(x0,0) Tz —et,0) (z +ct,0) &

Figure 10.1 Domain of influence of the point (x¢,0) and domain of dependence of the
point (z,t).

However, these properties follow directly from the wave equation itself and the
knowledge of the formula for the solution is not needed. To prove it, we proceed in the
following way.

We start with the wave equation wu; — c?u,, = 0 and multiply it by ;. The resulting
identity can be written as

0 = wpu — uguy
Lo 1ao 2
= (iut + 3¢ uz)e — - (Upliy)y
2 Lo, 1o
(10.1) = (0z,01) - (—C usuy, —u;y + =cuy).

2 2

Notice that the last scalar product is a two-dimensional divergence of the vector f :=
(—ctupuy, tu? + Lc*u2). Now, we integrate (10.1) over a trapezoid F', which is part
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of the characteristic triangle (see Figure 10.2). If we use Green’s Theorem, which can

be written as
//divfd:vdy: /f~nds
F oF

(cf. its other version used in Section 4.3), we obtain

(10.2) /[(—c2utum)n1 + (%uf + %c2u2)ng] ds = 0.
oF

Here n = (n1,n2) is an outer normal vector to F'. The boundary OF consists of “top”
T, “bottom” B, and “sides” K = K;j U K. Thus, the integral in (10.2) splits into four

L-ffo L) -

Now, we consider each part separately. On the top 7', the normal vector is n = (0, 1)
and thus
/f nds = / (u? + 2u?) ds.

On the bottom B we have n = (0, —1) and thus
1
/f nds = /——(ut +ctu?)ds = /—§(w2 + *¢?) ds.
B
On the side K there is n = (1,¢) and
1
/f ‘nds = /[ 2(ut + u?) — Fugug)ds = / g(ut — cu,)?ds > 0.
Ky K K1
Similarly, on K> we have n = (—1, ¢) and
/f nds = /[ —(u2 +cud) +c UfuT]de/g(Ut+Cux)2d5 > 0.
K1
Putting all these partial results together, we can conclude that
1 1
/ﬁ(uf + Fu?)ds — / 5(11)2 +c?p2)ds <0
T B

or, equivalently,

(10.3)

Se—

(ut+cu /1/)2+c<px
B
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If we now assume that both the functions ¢ and v are zero on B, inequality (10.3)
implies u? + c?u2 = 0 on T, and thus u; = u, = 0 on T. Moreover, since this result
holds true for a trapezoid of any height, we obtain that u; and u, are zero (and thus «
is constant) in the whole characteristic triangle. And since we have assumed « = 0 on
B, we can conclude that © = 0 in the whole triangle.

This result also implies uniqueness: if we take two solutions u; and wuy with the
same initial conditions on B, i.e., in the interval (xg — cto, zo + cto), then u; = us in
the whole characteristic triangle.

t

. ($07 tO)

(o — ctp,0) B l (zo + cto,0)

Figure 10.2 Trapezoid of characteristic triangle.

The principle of causality can be obtained also by other (and probably simpler)
methods. However, the advantage of this approach is its applicability in any dimension
(see Section 13.5). Notice that the analogue of Green’s Theorem in two-dimensional
case is the so called Divergence Theorem in higher dimensions.

10.2 Energy Conservation Law (Wave Equation)

Let us start with the infinitely long string described by the equation

(10.4) | pun(,t) = Tugu(,1), ¢ R, >0,

where p, T' are constants (we assume the displacements to be small enough). Moreover,
let us consider for simplicity ¢ = ¢ = 0 for |z| > R, R > 0 large enough. We suppose
that the Cauchy problem has a classical solution.

The kinetic energy of the string takes the form

oo

/ pu?(z,t) de,

— 00

E(t) =

|~

(cf. the well-known formula Ejy = “%va” for the kinetic energy of the mass point).
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The continuity assumption on u implies

J210) =p / wg (@, t)uy (x, t) de,

dt
and after substituting for u;; from equation (10.4) we obtain
(10.5) dE(ft(t) = T / wp (T, ) Uy (z, ) da

xr=-400 i
= {Tut(x, t)ug (z, t)] -T / U (2, t)ug(z,t) da.
Since
r=-400
[Tut(x, tug(x, t)} =0

(cf. the assumptions ¢ = ¥ = 0 for |z| large enough and the principle of causality) and

Uz (T, t)ug (2, ) = (%ui(w,t)>t7

we obtain, after substituting into (10.5),

(10.6) dlfikt(t) = c(lit Tu( t)dx.

—00

The potential energy of the string can be expressed as

(10.7) E,(t) = %T / u?(x,t) da.

Remark 10.1 This formula can be derived, for instance, in the following way. The
potential energy represents the product of the force and the extension caused by this
force (cf. the well-known formula E, =“mgh” for the potential energy of the mass
point). In our case, the acting force is represented by the tension 7". The extension A in
the case of the string of length [ is h = s — [, where s is the arc length, thus

l
:/\/1+u%(z,t)dxfl.
0

If we replace the square root on the right-hand side by the first two terms of its Taylor
expansion, we obtain

l l

/1—|——u )de —1= /ui(x,t)dx.

0 0

MIH
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The potential energy is then E,,(t) = 1T f u2(z,t) do. For the string of infinite length,
we obtain expression (10.7). ’
Relations (10.6) and (10.7) imply
dE(t) _  dE,(?)

dt dt

Since the total string energy is

we obtain

At
which is—in the language of mathematics—the energy conservation law. In other
words, the total string energy

oo

/ (pui(z,t) + Tui(z,t))dz = E

— 00

is constant with respect to ¢!

Example 10.2 Let us determine the total energy of the infinitely long string, if the
initial velocity at time ¢ = 0 is zero and the initial displacement is given by the function

(z) = b—2z| for |z| < a,
=0 for |z| > a.

Since the total string energy does not depend on time, we have
E = E(t) = E(0).

So, we need not find the solution at arbitrary time ¢, since the initial condition is suf-
ficient for determination of the total energy. Zero initial velocity implies zero kinetic
energy at time ¢ = 0, thus

E;(0) = 0.

The potential energy is expressed by

and hence

1 0o , 1 a , 1 a b2 b2
B0 -1 [ 1@ -1 [12wa-1 [1ha -y

— 0o —a —a
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The total energy is then the sum of the potential and kinetic energies:

b2
E=E(©) =T

10.3 1ll-Posed Problem (Diffusion Equation for Negative ?)

First, let us consider the following initial value problem for a “special variant of the
diffusion equation”:

(10.8) Up = —Ugy, uw(z,0)=1, ze€R t>0.

Here, the diffusion coefficient k is equal to —1! Obviously, u(x,t) = 1 is the solution.
On the other hand, we can easily verify that the function

1
Up(z,t) =1+ - sinnz et

solves the initial value problem

1
(10.9) Up = —Uge, w(z,0)=1+ —sinnz, n=12....
n

The initial conditions in problems (10.8) and (10.9) differ only in the term % sinnz,

which converges to zero uniformly for n — oco. However, the difference of the corre-
sponding solutions is
: n?t
—sinnz e °,
n
which for any fixed x (except integer multiples of 7) goes to infinity for n — oc.
It means that the stability of the constant solution u(x,t) = 1 fails for the diffusion

equation with a negative coefficient and such a problem is ill-posed.

Now, let us consider the initial value problem for the diffusion equation (k > 0)
with negative time,
(10.10) up = ktgy, u(z,0)=p(x), zeR, t<0.
Using the substitution

w(z, t) = u(x, —t),
Wy = —Ut, Wy = Ugx,

we obtain the problem
(10.11) wy = —kwg,, w(z,0)=¢(x), xR, t>0.
However, we have shown above that such a problem (for & = 1) is ill-posed. So,
problem (10.10) is ill-posed as well.

This phenomenon has also its physical explanation: diffusion, heat flow, the so
called Brownian motion, etc. are irreversible processes and return in time leads to
chaos. On the other hand, the wave motion is a reversible process and the wave equa-
tion for ¢ < 0 is well-posed.
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10.4 Maximum Principle (Heat Equation)

Let us now leave the problems on the whole real line and consider the heat flow in
a finite bar of length [, whose ends are held at time ¢ at temperatures g(t) and h(t),
respectively, while the initial distribution of temperature at time ¢ = 0 is given by
a continuous function (). We have thus an initial boundary value problem

Uy = ktge, € (0,0), t >0,
(10.12) u(z,0) = p(z),
u(0,t) = g(t), u(l,t) = h(t).

t
T S |
R
g(t) e (z0,10) h(t)
0 o(x) ! v

Figure 10.3 Space-time cylinder R.

We introduce a notion of a space-time cylinder R, by which we understand, in our
case, a rectangle in the z¢-plane whose one vertex is placed at the origin (0, 0), and two
sides lie on coordinate axes (see Figure 10.3). The length of side on the z-axis is [, the
length of side on the ¢-axis is 7. By the bottom of the cylinder ® we understand the
horizontal side lying on the z-axis, by the cylinder jacket we understand both lateral
sides. The upper horizontal line is then called the top of the cylinder . The reason
why we use these terms is that the maximum principle can be derived in the same way
also for the diffusion equation in more spatial variables (where the idea of the cylinder
is more realistic).

We will prove the following assertion.

Theorem 10.3 Let v = u(z,t) be a classical solution of problem (10.12). Then u
achieves its extremal values (minimal as well as maximal) on the bottom or jacket of
the space-time cylinder R.

Actually, a stronger assertion holds true. It says that the values of the function
u inside the cylinder and on the top are strictly less (or greater) than the maximum
(or minimum, respectively) on the rest of the boundary of the cylinder R (unless the
function u(x, t) is constant)—see, e.g., Protter, Weinberger [16].
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Proof (of Theorem 10.3) The proof will be done for the maximum value. In the case
of the minimum value, we would proceed analogously (using the fact that minu =
— max(—u)).

The idea of the proof uses the fact that the first partial derivatives of the function
must be zero and the second derivatives must be non-positive at the inner maximum
point.

Let us denote by M the maximal value of the function u(z,t) on the sides t = 0,
=0,z =1,and let us put v(x,t) = u(x,t) + ex?, where € is a positive constant. Our
goal is to show that v(x,t) < M + €l? on the whole cylinder .

The definition of the function v implies that the inequality v(z,t) < M + €l? is
satisfied on the boundary lines ¢ = 0, x = 0 and « = [. Further, the so called diffusion
inequality vi(x,t) — kv (z,t) < 0 holds for all (z,¢) € R. Indeed,

vi(x,t) — kvge(z,t) = ug(z,t) — k(u(z,t) + ex?) e
= w(x,t) — kug,(z,t) — 2k
= —2¢ek <0.

Since v is a continuous function and ® is a bounded closed set, the maximum point
(z0, to) of the function v must exist on }. First, let us suppose that this point lies inside
the cylinder R (0 < zp < I, 0 < ¢ty < T'). Now, however, v; = 0, v,,, < 0 must hold at
(20, t0), which contradicts the diffusion inequality. Then, let (x¢, o) lie on the upper
side of the space-time cylinder %, that is, to = T, 0 < z¢ < [. Thus v,(zo,t9) = 0,
vz (To, to) < 0 and v (xo,to) > 0, which again contradicts the diffusion inequality.
Consequently, the maximum point of the function v must be achieved on the rest of the
boundary: on the lines ¢ = 0, x = 0, x = [. Here, however, we have the inequality
v(z,t) < M + €el?. These facts imply that the relation v(z,t) < M + el? holds for all
(z,t) € R. If we substitute for v, we obtain u(z,t) < M + €(I> — z?). Since € > 0 has
been chosen completely arbitrarily, it follows that

u(z,t) <M

for any (x,t) € R, which we wanted to prove.
|

Remark 10.4 We have met a variant of Maximum Principle also in the case of the
diffusion equation on the whole real line. The maximal as well as minimal values of
the solution were achieved at time ¢ = 0 and, with the growing time, the solution values
were “spread” and tended to some value between those extremes (see Example 5.4).

Corollary 10.5 (Uniqueness.) The initial boundary value problem (10.12) has at most
one classical solution.

Proof Let u;(x,t) and us(z,t) be two classical solutions of problem (10.12). Let us
put w = uy — ug. Then the function w satisfies

wy — kwgy =0, w(zr,0)=0, w(0,t)=0, w(l,t)=0.
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According to the maximum principle, the function w achieves its maximum on the
sidest = 0, x = 0, x = [, where it is, however, equal to zero. Thus w(z,t) < 0.
The same argument for the minimum value yields w(z,t) > 0. Hence, we obtain
w(z,t) =0, and thus uy (x,t) = ua(x, t).

|

Corollary 10.6 (Uniform stability.) Let u1, us be two classical solutions of the initial
boundary value problem (10.12) corresponding to two initial conditions ¢, 2. Then

max [uy(z,t) —ug(x,t)| < max |p1(z) — @2(2)]
z€[0,1] z€[0,l]

for each t > 0. In particular, the classical solution of (10.12) is stable with respect to
small perturbations of the initial condition.

This statement says that “small” change of the initial condition results in a “small”
change of the solution at arbitrary time.

Proof Let the solution u, (z,t) corresponds to the initial condition 1 (x), the solution
ug(x,t) corresponds to the initial condition ¢5(z); boundary conditions are the same
in both cases. Again, let us denote by w = u; — us the difference of the two solutions.
The function w solves the problem

wy — kwg, =0,  w(x,0) =pi(x) — @a(x), w(0,t) =0, w(l,t)=0.
The maximum principle then implies

w(w,t) = uy(z,t) — uz(z,t) < max (1 — p2) < max [p1 — pal.
2€[0] <€[0,1]

Similarly, according to the “minimum principle” (i.e., the maximum principle applied
to —u),

w(z,t) = uy(x,t) —uz(x,t) > min (p; — o) > — max |1 — al.
z€[0,1] z€[0,1]

Consequently,

7t - 7t S -
;g[%fi]lul(x) ug(z, )] lrg[aoﬁ]lsm(w) w2 ()|

for each ¢t > 0.

10.5 Energy Method (Diffusion Equation)

We will show another way how to prove uniqueness of the classical solution of prob-
lem (10.12) and its stability (now, however, with respect to a more general norm). The
technique of the proof is called the energy method.
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Let us consider again two solutions wuy (x,t), us(x,t) of problem (10.12) and their
difference w(z,t). The function w satisfies the homogeneous diffusion equation with
homogeneous boundary conditions w(0,t) = w(l,t) = 0. If we multiply the diffusion
equation for w by the function w itself, we obtain

1
0= (w — kwge)w = (§w2)t + (—kwew), + kw?.

Integrating over the interval 0 < x < [, we get

=l l

+ k/wi(m, t)dx.

=0 0

1
/%w )¢ do — kwg (x, t)w(z, t)
0

The second term on the right-hand side vanishes due to the zero boundary conditions.
Changing the order of time differentiation and integration, we obtain

i

But this means that the integral depending on the parameter t, fé w?(x,t)dx, is—as
a function of time t—decreasing, and thus

l

—k/wi(m,t) dz <0.

0

Q—'|CL
l\')l»—l

l

l
(10.13) /wQ(ﬂc,t) dz < /wQ(:c,O)dx
0

0

for ¢ > 0. In the case that both solutions u;(z,t), uz(z,t) correspond to the same
initial condition, we obtain w(z,0) = 0, and hence fé w?(z,t)dz = 0 for all t > 0.
This means that w = 0 and hence u; = us for all ¢ > 0. In other words, we obtain
again uniqueness of the solution of the initial boundary value problem (10.12).

If the solutions u;(x,t), us(x,t) correspond to different initial conditions ¢1(x),
p2(x), respectively, then w(z,0) = ¢1(z) — p2(x) and relation (10.13) becomes

l

/(ul(x t) —ug(z,t))*dae < /l o(2))% da,
0

0

which expresses stability of the solution with respect to the initial condition in the
L?-norm.

10.6 Maximum Principle (Laplace Equation)

One of the fundamental properties of all harmonic functions is the Maximum Principle.
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Theorem 10.7 (Maximum Principle.) Let §) be a bounded domain (i.e., an open and
connected set) in R, Let u(x,y) be a harmonic function on ) (that is, Au = 0 in §2)
which is continuous on Q = Q U 0S). Then the maximal and minimal values of the
function u are achieved on the boundary 05).

Like for the diffusion equation, we can formulate a stronger assertion. We will state
it later and use the Poisson formula for its proof, see Section 10.7. For now, however,
we put up with the weaker version formulated in Theorem 10.7 and give its elementary
proof, which is somewhat similar to that of Theorem 10.3.

Proof For simplicity, let us denote « = (x,y) and |x| = (22 + »?)/2. We introduce
v(z) = u(x) + €|x|?, where € is an arbitrarily small positive constant. We have

Av = Au+eA(z? +4?) =0+ 4e > 0

in the whole domain 2. If the function v achieved its maximum inside €2, the inequality
Av = 540y, < 0 would have to hold at such a point, but this contradicts the previous
inequality. Thus the maximum v must be achieved at a point on the boundary—Iet us
denote this point &y € 9S2. Then, for all € {2, we obtain

u(w) < 0(@) < (o) = ulwo) + ol < ma uly) + ol
Yy

Since € has been chosen arbitrary, we have

< Q=QuUomnN.
u(zx) < max u(y) Va € U

For the case of minimum, we proceed analogously.
|

Theorem 10.8 (Uniqueness of the solution of the Dirichlet problem.) The solution
of the Dirichlet problem for the Poisson equation in the domain $Q is uniquely deter-
mined.

Proof Let us assume that

Au=f inQ, Av=f in{,
u=~h ondf, v=nh ondf.

If we put w = v — v, we obtain Aw = 0 in 2 and w = 0 on 0f2. Theorem 10.7 implies

0=minw(y) < w(x) < maxw(y) =0 for all z € Q.
IS Y yeQ

However, this means that w = 0 and thus v = v.
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10.7 Consequences of Poisson Formula (Laplace Equation)

An important result following from the Poisson formula is the so called Mean Value
Property Theorem.

Theorem 10.9 (Mean Value Property.) Let u be a harmonic function on a disc D,
continuous in its closure D. Then the value of the function u at the center of D is equal
to the mean value of u on the circle OD.

Proof We shift the coordinate system so that the origin O is placed at the center of
the disc (this can be done because the Laplace operator is invariant with respect to
translations). We substitute & = 0 into the Poisson formula (8.17) obtaining

a? u(x’
uw(0) = — / (@) ds = . u(z’) ds.

 27a a? - 2ma
|@'|=a oD

This is exactly the integral mean value of the function u over the circle |z'| = a.
|

Another important consequence of the Poisson formula is the strong version of the
Maximum Principle.

Theorem 10.10 (Strong Maximum Principle.) Let u be a harmonic function in the
domain Q € R?, continuous on Q. Then either u is constant in the entire closure ), or
u achieves its maximal (minimal) value only on the boundary OS2 (i.e., never inside ).

Idea of proof Let us denote by ), the point where u achieves its maximal value M
on the closure of the domain (2 (its existence follows from the continuity of « on (2 and
from the Weierstrass Theorem). We shall show that x; cannot lie inside 2 unless u is
constant.

Let x; € Q. Let us consider a circle centered at the point «; which is the bound-
ary of a circular neighborhood of x, entirely contained in 2. According to the Mean
Value Theorem, u(xjs) equals the mean value of u over the circle. Since M := u(x )
is the maximal value, all values of u on the circle must be equal to M as well. More-
over, the same holds for an arbitrary circle with the center x,; and smaller radius. Thus
u(x) = M for all x from the original circular neighborhood. Now, we can imagine that
we cover the whole domain €2 by circular neighborhoods (see Figure 10.4). Since (2 is
connected, we obtain u(x) = M on the whole domain (2, and thus « is constant.

|

The last consequence of the Poisson formula which we state here is the following
differentiability assertion.
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TN

Gy

Figure 10.4 Covering of D by circular neighborhoods.

Theorem 10.11 (Differentiability.) Let u be a harmonic function on an open set 2 C
R2. Then u(x) = u(x,y) has on ) continuous partial derivatives of all orders.

This property of harmonic functions is—in a certain sense—similar to the property
that we have met when studying the diffusion equation (see Chapter 5).

Idea of proof First, let us consider an open disc D with the center at the origin. In
the Poisson formula (8.17), the integrand is a function having partial derivatives of
arbitrary orders for all @ € D. Notice that ' € 9D and thus & # x’. Since we can
change the order of integration and differentiation, the function « has partial derivatives
of all orders in D as well.

Now, let us denote by D a circular neighborhood of the point &y € € which is
wholly contained in 2. Using the substitution y := & — x(, we translate the center of
D in the origin. It then follows from above that v is differentiable in D. Since xo € €2
is arbitrary, u is differentiable at all points of €2.

|

Remark 10.12 (Laplace Equation in Finite Differences.) Let us have a look at the
Laplace equation from the “numerical” point of view. Let us consider a point (z, y) and
its neighbors (x + h, y), (x,y £ h), where h > 0 is small enough. The Taylor expansion
yields

1
w(r —h,y) = u(z,y)— hug(x,y) + §h2um(x,y) +O(h?),
1
u(@+hy) = w(z,y) + hue(w,y) + 5h U (z,y) + O(h%)
and, after summation, we can express the second derivative in the form

Uy (T,y) = %[u(aj — h,y) — 2u(x,y) +u(z + h,y)] + O(h?).
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Similarly,

1
Uy (2,y) = 23 [w@,y = h) = 2u(@,y) + u(@,y + )] + O(h?),
Notice that the second derivatives are expressed by central differences used, for in-
stance, in the grid method. If we substitute in the Laplace equation Au = g, +uyy =0
and neglect the terms of higher orders, we obtain an approximate value of the function
w at the point (z,y) as

(e, ) = gl = hyy) + 0@+ hy) +u@,y = h) +ul@,y + )

However, it means that the value u(z, y) is approximately the arithmetic average of the
surrounding values. This arithmetic average cannot be neither greater nor less than all
the surrounding values. Thus, even here, we meet a certain numerical analogue of the
Maximum Principle and the Mean Value Theorem.

10.8 Comparison of Wave, Diffusion and Laplace Equations

The above mentioned principles and properties of solutions of initial and boundary
value problems yield the following fundamental comparison of all three types of linear
equations of the second order (cf. Strauss [19]):

Property Wave Diffusion Laplace
Speed of propagation Finite (< ¢) Infinite Zero
Singularities for ¢ > 0 Propagate along | Disappear Solutions are

characteristics immediately regular

at speed ¢ (solutions are

regular)

Well-posedness Yes fort > 0 Yes fort > 0 Yes

Yes fort < 0 No fort < 0
Maximum principle No Yes Yes
Behavior for t — oo Energy does not | Energy decreases Steady state
(for equations on R, R?) | decrease (if  is integrable)

(is constant)

10.9 Exercises

1. Show that the wave equation has the following invariance properties:
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(a) Any shifted solution u(x — y, t), where y is fixed, is also a solution.
(b) Any derivative of the solution (e.g., u,) is also a solution.

(c) Dilated solution u(ax, at), where a > 0, is also a solution.

2. For a solution u(z, t) of the wave equation (10.4) with p = T' = ¢ = 1, the energy
density is defined as e = §(u? + u2) and the momentum density as p = usu,.

(a) Show that e; = p, and p; = e,.
(b) Show that both e(z, t) and p(x, t) also satisty the wave equation.

3. Let u(x,t) solve the wave equation wus = u,,. Prove that the identity
u(lx+ h,t+k)+ulx—ht —k)=ulx+k,t+h)+ulx—kt—h)

holds for all z, ¢, k and h. Draw the characteristic parallelogram with vertices
formed by the arguments in the previous relation.

4. Consider a damped infinite string described by the equation w;; —c*t,, +ru; = 0,
and show that its total energy decreases.

5. Consider two Cauchy problems for the wave equation with different initial data:

{ uét=c2u§‘,z,l reR, 0<t<T,
u'(2,0) = ¢'(x),  uix,0) = ¢*(x)

fori = 1,2, where o', ©?, ¢!, 4? are given functions. If

o' (@) —*(@)] < 61, [¥'(2) — ¥*(2)] < O

for all z € R, show that |u!(z,t) —u?(z,t)| < 61 + 6T forallz € R,0 < t < T.
What does it mean with regard to stability?

6. Using the energy conservation law for the wave equation, prove that the initial
value problem
Uy = CPUye, 2 ER, >0,
u(z,0) = p(z), u(z,0) = Y(x)

has a unique solution.

7. Consider the diffusion equation on the real line. Using the Maximum Principle,
show that an odd (even) initial condition leads to an odd (even) solution.

8. Consider a solution of the diffusion equation u; = u,,, 0 < x <[, 0 <t < oo.

(a) Let M(T) be the maximum of the function u(z,t) on the rectangle {0 <
x <1,0 <t <T} Is M(T) decreasing or as a increasing function of 7'?

(b) Let m(T) be the minimum of the function u(x, t) on the rectangle {0 < x <
1,0 <t <T}. Is m(T) decreasing or increasing as a function of 7'?
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10.

11.

12.

13.

. Consider the diffusion equation u; = wu,, on the interval (0,1) with boundary

conditions u(0,¢) = wu(1,t) = 0 and the initial condition u(z,0) = 1 — z2.
Notice that the initial condition does not satisfy the boundary condition on the
left end, however, the solution satisfies it at arbitrary time ¢ > 0.

(a) Show that u(x,t) > 0 atall inner points 0 < = < 1,0 < ¢ < o0.

(b) Let, for all ¢ > 0, u(t) represent the maximum of the function u(x,t) on
0 <z < 1. Show that y(¢) is a non-increasing function of ¢.

[Hint: Suppose the maximum to be achieved at a point X (¢), i.e., u(t) = u(X(¢),t).
Differentiate x(t) (under the assumption that X (¢) is a differentiable function).]

(c) Sketch the solution on several time levels.
Consider the diffusion equation u; = wu,, on the interval (0,1) with boundary
conditions «(0,¢) = u(1,¢) = 0 and the initial condition u(x,0) = 4x(1 — x).
(a) Show that 0 < u(x,t) < 1forallt>0and0 <z < 1.
(b) Show that u(z,t) = u(l — x,t) forallt > 0and 0 <z < 1.
(c) Using the energy method (see Section 10.5), show that fol u?(x,t)dz is

a strictly decreasing function of ¢.

The aim of this exercise is to show that the maximum principle does not hold
true for the equation w; = xu,, which has a variable coefficient.

(a) Verify that the function u(x,t) = —2xt—2? is a solution. Find its maximum
on the rectangle {—2 <z <2, 0 <t <1}.

(b) Where exactly does our proof of the maximum principle fail in the case of
this equation?

Consider a heat problem with an internal heat source

Ut = Ugg + 20+ Dz +2(1—2), 0<z<1,t>0,
u(0,t) =0, wu(l,t)=0,
u(z,0) = x(1 — x).

Show that the maximum principle does not hold true:

(a) Verify that u(x,t) = (¢t + 1)z (1 — x) is a solution.
(b) What are the maximum value M and the minimum value m of the initial
and boundary data?

(c) Show that, for some ¢ > 0, the temperature distribution exceeds M at cer-
tain points of the bar.

Prove the comparison principle for the diffusion equation: If « and v are two
solutions and u < vfort =0,forx =0andz =, thenu < v for0 <t < oo,
0<x<lL
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14.

15.

16.

17.
18.

19.

20.

(a) More generally, if u; — kuy, = f, v¢ — kv = g, f < gand u < v for
z=0,z=I0andt=0,thenu <vfor0 <t <oo,0<z<I. Proveit.

(b) Let vy — vy > sinx for0 < o < 7, 0 < t < oo. Further, let v(0,t) > 0,
v(m,t) > 0 and v(x,0) > sinz. Exploit part (a) for proving that v(x,t) >
(1 —et)sinx.

Consider the diffusion equation on (0,!) with the Robin boundary conditions
ug(0,t) — aou(0,t) = 0 and uy(l,t) + aju(l,t) = 0. If ap > 0 and a; > 0,
use the energy method to show that the endpoints contribute to the decrease of
fé u?(z,t)dz. (Part of the energy is lost at the boundary, so the boundary condi-
tions are called radiating or dissipative.)

Here we show the direct relation between the wave and diffusion equations. Let
u(x,t) solve the wave equation on the whole real line, and let its second deriva-
tives be bounded. Put

v(z,t) = \/ﬁ/ e_s2c2/(4kt)u(x,s) ds.

(a) Show that v(z,t) solves the diffusion equation.
(b) Show that }iH(l)’U(.%‘, t) = u(zx,0).

[Hint: (a) Write the formula in the form v(x,t) = [0 H(s,t)u(x,s)ds, where H (z,t)
solves the diffusion equation with constant k/c* for t > 0. Then differentiate v(x, t).
(b) Use the fact that H(s,t) is a fundamental solution of the diffusion equation with the
spatial variable s.]

Show that there is no maximum principle for the wave equation.

Let u be a harmonic function in the disc D = {r < 2} and let u = 3sin 20+ 1 for
r = 2. Without finding the concrete form of the solution, answer the following
questions:

(a) What is the maximal value of « on D?

(b) What is the value of u at the origin?

[(2) 4, (b) 1]

Prove uniqueness of the Dirichlet problem Au = f in D, v = g on 0D by the
energy method.

Let €2 be a bounded open set and consider the Neumann problem

Au = fin ), %:gonaQ.
on

Show that any two solutions differ by a constant.
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21. Let €2 be a bounded open set. Show that the Neumann problem

%:gonaﬂ
n

Au+ au= fin Q, 3

has at most one solution if o < 0 in 2.

22. Prove that the function u(z,y) = % is harmonic in R? \ {0, 1}. Find the
maximum M and the minimum m of u(z,y) in the disc D, = {22 + y? < p?},
p < 1, and show that M'm = 1. Plot the graph of u(z,y), where (z,y) € Dq.o,
using polar coordinates.

Exercises 1-4, 8—11, 13—19 are taken from Strauss [19], 5 from Logan [14], 12 from
Asmar [3], 20, 21 from Keane [12], and 22 from Stavroulakis and Tersian [18].



11 Laplace and Poisson equations in Higher
Dimensions

In this chapter we treat the Laplace operator and harmonic functions in R3. Unlike the
two-dimensional case, we cannot rely on methods based on direct computation of the
solution, since the situation is much more complicated. That is why we try to obtain as
much information as possible about the solution and its properties from the equation
itself. In particular, we focus on those aspects that differ from the two-dimensional
case. Features that do not depend on the dimension are stated without details.

The fundamental property of harmonic functions that—together with the proof
technique—does not depend on the dimension is the Weak Maximum Principle. We
recommend the reader to study Theorem 10.7 and its proof in order to realize its appli-
cability in higher dimensions. Also the consequence concerning uniqueness of the so-
lution of the Dirichlet problem (see Theorem 10.8) can be stated without any changes.

11.1 Invariance of the Laplace Operator and its Transforma-
tion into Spherical Coordinates

The Laplace operator is invariant with respect to translations and rotations in three as
well as in two dimensions. Let us recall that, using the matrix notation, rotation in R3
is given by the transformation formula

where * = (z,y,2) and B = (b;;), i,j = 1,2,3, is an orthogonal matrix (that is,
BB! = B'B = I). Using the chain rule we derive

Uy = briugy +baruy + b31u,
Uy = broug + basuy + b3aus,
U, = biguy + baguy + b3zu,,
Ugx = b%lum’w’ + b11b21uw’y’ + b11b31ux’z’

+b21b11tyr5r + bﬁluy/y/ + ba1b311y o
+b31b11Uz77 + ba1bo1Uzry + b3 Uz
and similar formulas for u,, and u.,. Summing up, we obtain
Upy + Uyy + Uz = (b + by + b3) Upryr
T
+2 (bi1ba1 + bigbaa + bigbaz) ugryy + 2 (b11b31 + bi2bsa + bisbss) ugr s
=0 =0
F = Ugrg Uy Uy
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due to the orthogonality of the matrix B. The reader is invited to carry out all the above
calculations in detail.

The rotational invariancy of the Laplace operator implies that, in radially symmetric
cases, the transformation into spherical coordinates (r,0, ¢) could bring a significant
simplification (see Figure 11.1).

z
(z,y,2)
r |
|
-\9 |
Iz
|
\\\\\ i "
¢ \S\\\\\ \
9
(z,9,0)

Figure 11.1 Spherical coordinates.

We will use the notation

r:\/x2+y2+22:\/32—|—22,

s=/x2+ 12,
r=Sscos¢p, z=rcosb,
y=ssing, s=rsindb.

For the transformation, we use the knowledge of the transform relations into the polar
coordinates:

Uyz + Uss = Upp + —Up + — U0,
T T
Uggy T Uyy = Ugs + gus + S—2u¢¢.
Summing up and canceling us;, we obtain

1 1 1
Au = Ugy + Uy + Uy = Upr + ;ur + TEUOS + gus + ?U¢7¢7

In the last term we insert s2 = 2 sin? §. Moreover, u, can be written as

ou or o0 dP

s = u,.a +u€$ +u¢%.

Ug =
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Evidently, % = 0. If we use, e.g., the inverse Jacobi matrix of the transformation into
polar coordinates (cf. Section 6.2 with r = r, § = 0 and s = y), we obtain

@_,9_5 @_cos@
85_Sm S ds  r

and thus
s cos
+u

Hence, we easily derive

A n 2 n cos 0 n 1 n 1
U= Upp + —Up + ——Uy + =1 S
T T T i2ing 0 T p2 % T aginzg *?

Written in symbols, we obtain the following analogue of the “two-dimensional for-
mula” (6.1):

A = a_2+8_2+8_2

(L1 o 0z2  Oy? 0922
' % 20 S0 12 1 o
CO0r2  ror  r2sin@d0  r2 0602 p2sin?6 092

In the radially symmetric situation, that is, when u does not depend on the angles ¢
and 0, the Laplace equation in spherical coordinates reduces to the ODE

2
Au = upr + —u, = 0.
r

Thus, (r?u,.), = 0. Hence we obtain u, = ¢;/r? and u = —c;7~ + ¢3. For¢; = —1,
¢o = 0, the harmonic function

1 1
u(r) = - = @ g+ 27

is the analogue of the two-dimensional harmonic function In (2% + 32)!/2, which we

met in Chapter 6. In electrostatics, for instance, u(x) = r ! represents the electrostatic
potential which corresponds to the unit charge placed at the origin.

11.2 Green’s First Identity

In the sequel, we focus on the three-dimensional case; however, all statements remain
valid even in the two-dimensional case or, generally, in any dimension.
The main tool we will use is the Divergence Theorem, which can be expressed by

the relation
// div Fdx = //F~ndS,
Q o0
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(under certain assumptions concerning the vector function F', the bounded domain
(open and connected set) 2 C R? and its boundary 9€2). From the physical point of
view, this theorem says that the contribution of all sources and sinks in the given do-
main (the left-hand side) must be equal to the sum of all inflows and outflows across
the boundary (the right-hand side). The symbol n denotes the unit vector of the outer
normal to 0f) (see Figure 11.2).

Figure 11.2 Domain 2 with the unit vector of the outer normal to the boundary.

Green’s first identity. According to the product rule, we write

(Uum)w = Uglgy + VUgy,
(Vuy)y = vyuy + vuyy,
(Vuy), = Vuy + VU,

Summing up all these three equations, we obtain
V- (vVu) = Vv - Vu + vAu.

If we integrate this relation and use the Divergence Theorem for the left-hand side, we
obtain Green's first identity

(11.2) //v%dS:///Vv~Vudw+///vAudm,
o0 Q Q

where du/On = n-Vu is the derivative with respect to the outer normal to the boundary
of the domain €. The identity (11.2) can be interpreted as a three-dimensional version
of integration by parts and has a number of consequences.
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11.3 Properties of Harmonic Functions

The first consequence of Green’s first identity is the three-dimensional version of the
Mean Value Property (we have met its two-dimensional variant in Theorem 10.9).

Theorem 11.1 (Mean Value Property.) The average value of any harmonic function
in a domain Q C R? over any sphere which lies in Q is equal to its value at the center
of the sphere.

Proof Following, e.g., Strauss [19] or Zauderer [22], let us consider a ball
B(0,a) = {|z|] < a} C Q with radius « centered at the origin (recall the invariancy of
the Laplace operator with respect to translations). Then 0B(0, a) = {|z| = a}. Further,
let Au = 01in ©Q, 9B(0,a) C 2. For the sphere, the outer normal n has the direction of
the radius vector, thus

0
j J— n'Vu:E'Vu:Eueryuerfuz
on r r r r
or . y . 0z ou
= oUp Uy U =
or or Y or or

where 7 = (22 4+ y? + 2%)'/? = || is the spherical coordinate (the distance of the point
(z,y, z) from the center O of the sphere). If we use Green’s first identity for the ball
B(0, a) with the choice v = 1, we obtain

// s = ///Audaz 0.

0B(0,a) B(0,a)

We rewrite the integral on the left-hand side into spherical coordinates (r, 0, ¢), that is,

2w

//ur(a,0,¢)a2 sinfdfde =0
0 0

(on the sphere B(0, a), we have r = a), and divide the equality by the constant 47a?,
which is the measure of 9B(0, a) (that is, the surface of the ball B(0,a)). This result
holds true for all ¢ > 0, thus we can replace a with the variable . Moreover, if we
change the order of integration and differentiation (which is possible under certain
assumptions on «), we obtain

2w

o[ 1 . -
(11.3) o E//u(r,@,aﬁ) sinfdfde¢ | = 0.
00

However, it means that the expression

27w

1
— u(r,0,¢)sin0df do
47 0/0/
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which represents the average value of « on the sphere {|z| = r}, is independent of the
radius r. In particular, for » — 0 we have

2m
1
(11.4) 4—//u(0) sin 6 df d¢ = u(0).
m
0 0
Relations (11.3) and (11.4) imply the following result for any a > 0:
(11.5) (0) = ! // ds
' T neas 0B(0, a) v
9B(0,a)

Thus, the proof of the Mean Value Property in three dimensions is completed. (Ob-
serve that the idea of the proof can be applied generally in any dimension.)
|

Like in two dimensions (see Theorem 10.10), a direct consequence of the Mean
Value Property is the strong version of the Maximum Principle.

Theorem 11.2 (Strong Maximum Principle.) Let €2 be an arbitrary domain in R3.
A non-constant harmonic function in ), continuous in ), cannot achieve its maximum
(minimum) inside <), but only on the boundary 05.

The proof follows the same lines as that of Theorem 10.10, which is why we do not
repeat it here.

Another important theorem following from Green’s first identity that has also phys-
ical motivation, is the Dirichlet Principle.

Theorem 11.3 (Dirichlet Principle.) Let u(x) be the harmonic function on a domain )
satisfying the Dirichlet boundary condition

(11.6) u(x) = h(x) on .

Let w(x) be an arbitrary continuously differentiable function on Q satisfying (11.6).
Then

E(w) = E(u),

where E denotes the energy defined by the formula

1
(11.7) E(w) = = |Vwl|? de.
2 ‘/Q/
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In other words, the Dirichlet Principle says that, among all functions satisfying
the boundary condition (11.6), the harmonic function corresponds to the state with
the lowest energy. Expression (11.7) represents just the potential energy—there is no
motion and thus the kinetic energy is zero. One of the fundamental physical principles
says that any system tends to keep the state with the lowest energy. Harmonic functions
thus describe the most frequent “ground (quiescent) states”.

Proof (of Theorem 11.3) Let us denote w = u + v and convert the definition formula
for the energy (11.7) in the following way:

%// IV (1 + )2 dz
Q

E(u) + // Vu-Vudx + E(v).
Q

E(w)

To the middle term we apply Green’s first identity and use the fact that v = 0 on
0f) (both u and w satisfy the same Dirichlet boundary condition) and Au = 0 in .
Consequently, [[[, Vu - Vvdz = 0 and

E(w) = E(u) + E(v).

Since, evidently, E(v) > 0, we obtain E(w) > E(u) and the Dirichlet Principle is
proved.
|

Uniqueness of Solution of Dirichlet Problem. A direct consequence of the Maximum
Principle is the uniqueness of the solution of the Dirichlet problem for the Poisson
equation. We refer the reader to Theorem 10.8 and its proof that can be applied in any
dimension. Here we present another technique based on the so called energy method,
which consists in the application of Green’s first identity.

Let us consider the Dirichlet problem Au = f in the domain 2, v = h on the
boundary 0f2, and a couple of solutions wuy, us. We denote their difference by v =
u1 — uz. The function u is harmonic in €2, vanishing on the boundary 9f2. Now, we use
Green’s first identity (11.2) for v = u. Since u is a harmonic function (Au = 0 in 2),

we obtain 5
//u—udS:///|Vu|2dw.
on
o0 Q

Since u = 0 on the boundary 0f2, the left-hand side is equal to zero. This yields

// |Vu|? dx = 0,
Q

which implies |Vu| = 0 in Q. This means that the function u is constant in the do-
main 2. But since it vanishes on the boundary 052, we obtain u(x) = 0 in (2, and thus
up (x) = ug(x) in Q.
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In a similar way we could prove that the solution of the Neumann problem is deter-
mined uniquely up to a constant (see Exercises 11.7).

Necessary Condition of Solvability of Neumann problem. If we use a special choice
v = 1, Green’s first identity reads

(11.8) // ds = ///Auda:

Let us consider the Neumann problem on the domain €2

Au = f(I) in Q,
(11.9) { % = h(z) ondQ

and let us substitute for 2 7, and Aw into relation (11.8). We obtain a necessary condition
for the solvability of (11.9) in the form

(11.10) 8/Q/hdS/Q//fdga.

It means that the solution of the Neumann problem can exist only if the input data
(functions f and h) are not completely arbitrary but satisfy condition (11.10). In fact,
it can be proved that condition (11.10) is also sufficient for problem (11.9) to have
a solution. Thus, from the point of solvability, the Neumann problem is not well-posed.
Concerning uniqueness, we find this problem ill-posed as well (if there exists a solution
to (11.9) then adding an arbitrary constant to this solution, we obtain again a solution of
(11.9)). Nevertheless, the Neumann boundary value problem makes reasonable sense
and occurs very often in applications.

11.4 Green’s Second Identity and Representation Formula

Green’s second identity. If we apply Green’s first identity to a couple of functions «
and v, then to the couple v and u, and subtract the two equations, we obtain the relation

(11.11) /// ulv — vAu dw—// <u@—v—) ds,

which is known as Green’s second identity.

An important consequence of Green’s second identity is the so called representation
Sformula. It says that the value of a harmonic function at any point of a domain 2 can
be expressed using only its values on the boundary 0f).
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Theorem 11.4 (Representation Formula.) Ler z € 2 C R3. The value of any har-
monic function on a domain §), continuous on §), can be expressed by

1 0 1 1 ou
(11.12) u(@o) = // {—u(w)a—n (w —wol) e @) 48
a0

Observe that relation (11.12) contains the fundamental radially symmetric har-
monic function 7~ = |x — x| ~! that we have already met in the previous sections of
this chapter (here it is shifted by the vector x).

Proof Relation (11.12) is a special case of Green’s second identity for the choice

B —1
 Az|x — x|

v(x)

This function is, however, unbounded at x, thus we cannot use Green’s second identity
on the whole domain 2. Let us denote by Q. the domain Q\ B(xg, €), where B(xg,&) C
) is the ball centered at the point x with radius . This domain is now admissible for
the application of Green’s second identity.

For simplicity, let us shift the point x to the origin (we recall again the invariancy
of the Laplace operator with respect to translations). Hence, v(x) = —1/(47r), where
r = |x| = (2% +y> + 2%)1/2. If we use the fact that Au = Av = 0 in Q., Green’s
second identity implies

1 0 /1 oul
+// [“a—n (?) ‘a—nﬂ 15 =
00,

The boundary 9€). consists of two parts: the boundary of the original domain 02 and
the sphere 0B (xq, ). Moreover, on this sphere we have 9/0n = —9/Jr. The surface
integral above is thus decomposed into two parts and the equality can be written as

1 o (1 ou 1 1 0 (1 Oul
atm - ff (“a_n (‘) - a—n;) as=— ] (’“5 (‘) - %) as.
o r=e
This equality must hold true for any (small) ¢ > 0. Concerning the sphere |z| =r = ¢,

we have
o /1y 1 1
or \r ) 2 g2

The right-hand side of relation (11.13) can be thus rewritten in the form

1 1 ou . Ou
4W52//udS+R//EdS—U+EE,
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where u denotes the integral average value of the function u(x) on the sphere |z| =
r = ¢, and Qu/Or represents the average value of du/On on this sphere. If we now
pass to the limit for ¢ — 0, we obtain

_ ou ou
u—l—aa — u(0) + 0 x E(O) = u(0)
(note that the function w is continuous and du/dr is bounded). Hence, from rela-
tion (11.13), we easily get formula (11.12). (The reader is asked to give the reasons.)
|

Remark 11.5 In the same way we could obtain the corresponding formula in any di-
mension. The concrete form of this formula in N dimensions depends on the corre-
sponding fundamental radially symmetric harmonic function which, for N > 3, has
the form »~"*2_ and for N = 2 is equal to In7 (see Section 6.3). In particular, in two
dimensions, the representation formula reads

w(wo) = % / (u(m)%(ln@ — o) — %(w) In |z — m0|) ds,

o0

where Au = 0 in the plane domain €2 and xy € 2. We integrate here along the curve
012, and ds denotes an element of the arc length of this curve.

11.5 Boundary Value Problems and Green’s Function

The main disadvantage of the representation formula (11.12) is that it contains the
boundary values of both the functions v and g—z. But solving the standard boundary
value problems, we are usually given either the Dirichlet boundary condition or the
Neumann boundary condition, not both at the same time! The representation formula
is based on two properties of the function v(z) = —1/(4w|x — xl): it is a harmonic
function except the point x(, and the singularity at this point has a “proper” form.
Our goal is to modify this function in such a way that we could eliminate one term in
formula (11.12). The modified function will be called Green’s function corresponding
to the domain €.

Definition 11.6 Green’s function G(x, x) corresponding to the Laplace operator, the
homogeneous Dirichlet boundary condition, a domain €2 and a point x( € €2 is a func-
tion defined by the following properties:

(1) G(x, o) has continuous second partial derivatives with respect to x and
AG = 0 in Q except the point x = x( (here, the Laplace operator is consid-
ered with respect to «, while x is a parameter).

(i) G(x,xo) = 0 for & € 0.
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(iii) The function G(x, ) + 1/(47|x — x0|) is finite at the point x(, has continuous
partial derivatives of the second order in the whole domain €2, and is harmonic.

It can be proved that Green’s function exists and is determined uniquely (the unique-
ness proof is based on the Maximum Principle, or on the theorem on the unique solv-
ability of the Dirichlet problem; we let the details to the reader—see Exercises 11.7).

Theorem 11.7 If G(x, x) is Green’s function, then the solution of the Dirichlet prob-
lem for the Laplace equation can be expressed by

(11.14) u(zo) // aG ( “30) ds.

Proof The representation formula implies

ov  Ju
(11.15) u(xg) = (u— - —v) ds,
8/9/ on On

where again v(z) = —(4r|x — xo|) L. Now, we define H(z) = G(x, o) — v(x).
According to the property (iii) of Definition 11.6, the function H(x) is harmonic on
the whole domain 2. We can thus apply Green’s second identity to the couple u(x),
H(x):

(11.16) o_//< %—Z—@@ ds.

Summing (11.15) and (11.16), we obtain

o= J] (15226 a5

Moreover, according to (ii), Green’s function satisfies G = 0 on the boundary 92. This
directly implies (11.14).
[ |

Remark 11.8 Green’s function is symmetric, that is,
G(z,x0) = G(xg,x) for & # xo.

In electrostatics, G(x, () represents the electric potential inside a closed conductive
surface S = 0N induced by a charge placed at the point xy. The symmetry of Green’s
function is then known as the Reciprocity Principle, according to which the source
placed at x( causes the same effect at the point « as the source at « causes at the point
o.
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Green'’s function can be exploited also for solving the Poisson equation.

Theorem 11.9 The Dirichlet boundary value problem for the Poisson equation

Au=f inQ,
(1.17) { u=nh on 0f)

has a unique solution given by the formula

(11.18) u(zo) // d5+///f G(z, zo)

for any x( € €.

Uniqueness of the solution was discussed above in Section 11.3. It is straightfor-
ward to verify that w = u(x) given by (11.18) is a solution of (11.17)—see Exercises
11.7.

The disadvantage of relations (11.14), (11.18) is the necessity to know the explicit
expression of Green’s function. This is possible only on domains with special geom-
etry. Two such cases are considered in the forthcoming section (cf. Strauss [19], or
Stavroulakis, Tersian [18]).

11.6 Dirichlet Problem on Half-Space and on Ball

The half-space and the ball in R? belong among the domains for which Green’s func-
tion and, consequently, the solution of the corresponding Dirichlet problem can be
found explicitly. In both cases we use the so called reflection method.

Dirichlet Problem on Half-Space. Although the half-space is an unbounded domain,
all assertions stated above—including the notion of Green’s function—remain valid,
provided we add the “boundary condition at infinity”. By this condition, we understand
the assumption that functions and their derivatives vanish for |z| — co.

We denote the coordinates of the point & by (z,y,z) as usual. The half-space
Q = {x, z > 0} is the domain lying “above” the zy-plane. To each pointx = (z,y, 2) €
Q there corresponds the reflected point x* = (x,y, —z) that evidently does not lie in
(see Figure 11.3).

We already know that the function 1/(4w|x — x|) satisfies the conditions (i) and
(iii) imposed on Green’s function. We try to modify it so as to ensure the validity of
condition (ii).

We claim that Green’s function for the half-space €2 has the form

1 1

11.1 =— .
(11.19) Gla, o) Am|x — x| + Art|x — )
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xy-plane

Figure 11.3 Half-space and reflection method.

Rewritten into coordinates, this becomes

Glawo) = —2l(@ = w0 +(y — ) + (2 = 20/

ol — 20+ (5 — o) + (= + 2072

Observe that the two terms differ only by the element (z £ zy). Let us verify that
Green’s function defined by formula (11.19) has the properties of Green’s function
stated in Definition 11.6.

(i) Obviously, G is finite and differentiable except the point y. Also AG = 0.

(ii) Letax € 0Q, thatis z = 0. Figure 11.4 illustrates that |« —zo| = | —z{|. Hence,
G(x, o) = 0 on 9.

(iii) Since the point & lies outside the domain §2, the function —1/(4n|x — x{|) has
no singularities in €2. The function G has thus a single singularity at the point ¢
and this corresponds to the claims imposed on Green’s function.

Thus, we have proved that formula (11.19) determines Green’s function corre-
sponding to the half-space 2.
Now, we can use it for finding the solution of the Dirichlet problem

Au=0 forz>0,
u(z,y,0) = h(z,y).
We use formula (11.14). Notice that 0G/dn = —9G/0z|.—o, since the outer normal n

has the “downward” direction (out of the domain). Further,
oG 1 ( z+ 2 Z— 29 ) 1 20

w2 m—mf)

(11.20)

S 9z dn

"o | — o
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z R3

T — o

zy-plane

Figure 11.4 Verification of the property (ii) of Green’s function.

for z = 0. Hence, by direct substitution, we obtain the solution of problem (11.20) in
the form

z »
(oo z0) = 52 [ [ [l =20 + (5= ) + 72z dody
or, in the vector notation,
20 h(x)
11.21 = — ———dSs.
( ) u(:l:()) or // ‘:C—:I:0|3 S
oQ

Remark 11.10 We can proceed similarly in any dimension. In particular, let us have
a look at the same problem in two dimensions, that is, let us consider the Laplace
equation on the “upper half-plane”:

Ugey +Uyy =0, xR, y >0,

(11.22) u(z,0) = h(z), x€R.

The corresponding Green’s function has the form

1 1 .
G(x,x0) = %lnm — xg| — %ln|w — x|

Here = (2,y) and |z — x| = /(2 — z0)? + (y — yo)?. The solution of the Dirichlet
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problem (11.22) is then given by

T (x —x0)? + @
— 00

Y h(x 9 h(x
— o0

Notice that problem (11.22) was solved with the same result also in Chapter 9; then,
however, by the Fourier transform (see Remark 9.13)!

Dirichlet Problem on a Ball. Another domain where we can solve the Dirichlet prob-
lem using the explicitly found Green’s function, is the ball Q = {|x| < a} with radius
a. Again we use the reflection method, this time, however, with respect to the sphere
{Jz| = a} which forms the boundary 9 (see Figure 11.5). The method is—in this
case—called the spherical inversion.

Figure 11.5 Ball 2 and spherical inversion.

Let us consider a fixed point o € 2. The reflected point x§ is determined by the
following properties:

(1) x{ lies on the straight line passing through 0 and =,
(i) its distance from the origin is given by the relation |zo| |z§| = a?.

It means that

02230

B |580|2.

*
)

Let « be an arbitrary point and let us denote p(x) = |x — x| and p*(x) = |z — xj).
Then, for xy # 0, Green’s function on the ball (2 is given by
1 a 1
11.23 G =t ——
( ) (33, 1:0) 47Tp + |w0| 47Tp*

We prove this statement by verifying the properties (i), (ii) and (iii) of Definition 11.6.
The case o = 0 will be treated separately.
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First of all, the single singularity of the function G is the point * = x, since x|
lies outside the ball 2. Functions 1/p and 1/p* are both harmonic in €2 except the point
x. Conditions (i) and (iii) are thus fulfilled.

For the verification of condition (ii), we show that p* is proportional to p for all x
lying on the sphere || = a. The congruent triangles in Figure 11.6 imply
(11.24)

a
—x — —xo| = |x — x|,
To

a

where 1o = |@¢|. For the left-hand side of (11.24) we have

To

Hence, we obtain
T
2o =p forall|z| =a.
a

However, this means that the function G(x, o) = — ﬁp + 4ﬂ1p* is zero on the sphere

|z| = a and condition (ii) is satisfied.

*

Figure 11.6 Congruent triangles and the proportionality of p and p*.

Formula (11.23) can be rewritten to the form

1 n 1
Amle —mo|  Am[2x — Lol

(11.25) G(x, o) =

In the case g = 0, Green’s function is

1 1

(11.26) G(z,0) =

 Anlx| * dma
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(verify—see Exercises 11.7).
Now, we use the knowledge of Green’s function for finding the solution of the
Dirichlet boundary value problem for the Laplace equation in the ball

Au=0 forl|z|<a,

(1127 u=h for|z|=a.

We know from Theorem 11.1 (Mean Value Property) that «(0) is the average value
of the function h(x) on the sphere 9. Let us consider only the case xy # 0. Since
we want to use the representation formula (11.14) (see Theorem 11.4), we have to
determine OG/On on |x| = a. We start with the relation p? = |x —x|?. Differentiating
it with respect to x, we obtain 2pVp = 2(x—x). Thus, Vp = (x—x¢)/p and V(p*) =
(x — xf)/p*. Now we determine the gradient of the function G from relation (11.23):

1 a 1
G = - - -
v V( e |90047TP*)
T — Ty a T —x;
11.28 = —— — .
(11.28) drpd x| 4mp*®

We recall that xf = (a/r0)%x. In the case |z| = a, we have shown above that p* =
(a/ro)p. If we put these relations into expression (11.28), we obtain

1 To 2
VG:W |:(E—£B0—(;> 212+£120:|

on the sphere 02, and thus

G =z a?—r

on  a dmap®

Now, substituting into the representation formula (11.14), we obtain the solution of
problem (11.27) in the form

2 _ 2 h
o = ] s

|lz|=a

This is nothing else but the three-dimensional version of the Poisson formula. In the
literature, formula (11.29) is often rewritten in spherical coordinates:

2T

2 —rg h(0
u(ro, 0o, po) = a(a4ﬂ 7O(’)//(az”g 6,) sin 6 df dg,
0 0

— 2arg cos1))3/2

where ¢ denotes the angle between the “vectors” xy and x.



174 Chapter 11 Laplace and Poisson equations in Higher Dimensions

Remark 11.11 In the same way we can proceed in two dimensions. Let us consider
the problem

Ugy + Uyy = 0, z? +y? < a?,
2

(11.30) u(x,y) = h(z,y), a*+y*=ad’

The corresponding Green’s function has the form

1 1 a
G — —np— —In ().
(-’E,mo) o np o n (|w0p )

The solution of the Dirichlet problem (11.30) is then given by
2 _ 2 h
u(xo) = - [ / (@) ds

2ma |z —xol2
|lz|=a

which is exactly the Poisson formula (8.17) derived in Chapter 6 in a completely dif-
ferent way.

11.7 Exercises

In the following exercises, r = \/x2 + y? + 22 denotes one of the spherical coordinates
introduced in Section 11.1.

1. Prove that the solution of the Neumann problem for the Poisson equation is de-
termined in the domain 2 uniquely up to a constant.

2. Prove that Green’s function corresponding to the Laplace operator, a domain {2
and a point x( € (2 is determined uniquely.

3. Prove relation (11.18).
4. Verify formula (11.26) for G(x, 0).

5. Consider the Dirichlet problem

Au = Au, in{,
u =0, on Jf.

Multiply the equation by the function u and integrate it over the domain 2. Use
Green'’s first identity to prove that a nontrivial solution v = u(z,y, z) can exist
only for A negative.

6. Find radially symmetric solutions of the equation u, + uyy + u,. = k2w, where
k is a positive constant. Use the substitution v = u/r.

[u(z,y,2) = £(Ae*" + Be™*")]
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7.

10.

11.

12.

Solve the equation g, + wy, + u., = 0 in the shell {0 < a < r < b} with the
boundary conditions u = A for r = a and w = B for r = b, where A and B are
constants. Search for a radially symmetric solution.

[u(z,y,2) = B+ (A— B)(1 - 711 — 1y

. Solve the equation gy, + ty, + u.. = 1 in the shell {0 < a < r < b} with the

condition u = 0 on both the outer and the inner boundary.
[u(z,y,z) = %(1"2 — az) — %ab(a + b)(% — %)]
Solve the equation g, + uy, + u,, = 1 in the shell {0 < a < r < b} with the

conditions v = 0 for = a and Ju/0r = 0 for r = b. Then consider the limit as
a — 0 and give reasons for the result.

Show that the homogeneous Robin problem

Au=0 in{Q, %—i—auzo on 0f,
on

has only the trivial solution v = 0. Here (2 is a domain in R? and a is a positive
constant. Using this result, prove the uniqueness of the boundary value problem

Au=f in, 8—u—i—au:g on 0.
on

Prove the Dirichlet principle for the Neumann boundary condition. It says that,
among al/l real continuously differentiable functions w(x) on €2, the energy

// |Vw|2dm—//hwds

is the smallest for w = u, where u solves the Neumann problem

—Au=0 inQQ, @:h on 0f2.
on

It is necessary to assume that the integral average of the given function A is zero.

Notice the three main aspects of this principle:

(a) There are no restrictions on the function w(x).
(b) The boundary condition h(x) appears in the energy formula.

(c) The energy E(w) remains unchanged if we add an arbitrary constant to the
function w.

Proceed in the same way as in the proof of Theorem 11.3.

Let ¢(x) be an arbitrary C?-function defined on R? and nonzero outside some

ball. Show that ) )
#(0) =~ /// rdol@)da

Here we integrate over the domain where ¢(x) is nonzero.
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13.

14.

15.

16.

17.

18.

19.

Find Green’s function on the half-ball Q = {22 + 3? + 22 < a2, z > 0}. Con-
sider the solution on the whole ball and use the reflection method similarly to
Section 11.6.

[The result is a sum of four terms involving the distances of x to xo, x, m# and wg#, where
* denotes reflection across the sphere and # denotes reflection across the plane z = 0.]

Find Green’s function on the eighth of the ball Q = {22 + % + 2% < a2, x >
0,y >0, z>0}.

In the same way as we have defined Green’s function on the domain €2, we can
define the so called Neumann function N (x,x() with the only difference that the
property (ii) is replaced by the Neumann boundary condition

8—N:0 for & € 0f2.
on

Formulate and prove the analogue of Theorem 11.7 on the expression for the
solution of the Neumann problem using the Neumann function.

Solve the Neumann problem on the half-space:

Au=0 forz>0,
%(x,y, 0) = h(z,y), wubounded at infinity.

Consider the problem for the function v = du/0z.
[u(z,y,2) = C'+ [Z h(z = &) In(y” + £7) d¢]

Consider the four-dimensional Laplace operator Au = ugg + Uyy + Uzz + Uyw-

Show that its fundamental symmetric solution is r—3/2, where 12 = 22 + 3> +
2 2

z° +we.

Prove the vector form of Green’s second identity

///(u-rotrotv—v~r0tr0tu)dw://(uxrotv—vxrotu)~ndS,
Q Q

where u(x), v(x) are smooth vector-valued functions, 2 is a domain with smooth
boundary, n is the outward normal vector to 02, and w X v means the vector
product of vectors u and v.

Prove Green’s first identity for the biharmonic operator A?:

/Q//UAQUdm/!/AUAvdmB/Q/Aug;dSJra/Q/v;l(Au)dS'
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20. A function u satisfying A%u = 0 is called biharmonic. Prove the Dirichlet prin-
ciple for biharmonic functions: “Among all functions v satisfying the boundary

conditions p
v@) =g(@), 5 (2)=h), wecoQ,

where g(x), h(x) € C(99), the lowest energy

E(v) = %///|Av\2da:
Q

is attained by the biharmonic function.”

Exercises 6-9, 12—17 are taken from Strauss [19], 10, 11 from Logan [14], and 18-20
from Stavroulakis and Tersian [18].



12 Diffusion Equation in Higher Dimensions

In the previous chapters we considered only one-dimensional models of evolution
equations. However, majority of physical phenomena occur in the plane, or in the
space. Therefore we now focus on the heat (and diffusion) equation in higher dimen-
sions. We start with its derivation.

12.1 Heat Equation in Three Dimensions

We proceed in a way similar to the one-dimensional case. Let €2 be a domain in R?
and let u = u(x,y, z,t) denote the temperature at time ¢ and a point (z,y, z) € 2. We
assume that the material which fills the domain is homogeneous and characterized by
a constant mass density p and a constant specific heat capacity c. The internal energy
at the point (z, y, z) and time ¢ corresponds to the quantity cpu(zx, y, z, t), the heat flux
is a vector function ¢ = ¢(z,v, z,t), and the heat sources are described by a scalar
function f = f(x,y, 2, t). Further, let B be an arbitrary closed ball contained in 2 (see
Figure 12.1).

Figure 12.1 An arbitrary closed ball B in a domain Q.

To this ball and an arbitrary time interval [t1, t2] we can apply the energy conserva-
tion law (in its integral form), which says that the time change of the internal energy
contained in the ball B during the time interval [ty,ts] is equal to the sum of the heat
Slux across the boundary OB and the output of the heat sources inside B during [t1,t3].
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That is,

@2y [[f amtar - ///C,m)dv_]2//¢.nd5dt+]2// v
B B t1 0B t1 B

(cf. the general formula (1.1) or the one-dimensional derivation in Section 5.1). Under
some assumptions on continuity and differentiability of the quantities considered and
using the Divergence Theorem, we can come to the local (differential) formulation of
the conservation law of heat energy:

(12.2) cpuy + divey = f

for all (z,y,2) € Q, ¢t > 0.
Now, we use the constitutive law which is, in the case of the heat transfer equation,
a three-dimensional version of Fourier’s heat law:

¢ = —Kgradu.

It says that the heat flux is proportional to the temperature gradient with a negative
constant of proportionality (the heat flows from warmer places to colder areas); K is
the heat (or thermal) conductivity. We put it into (12.2). Moreover, if we realize that

Au=divgradu =V - Vu = ugy + Uyy + U,

where A denotes the Laplace operator and V the gradient, we obtain the final form of
the (nonhomogeneous) heat equation in three dimensions

(12.3) up — kAu = iﬂ
cp

where k£ = 05 corresponds to the thermal diffusivity. This equation describes also the
behavior of a diffusing substance in a three-dimensional domain, which is why we call
it again a (nonhomogeneous) diffusion equation.

Similarly, we would obtain the same expression also in the case of a two-dimensional
problem. The Laplace operator has then the form Au = ugy + yy.

12.2 Cauchy Problem in R*

Homogeneous Problem. Let us consider the Cauchy problem

u =kAu, xeR3 t>0,

(12.4) u(x,0) = ¢(x).

As usual, we denote = (z,y, ) € R
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As we already know from the one-dimensional case (see Chapter 5), we can express
the solution of the Cauchy problem on R in the integral form

u(w,t) = /G(x—y»t)w(y)dy,

where ¢ is the given initial condition and G the so called fundamental solution (diffu-

sion kernel)

1 22
= — 4kt
G(z,t) 5 \/%e .
As we will see, the same holds true in higher dimensions.

We start with the following observation. Let uq (z,t), us(y, t), us(z,t) be solutions
of the one-dimensional diffusion equation. Then u(z, y, z,t) := uy (z, t)ua(y, t)us(z,t)
solves the diffusion equation in R3. We recommend the reader to verify it by direct
substitution. It means that also the function

= 1 e L e
8/ (mkt)? 8/ (mkt)?

solves the diffusion equation u; — kAu = 0 in R3. Since it satisfies

4[ Gs(z,t)dx =1

(the reader is kindly asked to verify this fact using the Fubini Theorem), it is again
called the fundamental solution (or diffusion kernel).

Our aim is to show that the solution of the Cauchy problem (12.4) can be again
written in the form of a convolution of this fundamental solution G3(x,t) and the
initial condition ¢(x), that is,

(12.5) u(e,t) = [[[ Gate -~ v.0(w) dy.
).

Here y = (£,7,0) € R3.
We start with a special initial condition with separated variables

p(x) = ¢(2)(y)C(2)-

In this case we have
uet) = [[f Gata—y.00w)ay
R3

o0

- / Gla— €)6(e)de / Gy — n)d(n) dn / G(z— 0)¢(6) a9

— 00

= wi(z, ) ua(y, t) us(z,1),



Section 12.2  Cauchy Problem in R? 181

where w1, us, ug are solutions of the one-dimensional diffusion equation. Thus u(x, t)
must solve the three-dimensional diffusion equation. Moreover,

li t)y = 1 t) li t) li t
t~l>%1+u($7 ) ti%l+ul(x’ )ti%1+u2(y, )ti%1+u3(z’ )

o)y (y)¢(2) = ()

and the initial condition with separated variables is satisfied as well. Due to linear-
ity, the same result must hold true for any finite linear combination of functions with
separated variables:

(12.6) o(@) =D crdr(@)Pr(y) e (2)-
k=1

It can be shown that any continuous and bounded function on R? can be uniformly
approximated by functions of type (12.6) on bounded domains. This follows from
the properties of Bernstein’s polynomials, which go beyond the scope of this book.
Nevertheless, this fact is the starting point for the following existence result (see, e.g.,
Stavroulakis, Tersian [18]).

Theorem 12.1 Let o(x) be a continuous and bounded function on R3. Then the solu-
tion of the Cauchy problem (12.4) exists and is given by the formula

u(e,t) = [[[ Gate~ v.t)o(w) .
)

Moreover, we have

Jm u(z,t) = (@)

uniformly on bounded sets of R.

Remark 12.2 The same result holds true in any dimension. In particular, the N-
dimensional (N > 1) fundamental solution assumes the form

1
Gn(@,t) = e el
oN\/(rkt)N

where ¢ = (z1,22,...,2n), |®| = /2? + 2%+ -+ 2%, and the solution of the
Cauchy problem for a homogeneous diffusion equation on R¥ is given by the formula

u(z,t) = /GN(:'3 —y,t)p(y) dy.
RN
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Nonhomogeneous Problem. Using the same approach as in Section 5.3, we can solve
a diffusion equation on R? with sources:

u—kAu=f, xcR3 t>0,

(12.7) u(z,0) = o(x).

Its solution is given by the formula

u(a, t) = // Gl — y, O)ply) dy + / // G —y,t — 5)f(y, ) dy ds.

We let to the reader its derivation and verification.

12.3 Diffusion on Bounded Domains, Fourier Method

In this section we focus on the diffusion equation on a bounded domain and on its
solution. That is, we deal with the problem

u(x,t) = kAu(z, ), xeQ t>0,
u(x,t) = hy(x,t), xz ey,
g_z(w’t) :hQ(iL',t), ZEEFQ,
%($,t) + au(a:,t) = h3($,t), S P37
u(m,O) = (p(.’]}),

where, in general, (2 is a domain in RYN, w, h;, i = 1,2,3 are given functions, a is
a given constant, and I'y U T'; U T's = 09Q. From the physical point of view, such
a problem describes the heat flow in a body filling the domain €2, with the initial tem-
perature given by ¢(x). On I'; we keep the temperature on the values hq (x, t); on the
boundary I's we consider the heat flux described by /s (a, t); and on the third boundary
segment I'3 we consider the heat exchange with the surrounding medium described by
the heat transfer coefficient @ and a function hs(«,t). Usually, hy = aTy, where Tj is
the temperature of the surrounding medium.

Similarly, the same problem describes the diffusion process of a gas in the domain
Q. The function ¢(x) represents the initial concentration. The Dirichlet boundary con-
dition on I'; describes the concentration kept on I'y, the Neumann boundary condition
on I'y determines the flow of the gas across the boundary, and the Robin boundary
condition on I's describes a certain balance of the gas concentration and its flow across
the third boundary segment.

In special cases, some of the boundary segments can be empty.

One way how to solve initial boundary value problems of this type is the application
of the Fourier Method. We illustrate it in a simpler situation. The following exposition
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is very informative and a lot of stated facts would require deep discussion to make them
precise. To make the basic idea clear, we present only formal calculations.

Fourier Method. Let us find a solution of the diffusion equation w; = kAwu on
a bounded domain €2 with homogeneous Dirichlet, Neumann, or Robin boundary con-
ditions on 052, and a standard initial condition. The idea of the Fourier method is the
same as in the one-dimensional case. First of all, we assume the solution in a separated
form

u(x,t) = V(x)T(¢)

which, substituted into the equation, results in the identities

T'(t) _AV(@)
ET(t) — V(e) 7

where A is a constant. Thus, we come to the eigenvalue problem for the Laplace oper-
ator

(12.8) AV =AV inQ

with general boundary conditions

(12.9) V=0 on Iy,
(12.10) B_V =0 on I
on
(12.11) 8—VJron:O on I'5.
on

It can be shown that the boundary value problem (12.8)—(12.11) has an infinite
sequence of nonnegative eigenvalues

Ap — 00 asn — 0o

and the corresponding complete system of orthogonal eigenfunctions V,,(x). The
reader should notice similar properties of the eigenvalue problem (12.8)—(12.11) to
those of the Sturm-Liouville problem stated in Appendix 14.1. However, it can be very
difficult to find the actual values of \,,.

Returning to the ODE in time variable

T'(t) + kA T(t) = 0,
we obtain a system of time-dependent functions
T, (t) = Ape kAt
Putting these partial results together, we end up with a solution in the form

(12.12) u(a,t) =Y Ape PV, (x)

n=1
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which satisfies the given initial condition provided the latter is expandable into the
Fourier series

o(x) = Z Ay Vi ()

according to the system {V},}52 . Using the orthogonality of the eigenfunctions V,,(x)
(cf. Appendix 14.1), we obtain the formula for the coefficients A,,:

A = Joe@)Va(@)dz
! Jo Vi(z)dz

(Since (2 is, in general, a domain in RV, the integrals above are also N-dimensional!)
We illustrate the previous steps by a concrete example.

Example 12.3 Let us find the temperature distribution in the rectangle Q = (0,a) x
(0,b) whose boundary is kept on zero temperature; the initial distribution is given by
a function ¢(z,y). That is, we solve the initial boundary value problem

Uy = k(uzz + uyy)a (xvy) €
(12.13) u(0,y,t) = u(a,y,t) = 0
u(z,y,0) = ¢(z,y).

First of all, we again separate the time and space variables:
u(@,y,t) =V (z,y)T(t)
thus obtaining the system of equations

') _ Vaalw,y) + Viy(z,y) _
KT (1) V(z,y) ’

where A is a constant. This yields
T '+ kAT =0, Vye+Vy +AV =0.

Now, we will have a look at the spatial problem in more detail. Since it is a linear
stationary PDE in a rectangle, we can use the separation of variables again. Thus, we
look for its solution in the form

Viz,y) = X(2)Y (y)-
After substitution, we obtain
X"Y + XY" +AXY =0
and hence, dividing by XY,
X"x) _ Y'(y)

X(z)  Y(y)

-\
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Since the left-hand side depends only on the z-variable and the right-hand side depends
only on the y-variable, we conclude that both sides of the identity must be equal to
a constant, say, —u. Thus, we obtain two separated ODEs

X'"+puX =0, Y'+vY =0,

where v := XA — u. To satisfy the homogeneous boundary conditions in (12.13), the
functions X and Y must satisfy the conditions

X(0) = X(a) =0, Y(0)=Y(b)=0.

Starting with the problem in the z-variable, we obtain

2.2
n-m . nhmx
/,Ln:7, Xn(x)zsmT, n € N.

Similarly, for the problem in the y-variable, we get

m2n? mny

2 Ym(w):sinT, m € N.

Thus, the eigenvalues of the Laplace operator form a sequence

VUm =

2.2 2.2
nem mem
/\mn:/fcn+ym:—2+ CEE m,n €N,
a b
and the corresponding eigenfunctions
nrTr . m
Vinn (2, y) = X (2)Y,, (y) = sin T sin Twy’ m,n € N,
a

form an orthogonal system on (0, a) x (0, b). (Notice the double index!) It can be proved
that this system is complete and hence )\, describe the set of all eigenvalues of the
Laplace operator on (0,a) x (0,b) with homogeneous Dirichlet boundary conditions.
Now, we solve the time problems 7" + kA, T = 0, that is,

Tmn = Amneik)\mnt .

Hence, the solution of the original two-dimensional diffusion equation can be written
as

o0 oo
kA . MTT . mmy
(12.14) u(z,y,t) = Z ZAmne FAmnt sin —— sin —-=.
m=1n=1
Functions of this form already satisfy homogeneous Dirichlet boundary conditions.
The remaining unused information is the initial condition. We can conclude that for all
initial conditions which are expandable into a series

. onmx . mmy
12.1 - Amn )
( 5) olz,y) Z Z ,sin . sin
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the solution of problem (12.13) is given by formula (12.14). Using the orthogonality
of the eigenfunctions, we can determine the constants A,,,,:

fofo o(z y)an(fE Y) dydx

Amn
fofo (z,y)dydz

O

Figure 12.2 depicts the solution of problem (12.13) with the constant initial condi-
tion ¢(x) = 100 and with the data a = 1, b = 1, k = 1. The first graph corresponds to
the approximated initial condition, the other three graphs illustrate the approximated
solution at times ¢ = 0.01, ¢ = 0.04 and ¢ = 0.09. We used formulae (12.14) and
(12.15) with partial sums up to m = 15, n = 15.

The same approach can be used also for other types of boundary conditions and for
similar problems in higher dimensions.

Example 12.4 We solve the initial boundary value problem for the diffusion equation
u, = kAuinthecube Q = {0 <z <7, 0 <y <7, 0 <z < 7}. This time, consider
homogeneous Neumann boundary conditions

Uz (0,y, 2, 1) = ug(m,y, 2, 1)
uy(,0, z,t)

uz(xvyaoat) = uz(x’yaﬂ-at)

uy(x,m, 2,1t)

0
0,
0

and initial condition
u(z,y,2,0) = ¢(z,y, 2).
We proceed in the same way as in the previous example. First, we separate the time
and space variables to obtain
T +EXNT =0, Vg + Vyy+ Voo + AV =0.

Second, we apply the separation of variables to the spatial problem. Thus, we get three
ODEs

X"+uX = 0,

Y/ +0Y = 0,

Z"+nzZ = 0,
where A = pu+v + n Adding the boundary conditions X'(0) = X'(7w) = Y'(0) =
Y'(7) = Z’ (0) = Z'(m) = 0 and solving the corresponding ordinary problems, we
obtain

,un:n27 V’m:m27 ul :l2a l,m,’l’LENU{O}

and

Xn(z) =cosnz, Y,(y)=cosmy, Z(z)=coslz, I,mneNU{0}.
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Figure 12.2 Solution of the initial boundary value problem (12.13) with constant initial
condition on time levels t = 0, 0.01, 0.04, 0.09.

Thus, the eigenvalues of the Laplace operator in the cube Q@ = {0 <z <7, 0 <y <
m, 0 < z < 7} with homogeneous Neumann boundary conditions form a sequence

)\lmn:m2+n2+l2, Tmn,léNU{O},
with the corresponding system of eigenfunctions
Vimn = cosnzx cosmy coslz, m,n,l € NU{0}.

Notice that in this case the problem has zero eigenvalue with a constant eigenfunction.
Now, we can continue with the time problem. In the same way as in the previous
cases, we obtain

Tin (t) = Byne Fhimnt - for (m,n,l) #(0,0,0)
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and
Tooo(t) = Booo,
and we can conclude that the required solution is given by

oo oo oo

u(x,y, z,t) E E E Biyne FAimnt cosna cosmy coslz,

=0 m=0n=0

where the coefficients Bj,,,, follow from the expansion of the initial condition

Bl,,m COS X COSMY coslz.

ﬁMg

=0 m=0
That is,
23 m™ T T
(12.16) Bimn = —3///90 x,y,z) cosnx cosmy coslzdrdydz
T
0

for n,m,l > 0; for By,n, Bion, Or By, we have to use one-half of (12.16), for Byg,,,
Bomaos Bioo we use one-fourth, and for Bygy we use one-eighth of (12.16).
O

As we can see, the geometry (in particular, the rectangularity) of the domain 2 is
crucial for easy determination of the eigenvalues and the corresponding eigenfunctions
of the problems considered. We already know that other domains which allow the ap-
plication of the Fourier method, are a disc and a ball (or their suitable parts), since they
both become rectangular under the transformation into the polar or spherical coordi-
nates, respectively. Moreover, in the radially symmetric situations, the problems are
considerably simplified.

Example 12.5 (Diffusion in Disc.) Let us consider the heat problem in the disc

u = kAu, 22+ 9% <a? t>0,
(12.17) u(z,y,t) =0, > +y?=a% t>0,

u(z,y,0) = p(va? +y?), 2?4y <ad®

Since the domain is circular, we will transform the problem into polar coordinates
(r,0). Moreover, the problem data (that is, the boundary and initial conditions) do not
depend on the angle 6, thus the solution « can be expected to be radially symmetric
and we solve the simplified problem in two variables r and ¢:

ut:k(urr—k%ur), 0O<r<a,t>0,
u(r,t) =0, r=a, t>0,
u(r,0) = ¢(r), 0<r<a.

As usual, we separate the variables

u(r,t) = R(r)T'(t)
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and obtain
')  R'(r)+ %R’(r)
ET(t) R(r)

The spatial ODE is the so called Bessel equation

=\

RY(r) + %R’(r) FAR() = 0

which has a pair of linearly independent solutions. The first, which is finite at » = 0, is
the Bessel function of order zero

) = i) = 31 p

Jj=

The second solution of the Bessel equation is infinite at » = 0 and thus we are not
interested in it. (For more details, see Appendix 14.2.) Further, we have to satisfy the
homogeneous boundary condition on the boundary r = a, that is,

R(a) = Jo(VAa) = 0.
Thus we get a sequence of eigenvalues

1 2
An = p:un’ TLEN,

and corresponding eigenfunctions
r
:JO(\/ AnT):Jo(,LLna), n € N.
Here ., are the roots of the Bessel function Jy. (Each Bessel function has an infinite

number of positive roots that go to infinity, cf. Appendix 14.2.)
Now, we go back to the time problem, which has the standard solution

T, (t) = Ape kAt

The solution of the original problem (12.17) then can be written in the form
t) = Z Ape Pt Jo (V)
and satisfies the initial condition

r) =" Ando(\/ Aar).

For p = £ € [0,1] we have

a

ap) = Z ApJo(pnp)
n=1
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and the properties of the Bessel functions stated at the end of Appendix 14.2 imply

2

1
Ap = ) O/ pJo(pnp)p(ap) dp

12
I'o

(the reader is kindly asked to carry out detailed calculations).
O

Figure 12.3 depicts the solution of problem (12.17) for the choice a = 1, k = 1 and
with the initial condition

(12.18) o(x,y) = @(r) = Jo(u1r) + Jo(par),

where Jj is the Bessel function of order zero and 1, po are its first two roots. Notice
that, for this data, the solution assumes the form

u(z,y,t) =u(r,t) = ef“ftJo(ulr) + ef“gtJo(,ugr).

The particular graphs in Figure 12.3 correspond to the solution at times ¢ = 0, ¢ = 0.01,
t =0.04 and ¢t = 0.09.

Remark 12.6 (Nonhomogeneous Problems.) The idea of solving nonhomogeneous
problems for the diffusion equation in higher dimensions is completely the same as in
the one-dimensional case. If we solve a nonhomogeneous equation, we find the system
of eigenfunctions V,,(«) corresponding to the homogeneous problem and expand all the
problem data (that is, the right-hand side, the initial condition, as well as the searched
solution) to Fourier series with respect to this system. Using its completeness and
orthogonality, we split the original PDE problem into an infinite system of ODEs in
the time variable which are easy to solve.

Problems with nonhomogeneous boundary conditions can cause more trouble. The
idea is, again, to split the solution into two parts: the first part corresponds to the solu-
tion satisfying the equation with homogeneous boundary conditions, while the second
“stationary” (or “quasi-stationary”’) part respects the nonhomogeneous boundary con-
ditions. In one-dimensional cases, we usually “guessed” the stationary part easily (see
Section 7.3). In higher dimensions, it means to solve the Laplace equation with given
nonhomogeneous boundary conditions, which can be very laborious. Again, the rect-
angularity of the domain can be essential.

Remark 12.7 (General Principles for Diffusion Equation.) The aim of this remark
is to recall all basic properties of the diffusion equation which remain unchanged in
any dimension.

e First of all, the solution formula in Theorem 12.1 implies that diffusion (as well
as heat) propagates at infinite speed. (After any short time, the solution is nonzero
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t=0.01

t=0.09

t=0.04

Figure 12.3 Solution of the initial boundary value problem (12.17) with initial condi-

tion (12.18) on time levels t = 0, 0.01, 0.04, 0.09.

even if the initial condition was nonzero only on a small domain.)

il

everywhere

this fact reflects the inaccuracy of

>

As we have already mentioned in Chapter 5

the diffusion model. However

the incurred error is very small and the diffusion

bl

equation can be used as a good approximation of many real problems.

e Another property which occurs in any dimension is the ill-posedness of the dif-

fusion problems for ¢ < 0. It is not possible to determine the temperature of the
body backwards in time, neither to find the original concentration of a diffusing

gas, provided we know only the actual state.

e A very important property of the diffusion equation on any (bounded or un-
bounded) domain in any dimension is the Maximum Principle. Its strong version
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says that the maximum and minimum values of the solution are achieved only on
the bottom or jacket of the space-time cylinder, unless the solution is constant.
Here the bottom of the cylinder is the (in general, N-dimensional) domain 2 at
time ¢ = 0, and the jacket represents the boundary 02 at any time ¢ > 0! See
Figure 12.4.

Q
¥\_/_/
N R"
Figure 12.4 Space-time cylinder Q x [0, T].

e Asin the one-dimensional case, the Maximum Principle has many consequences.
The most important ones are the uniqueness and uniform stability of the solution.
Studying the corresponding proofs in Section 10.4, notice their independence of
the dimension.

e The uniqueness and stability properties can be obtained also via the energy
method, which can be applied in any dimension. We again refer to Section 10.5.

12.4 Exercises
1. Solve the following problem for the diffusion equation on the whole space:

u— Au=0, (2,9,2) €R3 t>0,
u(x’ y? Z7 0) = x2yz'

[u(z,y, 2, ) = x?yz + 2tyz]
2. Solve the following problem for the diffusion equation on the whole space:
{ u — Au=0, (z,y,2) €R3 t>0,

u(x,y,2,0) = 22yz — xyz2.

[u(z,y, z,t) = y(zz — 2t)(z — 2)]
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3. Using the reflection method (method of odd extension), find a formula for the
solution of the initial boundary value problem for the diffusion equation in the
half-plane

u—kAu=0, x>0, yeR, t>0,
u(0,y,t) =0,
u(z,y,0) = o(z,y).

4. Using the reflection method (method of even extension), find a formula for the
solution of the initial boundary value problem for the diffusion equation in the
half-space

ur — kAu =0, (z,y) €R? 2>0,t>0,
u.(x,y,0,t) =0,
u(z,y,2,0) = p(x,y, 2).

[u(:'c7 y’ 27 t) =
S [T [ (G =&y —m,2 = 0,1) = Gs(z + &,y —n,2 — 0,1))p(§, 1, 0) dE dn 6]

5. Solve the diffusion equation u; = uy; + uy, in the disc z2 + y* < 1 with homo-
geneous Dirichlet boundary condition and with the initial condition u(z,y,0) =
1—a%— 2

[in polar coordinates: u(r,t) =83 7 | e Hkt %k”).]

B3 J1 (g

6. Solve the problem

up = a?(Upy + %u,.), 0O<r<R, t>0,

2 26— (aun/R)%t

2 oo
[u(r,t):Tﬂ-qR(Z%—i(l—?T—)— n:lm
roots of J1 ]

Jo(#2%), where 1, are positive

7. Consider the problem of cooling of the ball of radius R with a radiation boundary
condition
U’T(R7 t) = —hU(R, t)a

where & is a positive constant and Rh < 1. Assume that the initial temperature
u(x,t) = ¢(r) depends only on the radius r. Solve the radially symmetric diffu-
sion equation using the Fourier method. (The eigenvalues \,, are obtained as the

positive roots of the equation tan R\ = 5 fﬁh.

8. Consider a thin rectangular plate of length a and width b with perfect lateral
insulation. Find the distribution of temperature in the plate for the following
data: @ = 2w, b = 4w, k = 1, boundary conditions

uzr(0,y,t) =0, wug(a,y,t) =0,
uy(x,0,t) =0, wuy(x,b,t)=0,
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and the initial condition
u(z,y,0) =cosdz, 0<z<a, 0<y<hbh.
9. Find the distribution of temperature in a semicircular plate (0 < 6 < 7) of radius
1 with the initial condition u(r, 6, 0) = g(r, #) and the boundary conditions

(@) u(r,0,t) =0, wu(r,m,t)=0, wu(l,0,t)=0.
(b) up(r,0,t) =0, wup(r,m t)=0, wu(l,0,t)=0.

What occurs after infinitely long time?

Exercises 1-6 are taken from Stavroulakis and Tersian [18], 7 from Logan [14], 89
from Keane [12].



13 Wave Equation in Higher Dimensions

13.1 Membrane Vibrations and Wave Equation in Two Di-
mensions

The two-dimensional analogue of the oscillating string is a vibrating membrane fas-
tened on a fixed frame. Let us consider only vertical oscillations and denote the dis-
placement at a point (z,y) and time ¢ by u(z,y,t). Let us choose an arbitrary fixed
subdomain {2 of the membrane (see Figure 13.1) and apply Newton’s Second Law of
Motion and the mass conservation law. We proceed in a way similar to that used in one
dimension (see Section 4.1).

Figure 13.1 Vibrating membrane over the subdomain ).

The application of both the above mentioned conservation laws leads to the equality

0
(13.1) //po(x,y)utt(x,y,t) dxdy = /T(%y’t)a—z ds
Q

o0

(cf. relation (4.6) for the one-dimensional string). Here 02 denotes the boundary of
the domain €2 and we assume that the normal exists at every point of 9€2. The function
T = T(z,y,t) represents the inner tension of the membrane and py = po(x, y) denotes
the mass density distribution of the membrane at time ¢ = 0. Since we do not consider
any motion in the horizontal direction, we can assume 7T'(x, y,t) independent of = and
y, that is, T'(z,y,t) = 7(t). If we use Green’s Theorem, we can transform the curve
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integral on the right-hand side of equation (13.1) to the surface integral:

/ — ds = / div(7(t) grad u) dz dy.

o0

Consequently,

J[ e it dzdy = [[ 70 divieradu) doay,
Q O A

where Au = gz, + uy, is the Laplace operator in two dimensions. Since the domain
) has been chosen arbitrarily, we can come (imposing some smoothness assumptions
on u) to the differential (local) formulation. Moreover, if we consider the mass density
po as well as the tension 7 to be constant, that is, po(x,y) = po, 7(t) = 70, and if we
denote ¢ = \/719/po, we obtain the relation

(13.2) uy = A,

Itis obvious that a similar process leads to a similar relation in the three-dimensional
case, where, however, Au = gz, + uyy + u.. is the Laplace operator in three dimen-
sions. From the physical point of view, models of this type can describe vibrations in
an elastic body, propagation of sound waves in the air, propagation of seismic waves in
the earth crust, electromagnetic waves, etc.

If w in (13.2) is an unknown function, we speak about the wave equation in two or
three spatial variables, respectively.

13.2 Cauchy Problem in R*—Kirchhoff’s Formula

Let us consider the Cauchy problem for the wave equation in R?

uy = 2Au, x=(1,y,2) €ER3 t >0,

(13.3) u(e,0) = p(x), w(e,0) = ().

We start with finding the explicit formula for its solution.

Theorem 13.1 (Kirchhoff’s Formula.) Ler ¢ € C3(R?) and ¢ € C?(R?). The clas-
sical solution of the Cauchy problem for the homogeneous wave equation (13.3) exists,
it is unique and is given by the formula

(134)  |u(o,t) = 47Tc2t // V(e d5+t 4770275 //

|x—ao|=ct |e—ao|=ct
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Here the integrals are surface integrals over the sphere with its center at xy and radius
ct. This formula is known as Kirchhoff’s formula but its author is Poisson. For its
derivation, we use the so called spherical means.

Let us denote by u(x, r,t) the mean (average) value of the function u(x,t) over
the sphere | — x| = r, that is

u(xo,r,t) = 4737"2 // u(zx, t)dsS.

|z—xo|=r

Using transformation to spherical coordinates, we can write

27w

1
u(xg,r,t) = E//u(r,@,(p,t) sinpdp df,
0 0

where
u(r, 0, ¢,t) = u(xg + rcosfsin g, yo + rsinfsin g, zo + r cos p, t).

Proof (Derivation of Kirchhoff’s Formula.) The main idea of the derivation of Kirch-
hoff’s formula consists in two steps. First, we solve the problem (13.3) for the spherical
means, and, second, we pass to the solution of the original problem using the relation

(13.5) u(xo, t) = lir%ﬂ(wo,n t).

Let us start with the following observation: if u satisfies the wave equation, then &
satisfies it as well. Indeed, the equality u;; = (@) is obvious. Further, using spherical
coordinates and the rotational invariance of the Laplace operator, we obtain

- 2
(13.6) Au= AT =Ty, + -1y,

(The direct derivation of (13.6) is required in Exercise 3 in Section 13.7.) Thus, @
satisfies the equation

2
(13.7) Ty = (U + ;m).

Now, we introduce the substitution
(13.8) v(r,t) = ru(xg, r,t).

Since vy = 1y, v, = ru, +w and v, = U, + 24,, equation (13.7) reduces to

(139

for (r,t) € (0,00) x (0,00). Obviously, we can set

(13.10) v(0,¢) = 0.
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Moreover, since u solves the original Cauchy problem (13.3), v must fulfil the initial
conditions

(13.11) v(r,0) = rp(xo, 1), ve(r,0) = (g, 7).

However, equation (13.9) with the boundary condition (13.10) and initial conditions
(13.11) forms a standard one-dimensional problem for the wave equation on the half-
line. Its solution was found in Section 7.1 and for 0 < r < ¢t it can be written in the
form

ct+r
[(ct + m)@(xg, ct + 1) — (¢t — r)p(xo, ct — 1)) + i / sp(xo, s) ds.

ct—r

DN | =

v(r,t) =

If we rewrite the first term on the right-hand side, we obtain an equivalent formula

ct+r ct+r
1 (0 _ —
(13.12) v(r,t) = ol e / sp(xg, s) ds + / st(xg, s) ds
ct—r ct—r

for0 <r <ct.
Now we determine the value of u(xo,t). As we have stated above, we use relation
(13.5), that is,

N . T
u(zo,t) = llif%u(il:o,T, t) = }1_1)% U(:: )
() —v(0,t)  Ov
- g 2000 - D0
We differentiate (13.12) to obtain
v 10 _ _
%~ 2ot [(ct +7)@ (@0, ct + 1) + (ct — 7)P(x0, ct — )]
1 — _
+% [(ct + r)(xo, ct + 1) + (ct — r)p(x0o, ct — r)] .
Putting » = 0, we get
v 10 _ 1 —
u(@o,t) = 5o(0,8) = o= (2P0, b)) + oo (26t (o, ct)
0/ _
= (@0, ct)) + (@0, ct
0 1 1
ot | Arcit // pl@)ds | + 42t // ¥(@)dS,
|x—axo|=ct |x—xo|=ct

which is exactly Kirchhoff’s formula (13.4).
The uniqueness of the classical solution is a consequence of the linearity of the
equation and can be proved easily (see Exercise 13 in Section 13.7).
|
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Remark 13.2 Unlike the one-dimensional case when the solution given by d’Alem-
bert’s formula is as regular as the initial displacement, here the solution is less regular
because of the time derivative in Kirchhoff’s formula. In general, if ¢ € C"1(R3)
and ¢ € C"(R?), n > 2, then u is of the class C™ on R? x (0, 00). If ¢ and v are both
of class C2, then the second derivatives of « can be unbounded at some points and the
solution is not the classical one. This fact is known as the focusing effect.

Huygens’ principle. Let us notice that, according to Kirchhoff’s formula, the solution
of (13.3) at the point (x, t) depends only on the values of ¢(x) and ¢(x) for  from
the spherical surface |x — xo| = ct, but it does not depend on the values of the initial
data inside this sphere. Similarly, using the opposite point of view we conclude that the
values of ¢ and v at a point &; € R? influence the solution of the three-dimensional
wave equation only on the spherical surface |x — x1| = ct. This phenomenon is called
Huygens’ principle.

This principle corresponds to the fact that, in the “three-dimensional world”, solu-
tions of the wave equation propagate exactly at the speed c. For instance, any electro-
magnetic signal in a vacuum propagates exactly at the speed of light, or any sound is
carried through the air exactly at the speed of sound without any “echoes” (assuming
no barriers). This means that the listener hears at time ¢ what the speaker said exactly
at time (¢ — d/c) (here d is the distance between the persons), and not a mess of sounds
produced at different times.

As we already know from d’Alembert’s formula, this principle does not hold true
in one dimension, and as we shall see later, neither in two dimensions.

13.3 Cauchy problem in R®

Let us consider now the Cauchy problem for the homogeneous wave equation in R?

(13 13) utt - CQ(UJZQI + uyy)a (x7y) E IR27 t > O?
' w(@,y,0) = o(@,y), ue(z,y,0)=1(z,y).

We can handle it as a “special three-dimensional problem” the solution of which does
not depend on the variable z. Then, according to Kirchhoff’s formula, the solution
u = u(xp,t) = u(xog,yo, 0, t) satisfies

1 o 1
(1314)  ulwot) = // P)as+ o | — // o(z)ds | .

|z—a0|=ct |z—xo|=ct

Here @ = (20,90,0), * = (2,9, 2) and p(x) := ¢(z,y), Y(x) := ¢(z,y) for any 2.
Relation (13.14) really describes the solution of (13.13) (the reader is asked to verify
it), but we can obtain a simpler formula.
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First of all, both integrals in (13.14) can be written as

lx—xo|=ct

where

ST ={(z,y,2 ;2 =22 — (x — 20)% — (y — y0)2},
5 = {(x,yvz) € RB; 2=/ — (z —20)2 — (y — yo)2}

are the upper and lower hemispheres. On the upper hemisphere, we can rewrite the
surface element d.S' as

92\ 02\ >
ds = \/1+<8:z:) +(8_y) dx dy
2 2
_ \/H(M) +<M> drdy = < drdy
z 4 z

t
= ¢ dz dy.

VAP — (@ —20) — (y — 90)?

Thus, formula (13.14) can be simplified to

1 ct
= 2—
u(3707il/07t) A2t é/w(’r’y) \/Cztz — (:L’ — .’Eo)z - (y - y0)2 & dy

) 1 ct
4 (s ] o i)
ot \ 4nc2t )5 wl@,y) Vet — (z—20)2 = (y — yo)? o

where D is the disc (x — 79)? + (y — y0)? < ¢*t?. Thus, we can conclude that the
solution of the Cauchy problem (13.13) for the wave equation on R? is given by

u(xg, t) // (@) da
c2t2 |z — ao)?
|cc xo|<ct
// (@) dzx
02t2 |z — xo|?

|m xo|<ct

(13.15)

Here we have « = (x,y) and g = (z9, yo)-

Let us notice the main difference between Kirchhoff’s formula (13.4) for the three-
dimensional problem and formula (13.15) for the two-dimensional problem. This dif-
ference concerns the domain of integration: in the former case, it is just the spherical
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surface |x — xg| = ct, however, in the latter case, we integrate over the whole disc
| — xo| < ct. It means that Huygens’ principle does not hold true in two dimen-
sions! For instance, in the ideal case, waves caused by a pebble thrown onto the water
level propagate at a certain speed c. At the same time, every point of the water level
once reached by the front wave stays in the wave motion for an infinitely long time. We
could see new and new circles appearing on the water-level forever. However, the wave
equation is only an approximate model and the real situation is more complicated.

Another—fictitious—example considers life in “Flatland”. In such a “world” (which
is only two-dimensional), any sound propagates not at the given speed ¢, but at all
speeds less or equal to ¢, and thus it is heard forever. So the listener hears at one
moment a mix of words the speaker has said at different times.

It can be shown that the method of spherical means can be applied in any odd
dimension greater or equal to three, and thus Huygens’ principle holds true there. Con-
versely, it is false in any even dimension.

Example 13.3 A simple example that illustrates the different wave propagation in var-
ious dimensions is the “unit hammer blow”. Let us solve the problem

{ uy = c2Au, xRN, >0,
u(®,0) =p(x), u(x,0)=1b(z)

with
_ _ L =l <a,
e@ =0 v ={ 5 [1Te

choosing N = 1, 2 and 3. For N = 1 the solution is given by d’ Alembert’s formula, for
N =2 we use (13.15), and for IV = 3 the solution is described by Kirchhoff’s formula
(13.4). We can observe the following behavior:

N =1: Attime t (> %), the front wave reaches the point |z| = ct + a. At the point
|z| = ct — a, the wave achieves its maximal displacement (equal to ¢) and stays
constant on the whole interval |z| < ¢t — a. The front wave propagates at speed
¢, but its influence is evident at all points |z| < ¢t 4 a. For details, see Example

45.

N = 2: Attime t, the front wave reaches the point |x| = ct+a, then the wave achieves
. . L . 1
its maximum (of order \/E)’ and, for |x| — 0, it decreases as T Tar The

wave has a sharp front, but it has not sharp tail. As in one dimension, the nonzero
initial condition at |z| < « results in nonzero displacement at all points |z| <
ct + a.

N = 3: At time ¢, again, the front wave reaches the point |x| = ¢t + a. The maximal

displacement %zt is achieved at |x| = ct, and then the wave decreases again to
zero position at || = ¢t — a. The whole wave propagates at speed ¢ and does
not change its shape—a nonzero initial condition at || < a causes a nonzero

displacement only at points ¢t — a < |x| < ¢t — a.
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The different behavior in these three cases is sketched in Figure 13.2.

I
0 | c ||
N =2 ) !
| |
)—/\
| f ‘ Y
0 | c ||
N=3 ! |
| |
/TN
0 ct—a ct ct+a ||

Figure 13.2 “Hammer blow” in one, two and three dimensions.

13.4 Wave with sources in R?

We will use the operator method for solving the non-homogeneous Cauchy problem

uy — 2 Au = f(z,t), x=(v,y,2) €R>3 t>0,

(13.16) w(x,0) = p(x), u(z,0) = ().

Let us denote by ug (z, t) the solution of the homogeneous problem (i.e., (13.16) with
f = 0). We have found in Section 13.2 that such a solution can be written in the form

ur (xo, ) = (0:S(t)) (o) + (S()¥)(20),
where S is the so called source operator given by the formula
1
(13.17) (SOW)@) = 1 [[ vl)as
le—ao|=ct

The idea of the operator method is exactly the same as in Section 4.3. Again, it
can be shown that the influence of the right-hand side f in problem (13.16) can be
described by the term

wp (@, 1) = /S(t — $)f (w0, 5) ds.
0
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Hence, after substitution,

t

up(xo,t) :/471'02 P // (x,s)dS ds,

0 \a: xo|=c(t—s)
and, using the relation s = ¢ — = \:c — x| on the sphere of integration, we obtain
z,t—Lilz—=x
(13.18) up(xo, t) = / // I :| oD 4sds.
dme ER

0 |e—xo|=c(t—s)

Here the domain of integration is, in fact, the jacket of a four-dimensional space-time
cone with its vertex at (xo, t) and the base formed by the ball |z — xo| < ct. Thus, we
can rewrite the expression in (13.18) into a triple integral obtaining

(13.19) up(@o,t) // J(@, t“‘w*%')dw.

|z — o]

|:E xo|<ct

(The reader is asked to justify it.) Due to linearity of the equation, the final solution of
(13.16) is the sum of uy and up:

u(xp,t) = 4776% // U( dS+t 4770275 //

|e—axo|=ct |e—axo|=ct

v I e

|w xo|<ct

Remark 13.4 Let us compare (13.19) with the stationary solution of the same prob-
lem, that is, the solution wgy,t, of the Poisson problem

—AAu=f

on the whole space R3. Using formula (11.18) without the boundary term and with the

choice G(z, zg) = m, we obtain

(13.20) Ustat (T0) = ﬁ///@f(%d
s

(The reader is asked to verify that it really solves the Poisson equation on R3.) As we
can see, evolution formula (13.19) differs from the bounded stationary solution (13.20)
just at its “retarded” time by the amount 1|z — x|.
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13.5 Characteristics, Singularities, Energy and Principle of
Causality

Now we focus on the qualitative properties of the wave equation and its solution fol-
lowing from the equation itself but not from the formula which expresses the solution.

Characteristics. Like in one dimension, we can introduce the notion of characteristics,
but now we speak about characteristic surfaces. The fundamental one arises if we
rotate a one-dimensional characteristic line  — xg = ¢(t — to) around the ¢ = ¢, axis.
We thus obtain a cone in the four-dimensional space-time (a “hypercone’):

(13.21) |z — @o| = V/(z — 20)2 + (y — 10)2 + (2 — 20)2 = c|t — tol-

This set is called the characteristic cone or the light cone at the point (g, o). We can
imagine it as the union of all (light) rays emanating from the point (xo, to) at the speed
¢, that is |dz/dt| = ¢ (see Figure 13.3 for R? illustration). For a fixed ¢, the light cone
reduces to a sphere. The interior of the cone, that is | — xg| < c|t — o, is called
the solid light cone; it consists of the future and past half cone. Thus, for a fixed ¢,
the future is the ball that contains all points that can be reached at time ¢ by a particle
traveling from (xg, to) at a speed less than c.

tangent

xo,t
( 0 0) light ray

Figure 13.3 Light cone at a point (xg, 1), o € R?, and orthogonality of light rays to
the sphere |x — xo| = c|t — to|.

It can be proved (see Figure 13.3 for R? illustration) that the light rays of the light
cone are all orthogonal to the spheres |x — xg| = ¢|t — tg|. Now we will use this
property to generalize the notion of the characteristic surface. Let S be any surface in
the space-time and let us denote its time slices by S;. Notice that each slice S; is an
ordinary two-dimensional surface in R®. We say that S is a characteristic surface if it
is a union of light rays which are all orthogonal to the time slices S;.
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Similarly to one dimension, the fundamental property of characteristic surfaces is
that they are the only surfaces that can carry singularities of the solutions of the wave
equation. We only recall that by a singularity we understand a point of discontinuity of
the solution or of some of its derivatives.

Energy. Another property of the wave equation that remains valid in the same way
as in one dimension is the conservation of energy. Indeed, if we multiply the wave
equation by u; and integrate it over R?, we obtain

///(u“ — *Aujuy d

R3

///(%uf + %CQ|VUI2),§ dx — /// AV - (4, V) de
R3 i

If we rewrite the last integral as

///CQV-(utVu :n—hm///cv (usVu) de,
]R:S

B,(0)

(13.22) 0

where B,.(0) is the ball centered at the origin with radius r, and use the Divergence
Theorem, we obtain

///CQV-(utVu dz = lim // A Vu-nde.
]R:S

If we assume that the derivatives of u(x,t) tend to zero for || — oo, then the last
integral vanishes. Hence, (13.22) reduces to

1 1
0= ///(§ut2 + 502|Vu|2)t dax
R3

Moreover, if we change the order of integration and time differentiation, we obtain

_a 12 12 2
o_at///(QutJch Vul?) do
R3

Since the term [[f u?dax corresponds to the kinetic energy Ej and the term
[If ¢*|Vu|? da represents the potential energy E,, we can conclude that the foral
energy I/ = Ej, + E), is a constant function with respect to time ¢.

Principle of Causality. We already know (from Huygens’ principle and the solution
formula) that the solution of the /NV-dimensional Cauchy problem for the wave equation
at a point (o, ty) depends on the values of the initial displacement () and the initial
velocity ¢(x) for  belonging to the sphere | — x| = ctp if N is odd (N > 3), and
x belonging to the whole ball | — x| < ¢ty if N is even. However, a similar (though
a little bit weaker) information follows directly from the wave equation itself.

In particular, we can formulate the so called principle of causality:
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Theorem 13.5 The value of u(xg,to) can depend only on the values of p(x) and ()
Sor @ from the ball |x — x| < ctop.

Idea of proof (cf. Strauss [19]) We use the same approach as in one dimension (see
Section 10.1). We consider the three-dimensional case; however, the idea is applicable
in any dimension. We take the wave equation and multiply it by u,. After standard
calculations and assuming that all derivatives make sense, we obtain

0 = wupus — Auuy
1 1
= (gu? + 502|Vu|2)t — AV - (uVu)

1 1
= (Euf + §CQ|VU|2),§ + (=Pugy) e + (—Cuguy)y + (—Cugus).

= div f,

where f is a four-dimensional vector

1
Ff = (—cPusug, —czutuy, —cPugu, §(u? + 2| Vul?)).

Now, we integrate the equation div f = 0 over a solid cone frustum F, which is
a piece of the solid light cone in the four-dimensional space-time. If we use the four-
dimensional Divergence Theorem, we can write

[fff =5

1
///[§n4(ut2 + 62\Vu\2) - nl((:Qutum) - ng(czutuy) - n3(c2utuz)] dv,
“oF

o
I

where OF denotes the boundary of F and n = (ny,ng,n3,n4) is the unit outward
normal vector to F with components n;, i = 1,...,4, in directions z, y, z, t. The rest
of the proof is the same as in one dimension (cf. Section 10.1). Now OF is three-
dimensional and consists of the top 7, the bottom B and the jacket K (see Figure 13.4
for R? illustration). Thus, the integral splits into three parts

WA=

On the top 7', the normal vector has the upward direction n = (0,0,0,1) and the
corresponding integral reduces to

///(%uf + %CZ|Vu\2) dx.
T
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Similarly, on the bottom B, the normal vector has the downward direction, that is
n = (0,0,0,—1) and we have

/B//(;u? + %CQWUF)dm = /!/(;W n %CQIWpIQ)dw.

On the jacket K, we cannot argue so simply, but it can be proved that the corresponding
integral is positive or zero (see, e.g., Strauss [19]). Using these facts, we obtain the
inequality

(13.23) ///(%uf + %cﬂwlz) dz < ///(%W + %CQIWIQ) dz.
T B

Now, let us assume that the functions ¢ and ¢ are zero on B. Inequality (13.23) implies
that $u? + 1¢?|Vul? = 0 on T, and thus u; = Vu = 0 on 7. Moreover, since this result
holds true for a frustum of an arbitrary height, we obtain that u; and Vu are zero (and
thus « constant) in the entire solid cone. And since © = 0 on B, we can conclude u = 0
in the entire cone. In particular, this implies that if we take two solutions w1, us with
the same initial conditions on B, then u; = wu» in the entire solid cone.

[ |

Figure 13.4 Solid cone frustum F.

Remark 13.6 We can state the “converse” assertion to the Principle of Causality: the
initial conditions ¢, 9 at the point o can influence the solution only in the solid light
cone with its vertex at (xg,0). (Notice that this statement as well as the Principle of
Causality hold true even for the nonhomogeneous wave equation.) We can also meet
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the terminology which we already know from one dimension. The past solid cone
is called the domain of dependence and the future solid cone is called the domain of
influence of the point (xg, to).

13.6 Wave on Bounded Domains, Fourier Method

In the rest of this chapter we study initial boundary value problems for the wave equa-
tion. In general, we consider the problem

Utt($7t) = CQA’U,(ZC,t), T € Q, t> O,
U(il!,t):h1<$,t), wel"h
g_Z(mvt) = hQ(mvt)a T € ].—‘27
u(@,1) + au(z,t) = hy(@,t), @€y,
u(z,0) = p(x), u(z,0) = Y(x).

As usual, Q denotes a domain in RV, w, ¥, hyy i = 1,2,3 are given functions, a is
a given constant, and I'y UT's UT'5 = 94.

We start with an explanation of the physical meaning of the boundary conditions.
If we model a vibrating membrane, v = u(x,y,t) corresponds to the displacement
of the membrane and the Dirichlet boundary condition on I'; describes the shape of
the fixed frame on which the membrane is fastened. If h; is not a constant, then the
frame is warped. The Neumann boundary condition on I'y determines the “slope” of
the membrane on the boundary. In particular, the homogeneous Neumann boundary
condition (i.e., hy = 0) corresponds to the “free rim” of the membrane, which is free to
flap. The Robin boundary condition on I'; can describe a flexible rim of the membrane.

If we use the three-dimensional wave equation as a model of sound waves in a fluid
with v = u(z,y, z,t) being the fluid density, then the most common boundary condi-
tion is the homogeneous Neumann boundary condition. It corresponds to the situation
when the domain has rigid walls and the fluid cannot penetrate them.

As in the previous chapters, we search for the solution of the initial boundary value
problems for the wave equation using the Fourier method. Since the main idea, as
well as the basic scheme, coincide completely with those for the case of the diffusion
equation, we do not repeat them here in detail and refer the reader to Section 12.3. We
confine ourselves only to several examples which illustrate some interesting phenom-
ena or situations which were not treated in the previous chapter.

Example 13.7 (Rectangular Membrane.) We start with a simple situation. Let us
consider a two-dimensional wave equation describing a vibrating membrane fastened
on a rectangular frame which is fixed in zero position. At the beginning, let the mem-
brane be pulled up at the center point and then released. The corresponding model can
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have the form
Ut = Cz(uzm + uyy)v (xvy) € (O,G) X (Oab)v t> 07
(13.24) uw(0,y,t) = u(a,y,t) = u(zx,0,t) = u(z,b,t) =0,
U(I7y70) = @(I7y)a ut(z7y70) = Oa

where
Yy, 0<z<a/2, 0<y<b/2,
_ ) zb—v), 0<z<a/2, b/2<y<h,
(13.25) PEY) =93 (a- )y, a/2<r<a, 0<y<b2,

(a—z)b—y), a/2<z<a, b/2<y<hbh

The shape of the initial displacement is depicted in Figure 13.5 for the data a = 2,
b=3.

NS

“t&\‘t&&::o
2

““ 15

Figure 13.5 Initial condition (13.25) with the choice a = 2, b = 3.

First of all, we separate the time and space variables: u(x,y,t) = V(z,y)T(t).
Substituting into the equation in (13.24), we obtain a couple of separated equations:

(13.26) Vaw + Vyy + AV =0, O<z<a, 0<y<b,
(13.27) T" + \*T =0, t>0,

where X is a constant. Moreover, V' = V(x,y) satisfies the homogeneous boundary
conditions

(13.28) V(0,y) =V(a,y) =V(z,0) =V (2,0) =0, 0<zx<a, 0<y<bh.

As we already know from Example 12.3, problem (13.26), (13.28) can be solved by
the Fourier method and it yields the eigenvalues

2 2
A, = (E> + (ﬂ) , m,néeN,
a b
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and the corresponding orthogonal system of eigenfunctions
nmr mi
Vinn (2, y) = sin —— sin Ty
a

If we go back to the time equation (13.27), we obtain
Tonn = Amn cos(en/ Amnt) + Bn sin(ey/ Apnt)-
(Recall that all the eigenvalues A,,,, are positive!) Hence, the solution of the original

problem can be written in the form of the double Fourier series

mmy

u(x,y,t Z Z { mn €0S(c\/ Ant) + By sin(c /\mnt)} sinr%mj sin 5

n=1m=1

This function satisfies the required initial conditions in (13.24) provided these are also
expandable into a Fourier series with respect to the system {V,,,(x,y)}. In our case,
this means

olz,y) = Z Z Amn Sin? sin %7

n=1m=1

P(z,y) =0 = Z Z e/ Ao B SID ? sin %

n=1m=1

The latter relation implies B,,, = 0 for all m,n € N. Using the orthogonality of the
eigenfunctions, we can determine the coefficients A,,,, as

fofo o(z y)an(JC y) dydx
f[) f(] mn .f y) dy dJZ

Substituting for V,,,,, and for ¢ from (13.25), we can calculate

Amn

nwT mmy
A = // x,y) sin —— sin 3 dx dy
4 4a¢?V® . nm . mm 16ab . nm mm
= ————sin—sin— = ———sin sin —.
abn?m?2m4 2 2 n2m?2m4 2 2

Now we can conclude that the solution of the initial boundary value problem (13.24)
can be expressed in the form

mny

. nwT .
u(x,y,t Z Z Apn cos(cy/ Apnt) sin Y sin A

n=1m=1

Graph of the solution on several time levels is sketched in Figure 13.6. We have used
the data ¢ = 3, a = 2, b = 3 and the partial summation up to n = m = 25. The reader
is invited to notice the propagation of the singularities and the reflection of the waves
on the boundary.

O
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Figure 13.6 Solution of the initial boundary value problem (13.24) for the data ¢ = 3,
a=2b=3, ontimelevelst =0, 0.2, 0.4, 0.8.

The other examples deal with the wave equation on circular domains. We consider
the radially symmetric as well as non-symmetric cases.

Example 13.8 (Circular Membrane—Symmetric Case.) This example is the wave
analogue of Example 12.5 for the diffusion equation. This time we solve the problem

Uy = 2 Au, 2?24+ y? <a? t>0,
(1329) U(l’,y,t) = O7 LE2 + y2 = a27

u(x7y,0) = 90(\/ x? +y2), Ut(x7y70) = 1p(\/ 2 +y2)7

which can serve as a model of a vibrating circular membrane with the frame fixed in

zero position. Since the initial conditions depend only on the radius r = /22 + 32, we
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can assume the solution to be radially symmetric, and after transformation into polar
coordinates we obtain a simpler problem

uy = A(upr + Luy), 0<r<a,t>0,
(13.30) u(r,t) =0, r=a, t>0,
u(r,0) = o(r), ue(r,0) =(r), 0<r<a.

If we repeat the steps of Example 12.5, we obtain the solution in the form

rt) = iTn(t)R

n=1

The system of eigenfunctions R,, is given by

r) = Jo(v/ Anr),

where Jj is the Bessel function of the first kind of order zero (see Appendix 14.2); the
eigenvalues \,, are given by
1
Ap = g,u'iv n €N,

where p,, are the zeros of Jy. The time functions 7,, are now the solutions of the
equation
T"(t) + AN\ T(t) = 0.

Since all the eigenvalues are positive, we can write
T,.(t) = A, cos(cy/Ant) + By sin(c/ Ant).
Thus, we can conclude that the solution of (13.30) assumes the form

u(r,t) = Z {An cos(ev/Ant) + By, sin(c\/xt)} Jo(v/ Anr).

n=1
The constants A,,, B,, can be determined from the initial conditions provided these are
expandable into Fourier series with respect to the system {R,,(r)}:

Z AnJO(\/ET)a

S
—
=
=
|

P(r) = Y eV AaBudo(VAar).

n=1

Using the orthogonality of the Bessel functions (see Appendix 14.2), we obtain

1

) :

A, = / pJo(pnp)e(ap) dp,
J/g(ﬂn) 0

1

B, = c\/_J,g ) /pJo tnp)¥(ap) dp.
0



Section 13.6 'Wave on Bounded Domains, Fourier Method

213

In particular, let us take @ = 1, ¢ = 1 and consider the initial data in the form
(13.31)

Jo(par) + Jo(par),
0.

Then, obviously, B,, = 0 for all n € N, and

A1:A2:1, An:O, n:3,4,...

The corresponding solution can be then written as

(z,y,t) = u(r,t) = cos urt Jo(pu1m) + cos pat Jo(par)
Figure 13.7 illustrates the dependence of « on the radial coordinate r and time ¢. The

graph of the function v = u(x,y,t) on several time levels is depicted in Figure 13.8
(We recall that x = rcos 6, y = rsiné, € [0, 27].)
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Figure 13.7 Solution of the initial boundary value problem (13.29) with initial condi-
tion (13.31)—dependence on r and t.

Example 13.9 (Circular Membrane—Non-Symmetric Case.) Letus consider the same
problem as in the previous example, but now without any symmetry. That is, we model
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t=04

Figure 13.8 Solution of the initial boundary value problem (13.29) with initial condi-

tion (13.31) on time levels t = 0, 0.4, 0.8, 1.2.
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a vibrating circular membrane with the frame fixed in zero position
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As in the previous examples, we find the solution using the Fourier method. Since

the domain is circular, we have to transform the problem again into polar coordinates,

(13.32)

which provides the required rectangularity. However, now we have to use the general

(non-symmetric) transformation formula (6.1) for the Laplace operator. Thus, (13.32)

becomes
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(13.33)
Uy = A (Urp + 2, + Lugy), 0<r<a, 0<6<2m t>0,
u(r,0,t) =0, r=a, 0<60<2m, t>0,

u(r,6,0) = @(r,0), uy(r,0,0) = ¥(r,6), 0<r<a, 0<0<2m.
In the first step, we separate the time and space variables:
u(r,0,t) =V (r,0)T(t),

and since the spatial problem will be solved again by the Fourier method, we can
separate also V' (r,0) = R(r)©(0). Thus, we have

u(r,0,t) = R(r)0(0)T(t)
and the standard argument leads to

Tl/ R// R/ @//

- =- d —+—+—-==-\
2T an R + rR + 20
The separation in the latter equation results in
(_)// 2R// R/
o =7 and /\r2+rR —I—TR =v.

Obviously, ©® must satisfy the periodic boundary conditions ©(0) = ©(27), ©'(0) =
©’(27), which implies

vp =n?%  ©0,(0) = A, cosnf + B, sinnf, n=NU{0}.
Hence, the radial equation assumes the form
(13.34) R’ +rR + (\r? —n*)R =0,

which is the Bessel equation of order n. As follows from Appendix 14.2, its bounded
solutions have the form

R(r) = Jn(\/Xr),

where J,, is the Bessel function of the first kind of order n. The boundary condition in
(13.33) gives R(a) = 0, which implies

1
>\mn:¥l%2nn, TLENU{O}, mGN,

where p,,,, are positive zeros of J,,. Thus, we can write R(r) = R, (1) = Jn(vV AmnT)-
Inserting A = \,,,,, into the time equation, we obtain

T = Con €0s e/ At + Doy Siner/ Apunt.
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Using the expressions for R, ©, and T', we can conclude that the solution of the wave
equation on the disc with homogeneous Dirichlet boundary condition has the form

u(r,0,t) Z Z Jn( mnr Apn €08 10 + By, sinnd) cos e/ Apnt

n= 0 m= 1

+ Z Z In( mnr Apn cosnf) + By, sinnf) sin e/ Apnt.

n=0m=1

Here we write A,,,, instead of A,,C,,,,, and similarly for B,,,,, Ayn, Bomn. To deter-
mine these coefficients, we use the initial conditions. We illustrate this process on a
simple example.

Let us consider problem (13.33) with the initial conditions
(13.35) o(r,0) = (a®> — r?)rsin,
’ =0.

The zero initial velocity implies that all coefficients in the sine series (with respect to
time variable) are zero, that is, A,,, = B, = 0 foralln € NU {0}, m € N. Thus the
solution formula reduces to

u(r,0,t) = Z Z In(V Amn®) (Amn cos Nl + By, sinnd) cos e/ Apnt.
n=0m=1

Setting ¢t = 0, we obtain
(13.36) Z Z In( mnr Apn cosnl + By, sinnd).
n=0m=1

Notice that this is a Fourier series of the function ¢ with respect to the system of
functions {J,, (v Amntr) cosnb, J, (v Amnr) sinnf},,,,. Let us rewrite (13.36) as

Z AmoJo(v/ Amor) + Z (Z Apn I ( mnr)) cosnb

m=1 m=1

=:Ao(r) — A, (r)

oo

+ Z <Z BrnJn( mnr)) sin nf.
n=1 =1

=:Bn(7')
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For a fixed r we have

2m
1
A(r) = 5 [ elr0)0
0
1 2m
An(r) = —/(p(r,e)cosned@,
7r
0
2m
B,(r) = l/<,0(7‘,9)Sin719d0.
™

0

Substituting ¢(r,0) = (a? — r?)rsinf and using the orthogonality of trigonometric
functions, we obtain Ag = A, = 0foralln € N,and B,, = 0forn = 2,3,.... The
only nonzero coefficient is B :

2

1
Z B Ji(V Amir) = - /((12 —r?)rsin? 0 d6.

0
Using the properties of Bessel functions (see Appendix 14.2), we obtain

a 2w

(13.37) B //a —r?)r sin 9J1(Mm1—)7“d9dr

aQJ2 (1)

/a — 2 ) Jl(,uml—)d

0

a2J2 fm1)

We recall that \,,,; = (g1 /a)?, and p,,; are positive roots of the Bessel function J;.
Hence, we can conclude that the solution of problem (13.32) or (13.33) with the initial
conditions (13.35) is given by

> T ct
13. 0,t) =sinf Bm ml— ml~
(13.38) u(r,0,t) = sin Z 1J1(p 1a) COS fim1 "

m=1

with B,,,; given by (13.37).

The solution (13.38) on various time levels is plotted in Figure 13.9. Here we have
puta = 1, ¢ = 1, and used the partial sum up to m = 3.
O

In the last example we add another spatial dimension. However, we stick to the
simplest, i.e., radially symmetric, case.



218 Chapter 13 Wave Equation in Higher Dimensions

t=0 t=0.4
u u
o N o
01 e %%"’[‘IIII’III['.‘\ 01
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=" a7l =
-0.2 ’Z 7 \ S

X

Figure 13.9 Solution of the initial boundary value problem (13.32) with initial condi-
tion (13.35) on time levels t = 0, 0.4, 0.8, 1.2.

Example 13.10 (Vibrations in Ball—Symmetric Case.) Let us consider vibrations in
a ball with fixed boundary, and let the initial data depend only on the radius r =
V22 4+ y? + 22. That is, we solve the initial boundary value problem for the wave
equation with the Dirichlet boundary condition

up = 2 Au, 2+t 22 <a? t>0,
Y, 2,t) =0, Pyt 422 =a?,
(13.39) u(zx,y, z,t) S ¥ +y*+z22=a
u(z,y,2,0) = p(vVa? +y* + 2?),
u(x,y,2,0) = (/22 +y> + 22).

The geometry of the domain inspires us to transform problem (13.39) into spherical
coordinates r, ¢, . Moreover, since the data do not depend on the angles ¢, 6, we
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can expect the solution to be radially symmetric as well. Thus, the Laplace operator
reduces to the simple form Au = u,.,. + %uT, and (13.39) becomes a problem in two
variables ¢ and 7:

uy = A (upr + 2uy), 0<r<a,t>0,
(13.40) u(r,t) =0, r=a, t>0,
u(r,0) = (r), u(r,0) =¢(r), 0<r<a.

To solve it, we again use the Fourier method. The separation of variables u(r,t) =
R(r)T(t) leads to a pair of ODEs

(13.41) T" + \*T =0,
(13.42) R+ gR’+>\R:0.
'S

The radial equation can be simplified by introducing a new function Y (7):
Y(r) =rR(r).
Then (13.42) becomes
Y'(r)+ XY (r)=0
and, for A > 0, its solutions are Y (r) = C cos Vr 4+ Dsin v/ r. Thus, we obtain

1
R(r) = ;(C’cos\/X7"+Dsin\/xr)7 0<r<a.

Further, R must satisfy the boundary conditions
R(0) bounded, R(a)=0.

Hence C' = 0, since % cos vV Ar is unbounded in the neighborhood of = 0. (Remember
that £ sin v/Ar is bounded and tends to v/ for r — 0.) The latter boundary condition
implies

Dsinva = 0,

which gives the eigenvalues

2
An:(”—“) . neN
a

and the corresponding system of eigenfunctions

1
R, (r) = — sin m, n € N.
r a
The time problem (13.41) has solutions T;,(t) = A,, cos cv/ At + By, sin e/ A\, t, and so
the radially symmetric solution of the wave equation satisfying the Dirichlet boundary
condition can be written as

- t to1
(13.43) u(r,t) =3 (An cos o 4 By sin 07 ) = sin -
ot a a T a
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for r > 0. For the evaluation of «(0, t) we use the fact that lin%) 1 sin 217 = 2T gnd set
i

nmct

Zn—A cos —|—B sin ).

a

To satisfy also the initial conditions, we have to ensure

kad 1 nwr
= A= gin 2
o(r) Z n sin——,
n=1
=\ nwe 1 nmwr
(r) = — B,, — sin —
a r a
n=1
for r > 0, which is equivalent to
> nmr
r = A M —
o(r) Z n SiL—,
n=1
=\ nme nmr
rp(r) = —— B,, sin —
() ; o B sin—

for » > 0. Using the standard argument, the coefficients A4,,, B,, can be written as

a

2
A, = —/mp(r)sinwdr,
a a
0
a
2
B, = — mp(r)sinwdr.
nme a

0

Since we cannot easily plot u as a function of all variables z, ¥, z, t, Figure 13.10
depicts only the values of the solution (13.43) in dependence on the radial coordinate
r and on time ¢t. We have chosen parameters ¢ = 1, ¢ = 1, zero initial velocity ¢ = 0,
and the initial displacement given by

(13.44) p(r) = Jo(ur) + Jo(par).

(Here Jj is the Bessel function of the first kind of order zero, see Appendix 14.2.) We
have used the partial sum up to n = 20. The initial condition (13.44) is sketched in
Figure 13.11.

O

Remark 13.11 In the previous example, we have chosen the initial displacement (13.44)
since the same condition was used in Example 13.8 for the problem of a vibrating mem-
brane. Let us have a detailed look at Figure 13.10 and compare it with Figure 13.7. The
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Figure 13.10 Solution of the initial boundary value problem (13.41) with initial condi-
tion (13.44).

former illustrates radially symmetric vibrations in a unit ball (e.g., sound waves), while
the latter depicts radially symmetric vibrations in a unit disc. In both cases, we have
used the same data, but the behavior is very different (notice, e.g., the shape of the
propagating waves and the time period).

Another example of different behavior in two and three dimensions is illustrated
in Figure 13.12. There we have depicted the solution of the wave equation in two
and three dimensions. This time we have chosen (in both cases) parameters a = 10,
¢ = 1.5, zero initial displacement ¢ = 0, and the initial velocity given by

P(r)=1 for0<r<1, ¢(r)=0 -elsewhere.

(We treated the wave equation with the same initial conditions—but on the whole plane
and space—in Example 13.3.) In two dimensions, this corresponds to the situation
when we hit the membrane by a unit circular hammer. We can see that the signal
propagates along the characteristics, and when it reaches any point, the displacement
there never vanishes. On the other hand, in three dimensions, the signal comes and
fades away. This corresponds to the fact that, in two dimensions, the (non-reflected)
solution at a point (x, to) is influenced by the initial values from the whole disc

(z —20)? + (y — 90)* < (cto)?,
while, in three dimensions, only the initial values from the spherical surface

(x — 20)” + (y — 10)* + (2 — 20)* = (cto)?
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Figure 13.11 The initial displacement (13.44).

are relevant. Notice also the reflection on the boundary » = a and the effect of the
Principle of Causality, which is valid in any dimension.

Remark 13.12 The radial equation (13.42) is a special case (with n = 0) of the general
equation

(13.45) r?R" +2rR' + (M? —n(n +1))R =0,

which appears in non-symmetric problems in a ball. It can be shown that solutions of

(13.45) have the form
R() =[5 Ty (VAY),

where J,, 41 is the Bessel function of the first kind of (non-integer) order n + , see
Appendix 14.2. Setting n = 0, the solution of (13.42) can be written as

mmZVZEJév?)

Using expression (14.6) for Bessel functions, we obtain

k 1‘/2) +2k
KT +k+1)

2 D e 2
N ﬂxZ(Qk—l-l)!x —VEe

k=0

=
3
OM8
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Figure 13.12 Radially symmetric solutions of the Dirichlet problem for the wave equa-
tion in 2D and 3D with the initial condition (r) = 1 for 0 < r < 1 and zero otherwise.
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Thus, the solution of (13.42) assumes the simple form

R(r) = \/1Xr sin vV,

as we have already derived in a different way.

13.7 Exercises

. Find all three-dimensional plane waves; that is, all solutions of the wave equation

in the form u(z,t) = f(k -« — ct), where k is a fixed vector and f is a function
of one variable.

[either |k| = 1 oru(x,t) = a + b(k - & — ct), where a, b are arbitrary constants]

Verify that (c?t? — 22 — y? — 22) ! satisfies the wave equation except on the light
cone.

Prove that A(u) = (Au) = %, + 2u, for any function u = u(z,y,z). Here
r = /a2 + y% + 22 is the spherical coordinate.

[Hint: Write Aw in spherical coordinates and show that the angular terms have zero average
on spheres centered at the origin.]

Using Kirchhoff’s formula, solve the wave equation in three dimensions with the
initial data ¢(z,y,2) =0, ¥(z,y,2) = y.

(u(z,y, 2z, t) = ty]

Solve the wave equation in three dimensions with the initial data ¢(z,y, z) = 0,
¥(z,y, 2) = 2% + 3% + 22. Search for a radially symmetric solution and use the
substitution v(r,t) = ru(r,t).

Solve the wave equation in three dimensions with initial conditions ¢(x) = 0,
Y(x) = Afor |z| < p and ¢p(x) = 0 for |x| > p, where A is a constant. This
problem is an analogue of the hammer blow solved in Section 4.2.

[u(z,t) = 22 (p— (r —ct)?) for|p—ct| <r < p+ct,

4er

u(xz,t) = At forr < p — ct, and u(x,t) = 0 elsewhere]

. Solve the wave equation in three dimensions with initial conditions ¢(x) = A

for |z| < p, p(x) = 0 for |x| > p and ¢»(x) = 0, where A is a constant. Where
has the solution jump discontinuities?

[Hint: Differentiate the solution from Exercise 6.]

[u(z,t) = Aforr < p — ct, u(x,t) = A(r — ct)/2r for |p — ct| < r < p+ ct, and
u(x,t) = 0forr > p+ ct]
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8.

10.

11.

12.

13.

14.

15.

16.

Use Kirchhoff’s formula and the reflection method to solve the wave equation in
the half-space {(x,y, z,t); z > 0} with the Neumann condition du/9z = 0 on
z = 0, and with initial conditions ¢(z,y, z) = 0 and arbitrary ¢)(x, y, 2).

Why doesn’t the method of spherical means work for two-dimensional waves?

Suppose that we do not know d’ Alembert’s formula and solve the one-dimensional
wave equation with the initial data ¢(«) = 0 and arbitrary )(x) using the descent
method. That is, think of u(x,¢) as a solution of the two-dimensional equation
independent of the y variable.

Consider the wave equation with the boundary condition du/dn + b du/dt = 0,
b > 0, and show that its energy decreases.

Consider the equation uy; — c2Au-+m?u = 0, m > 0, known as the Klein-Gordon
equation. Show that its energy is constant.

Prove the uniqueness of the classical solution of the wave equation on R3. Use
the conservation of energy applied to the difference of two solutions.

Find the value «(0, 0,0, t) of the solution of the wave equation
Uy —Au=yg
in three spatial variables if

@) o(z,y,2) = f@® +y* +2%),9v=0,9=0,
) ¢=0,¢(x,y,2) = f(z* +y* 4+ 2%), g =0,

[If we denote v(t) = u(0,0,0,t), then a) v(t) = f(c*t?) + 222 f'(*t?); b) v(t) =
tf(t?);0) v(t) = fof (t —71)f(2(t —7)*)dr.]

Consider the equation
2
Ut = C Ugy — DU + Uy

on the rectangle (0, a) x (0, b) with boundary conditions

u(0,y,t) =0, ug(a,y,t) =0,
uy(x,0,t) =0, wu(z,b,t)=0.

Find the corresponding separated ODEs and boundary conditions.
Separate the PDE
Ut = CQ(UIZD + Uyy + uzz) - (uw + uy)

into the corresponding ODE:s.
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17. Solve the two-dimensional wave equation on the unit square with the coefficient
c = %, homogeneous Dirichlet boundary conditions, and the following initial
conditions:

@ ¢(z,y) =sindrz sinmy, P(z,y) =0,

[u(z,y,t) = sin 3wz sin 7y cos/10¢]
(b) ¢(x,y) =sinmz sinmy, P(z,y) =sinnz,
© ¢le,y) = (1 —a)y(1—y), (z,y) = 2sinma sin2my,

70 (2k+1)3(2141)3

[u(z,y,t) = D120 > oneo 04 cos V/(2h+1)*+ (21 +1)%t sin(2k 4+ 1)7zx sin(2l + 1)y
+% sin 7 sin 27y sin v/5t]
@ o(z,y) =21 —e* "Nyl —y?), ¥(z,y)=0.

18. Solve the two-dimensional wave equation on a disc of radius a with homoge-
neous Dirichlet boundary condition. Use the following data:

(@ a=2c=1 ¢r)=0 () =1,
[u(r,t) = 43372, 5352005 sin 4]
b) a=1,c=10, p(r) =1—72 (r) =1,
=0, ¥(r) = Jo(usr),
= Jo(par), P(r) =1 —12

[u(r,t) = Jo(psr) cosust +83 77, uéoa(fT&% sin pun t]

© a=1,c=1, o(r

)
(da=1c=1, o(r)

19. Solve the two-dimensional wave equation on a disc of radius a with homoge-
neous Dirichlet boundary condition. Use the following data:

@a=1,c=1, o(r,0) = (1 —r?)r?sin20, ¢(r,0) =0,

[u(r,0,t) = 24 3°°°  —L20m21) i1 99 cos jinat]

n=1 3, J3(pn2)
) a=1,c=1, ¢(r,0) =0, ¥(r,0) = (1 —r?)r?sin 20,

_ o Ja(Bnar) o i
[u(r,0,t) =243 | o Ty () S0 20 sin pinat]

(C) a = ]-7 c= 17 SO(T3 0) =1- 7"27 1/1(7"’ 0) = JO(T)'

20. Consider a thin rectangular plate of length a and width b and describe its vibra-
tions for the following data: a = 7, b = 7, ¢ = 1, boundary conditions

u(0,y,t) =0, wug(a,y,t) =0,
uy(z,0,t) =0, wu(z,b,t) =0,
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21.

22.

23.

24.

25.

26.

and initial conditions

[ ysinuz, 0<z<a, 0<y<3$,
u(x,y,()){ (y—b)sinz, 0<z<a, 2<y<b,
and
| x(cosy+1), 0<z<3,0<y<h,
ut(x,y,O){ (x—a)(cosy+1), §<z<a, 0<y<h

Consider a thin vibrating rectangular membrane of length 2 and width Z. Sup-
pose the sides z = 0 and y = 0 are fixed and the other two sides are free. Given
zero initial velocity and the initial displacement ¢(x,y) = (sinx)(siny), deter-
mine the time-dependent solution and plot its graph on several time levels.

Solve the problem of a vibrating circular membrane of radius 1 with fixed bound-
ary, zero initial velocity, and the initial displacement described by f () sin 26.

Solve the problem of a vibrating circular membrane of radius 7 with free bound-
ary, zero initial velocity, and the initial displacement described by f(r) cos 6.

Consider vertical vibrations of a circular sector 0 < ¢ < 7 with radius 2. Deter-
mine the solution if the boundary conditions are

(@ u(r,0,t) =0, wu(r,Z,t)=0, wu(2,0,t)=0.

[V
(b) ug(r,0,t) =0, wug(r,,t)=0, wu(2,0,t)=0.

In both cases, assume zero initial velocity and the initial displacement as a func-
tion of the radius and the angle.

Solve the problem

Ut — 2 (Ugy + Uyy) = f(z,y)sinwt, (z,y) € Q= (0,a) x (0,b), t >0,
u(z,y,t) =0, (z,y) € 0%,
U((L'7y,0) = 07 ut(m,y,O) =0.

Consider separately the nonresonance case w # wWpn = ¢4/ (%5)? 4 (5+)? for
all m,n € N, and the resonance case w = wy,,n, for some (mg, ng).

Find all solutions of the wave equation of the form u = ¢’ f(r) that are finite at

the origin. Here r = /22 + y2.

[u(r,t) = AefMJo(%)]

Exercises 1-12, 26 are taken from Strauss [19], 14 from Bartak et al. [4], 15, 16, 20-24
from Keane [12], 17-19 from Asmar [3], and 25 from Stavroulakis and Tersian [18].



14 Appendix

14.1 Sturm-Liouville problem

When dealing with the Fourier method we have met parametric boundary value prob-
lems for the second order ODEs, whose solutions (usually, sines and cosines) form
a complete orthogonal system. This fact plays the crucial role in finding the solution
of the original PDE problem in the form of an infinite series. These properties are not
typical only for sines and cosines, but also for more general functions which arise as
solutions of the so called Sturm-Liouville boundary value problem

—(p(@)y) + q(z)y = Mr(x)y, a <z <D,
(14.1) aoy(a) + Boy'(a) =0,
a1y(b) + Sy’ (b) = 0.

Here, a2 + 32 > 0, a2 + 32 > 0 (i.e., at least one number of each pair is nonzero), and
A is a parameter.

We say that (14.1) forms a regular Sturm-Liouville problem, if [a, b] is a closed finite
interval and the following regularity conditions are fulfilled: p(x), p’(z), ¢(x) and r(x)
are continuous real functions on [a, b, and p(x) > 0, r(z) > 0 fora < z < b.

Any value of the parameter A € R for which the nontrivial solution of prob-
lem (14.1) exists is called an eigenvalue. The corresponding nontrivial solution is
called an eigenfunction related to the eigenvalue .

Now, we summarize the main important properties of the eigenvalues and eigen-
functions of regular Sturm-Liouville problems:

e The eigenvalues of problem (14.1) are all real, and form an increasing infinite
sequence
AM <A< A3 <o <A < -o- — 00,

e To each eigenvalue )\, there corresponds a unique (up to a nonzero multiple)
eigenfunction y,, (x), which has exactly n — 1 zeros in (a,b). (Notice that any
multiple of an eigenfunction is also an eigenfunction.) Moreover, between two
consecutive zeros of y,,(x) there is exactly one zero of y,,+1(x).

e If y,(x) and y,,(x) are two eigenfunctions corresponding to two different eigen-
values \,, and \,,, then

b

/ ()Y (2)Ym (z) dz = 0

a

(i.e., y, and y,, are linearly independent and orthogonal with respect to the
weight function r(x)).
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e Any piecewise smooth function defined on (a, b) is expandable into Fourier series
with respect to the eigenfunctions y,,, that is

f@) =" Fuyn(x),
n=1
where F}, are the Fourier coefficients defined by the relation
!
_ ar@)f @)y () de
Jyr(@)y3(a) do
Moreover, the series converges at = € [a,b] to f(z) if f(z) is continuous at z,

and it converges to 1 (f(z*) + f(z7)) if f(x) has a jump discontinuity at z (here
f(zT) and f(x™) are one sided limits at ).

Fy

We usually say that the eigenfunctions y,, (x) form a complete orthogonal set.

In some cases and under additional conditions, the above mentioned properties are
valid also for the so called singular Sturm-Liouville problems, see, e.g., [20]. In our
text we deal with only one such case: the parametric Bessel equation (see Examples
12.5, 13.8, 13.9 and Remark 14.1 below).

14.2 Bessel Functions

In Chapters 12 and 13 we have met a special case of the so called Bessel equation of
order n

(14.2) 22y +ay + (22 —n?)y =0

or
2

1
y”+—y+<1—n—2>y=0, z #0.
X

€T

Here n is a nonnegative constant (not necessarily integer; but for our purposes, we
usually consider n € N). Equation (14.2) is a linear second-order ODE and thus it
must have a pair of linearly independent solutions, which can be searched in the form

y(@) =Y axa, ag #0.
k=0
Below, we find concrete values of a; and «. Substituting back into (14.2), we obtain

2 Z(k +a)(k 4+ o — 1)agztto?
k=0

+z Z(k’ + a)apz" T 4 (22 — n?) Z arpzte =0
k=0 k=0
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or (after a simplification and canceling the term x®)

Z(k +a—n)(k+a+n)apz® + Z apzt? = 0.
k=0 k=0

The second sum can be rewritten as

oo oo
E akmk+2 = E ak,gxk
k=0 k=2

and we obtain the equation

(14.3) Zk—i—a—n k—i—a—i—n)akm +Zak KxF = 0.
k=0 k=2

Thus, the coefficients at the particular powers of  must satisfy
k=0: (o —n)(a+n)ag =0,
k=1: l1+a—-n)(1+a+n)a =0,
k>2: (k+a—n)k+a+n)ay + ar—2 = 0.
Since we require ag # 0, the first equation implies
a=n or a=-n.

The second equation must hold for any nonnegative n, and thus a; = 0. The third
equation leads to the recursive formula
-1

(14.4) T kta-n)k+atn)

Ap—2.
Since a; = 0, it follows that
a3:a5:...:a2k+1 :...:0’

and the only nonzero coefficients can be written as

-1
14. - _
(14.5) 2k 2k +a—n)2k+a+n) 2

(—=1)*aq
2261+ n)(24n)3+n)...(k+n)

Thus, making the conventional choice ag = 27" /n! and taking & = n, we obtain the
first solution of the Bessel equation

o0 .T/2 n—+2k

(14.6) Z m7

=0
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Jo()

Jl(IC)

0.5 +
Jo()

Figure 14.1 Bessel functions of the first kind for n = 0,1, 2.

which is called the Bessel function of the first kind of order n. (If n ¢ N, we have to
replace the factorial (n + k)! by the so called Gamma function I'(n + k + 1), see, e.g.,
Abramowitz, Stegun [1].) Several Bessel functions of the first kind are sketched in
Figure 14.1. Notice that all these functions are finite even at the singular point z = 0!

It can be shown that the second linearly independent solution of the Bessel equation
has the form

Yo (2) = lim Jq(x) cos'q7r —J_g(x)
q—n sin g

and is known as the Bessel function of the second kind of order n. This function is
unbounded at x = 0. In fact, it behaves like =™ near x = 0 for n > 0. In the case
n = 0, it looks like logarithm near the origin. Several Bessel functions of the second
kind are sketched in Figure 14.2.

Without proofs, we state here the basic properties of Bessel functions which we
have used in this book.

e Aswe can see in Figures 14.1, 14.2, each Bessel function has a countable number
of distinct positive roots pg, k =1,2,....
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Yo(@) v (a)

0 /;;;j;/// N e e i

Figure 14.2 Bessel functions of the second kind for n = 0,1, 2.

e Forany n > 0, the system of functions {\/z.J,, (pnr2)}72 ; is orthogonal on [0, 1]:

1
/xJn(unkx)Jn(,unjx)dx =0 forj#k
0

and
1 1
[P aye = 324 )
0
Here pin;, k = 1,2, ..., are again the positive roots of .J,,(z).

e Foranyn > 0,

d%c[x”,]n(x)} =a"Jp,-1(z) and %[af"(]n(m)] = —a " Jpi1(x).

In particular, we have - Jy(z) = —J (z).

Remark 14.1 In Examples 12.5, 13.8 and 13.9 we have met the so called parametric
form of the Bessel equation

(14.7) 22y 4y + M2 —n?)y =0
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with the boundary conditions
(14.8) y(0) finite, y(a) = 0.

If 11, are positive roots of J,, (), then problem (14.7), (14.8) is solvable for the values
2

A= A\pp = %, and the corresponding solutions are J,, (*2£x).
Notice that equation (14.7) can be written as

N/ n? _

which is (together with the boundary conditions) nothing else but the Sturm-Liouville
problem on (0, a) with p(z) = r(z) = z and ¢(x) = % Since ¢(x) is not defined and
p(x) vanishes at x = 0, this problem is a singular one. The Sturm-Liouville theory then
implies some of the above mentioned properties of Bessel functions, namely, that the
functions J,,(#2£2) form a complete orthogonal system on (0, a) with respect to the
weight function r(x) = .

More properties of Bessel functions can be found, e.g., in Abramowitz, Stegun [1].



Some Typical Problems Considered in This Book

Transport equation (Chapter 3)

Transport equation with decay (Chapter 3)

‘ut+cuI+Au:f‘

Wave equation

e Cauchy problem on R (Chapters 4, 9)

Uy = CUgy + f, TER, t>0,
u(z,0) = p(z), ur(r,0) = Y(x)

e initial boundary value problem in R (Chapters 7, 9)

Ut = gy + f,  x € (0,1), >0,
u(0,t) =u(l,t) =0,
U(J?,O) = (p(]}), ut(l‘,O) = ’(/)(Z‘)

e in higher dimension (Chapter 13)

upg = Au+ f inR?orR?, t >0,
’U’(w70) = @(x)7 ut(m70) = ¢($)

e initial boundary value problem in higher dimension (Chapter 13)

Uy =cAu+f inQ, t>0,
u(x,t) =0 on 0F2,
U($, 0) = (P(w), ut(wv O) = 1/’(33)

Diffusion equation

e Cauchy problem on R (Chapters 5, 9)

U = kuge + f, z€R, t>0,
u(z,0) = p(x)




236 Typical Problems

e initial boundary value problem in R (Chapters 7, 9)

ug = kg, + f, x€(0,1), t >0,
u(0,t) = u(l,t) =0,
u(z,0) = p(z)

e in higher dimension (Chapter 12)

w =kAu+ f inR?orR3, ¢ >0,
u(®,0) = ()

e initial boundary value problem in higher dimension (Chapter 12)

ur =kAu+f inQ, t>0,
,t)=0 on 09,

Laplace (Poisson) equation

e in R? or R3 (Chapters 6, 11)

Au=f inR?orR3

e boundary value problems (Chapters 8, 11)

Au=f inQ,
u=20 on 0f)




Notation

ODE ordinary differential equation
PDE partial differential equation
R, RY the set of real numbers, N-dimensional Euclidean p- 1
space
o0 boundary of the set 2 p-2
a-b scalar product of vectors a and b p-2
n(x) outer normal vector at the point x p.2
div ¢(x) (: V-¢= gfi +-+ 3 ad’N ) divergence of the vector function ¢ p. 3
2
ut( ) d)x( dz)autt(— dtz) ¢xm<:(37<§)7
partial derivatives p-5
grad u(x) = Vu (: (%’ ce %)) gradient of the scalar function u p. 6,22
Au(x) ( div (grad u) = g et gjg) Laplace operator p- 6
1 N
i imaginary unit p.- 10
0 o .
8_u (= gradu-n) derivative with respect to outer normal p. 12
Op =42, 02= 86—;, ... partial derivatives p. 15
C the set of complex numbers p. 16
C(C?, C3) the space of once (twice, three times) continuously dif-
ferentiable functions p- 42
erf (z) error function p. 60
plz—) = lim ¢(t), @e+)= lim o) p. 63
c> the set of all functions whose partial derivatives of any
order are also continuous p. 64

= — (9Es _ 0Ey OE, _ 0E3 9E», _ 0E,
rOtE(ivXEi(ay 0z ' Oz Oz ' Ox By))

rotation of the vector field £ p- 71



238 Notation
N the set of positive integers p- 87
L Laplace transform p. 123
£t inverse Laplace transform p- 123
F Fourier transform p. 129
F! inverse Fourier transform p- 130
Uk v convolution of functions v and v p. 125, 131
S Schwartz set str. 129
R space-time cylinder p- 145
L?(M) the space of all functions the second powers of

which are integrable on the set M p. 148

f@)=0(@1") the ratio %&) is bounded as t — 0 p. 151
B! transposed matrix to the matrix B p. 157
meas dB(0,a) measure (surface) of the ball B(0, a) p. 162
|Vul|? = |grad ul? :ui+u§+u3 p. 162
axb vector product of vectors a and b p. 176
A%y = A(Au) biharmonic operator p. 176

We keep the same notation for a function v when applying the transformation of
its independent variables, i.e., u = u(z,y) and v = u(r, ) for transformation from

Cartesian into polar coordinates etc.
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Index

balance domain, 2
balance law, 3
Bessel equation, 189, 229
Bessel function, 189, 231
boundary condition, 9
Dirichlet, 12, 85, 89
homogeneous, 13
mixed, 13
Neumann, 12, 91
Newton, 12
nonhomogeneous, 13
periodic, 116
Robin, 12, 93
boundary value problem, 12, 113
Dirichlet
homogeneous, 12
Sturm-Liouville, 98, 228
Brownian motion, 144
Burgers equation, 8

Cauchy problem, 37
for diffusion equation, 58
for wave equation, 41
Cauchy-Riemann conditions, 72
chaos, 144
characteristic cone, 204
characteristic coordinates, 27
characteristic equation, 116
characteristic lines, 23
characteristic surface, 204
characteristic triangle, 49, 139
characteristics, 23, 204
of wave equation, 41
circular membrane, 211
classical solution, 13
coefficient
diffusion, 6
Cole-Hopf transform, 8
compatibility condition, 13
condition
boundary, 9
Dirichlet, 12
homogeneous, 13
mixed, 13
Neumann, 12
Newton, 12
nonhomogeneous, 13
periodic, 116

Robin, 12
Cauchy-Riemann, 72
compatibility, 13
initial, 9, 13
cone

characteristic, 204

light, 204

solid, 204

conservation

of energy, 205

of mass, 7

of momentum, 7
conservation law

energy, 141

evolution, 3

heat, 7

mass, 38

stationary, 4
constant

diffusion, 57
constitutive law, 6
convection, 4, 6, 21
convective diffusion, 104
coordinate method, 25
coordinates

characteristic, 27

d’Alembert’s formula, 42, 45
damped string, 153
damped wave equation, 53
damping

external, 39
density, 6

mass, 2, 37

source, 2
differential operator

linear, 9
diffusion, 6

convective, 104

on half-line, 78
diffusion coefficient, 6
diffusion constant, 57
diffusion equation, 6, 10, 57, 178

with sources, 65
diffusion kernel, 61, 180
diffusion process, 6
Dirac distribution, 61

Dirichlet boundary condition, 12, 85, 89
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Index

Dirichlet principle, 162
distribution

Dirac, 61
divergence theorem, 3, 159, 205
domain

balance, 2

space-time, 2

of dependence, 49, 139

of influence, 48, 139
Duhamel’s principle, 52

eigenfunction, 98, 228
eigenvalue, 98, 228
electric charge, 72
electric potential, 72
electrostatic field, 72
electrostatic potential, 159
electrostatics, 71, 159
elliptic type, 14
energy
heat
internal, 7
internal, 57
specific, 6
kinetic, 141, 163, 205
potential, 142, 163, 205
total, 205
energy conservation law, 141
energy method, 147, 163

equation
Bessel, 189, 229
Burgers, 8

characteristic, 116

diffusion, 6, 10, 57, 178
with sources, 65

evolution, 9

Fisher’s, 8

heat, 7, 57

homogeneous, 9

kinetic, 38

Korteweg-deVries, 138

Laplace, 7, 10, 71, 113, 157

linear, 9

Maxwell, 71

nonhomogeneous, 10

nonlinear, 9

of disperse wave, 11

of vibrating beam, 10

partial differential, 1

Poisson, 7, 10, 71, 113, 157, 168

Schrodinger, 10
stationary, 9
telegraph, 8, 56
transport, 6, 10, 21
wave, 7, 37, 195
damped, 53
with interaction, 10
with sources, 49
with constant coefficients, 22
equilibrium state, 71
error function, 60
evolution conservation law, 3
evolution equation, 9
evolution process, 3
external damping, 39
external force, 39

Fick’s law, 6, 57
Fisher’s equation, 8
flow
heat, 7, 57
steady, 72
flow function, 1
flow parameter, 6
flow quantity, 1
flux
heat, 6,7
focusing effect, 199
force
external, 39
forced vibrations, 126
formula
d’Alembert’s, 42, 45
integral, 117
Kirchhoff’s, 196
Poisson, 117, 173
representation, 164
Fourier method, 84, 98, 113, 183
Fourier series, 117
Fourier transform, 123, 128
inverse, 130
Fourier’s law, 7, 57
function
Bessel, 189, 231
error, 60
flow, 1
Green’s, 61
harmonic, 71
radially symmetric, 75
holomorphic, 72



Index

source, 3, 61
state, 1
fundamental solution, 61, 180

Gauss complex plane, 72
Gaussian, 61

Gaussian transform, 130
general solution, 11

Green’s first identity, 160, 160
Green’s function, 61

Green'’s second identity, 164
Green’s theorem, 50, 140, 195
ground state, 163

harmonic function, 71
radially symmetric, 75
heat conductivity, 7, 58, 179
heat conservation law, 7
heat energy
internal, 7
heat equation, 7, 57
heat flow, 7, 57
on half-line, 78
heat flux, 6, 7
heat kernel, 61
heat transfer
lateral, 103
holomorphic function, 72

homogeneous boundary condition, 13

homogeneous equation, 9
Huygens’ principle, 199
hyperbolic type, 14

identity
Green'’s first, 160, 160
Green’s second, 164
ill-posed problem, 14, 144

initial boundary value problem, 13, 78

initial condition, 9, 13

initial displacement, 13, 41
initial value problem, 41
initial velocity, 13, 41

inner tension, 37

integral formula, 117

integral transform, 123
internal energy, 57

internal heat energy, 7

inverse Fourier transform, 130
inverse Laplace transform, 123
irreversible process, 144

isotropic, 73
Jacobi matrix, 73

kinetic energy, 141, 163, 205
kinetic equation, 38

Kirchhoff’s formula, 196
Korteweg-deVries equation, 138

Laplace equation, 7, 10, 71, 113, 157

Laplace transform, 123
inverse, 123
Laplacian, 73
lateral heat transfer, 103
law
balance, 3
conservation
energy, 141
evolution, 3
heat, 7
mass, 38
stationary, 4
constitutive, 6
Fick’s, 6, 57
Fourier’s, 7, 57
logistic, 8, 106
Newton’s of motion, 7, 38
left traveling wave, 21
light cone, 204
solid, 204
linear differential operator, 9
linear equation, 9
logistic law, 8, 106

mass conservation law, 38
mass density, 2, 37
material relations, 6
mathematical model, 1
mathematical modeling, 1
maximum principle, 145, 148
strong, 150, 162
Maxwell equations, 71
mean value property, 150, 161
membrane
circular, 211
rectangular, 208
method
coordinate, 25
energy, 147, 163
Fourier, 84, 98, 113, 183
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of characteristic coordinates, 27 reciprocity, 167
of characteristics, 22, 41 problem
of integral transforms, 123 boundary value, 12, 113
operator, 50, 51, 202 Dirichlet homogeneous, 12
reflection, 78, 84, 168, 171 Sturm-Liouville, 98, 228
mixed boundary condition, 13 Cauchy, 37
model ill-posed, 14, 144
convection, 6, 21 initial boundary value, 13, 78
traffic, 8 initial value, 41
Neumann, 164
Neumann boundary condition, 12, 91 overdetermined, 14
Neumann problem, 164 underdetermined, 14
Newton boundary condition, 12 unstable, 14
Newton’s law of motion, 7, 38 well-posed, 13
nonhomogeneous boundary condition, 13 process
nonhomogeneous equation, 10 diffusion, 6
nonlinear equation, 9 evolution, 3
nonlinear transport, 21 irreversible, 144
stationary, 7
operator propagator, 61
differential property
linear, 9 mean value, 150, 161
factorable, 53
reducible, 53 quantity
source, 52, 66, 202 flow, 1
operator method, 50, 51, 202 state, 1
order of equation, 9
overdetermined problem, 14 radial symmetry, 73, 75, 158
reciprocity principle, 167
parabolic type, 14 rectangular membrane, 208
parameter reflection method, 78, 84, 168, 171
flow, 6 relations
state, 6 material, 6
partial differential equation, 1 representation formula, 164
periodic boundary condition, 116 right traveling wave, 21
Poisson equation, 7, 10, 71, 113, 157, Robin boundary condition, 12, 93
168
Poisson formula, 117, 173 Schrodinger equation, 10
potential Schwartz space, 129
electric, 72 series
electrostatic, 159 Fourier, 117
velocity, 72 singular point, 43
potential energy, 142, 163, 205 singularity, 43
principle sink, 3
Dirichlet, 162 solid light cone, 204
Duhamel’s, 52 solution, 11
Huygens’, 199 classical, 13
maximum, 145, 148 fundamental, 61, 180
strong, 150, 162 general, 11

of causality, 48, 139, 205 source, 3
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source density, 2
source function, 3, 61
source operator, 52, 66, 202
space

Schwartz, 129
space-time balance domain, 2
space-time cylinder, 145
specific heat capacity, 57
specific internal energy, 6
speed

of wave propagation, 7, 39
spherical means, 197
stability

uniform, 147
standing waves, 43
state

equilibrium, 71

ground, 163

stationary, 4

steady, 71
state function, 1
state parameter, 6
state quantity, 1
stationary conservation law, 4
stationary equation, 9
stationary process, 7
stationary state, 4
steady flow, 72
steady state, 71
stiffness, 39
string, 37
string vibration, 37
strong maximum principle, 150, 162
Sturm-Liouville boundary value problem,

98, 228

surface

characteristic, 204

telegraph equation, 8, 56
temperature
thermodynamic, 57
theorem
divergence, 3, 159, 205
Green'’s, 50, 140, 195
Weierstrass, 150
thermal conductivity, 7, 58, 179
thermal diffusivity, 7, 58, 179
thermodynamic temperature, 57
time interval, 2
tone

fundamental, 88
higher, 88
traffic model, 8
transform
Cole-Hopf, 8
Fourier, 123, 128
inverse, 130
Gaussian, 130
integral, 123
Laplace, 123
inverse, 123
transport, 6
nonlinear, 21
with decay, 21
with diffusion, 58
transport equation, 6, 10, 21
type
elliptic, 14
hyperbolic, 14
parabolic, 14

underdetermined problem, 14

uniform stability, 147

uniqueness of solution, 146, 149

unstable problem, 14
velocity potential, 72

wave
left traveling, 21
on half-line, 80
right traveling, 21
wave equation, 7, 37, 195
damped, 53
with interaction, 10
with sources, 49
wave motion, 7
well-posed problem, 13





