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Foreword

In this very well-written book, my colleagues and friends Géry de Saxcé and
Claude Vallée present a general framework in which the laws of mechanics are
formulated, which govern equilibria and motions of material bodies in space. They
show that this framework is also convenient for the formulation of the laws of
thermodynamics which involve, besides the notions of mass, velocity and
acceleration already in use in mechanics, the notions of heat, entropy and
temperature. To allow the readers to fully appreciate the originality and the interest of
their work, I am going to briefly remind them of the evolution, from the 17th Century
up to our time, of the ideas of scientists about the physical space and time and about
material bodies’ motions.

According to Isaac Newton’s (1642–1727) ideas expressed in his famous book1,
physical time and space are two separate entities, both having an absolute character.
Physical time can be mathematically represented by a straight line, spreading to
infinity in both directions, endowed with a geometric structure which allows the
comparison of the lengths of two time intervals, even when they are separated by
several centuries of millenia. Consequently, the choice of a unit of time and an
arbitrary date as an origin establishes a one-to-one correspondence between elements
of the physical time and elements of the real line R. As for the physical space,
Newton identifies it with the three-dimensional space of Euclidean geometry; the
choice of a unit of length allows its identification with (in modern mathematical
language) a three-dimensional Euclidean affine space, in which we can measure
distances and angles, and apply all theorems of Euclid’s geometry. Each material
body occupies, during its existence, a certain position in space, which may depend on
time. It is at rest if the positions of all its material elements remain fixed along the
time, and in motion in the opposite case. Its motion is described by all the curves,

1 Isaac Newton, Philosophiae naturalis principia mathematica, 1687.
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drawn in the physical space and parametrized by the time, made by the successive
positions of each of its material elements.

Newton was well aware of the fact that the position and the motion of a material
body in the physical space are always appreciated relatively to the positions of other
physical bodies used to determine a reference frame. He formulated the fundamental
law of dynamics (which states that the acceleration of a punctual material body is
equal to the quotient by its mass of the force which acts on it) for the absolute motion
of a material body in the physical space. But immediately, he noticed that this
fundamental law remains valid for the relative motion of the material body with
respect to a reference frame whose absolute motion is a motion by translations at a
constant velocity.

Newton’s ideas about time, space and the mathematical description of motions of
material bodies were soon criticized, notably by Gottfried Wilhelm Leibniz (1646–
1716), who believed that the concept of an absolute space was useless, had no real
existence and that the laws governing material bodies’ motions should be formulated
in a way involving only the relative position of each body with respect to all the other
bodies. Unfortunately the mathematical concepts needed to translate Leibniz’ ideas
into a usable theory were not available at his time. Much later, Ernst Mach (1838–
1916)2, who thought that the inertia of a material body was due to the actions on it of
all other material bodies present in the universe, criticized Newton’s ideas about the
absolute character of space and time, as well as the principles of inertia and equality
of action and reaction. Mach’s ideas could not be incorporated into a usable theory
in mechanics, but they influenced Albert Einstein when he developed the theory of
general relativity.

In spite of these criticisms, Newton’s ideas about space, time and motion are,
essentially, still in use nowadays in classical mechanics. Of course, the progress of
astronomy has shown that nothing is at rest in the universe, leading many scientists to
become doubtful about the existence of an absolute space. But they found a way to
avoid the use of that concept: when Newton’s laws of dynamics can be applied to the
relative motions of material bodies with respect to some reference frame, that frame
was said to be inertial, or Galilean. It is then easy to show that when a given
reference frame R1 is inertial, another reference frame R2 is also inertial if and only
if it moves relatively with respect to R1 by translations at a constant velocity. Instead
of assuming the existence of an absolute space, it is enough to assume the existence
of one inertial reference frame, which implies the existence of an infinite number of
such frames, each in relative motion by translations at a constant velocity with

2 Ernst Mach, Die Mechanik in ihrer Entwicklung, Historisch-kritisch dargestellt, 1883. First
English translation by T. J. McCormack, under the title The Science of Mechanics, Chicago,
1893.
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respect to each other. Mechanicians became accustomed to only considering relative
motions of material bodies with respect to (preferentially approximately inertial)
reference frames, and to use concepts (such as velocity and kinetic energy) which
depend on the considered body and also on the reference frame with respect to which
its motion is studied. The use of fictitious forces (centrifugal and Coriolis’ forces)
even made possible the use of non-inertial frames and the study, for example, of the
relative motion of the Foucault’s pendulum with respect to the Earth’s reference
frame (discussed in Chapter 3). By preventing any interrogation about the
mathematical tools used to represent the physical space and time, the immoderate use
of reference frames seems to have delayed the discovery of the special theory of
relativity. I am going to recall the main steps of this discovery. Then, I will speak
about that of the general theory of relativity.

At the beginning of the decade 1860–1869, James Clerk Maxwell (1831–1879)
established the equations governing electromagnetic phenomena and introduced the
concept of field. According to these equations, perturbations of an electromagnetic
field propagate as waves at a finite velocity, which does not depend on the motion of
the source of the perturbations and is the same in all directions of propagation.
Observing that the numerical value of that velocity was close to that of light’s
velocity, Maxwell understood that light is an electromagnetic wave. In classical
kinematics, a phenomenon can propagate at the same velocity in all directions only
with respect to a particular reference frame. Physicists, who no more really believed
in Newton’s absolute space, then assumed the existence of a very subtle medium,
filling empty space and impregnating all material bodies, in which the propagation of
electromagnetic waves occurred. They called luminiferous ether that hypothetic
medium. They thought that it was in a reference frame with respect to which the
luminiferous ether is at rest that the relative velocity of light was the same in all
directions. Under this assumption, careful measurements of the velocity of light in
various directions, made at different dates at which the Earth’s velocity on its orbit
around the Sun takes different values, could detect the relative velocity of the Earth
with respect to the luminiferous ether. These measurements were made around 1887
by Albert Abraham Michelson (1852–1931) and Edward William Morley
(1838–1923). No perceptible velocity of the Earth with respect to the luminiferous
ether could be detected. No satisfying explanation of this result was found until 1905.

Albert Einstein (1879–1955) offered3, in 1905, a truly revolutionary explanation.
He clearly understood that light’s property to propagate at the same velocity in all
directions, whatever the reference frame with respect to which its relative velocity is
evaluated, is incompatible with the absolute character of the notion of simultaneity of

3 Albert Einstein, Zur Electrodynamic bewegter Körper, translated by M. Saha under the title
On the Electrodynamics of Moving Bodies, Calcutta, 1920.
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two events occurring at two different places in space. He proposed as a new principle,
called the Principle of Relativity, the fact that all inertial reference frames are
equivalent, for electromagnetic phenomena as well as for mechanical phenomena. He
proposed as a second principle the fact that the light propagates at the same velocity
in all directions, independently of the motion of its source and the inertial reference
frame with respect to which that velocity is evaluated. On these two founding
principles, giving up the absolute character of simultaneity of two events occurring at
different places, therefore the concept of an absolute time, he succeed in building a
coherent theory. The principle of relativity led him to give up the notions of absolute
rest and absolute motion, and he clearly saw that in his new theory the concept of
luminiferous ether was no more useful.

In the same year, Jules Henri Poincaré (1854–1912) published a Note in the
Comptes rendus de l’Académie and a much longer paper4 in which he introduced
“local times” at which an event occurs, depending on that event and on the frame in
which that event is perceived by an observer which, together with the three space
coordinates of the place at which that event occurs, make a system of four
coordinates of the event in space-time. He studied the transformation laws, which he
called Lorentz transformations in honor of Hendrik Anton Lorentz (1853–1928),
which give the four space-time coordinates of an event in some inertial reference
frame as functions of the four space-time coordinates of the same event in another
inertial reference frame. Lorentz transformations can also be seen as the
transformation laws which give the four space-time coordinates of an event in some
inertial reference frame as functions of the four space-time coordinates of another
event in the same inertial reference frame. Poincaré proved that the set of all Lorentz
transformations is a group and determined its invariants. He saw that the local times
of the same event seen by two different observers are different, since he determined
the formula which links these two local times. He also saw that Lorentz
transformations are in agreement with the fact that light propagates at the same
velocity in all directions, which does not depend on the reference frame with respect
to which that velocity is evaluated, since the light velocity appears as an invariant of
the group of all Lorentz transformations. But, he did not state as clearly as it was
stated by Einstein the fact that the concept of an absolute time should be discarded,
nor the fact that the concept of luminiferous ether is useless.

4 Henri Poincaré, La Mécanique nouvelle, the book brings together in a single volume the text
of a conference in Lille of the Association française pour l’avancement des sciences in 1909,
the note of 23 July 1905 entitled Sur la dynamique de l’électron, published by Rendiconti del
Circolo matematico di Palermo XXI (1906) and a note by the Académie des Sciences, of the
same title (15 June 1905, CXL, 1905, p. 1504); Gauthier-Villars, Paris, 1924; reprinted by
Éditions Jacques Gabay, Paris, 1989.
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Hermann Minkowski (1864–1909) precisely described, in 19085, the geometric
structure of space-time in the special theory of relativity, which today bears his name:
it is a four-dimensional affine space endowed with a pseudo-Euclidean scalar product
of signature (+,−,−,−). Lorentz transformations are linear automorphisms of the
associated pseudo-Euclidean vector space which leave invariant that scalar product.
Without giving its formal definition, Poincaré already considered this space-time and
studied its geometric properties in his papers published in 1905. For this reason the
group of affine transformations of the Minkowski space-time which preserve its
structure today is called Poincaré’s group.

As in classical mechanics, there exists in the theory of special relativity privileged
reference frames: the inertial frames. These reference frames are global: each of
them totally includes space and time. Einstein wanted to build a theory only using
local reference frames, none of them being privileged. He also noticed that the
special theory of relativity does not explain a disturbing fact: the equality of inertial
and gravitational masses. This equality implies (and is equivalent to) the identity of
nature between acceleration fields and gravitational fields: in a reference frame
suitably accelerated, it is possible either to annihilate, or to create a gravitational field
in a limited part of space-time. Einstein proposed to consider this fact as a principle,
and called it the equivalence principle. To account for this principle, he had the
brilliant idea of including gravitational fields into the geometric properties of
space-time. The mass–energy equivalence, which he discovered while developing the
special theory of relativity, led him to think that not only mass, but all forms of
energy (for example, electromagnetic energy) must contribute to the creation of a
gravitational field. With these ideas, he built a coherent mathematical theory, which
he called the general theory of relativity, and published it in four successive papers in
19156.

In the general theory of relativity, space-time is no longer an affine space, as it is
in classical mechanics and in the special theory of relativity: it is a four-dimensional
differential manifold endowed, once a unit of time (or, equivalently, of length) is
chosen, with a pseudo-Riemannian metric of signature (+,−,−,−). It is no longer a
frame with fixed geometric properties in which physical phenomena occur. In

5 H. Minkowski, Talk presented in Cologne on the 21th september 1908, published in the book
by H. A. Lorentz, A. Einstein and H. Minkowski Das Relativitätsprinzip; eine Sammlung von
Abhandlungen, B. G. Teubner, Leipzig, Berlin 1922. Analyzed in the book by René Dugas
Histoire de la Mécanique, Éditions du Griffon, Neuchâtel, 1950, reprinted by Éditions Jacques
Gabay, Paris, 1996, pp. 468–473.
6 Albert Einstein, Fundamental Ideas of the General Theory of Relativity and the Application
of this Theory in Astronomy, On the General Theory of Relativity, Explanation of the Perihelion
Motion of Mercury from the General Theory of Relativity, The Field Equations of Gravitation,
Preussische Akademie der Wissenschaften, Sitzungsberichte, 1915 part 1 p. 315, part 2
pp. 778–786, 799–801, 831–839, 844–847.
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Maxwell’s theory of electromagnetism, an electromagnetic field in which an
electrically charged particle is moving acts on the motion of that particle. Conversely,
the motion of that electrically charged particle creates an electromagnetic field,
therefore modifies the field in which its motion takes place, and acts on the motions
of other electrically charged particles. A similar reciprocity exists in the theory of
general relativity: the mass of a material body, and more generally any kind of
energy, is acted upon by the gravitational field (included in the geometry of
space-time) and that action affects its motion; conversely, that mass or energy
participates in the creation of the gravitational field, therefore acts on the geometry of
space-time. The notion of a straight line on which a particle moves at a constant
velocity is no longer valid in general relativity: the world line of a material particle
acted upon by gravitation only is a time-like geodesic of the Levi-Civita connection
associated with the pseudo-Riemannian metric of space-time. There is no perfectly
rigid body, nor instantaneous action of a body on another non-coincident body in
general relativity space-time. Actions at a distance only occur by fields, which
propagate at a velocity not exceeding the velocity of light, whose evolution must be
determined together with the motions of material bodies on which they act. It makes
rather cumbersome the practical use of general relativity theory, which explains why
classical, non-relativistic mechanics keeps its usefulness when the mechanical
phenomena under consideration only involve material bodies each of whose relative
velocity with respect to the other bodies is very small compared to the velocity of
light.

The great French geometer Élie Cartan (1869–1951) very soon understood that
the mathematical tools and the ideas of general relativity, especially the concept of
space-time, could be used advantageously in classical mechanics. In a two-part paper
published in 1923 and 19247, he introduced and investigated the notion of an affine
connection on a differential manifold and explained how that notion could be used to
include gravitational forces in the geometry of space-time in the framework of
classical mechanics. The notion of an affine connection has its sources in the works
of Tullio Levi-Civita (1873–1941), Hermann Weyl (1885–1955) and Élie Cartan
himself. It was generalized and made clearer by Charles Ehresmann (1905–1979). A
smooth path in a differential manifold being given, an affine connection allows us to
define the parallel transport of an affine frame of the tangent space at a point of that
path toward the tangent spaces at all other points of the path. It offers, therefore, a
way to identify all the spaces tangent at various points of the path to a single affine
space, which can be used as a local model of the manifold in a neighborhood of the
path. From 1929 until 1932, Élie Cartan had a regular correspondence with Albert

7 Élie Cartan, Les variétés à connexion affine et la théorie de la relativité généralisée, I et II,
Ann. Ec. Norm. 40, 1923, pp. 325–342 and 41, 1924, pp. 1–25. Ces articles se trouvent aussi
dans ses æuvres complètes, partie III 1, pp. 659–746 and 799–823. Éditions du CNRS, Paris,
1984.
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Einstein8 about the concept of parallel transport, which the latter wanted to use in a
new theory in which electromagnetic fields would be included in the geometry of
space-time in a way similar to that in which he included gravitational fields in that
geometry.

In the four-dimensional space-time of classical mechanics considered by Élie
Cartan, the time keeps an absolute character: to each element (called “event”) in
space-time corresponds a well-defined element of the time, the instant when that
event occurs. The set at all events which occur at a given instant is a
three-dimensional submanifold of space-time, called the space at that instant. By
assuming that the space at each given instant is (once chosen an unit of length) an
affine Euclidean three-dimensional space, we make valid the notion of a perfectly
rigid solid body and usable all the theorems of Euclid’s geometry, exactly as they are
in usual classical mechanics. Instantaneous actions at a distance can also be
considered in that space-time, which for these reasons is better suited for the
treatment of problems usually encountered in classical mechanics than the special or
the general theories of relativity. A reference frame in that space-time is determined
by a three-dimensional body R (which may be material or conceptual, as for example
the set of three straight lines which join the Sun’s center to three distant stars) which
remains approximately rigid during some time interval I . For each pair (t1, t2) of
instants in I , there exists a unique isometry of the space at t1 onto the space at t2
which maps the position of the body R at t1 onto its position at t2. By using these
isometries to identify between themselves all these affine Euclidean spaces, we
obtain an “abstract” three-dimensional affine Euclidean space in which the body R is
at rest. The part of space-time made by all events which occur at an instant in I can,
therefore, be identified with the product of that abstract three-dimensional Euclidean
space with the time interval I . To study the relative motion of a mechanical system
with respect to the reference frame determined by the body R amounts to use that
identification. The reference frame determined by the body R is inertial if, with that
identification, the motion of a material point which is not submitted to any force
occurs on a straight line at a constant velocity. This is the principle of inertia
discovered by Galileo Galilei (1564–1642), later included by Newton in his
fundamental laws of mechanics.

With the exception of Jean-Marie Souriau and his coworkers, not many scientists
working in classical mechanics granted much interest to the ideas of Élie Cartan
about the use of space-time in their field of research. However, inconsistencies
appearing in some formulations of constitutive laws governing large deformations of
material bodies, Walter Noll (born in 1925) formulated his principle of material
objectivity, which he renamed later, in agreement with his former scientific advisor
Clifford Ambrose Truesdell (1919–2000) principle of material frame indifference.

8 Élie Cartan and Albert Einstein, Letters on absolute parallelism 1929–1932, Princeton
University Press and Académie Royale de Belgique, Princeton, 1979.
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On the webpage at Carnegie Mellon University presenting his recent, still9

unpublished works, he gives the following formulation of this principle, which
applies to any physical system: the constitutive laws governing the internal
interactions between the parts of the system should not depend on whatever external
frame of reference is used to describe them. He then indicates several examples of
application of this principle and writes: “It is possible to make the principle of
material frame indifference vacuously satisfied by using an intrinsic mathematical
frame-work that does not use a frame-space at all when describing the internal
interactions of a physical system. The use of space-time, even in classical mechanics,
is in my opinion a very good way to put this idea into practice. It is the approach used
in this book by my colleague and friend Géry de Saxcé.

Charles-Michel MARLE
November 2015

9 http://www.math.cmu.edu/wn0g/



Introduction

General Relativity is not solely
a theory of gravitation which is reduced to the

prediction of tiny effects such as bending of light
or corrections to Mercurys orbital precession

but may be above all it is a consistent framework
for mechanics and physics of continua...

I.1. A geometrical viewpoint

“Aγεωμετρητoς μηδεις εισιτω” (“Let none but geometers enter here”).
According to the tradition, this phrase was inscribed above the entrance to Plato’s
academy. Because of the simplicity and beauty of its concepts, geometry was
considered by Plato as essential preamble in training to acquire rigor. It is in this
spirit that this book was written, setting the geometrical methods into the heart of the
mechanics. This is precisely the philosophy of general relativity that is adopted here
but restricted to the Galilean frame to describe phenomena for which the velocity of
the light is so huge as it may be considered as infinite. This general point of view
does not prevent allowing us occasionally short incursions into standard general
relativity.

Mechanics is an experimental and theoretical science. Both of these aspects are
indispensable. Even if this book is devoted to the modeling, we have to keep in mind
that a mechanical theory makes sense only if its predictions agree with the
experimental observations. Among the physical sciences, mechanics is certainly the
oldest one and, precisely for this reason, it is the most mathematical one. It might
also be said it is the most physical science among the mathematical ones. At the
hinge between physics and mathematics, this book presents a new mathematical
frame for continuum mechanics. In this sense, it may be considered as a part of
applied mathematics but it also turns out to be what J.-J. Moreau called “Applied
Mechanics to the Mathematics” in the sense that we revisit some pages of
mathematics.
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But why is mathematics needed to do mechanics? Of course, it is possible to do
mechanics “with the hands” but mathematics is a language allowing us to describe the
reality in a more accurate way. As J.-M. Souriau says in the “Grammaire de la Nature”
[SOU 07]: “Les chaussures sont un outil pour marcher; les mathématiques, un outil
pour penser. On peut marcher sans chaussures, mais on va moins loin” (“The shoes
are a tool to walk; the mathematics, a tool to think. One can walk without shoes, but
one goes less far”).

I.2. Overview

Our aim is to present a unified approach of continuum mechanics not only for
undergraduate, postgraduate and PhD students, but also for researchers and
colleagues, without, however, being exhaustive. The sound ideas structuring
mechanics are systematically emphasized and many topics are skimmed over,
referring to technical works for more detailed developments. The presentation is
progressive, inductive and bottom-up, from the basic subjects, at the Bachelor and
Master degree levels, up to the most advanced topics and open questions, at the PhD
degree level. Each degree level corresponds to part of the book, the latter providing a
canvas for revisting the former two parts in which special comments and
cross-references to the third part are indicated as “comments for experts”. Useful
mathematical definitions are recalled in the final chapter of each part.

I.2.1. Part 1: particles and rigid bodies

Except for Chapter 6, the first part corresponds to subjects taught at Bachelor
degree level, needing only elementary mathematical tools of linear algebra,
differential and integral calculus recalled in Chapter 7 at the end of the first part.

Chapter 1 is devoted to the modeling of the space-time of 4 dimensions and the
principle of Galilean relativity. It is essential and must not be skipped. The Galilean
transformations are coordinate changes preserving uniform straight motion, durations,
distances and angles, and oriented volumes. The statements of the physical laws are
postulated to be the same in all the coordinate systems deduced from each other by a
Galilean transformation. This principle will be an Ariadne’s thread all the way through
this book.

The method used in the following four chapters is founded on a key object called a
torsor which will be given for the continuous media of 1 and 5 dimensions. Chapter 2
deals with the statics of bodies. Introducing the force torsor, an object equipped with
a force and a moment, we deduce the transport law of the moment in a natural way.
Usual tools to study the equilibrium are the free body diagram, internal and external
forces.
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Chapter 3 is devoted to the dynamics of particles and gravitation. Tackling the
dynamics is simply a matter of recovering an extra dimension, the time, leading to
the dynamical torsor. The boost method reveals its components, the mass, the linear
momentum, the passage and the angular momentum. After representing the rigid
motions due to the Galilean coordinate systems, we model the Galilean gravitation,
an object with two components, gravity and spinning, and we deduce the equation of
motion. We state Newton’s law of gravitation and solve the 2-body problem. We
define the minimal properties expected from the other forces. As for application, we
discuss Foucault’s pendulum and model rocket thrust.

Chapter 4 applies the concepts of Chapter 2 to arches, slender bodies which, if
they are seen from a long way off, can be considered as geometrically reduced to
their mean line. Generalizing the methods developed previously, we obtain the local
equilibrium equations of the arches and, using a frame moving along this line, a
generalized corotational form of these equations. The concepts are illustrated by
applications, a helical coil spring, a suspension bridge, a drilling riser and a
cantilever beam.

Chapter 5 extends the tools developed in the previous chapters to study the
dynamics of rigid bodies. The Lagrangian or material description is opposed to the
Eulerian or spatial one. The body motion can be characterized by the co-torsor, an
object equipped with a velocity and a spin. After introducing the mass-center, we
construct the dynamical torsor and the kinetic energy of a body as extensive
quantities. Next, we generalize the equation of motion to study the motion of the
body around it. As for application, we present Poinsot’s geometrical construction for
free bodies and we deduce three integrals of the motion for a body with a contact
point, i.e. Lagrange’s top.

Chapter 6 is devoted to the calculus of variation which allows us to deduce from
the minimum of a function, called the action, the equations of motion in a more
abstract way than in Chapter 3. The principle of least action has over all a mnemonic
value which allows deducing these laws in a consistent and systematic way. Such a
principle presupposes that the Galilean gravitation is generated by a set of 4
potentials, not unique but defined modulo an arbitrary gauge function. We also
introduce the Hamiltonian formalism and the canonical equations.

I.2.2. Part 2: continuous media

The second part corresponds to subjects taught at Master degree level, requiring
more advanced mathematical tools of linear algebra and analysis such as partial
derivative equations and tensorial calculus. In particular, if you are not familiar with
the affine tensors which is of outstanding importance all throughuot the part, this
would be a good time to consult Chapter 14 before tackling the present part.
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Chapter 8 lays the foundations of the statics of continuous media of 3 dimensions
by making our first move in the tensorial calculus and elasticity. Modeling the
internal forces leads to the concept of the stress tensor based on Cauchy’s tetrahedron
theorem and obeying local equilibrium equations. Next, we generalize the concept of
the torsor to a continuum. Usual three-dimensional (3D) bodies of which the
behavior is represented by a stress torsor are called Cauchy’s continua.

Chapter 9 tackles the elasticity and elementary theory of beams. To describe the
kinematics of elastic bodies, we introduce the displacement vector and the strain
tensor obeying Saint–Venant compatibility conditions. Next, we state Hooke’s law
for 3D bodies and study in particular the structure of the elasticity tensor for isotropic
materials. The elastic beams are analyzed, merging displacement and stress methods
and introducing the concept of transversely rigid body.

Chapter 10 is devoted to the dynamics of continuous media of 3 dimensions.
After modeling their motion, we shed a new light on the equations of motion of
particles and rigid bodies introduced in Chapters 3 and 5 due to the covariant
derivative and the affine tensor calculus. Next, we introduce the stress-mass tensor,
reveal its structure and show that it is governed by Euler’s equations of motion, the
cornerstone of elementary mechanics of fluids. Finally, we lay the foundations of
constitutive equations with illustrations to hyperelastic materials and barotropic
fluids.

Chapter 11 allows us to model all the intermediate continua between the particle
trajectory of 1 dimension and the bulky body of 3 dimensions. Although general
balance equations are proposed for continua of arbitrary dimensions perceived as
Cosserat media, we focus our attention on the dynamics of one-dimensional (1D)
material bodies (arch if solid, flow in a pipe or jet if fluid).

Chapter 12 returns to the variational methods introduced in Chapter 6, proposing
an action principle for the dynamics of continua. In order to recover the balance
equations, we use a special form of the calculus of variation consisting of performing
variations not only on the value of the field but also on the variable.

Chapter 13 is devoted to the thermodynamics of reversible and dissipative
continua. The cornerstone idea is to add to the space-time an extra dimension linked,
roughly speaking, to the energy. The status of the temperature is a vector. The
cornerstone tensors are its gradient called friction and the corresponding momentum
tensor. For reversible processes, introducing Planck’s potential reveals its structure
and allows us to deduce classical potentials, internal energy, free energy and the
specific entropy. The modeling of the dissipative continua is based on an additive
decomposition of the momentum tensor into reversible and irreversible parts. The
first principle of thermodynamics claims that it is covariant divergence free. The
second principle is based on a tensorial expression of the local production of entropy.
The constitutive laws are briefly discussed in the context of thermodynamics and
illustrated by Navier–Stokes equations.
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I.2.3. Part 3: advanced topics

The third part is devoted to research topics. The readers are asked whether they
know the classical tools of differential geometry, some of them being recalled in
Chapter 18.

In Chapter 15, the tangent space to a manifold is equipped with a differential affine
structure by enhancing the concept of chart, due to a set of one parameter smooth
families of charts, called a film library. In particular, we show how the fields of points
of the affine tangent space can be viewed as differential operators on the scalar fields.
So, we recover the concept of particle derivative, usual in the mechanics of continua.

In Chapter 16, the affine structure is enriched by Galilean, Bargmannian and
Poincarean structures allowing us to derive the equation of motion in a covariant
form compatible with the classical mechanics. Besides the torsors widely used in the
former two parts, we introduce a new affine tensor relevant for mechanics called
momentum tensor. We determine the most general transformation law of Galilean
momenta. We deduce the Galilean coordinate systems from the study of the
corresponding G-structure and we calculate the Galilean curvature tensor. The end of
the chapter is devoted to torsor and momentum affine tensors for Bargmanian and
Poincarean structures and to the underlined geometric structure of Lie group
statistical mechanics.

In Chapter 17, the affine mechanics is discussed with respect to the symplectic
structure on the manifold. In the framework of the coadjoint orbit method, the main
concepts are the symplectic action of a group and the momentum map, allowing us to
give a modern version of Noether’s theorem. Bargmann’s group, introduced in Chapter
13 by heuristic arguments, is now constructed as a link to the symplectic cohomology.
Finally, we construct a symplectic form based on the factorization of the connection
1-form and the differential of the momentum tensor.

I.3. Historical background and key concepts

Before starting, let us give some words to briefly explain the key concepts
underlying the structure of the book. The present section is addressed to experts and
can be bypassed, in an initial reading, by undergraduate and postgraduate students.

General relativity is not solely a theory of gravitation which is reduced to the
prediction of tiny effects such as bending of light and corrections to mercury’s orbital
precession but – maybe above all – it is a consistent framework for mechanics and
physics of continua. It is organized around some key-ideas:

– the space-time, equipped with a metrics which makes it a Riemannian manifold;

– a symmetry group, Poincaré’s one;
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– associated with this group, a connection which is identified to the gravitation and
of which the potentials are the 10 components of the metrics;

– a stress-energy tensor, representing the matter and divergence free;

– its identification to a tensor linked to the curvature of the manifold provides the
equations allowing us to determine the 10 potentials.

More details can be found in Souriau’s book “Géométrie et relativité” [SOU 08]
or in the survey “Gravitation” by Misner, Thorne and Wheeler [MIS 73].

Is this scheme transposable to classical mechanics? The idea is not new and
many researchers tried their hand at doing it, among them, for instance Souriau
[SOU 07, SOU 97], Küntzle [KUN 72], Duval and Horváthy [DUV 85, DUV 91].
Let us draft the rough outline of this approach:

– working in the space-time but with another symmetry group, Galileo’s one;

– it preserves no metrics, then tensorial indices may be neither lowered
nor raised;

– the associated connection, structured into gravity and spinning, leads to a
covariant form of the equation of motion and derives from 4 potential;

– Galileo’s and Poincaré’s groups are both subgroups of the affine group, from
which follows the idea of identifying the common elements of classical and relativistic
theories: affine mechanics [SOU 97];

– it hinges on torsor, a divergence free skew-symmetric 2-contravariant affine
tensor [DES 03].

The moment of a force, due to Archimedes, is a fundamental concept of
mechanical science. Its modeling by means of standard mathematical tools is well
known. In the modern literature, it sometimes appears under the axiomatic form of
the concept of a torsor [PER 53], an object composed of a vector and a moment,
endowed with the property of equiprojectivity and obeying a specific transport law.
Although the latter invokes a translation of the origin, very little interest has been
taken in wondering about the affine nature of this object. These elementary notions
can be presented with a minimal background of vector calculus. At a higher
mathematical level, another, no-lesser overlooked keystone of the mechanics is the
concept of a continuous medium, especially organized around the tensorial calculus
which arises from Cauchy’s works about the stresses [CAU 23, CAU 27]. The
general rules of this calculus were introduced by Ricci-Curbastro and Levi-Civita
[RIC 01]. They are concerned by the tensors that we will call “linear tensors” insofar
as their components are modified by means of linear frame changes, then of regular
linear transformations, elements of the linear group. The use of moving frames
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allows determining these objects in a covariant way due to a connection, known by
its Christoffel’s symbols.

It was É. Cartan who pointed out the fact that the linear moving frames could be
replaced by affine moving frames, introducing so the affine connections [CAR 23],
[CAR 24]. His successors only remember the concepts of principal bundle and
connection associated with some groups: the linear group, the affine group, the
projective group and so on. It is the application to the orthogonal group which above
all will hold the attention on account of the Riemannian geometry and the Euclidean
tensors. The interest that Cartan originally took in the connections of the affine group
became of secondary importance. Perhaps only the name of “affine connection”
remains, while oddly used for any group, even if it is not affine. Certainly, we can
find in the continuous medium approach a unifying tool of the mechanics, even if the
dynamics of the material particles and the rigid bodies remain on the fringe and if the
torsor – so essential to the mechanics – seems to escape from any attempt of getting
it into the mold of the tensorial calculus. The contemporaries will instead find
responses to this concern of unifying and structuring the mechanics in the method of
virtual powers or works, initiated by Lagrange, and the variational techniques
[SAL 00]. Without denying the power of these tools, their abstract character and the
traps of the calculus of variations must not be underestimated yet.

More recently, Souriau proposed revisiting mechanics emphasizing its affine
nature [SOU 97]. It is this viewpoint that we will adopt here, starting from a
generalization of the concept of torsor under the form of an affine object
[DES 03, DES 11]. It allows structuring the mechanics due to a unique principle
which, by declining it for each kind of continuous medium, provides the classical
equations of the statics and dynamics. Our starting point is closely related to
Souriau’s approach on the ground of two key ideas: a new definition of torsors and
the crucial part played by the affine group of Rn. This group forwards on a manifold
an intentionally poor geometrical structure. Indeed, this choice is guided by the fact
that it contains both Galileo and Poincaré groups [SOU 97], which allows involving
the Galilean and relativistic mechanics at one go. This viewpoint implies that we do
not use the trick of the Riemannian structure. In particular, the linear tangent space
cannot be identified to its dual one and tensorial indices may be neither lowered nor
raised.

A class of tensors corresponds to each group. The components of these tensors
are transformed according to the action of the considered group. The standard tensors
discussed in the literature are those of the linear group of Rn. We will call them
linear tensors. A fruitful standpoint consists of considering the class of the affine
tensors, corresponding to the affine group [DES 03, DES 11]. To each group is
associated a family of connections allowing us to define covariant derivatives for the
corresponding classes of tensors. The connections of the linear group are known
through Christoffel’s coefficients. They represent, as usual, infinitesimal motions of
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the local basis. From a physical viewpoint, these coefficients are force fields such as
gravity and Coriolis’ force. To construct the connection of the affine group, we need
Christoffel’s coefficients arising from the linear group and additional ones describing
infinitesimal motions of the origin of the affine space associated with the linear
tangent space. On this basis, we construct the affine covariant divergence of torsors.

The concept of a torsor was successfully applied to the dynamics of 3D bodies
and shells [DES 03] and to the dynamics of material particles and rigid bodies
[DES 11]. We claim that the torsor field representing the behavior of these continua
is affine divergence free, which allows recovering the equations of motion. The
structure of mechanics is revealed by the analysis of a unique object, the torsor,
perceived as an affine tensor and which can be given with respect to the surrounding
space, the submanifold and the symmetry group. Although the affine geometry could
appear as a poverty-stricken mathematical frame, we think it is sufficient to describe
the fundamental tools of the continuum mechanics.

To conclude with this quick survey, let us point out that, as well as the torsors,
there are two other types of affine tensors useful for mechanics. The co-torsors, in
duality with the torsors, lead to revisit the notion of kinetic torsor of a rigid body
and could be a new starting point to develop Lagrange’s virtual power method. On
the other hand, the momentum tensors, in duality with the affine connections, lead
to a factorization of the symplectic form and to revisiting Kirillov–Kostant–Souriau’s
theorem [SUO 70, SOU97].



PART 1

Particles and Rigid Bodies





1

Galileo’s Principle of Relativity

1.1. Events and space–time

DEFINITION 1.1.– An event X is just an occurrence at a specific moment and at a
specific place. The space-time (or universe) is the set U of all the events.

Lightning striking a tree, a crash, the battle of Fontenoy, a birthday, the reception
of an e-mail by a computer are some examples of events. Most events are relatively
blurred, without either beginning or end or precisely defined localization. The events
which, within the limits imposed by our measuring instruments, seem instantaneous
and pointwise are called punctual events. In the following, when talking about events,
readers are referred only to punctual events.

DEFINITION 1.2.– A particle is an object appearing as a pointwise phenomenon
endowed with some time persistence.

We can see it as a sequence of events. A trace can be kept, for instance, due to a
film consisting of frames recorded by a camera. Of course, this kind of observation
has a discontinuous feature. If a high-speed camera is used, the observed events are
closer. If we imagine that the time resolution can be arbitrarily reduced, a continuous
sequence of events is obtained.

DEFINITION 1.3.– A trajectory is the continuous sequence of events revealing the
persistence of a particle and represented by a continuous map t �→ X(t).

1.2. Event coordinates

1.2.1. When?

The clock is an instrument allowing us to measure the durations.

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
© ISTE Ltd 2016. Published by ISTE Ltd and John Wiley & Sons, Inc.
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DEFINITION 1.4.– By the choice of a reference event X0 to which the time t0 = 0
is assigned, an observer can assign to any event X a number t called the date, equal
to the duration between X0 and X, if X succeeds to X0, and to its opposite, if X
precedes X0.

Conversely, the duration elapsed between two events X1 and X2 is calculated as
the date difference Δt = t2 − t1. We assume that all the clocks are synchronized, i.e.
they measure the same duration between any events:

Δt = Δt′. [1.1]

This means each clock measures the durations with the same unit (for instance, the
second). This also entails that if a clock assigns a date t′ to some event, the other one
assigns to the same event a date t = t′ + τ0 where τ0 depends only on both clocks.

DEFINITION 1.5.– Two events are simultaneous if, measured with the same clock,
their dates are identical.

Clearly, if two events are simultaneous for a clock, it is so for any other one.

1.2.2. Where?

The most common measuring instrument for a distance is the graduated ruler. Of
course, there exist less accurate instruments (the land-surveyor’s string or measuring
tape), while others are much more accurate (especially due to the lasers) but, for the
simplicity of the presentation, the readers are only referred to the rulers as distance
measuring instruments.

Whatever, we have just to know that the ruler allows us to measure the distance
Δs between two simultaneous events X1 and X2. We assume that all the rulers are
standardized in the sense that they measure the same distance between events:

Δs = Δs′. [1.2]

This means each ruler measures the distances with the same unit (for instance, the
meter). Let us have a break now to explain the meaning of the simultaneity between
events. When they fit the ruler graduations, the observer is informed by light signals.
The essential point is – as mentioned before – these signals arrive at the observer with
an infinite velocity, and then instantaneously.

As we assigned to each event a date, we would like to assign it a position.
Without entering into the details of the measurement method, which is not useful to
our discussion, let us say only that – in addition to the rulers – instruments are
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required to measure the angles, for instance set squares and protractors. We admit
that the measurement method allows an observer to assign to any event X three
coordinates x1, x2, x3. The column vector gathering them:

x =

⎛⎝x1

x2

x3

⎞⎠ ,

is called position of X.

DEFINITION 1.6.– To each event X, an observer can assign a time t – in the sense
prescribed by definition 1.4 – and a column x ∈ R3, called the position, by the choice
of a reference event X0 with position x0 = 0 and in such a way that for any distinct
but simultaneous events X1, X2 and X3 of respective positions x1, x2 and x3:

– if Δx = x2 − x1, we can calculate the distance between the first two by:

Δs =‖ Δx ‖ ;

– and the angle θ between the segments Δx and Δ′x = x3 − x1 by:

cos θ = Δx ·Δ′x / ‖ Δx ‖ ‖ Δ′x ‖ .

In short, any observer has available instruments measuring durations, distances
and angles. This allows him or her to assign to each event X a date t and a position x.
In the following, we adopt the following convention:

CONVENTION 1.1.– Coordinate labels:

– Latin indices i, j, k and so on run over the special coordinate labels, usually,
1, 2, 3 or x, y, z.

– Greek indices α, β, γ and so on run over the four space-time coordinate labels
0, 1, 2, 3 or t, x, y, z.

DEFINITION 1.7.– To each event X, a column X ∈ R4:

X =

(
t
x

)
=

⎛⎜⎜⎝
t
x1

x2

x3

⎞⎟⎟⎠ ,

is assigned by an observer. Their components X0 = t, Xi = xi are called
coordinates of the event. The assignment is one-to-one. Each observer creates her or
his own coordinate system.
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Hence, an observer can record the trajectory of a particle t �→ X(t) due to an
assignment t �→ X(t) in her or his own coordinate system.

Additionally, the length and angle measures allow us to calculate the areas and
volumes, at least for simple geometrical objects.

DEFINITION 1.8.– The positions being determined by an observer for simultaneous
events:

– the positions of three of its vertices being x1, x2, x3, the area of a parallelogram
is calculated by:

S =‖ Δx×Δ′x ‖,

with Δx = x2 − x1 and Δ′x = x3 − x1;

– three adjoining faces of it being defined by four of its vertices x1, x2, x3, x4, the
oriented volume of a parallelepiped is calculated by:

V = (Δx×Δ′x) ·Δ′′x,

with Δ′′x = x4 − x1.

1.3. Galilean transformations

1.3.1. Uniform straight motion

Newton’s first law claims the velocity of a particle or a body remains constant
unless the body is acted upon by an external force. This assumes we know what a
force is, at least intuitively. We prefer to take it as starting point to define the forces.

DEFINITION 1.9.– A force is a phenomenon modifying the velocity of a particle.
Hence, a free particle force moves in a straight line at uniform velocity. This is the
uniform straight motion (USM). If the velocity is null, the particle is said to be at rest
in the considered coordinate system.

The problem is that gravity is a large-scale force affecting all matter equally, so
there are no completely free particles, even in deep space. On the Earth, experiences of
USM can be carried out only in reduced regions of the space-time, for instance during
a small enough duration or with objects moving without friction on a horizontal plane.
The motion of a free particle is given by:

x = x0 + v t,



Galileo’s Principle of Relativity 7

where the initial position x0 ∈ R3 at t = 0 and the uniform velocity v ∈ R3 are
constant. The event “the particle is passing through x0 at t = 0” is represented in the
considered coordinate system by:

X0 =

(
0
x0

)
.

Introducing the 4-column:

U =

(
1
v

)
,

the event “the particle is in x at t” is represented by:

X = X0 + Ut. [1.3]

DEFINITION 1.10.– With respect to a given family of coordinate systems, a
characteristic of an object or a quantity is invariant if its representation in all the
systems of the family is identical. We also talk about the invariance of the
characteristic or the quantity and say that the coordinates changes of the family
preserve the considered characteristic or quantity.

For instance, let us consider the family of the coordinate systems of observers for
which the motion of the same particle is straight and uniform. We would like to ask
the following question: what are the coordinate changes X ′ �→ X of this family?

THEOREM 1.1.– The coordinate changes preserving:

– the USMs;

– the durations;

– the distances and angles;

– the oriented volumes;

are regular affine maps of the following form:

X = PX ′ + C, C =

(
τ0
k

)
, P =

(
1 0
u R

)
, [1.4]

where τ0 ∈ R, k ∈ R3, u ∈ R3 and R ∈ SO(3) (see Comment 1, section 1.4).

PROOF.– Parametrization [1.3] of the trajectory being affine, the coordinate change
in R4 preserves straight lines and the middle of segments. As a parallelogram is a
quadrilateral whose the diagonals meet in their middle, the coordinate change
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preserves parallelograms and, reasoning by recurrence, parallelepipeds and
parallelotopes. So, the coordinate change is affine:

X = PX ′ + C, [1.5]

where C ∈ R4 and the 4× 4 matrix P are constant. As the coordinate systems define
one-to-one assignments from X into the event X, the coordinate change is also one-
to-one. Considering the difference of the columns representing two events X1 and X2

in the considered coordinate systems:

ΔX = X2 −X1 =

(
Δ t
Δx

)
, ΔX ′ = X ′

2 −X ′
1 =

(
Δ t′

Δx′

)
,

we obtain a linear relation:

ΔX = P ΔX ′. [1.6]

Next, we put:

C =

(
τ0
k

)
, P =

(
α wT

u F

)
,

where α, τ0 ∈ R, u,w, k ∈ R3 and F is a 3× 3 matrix. Hence, [1.6] gives:

Δ t = αΔ t′ + wTΔx′.

Identifying it with condition [1.1] ensuring the invariance of the duration gives:

α = 1, w = 0.

Hence, we have:

P =

(
1 0
u F

)
. [1.7]

As P is regular, F must be so. Hence, [1.6] gives for simultaneous events:

Δx = F Δx′ .

Invariance [1.2] of the distance reads:

(Δx′)T FT F Δx′ = (Δx′)T Δx.
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The column Δx′ being arbitrary, we obtain:

FT F = 1R3 .

The matrix F is orthogonal. Taking into account that oriented volumes [1.8] are
transformed as:

V ′ = det(F )V,

their invariance entails that F is a rotation that we denote by R afterward. As
det(P ) = det(R) = 1, P is regular and so is the affine map X ′ �→ X . �

DEFINITION 1.11.– The coordinate changes [1.4] are called Galilean transformations.
Any of them can be obtained composing elementary ones from amongst:

– clock change τ0 (with k = u = 0, R = 1R3 ): t = t′ + τ0, x = x′;

– spatial translation k: t = t′, x = x′ + k;

– rotation R: t = t′, x = R x′;

– Galilean boost or velocity of transport u: t = t′, x = x′ + ut.

A general Galilean transformation reads:

x = Rx′ + u t′ + k, t = t′ + τ0, [1.8]

or in matrix form:

C =

(
τ0
k

)
, P =

(
1 0
u R

)
, [1.9]

1.3.2. Principle of relativity

If a particle is in USM for an observer, it is a also so for any other observer.
Hence, all the coordinate systems in the sense defined by definition 1.6 are
equivalent, including the ones in which the particle is at rest. In other words, we
admit in particular the equivalence between the motion and rest. Galileo Galilei
proposed in his famous ”Dialogue concerning the two chief world systems” (1632)
this point of view according to which the observations of physical phenomena do not
allow us to know whether we are in motion or at rest, provided that the motion is
straight and uniform. Galileo’s principle of relativity turns this from a negative to a
positive statement:

PRINCIPLE 1.1.– The statement of the physical laws of the classical mechanics is the
same in all the coordinate systems in the sense of definition 1.6.
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For the moment, this principle is formulated in rather general words but we will
soon make it clearer in applications. By classical mechanics, let us recall that we
consider phenomena for which the velocity of the light is so huge that it may be
considered as infinite.

1.3.3. Space–time structure and velocity addition

Up to now, the space-time was a set of which the elements – the events – were
parametrized by four coordinates. Considering only USMs, we need only affine
transformations [1.5] for the coordinate changes. In other words, the space-time U
may be perceived as an affine space of 4 dimensions and the coordinates of an event
X change according to the transformation law for the component of one of its points.
Hence, the structure of the space-time must not be imposed a priori but is deduced
from the physical observations (the USM).

Have a look now at our starting point, the USM. In the old coordinate system, it
reads:

X ′ = X ′
0 + U ′t′.

Combining it with the Galilean transformation [1.4] gives:

X = P (X ′
0 + U ′t′) + C.

Taking into account [1.8], we recover [1.3], provided that:

X0 = P (X ′
0 − U ′τ0) + C, [1.10]

U = PU ′. [1.11]

What do these relations teach us?

– Without clock change, the first one reads:

X0 = PX ′
0 + C,

which is nothing other than the transformations law for the components of a point of
U . For more general transformations, the additional term in [1.10] takes into account
the clock change.

– The second relation, [1.11], is the transformation law for the components of a
vector �U of the vector space attached to U . It will be called the 4-velocity.
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Let us consider, for instance, a particle of velocity v′ in the coordinate system X ′.
In another one X obtained from X ′ by a Galilean transformation [1.9], the 4-velocity
is given by [1.11]:

U =
dX

dt
=

(
1
ẋ

)
=

(
1
v

)
=

(
1 0
u R

) (
1
v′

)
. [1.12]

Thus, the velocity in the new coordinate system is:

v = u+Rv′. [1.13]

In particular, for a Galilean boost u, we have:

v = u+ v′.

This is the velocity addition formula. Also, combining two Galilean boosts u1 and
u2, we verify that the resulting velocity of transport is:

u = u1 + u2.

1.3.4. Organizing the calculus

For convenience, an affine transformation X ′ �→ X = PX ′ + C can be denoted
by a = (C,P ). Applying successively a1 and a2 gives a new affine transformation
a3:

a(X) = a2(a1(X)) = a2(C1 + P1X) = C2 + P2(C1 + P1X),

hence:

a3 = a2a1 = (C2, P2)(C1, P1) = (C2 + P2C1, P2P1).

This product is associative and has an identity transformation e = (0, 1R4) such
that e a = a e = a. Each affine transformation a = (C,P ) has an inverse
transformation a−1 = (−P−1C,P−1) such that a−1a = a a−1 = e. It is
straightforward to verify that the combination of two Galilean transformations a2 and
a1 is also a Galilean transformation a given by:

u = u2 +R2u1, R = R2R1, τ0 = τ2 + τ1, k = k2 +R2k1 + u2τ1. [1.14]
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It is easy to verify that the inverse transformation X �→ X ′ = P−1X + C ′ is a
Galilean transformation represented by (see Comment 2 section 1.4):

C ′ =
(
τ ′0
k′

)
, P−1 =

(
1 0

−RTu RT

)
, [1.15]

putting:

τ ′0 = −τ0, k′ = −RT (k − uτ0).

It is often convenient to organize the matrix calculation by working rather in R5,
representing the column X and the affine transformation a = (C,P ), respectively, by:

X̃ =

(
1
X

)
∈ R5 P̃ =

(
1 0
C P

)
, [1.16]

so affine transformation [1.4] looks like a simple regular linear transformation:

X̃ = P̃ X̃ ′, [1.17]

where, taking into account [1.9], the Galilean transformation a is represented by the
5× 5 matrix decomposed by blocks:

P̃ =

⎛⎝ 1 0 0
τ0 1 0
k u R

⎞⎠ . [1.18]

In a similar way, owing to [1.15], the inverse transformation is represented by:

P̃−1 =

⎛⎝ 1 0 0
τ ′0 1 0
k′ −RTu RT

⎞⎠ . [1.19]

1.3.5. About the units of measurement

There is still a long way to go to cover the mechanics of continua but let us stop
for a moment to have a look at the conversion of units. Let the event X be
represented in a coordinate system by X̄ where durations and times are measured
with new units. Let us say that the time and length units in the old coordinate system
are equal, respectively, to T and L in the new one. The conversion of units is given
by the scaling:

t̄ = T t, x̄ = Lx,
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or, in matrix form:

X̄ = PuX [1.20]

with:

Pu =

(
T 0
0 L1R3

)
. [1.21]

Similarly, let us apply the scaling:

X̄ ′ = PuX
′ [1.22]

Combining Galilean transformation [1.4] and scalings [1.20] and [1.22] leads to:

X̄ = P̄ X̄ ′ + C̄,

with:

P̄ = PuPP−1
u , C̄ = PuC.

Using [1.9] and [1.21] shows that

C̄ =

(
τ̄0
k̄

)
, P̄ =

(
1 0
ū R̄

)
, [1.23]

with C̄ being a simple scaling of C:

τ̄0 = T τ0, k̄ = Lk,

and:
ū = (L/T ) u, R̄ = R,

As result of the conversion of units, the rotation is invariant while the boost u is
scaled as a velocity. It is worth observing that, in a conversion of units, a Galilean
transformation a = (C,P ) turns into a Galilean transformation ā = (C̄, P̄ ) (see
Comment 3, section 1.4). The conversion does not affect the Galilean feature of an
affine transformation. Of course, calculations can be organized with 5× 5 matrices:

˜̄P = P̃uP̃ P̃−1
u where P̃u =

(
1 0
0 Pu

)
.
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1.4. Comments for experts

COMMENT 1.– This theorem is related to the Toupinian structure of the space-time
which gives a theoretical framework to the universal or absolute time and space (see
section 16.1).

COMMENT 2.– In fact, the set of all the Galilean transformations is a Lie group of
10 dimensions called Galileo’s group.

COMMENT 3.– Conversely, the normalizer of Galileo’s group in the affine group
is composed of the Galilean transformations themselves and the conversions of units
[1.20] (see section 16.2).



2

Statics

2.1. Introduction

In this chapter, the bodies occupy a volume or are pointwise (particles). The bodies
can be subjected to various kinds of forces, for instance gravity, electromagnetic forces
and contact forces. Our aim is to determine at which conditions a body subjected
to several forces remains in uniform straight motion (USM). If the body occupies a
volume, that means all its particles are in USM with the same velocity. Thus, the body
is at rest in some particular coordinate systems. Before proposing general conditions,
we hope to develop some intuition by discussing simple situations in which – to make
the understanding easier – the body is initially at rest for the observer. Of course, if
the body remains at rest in the observer coordinate system, it is in USM in any other
coordinate system resulting from a Galilean transformation.

Let us consider, for instance, a body immersed in a fluid. Under the effect of gravity
only, it moves downward. On the other hand, according to Archimedes’ principle,
buoyancy opposes it by moving the body upward. The body remains at rest when both
opposite forces, gravity and buoyancy, are of the same magnitude. Hence, the balance
of force is a necessary condition of static equilibrium but is not sufficient, as shown in
the next example.

Let us consider weighing scales composed of two pans hung at the ends of a beam
pivoting on the fulcrum at any given position (Figure 2.1). The standard weight on
the left-hand pan and the unknown weight on the right-hand pan are equilibrated by
the reaction of the fulcrum but, according to its position, the beam can nevertheless
rotate. This is due to the moment of each force, i.e. its tendency to rotate the object.
The beam is at rest when the moments of both weights are opposite and of the same
magnitude.

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
© ISTE Ltd 2016. Published by ISTE Ltd and John Wiley & Sons, Inc.
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2.2. Statical torsor

2.2.1. Two-dimensional model

The first step of our modeling is to consider two-dimensional systems as our
weighing scales. Let Rf be the fulcrum reaction, positive upward, g be the gravity,
mu be the unknown mass, at the distance du of the fulcrum and ms be the standard
mass, at the distance ds of the fulcrum. The resultant of vertical forces is:

F = Rf − (mu +ms)g.

Figure 2.1. Weighting scale

The moment about a point is a scalar, its magnitude being the product of the force
and the perpendicular distance between the point and the force axis, and its sign being
positive if the force rotates the body counterclockwise and negative if clockwise. The
moment resultant about the fulcrum f is:

M = dsmsg − dumug.

The scales are at rest provided that both forces and moments are balanced:

F = 0, M = 0. [2.1]

We have calculated the moment about a particular point, the fulcrum. What
happens if we calculate it about any given point on the beam, at the distance x0 of the
fulcrum (positive or negative according to this point being, respectively, at the left or
the right of f ):

Mx0 = (ds − x0)msg − (du + x0)mug + x0Rf ?
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it is worth observing that:

Mx0 = M + Fx0.

This is the transport law of the moment. If the scales are at rest, the resultants
F and M vanish, then so does Mx0

. The balance of moments occurs, whatever the
position of the reference point. The balance principle can read:

F = 0, Mx0 = 0. [2.2]

2.2.2. Three-dimensional model

As a second step, we generalize these simple ideas for three-dimensional
situations. Let a body be subjected to a system of forces represented by 3-columns
F1, F2, · · · , FN , acting upon the body, respectively, at positions x1, x2, · · · , xN . The
force resultant and the moment resultant about the origin of the coordinate system
are:

F =
N∑
i=1

Fi, M =
N∑
i=1

xi × Fi.

The moment resultant about any other point of position x0, taken as new origin, is:

Mx0
=

N∑
i=1

(xi − x0)× Fi,

hence:

Mx0 =
N∑
i=1

xi × Fi − x0 ×
N∑
i=1

Fi = M − x0 × F,

and, owing to the anticommutativity of the cross-product, the transport law of the
moment reads:

Mx0 = M + F × x0.

In three dimensions, the balance principle equally reads [2.1] or [2.2], excepted
that the scalars are replaced by 3-columns. Considering a coordinate system for which
the weighing balance is in the plan of the x1 and x2 axes, it is easy to verify that the
moment is directed along the x3 axis and to recover the previous expressions of M
and Mx0 .
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2.2.3. Statical torsor and transport law of the moment

The third step of our modeling consists of constructing an object structured into
force and moment components. As time is not concerned with the equilibrium of
bodies, we work temporarily with the 4-column:

X̆ =

(
1
x

)
,

obtained by bringing up the second component of X̃ , and the 4× 4 matrix:

P̆ =

(
1 0
k R

)
,

obtained by bringing up the second row and column of Galilean transformation [1.18],
so the (special) Euclidean transformation x = Rx′ + k looks like a simple regular
linear transformation:

X̆ = P̆ X̆ ′. [2.3]

DEFINITION 2.1.– A statical torsor τ̆ is an object represented in a coordinate system
by a skew-symmetric 4× 4 matrix:

τ̆ =

(
0 FT

−F −j(M)

)
, [2.4]

where F ∈ R3 is its force, M ∈ R3 is its moment and of which the components, under
Euclidean transformation [2.3], are modified according to the transformation law:

τ̆ = P̆ τ̆ ′P̆T . [2.5]

Applying the rules of the matrix calculus, it is worth noting that if τ̆ ′ is
skew-symmetric, so is τ̆ given by definition 2.1. Under an Euclidean transformation
(and more generally under an affine transformation), the skew-symmetry property is
preserved, which ensures the consistency of the definition (see Comment 1, section
2.4). To justify this from a physical point of view, we show first that it allows us to
recover the transport law of the moment. By inversion of [2.5], we have:

τ̆ ′ = P̆−1τ̆ P̆−T , [2.6]
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To shift the origin at x0 in the new coordinate system, let us consider a spatial
translation x′ = x− x0. The coordinate change is represented by:

P̆−1 =

(
1 0
−x0 1R3

)
. [2.7]

Introducing [2.4] and [2.7] into [2.6], the torsor is represented in the new
coordinate system by:

τ̆ ′ =
(
0 FT

−F FxT
0 − x0F

T − j(M)

)
.

Taking into account [7.11] and the linearity of the map j, we have:

τ̆ ′ =
(
0 FT

−F −j(M + F × x0)

)
.

Thus, the force is not affected by the translation while the moment is transformed
according to the transport law of the moment:

F ′ = F, M ′ = M + F × x0. [2.8]

In a similar manner, let us now consider a rotation x′ = RTx. The calculations are
left to the readers and show that the force and moment rotate as the position:

F ′ = RTF, M ′ = RTM.

The translation and rotation are particular cases of a general Euclidean
transformation x′ = RT (x− k). The coordinate change is represented by:

P̆−1 =

(
1 0
−RT k RT

)
, [2.9]

Matrix calculation [2.6] leads to the general transformation law:

F ′ = RTF, M ′ = RT (M + F × k), [2.10]

combining the transport and rotation. It is easy to find two invariants under Euclidean
transformations:
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– the norm of the force: ‖ F ‖ because of [7.20];

– the dot product of the force and moment, owing to [7.20] and [7.21]:

F ′ ·M ′ = (RTF )TRT (M + F × k) = FTRRT (M + F × k)

= F · (M + F × k),

F ′ ·M ′ = F ·M + F · (F × k) = F ·M + k · (F × F ) = F ·M.

The linear space Mskew
44 of the 4× 4 skew-symmetric matrices is of 6 dimensions.

Let Ts be the set of statical torsors τ , in one-to-one correspondence with the skew-
symmetric 4× 4 matrices [2.4]. Due to this map, Ts is a linear space of 6 dimensions
if we define by structure transport the addition of torsors and the multiplication of a
torsor by a scalar.

2.3. Statics equilibrium

2.3.1. Resultant torsor

In a given coordinate system, let a body B be subjected to a system of forces
represented by F1, F2, · · · , FN , acting upon the body, respectively, at positions
x1, x2, · · · , xN .

DEFINITION 2.2.– The torsor of the force Fi about the origin of the coordinate system
(or force torsor) is:

τ̆i =

(
0 FT

i

−Fi −j(xi × Fi)

)
, [2.11]

DEFINITION 2.3.– The resultant torsor of a body B is the sum of the torsors of the
forces acting upon it:

τ̆(B) =
N∑
i=1

τ̆i.

If the resultant is null in a coordinate system, then it is so in any other coordinate
system resulting from a Galilean transformation, because of [2.10].

2.3.2. Free body diagram and balance equation

DEFINITION 2.4.– To identify the forces acting upon a body, it is convenient to draw
a free body diagram , which is a sketch of the body and all efforts (forces or moments)
acting upon it, by performing the following three steps:
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– isolate the body;

– identify the forces and, in particular, when removing all supports and
connections, identify the corresponding reactions;

– make a sketch of the body, showing all forces acting on it.

To illustrate step 2, let us consider usual kinds of supports:

– removing a simple support, we draw a force perpendicular to the surface on
which the roller could roll;

– removing a frictionless hinge, we draw a force acting at the hinge center;

– removing a clamped or built-in support, we draw a force acting at an unknown
position near the support.

To solve a statics problem, we perform the following steps:

– draw a free body diagram;

– choose a convenient coordinate system to calculate the resultant moment;

– apply the balance equation:

τ̆(B) = 0; [2.12]

– solve it for the unknowns.

The resultant torsor has 6 scalar components, they are 6 balance equations. Let m
be the number of scalar unknowns (generally components of the support reactions). If
m = 6, the body is said to be isostatic. Otherwise, the number of missing equations
to solve the problem is h = m− 6 and is called the redundancy degree.

As an example, let us consider a homogeneous rigid truss PQ, of mass m and
length L, hinged at P on a horizontal soil and supported at Q on a rough vertical
wall, at the distance a of P (Figure 2.2). The friction reaction at Q is tangential to the
circle of center O passing through Q. To solve this statics problem, we draw the free
body diagram to identify the forces acting on the truss (Figure 2.3):

– its weight acting at the mass center G, middle of the truss:

W =

⎛⎝ 0
0

−mg

⎞⎠ ;
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– the reaction acting at the hinge P :

RP =

⎛⎝R1

R2

R3

⎞⎠ ;

– the reaction acting at Q:

RQ =

⎛⎝ R′
n

R′
t cosϑ

R′
t sinϑ

⎞⎠ .

Figure 2.2. Rigid truss hinged on a horizontal soil and
supported on a rough vertical wall

There are 6 unknowns: R1, R2, R3, R
′
n, R

′
t, ϑ. The problem is isostatic. The

resultant torsor is null if its components are. The force balance leads to:

R1 = −R′
n, R2 = −R′

t cosϑ, R3 = mg −R′
t sinϑ,

which allows us to know the components R1, R2, R3 of the reaction at P , after the
other unknowns have been determined. As the balance of moments occurs whatever
the position of the reference point, it is wise to choose P , which leads to:

M =

⎛⎝ −a
−b sinϑ
b cosϑ

⎞⎠×
⎛⎝ R′

n

R′
t cosϑ

R′
t sinϑ

⎞⎠+
1

2

⎛⎝ −a
−b sinϑ
b cosϑ

⎞⎠×
⎛⎝ 0

0
−mg

⎞⎠ =

⎛⎝0
0
0

⎞⎠ ,
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thus:

−bR′
t +

1

2
mgb sinϑ = 0, bR′

n cosϑ+ aR′
t sinϑ−

1

2
mga = 0,

−aR′
t cosϑ+ bR′

n sinϑ = 0.

where b =
√
l2 − a2.

Figure 2.3. Free body diagram of the rigid truss

2.3.3. External and internal forces

If the body is in USM, so are all its parts.

DEFINITION 2.5.– We say that a body is in static equilibrium if the resultant torsor of
each of its parts is null.

This leads us to enforce the balance equations to any of its parts, provided we
correctly identify the efforts acting upon it. For that, we make a cut throught the body
to isolate one part. Next, we draw a free body diagram of the considered part in which
– as we identify reactions when removing a support – we identified internal forces
when cutting the body. For instance:

– cutting a truss, we draw a (tension or compression) force along the truss, away
from the part,
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– cutting a cable, we draw a tension force along the cable, away from the part,

– cutting a frictionless pulley, we draw a tension force along the cable on both
sides of the polley.

The other forces are called external forces.

THEOREM 2.1.– The following two statements are equivalent:

i) the mutual forces of action and reaction between complementary parts of a body
are equal and opposite as well as their moments;

ii) the map B → τ̆ (B) is an extensive quantity, in the sense that:

τ̆ (B1) + τ̆ (B2) = τ̆ (B1 ∪ B2),

for any disjoint bodies B1 and B2.

PROOF.–

Indeed, let A be a part of the body B and A′ its complementary part. Let us split
the exterior forces acting upon B into the ones acting on A, of resultant torsor τ̆ ext

A

and the ones acting on A′, of resultant torsor τ̆ ext
A′ . Then, one has:

τ̆ (A ∪A′) = τ̆ (B) = τ̆ ext
A + τ̆ ext

A′ .

On the other hand, τ̆ int
A being the resultant torsor of internal forces acting upon A

and τ̆ int
A′ being the one of internal forces acting upon A′, it holds:

τ̆ (A) = τ̆ ext
A + τ̆ int

A ,

τ̆ (A′) = τ̆ ext
A′ + τ̆ int

A′ .

From the three previous relations, it results:

τ̆ (A) + τ̆ (A′)− τ̆ (A ∪A′) = τ̆ int
A + τ̆ int

A′

if (i) holds, the right hand member is null, that proves (ii). Conversely, if (ii) is true,
the left-hand member vanishes, that entails (i). �

In the following, we shall always implicitly assume Newton’s third law:

LAW 2.1.– For any body in static equilibrium, the two equivalent statements are
satisfied:
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– the mutual forces of action and reaction between complementary parts of a body
are equal and opposite as well as their moments;

– the resultant torsor is an extensive quantity.

It is worth observing that what we have done when we removed supports in the
previous section is nothing other than make a cut (a mere semantic question). Indeed,
let us call a foundation the joining of all the other bodies in the universe (although
in fact only the vicinity of the support is relevant for us and we do not feel really
concerned by what happens far away). Next we make the cut at the supports between
the studied body and the foundation.

2.4. Comments for experts

COMMENT 1.– The torsor is in fact a skew-symmetric contravariant affine tensor
of rank 2 and the corresponding transformation law for the components is [2.5].





3

Dynamics of Particles

3.1. Dynamical torsor

3.1.1. Transformation law and invariants

DEFINITION 3.1.– In this chapter, a particle is some matter which is pointwise (for
instance, an elementary particle as an electron) or can be thought of as pointwise (for
instance, if it is seen from a long way off).

In this chapter, we hope to model the motion of the particles. The torsor –
introduced for the purpose of the statics – is nothing other than a “prototype” of what
we shall do throughout this book. Tackling the dynamics is simply a matter of
recovering an extra dimension, the time that we had provisionally arisen. Imitating
the statics model, we extend the notion of torsor in a space–time framework (for the
moment, it is a simple game but it will take a strong meaning later on).

DEFINITION 3.2.– The dynamical torsor τ of a particle is an object represented in a
coordinate system by a skew-symmetric 5× 5 matrix:

τ̃ =

(
0 TT

−T J

)
, [3.1]

where T ∈ R4, J ∈ Mskew
44 and the components of which, under the Galilean

transformation [1.17], are modified according to the transformation law:

τ̃ = P̃ τ̃ ′P̃T . [3.2]

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
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The linear space Mskew
55 of the 5×5 skew-symmetric matrices is of 10 dimensions.

Let Td be the set of dynamical torsors τ , in one-to-one correspondence with the skew-
symmetric 5×5 matrices [3.1]. Due to this map, Td is a linear space of 10 dimensions
if we define by structure transport the addition of torsors and the multiplication of a
torsor by a scalar.

Taking into account the structure of the space–time, T and J are decomposed by
blocks:

T =

(
m
p

)
, J =

(
0 −qT
q −j (l)

)
, [3.3]

where m is scalar and p, q, l ∈ R3. What is the physical meaning of these components?
For this aim, we apply the transformation law of the torsor [3.2] or, equivalently, its
inverse one:

τ̃ ′ = P̃−1τ̃ P̃−T . [3.4]

Taking into account [1.19] and [3.3], transformation law [3.4] itemizes as:

m′ = m, [3.5]

p′ = RT (p−mu), [3.6]

q′ = RT (q − τ ′0 (p−mu)) +m′ k′. [3.7]

l′ = RT (l + u× q) + k′ × (RT (p−mu)), [3.8]

It is easy to spot expression [3.6] of p′ in [3.8] and [3.7], these last two relations
then alternatively read:

q′ = RT q +mk′ − τ ′0p
′. [3.9]

l′ = RT (l + u× q) + k′ × p′, [3.10]
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To begin with, we observe that component m is invariant under any Galilean
transformation, then fully characteristic of the particle. That aside, we admit that
these intricate expressions of the torsor components are rather puzzling. To see things
clearly, we intend annihilating some of them by suitable Galilean transformations.
For our aim, we discuss only the case that the invariant component m is not null.
Starting in any coordinate system X , we choose the Galilean boost:

u =
p

m
, [3.11]

which annihilates p′ and reduces [3.9] to:

q′ = RT q +mk′.

Next, we pick the spatial translation:

k′ = − 1

m
RT q,

which annihilates q′. As p′ is null and with the boost [3.11], [3.10] is reduced to:

l′ = RT (l + u× q) = RT

(
l +

1

m
p× q

)
= RT

(
l − 1

m
q × p)

)
. [3.12]

There is nothing more to do because the change clock τ ′0 occurs only in [3.9] but
is multiplied by zero while the rotation R obviously cannot annihilate l′. To sum up,
what is the result of this massacre? We killed components p and q. There remains m,
which is pleasantly invariant, and l.

Incidentally, cast a glance at the 3-column occurring in the last relation:

l0 = l − 1

m
q × p. [3.13]

Owing to [3.5], [3.10] and [3.9] and after obvious simplifications, this quantity
becomes in any another coordinate system X ′:

l′0 = l′ − 1

m′ q
′ × p′ = RT (l + u× q)− 1

m
(RT q)× p′.

Taking into account [3.6] and [7.22], it holds:

l′0 = RT

(
l + u× q − 1

m
q × p+ q × u

)
,
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that leads to the transformation law:

l′0 = RT l0. [3.14]

A straightforward consequence is that the norm of l0 is invariant. We can consider
that a particle is characterized by two invariant quantities, m and ‖ l0 ‖.

3.1.2. Boost method

Conversely, let us consider a coordinate system X ′ in which the torsor has a
reduced form (we have just finished proving the existence of such a coordinate
system):

τ̃ ′ =
(

0 TT

−T J

)
=

⎛⎝ 0 m 0
−m 0 0
0 0 −j(l0)

⎞⎠ , [3.15]

where there is no trouble in putting m instead of m′ because we know this
component is invariant. We now claim the particle is at rest in this coordinate system,
for convenience at the position x′ = 0 at time t′ = 0. We call the proper coordinate
system of a particle a coordinate system in which this particle is at rest at X ′ = 0. Of
course, this proper coordinate system is not unique. Let X̄ ′ be another proper
coordinate system of the particle. As X ′ = 0 must be transformed into X̄ ′ = 0, the
changes X ′ �→ X̄ ′ of proper coordinate systems are linear transformations.

What does the dynamical torsor tell us about a free particle in uniform straight
motion (USM)

To know this, let us consider another coordinate system X = PX ′ + C with a
Galilean boost v (see definition 1.11) and a translation of the origin at k = x0 (hence,
τ0 = 0 and R = 1R3), providing the trajectory equation:

x = x0 + v t, [3.16]

of the particle moving in USM at velocity v. We can determine the new components of
the torsor in X by performing matrix product [3.2] applied to [3.15] or, alternatively,
using formulae [3.5]–[3.7], providing:

p = mv, q = mx0, l = l0 + q × v,

or, taking into account trajectory equation [3.16]:

p = mv, q = m (x− v t), l = l0 + x×mv. [3.17]
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The last relation of [3.17] is called the transport law of the angular momentum.
In fact, it is a particular case of general transformation laws [3.8] and [3.10] when
considering only a Galilean boost.

Due to our boost method, we obtained the torsor components in a consistent way
revealing their physical meaning:

– We know by experience that the quantity of matter or mass – measured with
weighing scales – is independent of the choice of a coordinate system in the sense of
definition 1.6, then we naturally identify it with m.

– The quantity p, proportional to the mass and velocity, is called the quantity of
motion or linear momentum.

– The quantity q, proportional to the mass and initial position, provides the
trajectory equation. It will be called passage because it indicates the particle is passing
through x0 at time t = 0, although it could also be called the quantity of position.

– The quantity l splits into two terms. The second one, q×v = x×mv = x×p, is
called orbital angular momentum to remind us of the cross-product traducing a small
rotation (see section 3.2.1). The first one, l0 = l − q × p / m, is called the spin
angular momentum and its meaning will be discussed further. Their sum, l, is called
the angular momentum, although it could also be called the quantity of rotation.

The dynamic torsor, which was at the beginning a mere intellectual speculation,
has taken now a physical sense, leading us to name its components.

DEFINITION 3.3.– The dynamical torsor is structured into two components:

– the linear 4-momentum T , itself substructured into:

– the mass m;

– the linear momentum p.

– and the angular 4-momentum J , itself substructured into:

– the passage q;

– the angular momentum l.

The invariants of the dynamical torsor are:

– the mass m;

– the spin ‖ l0 ‖.
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In matrix form, the dynamical torsor reads:

τ̃ =

⎛⎝ 0 m pT

−m 0 −qT
−p q −j(l)

⎞⎠ . [3.18]

What can we say about these components along the trajectory? We know by
experience that the mass at rest is time independent. Moreover, the spin angular
momentum l0 being a characteristic at rest of the particle, it is natural to suppose that
it is also time independent (this intuition will be confirmed later on). In short, τ̃ ′ is
constant along the trajectory. Using derivative, it reads:

˙̃τ ′ = 0.

It is worth observing that, according to transformation law [3.2] and because a
Galilean transformation is time independent, it is true in any coordinate system, even
if the particle is not at rest in it. On these grounds, we claim that:

LAW 3.1.– For a particle in USM, the 10 components of the dynamical torsor are
constant along the trajectory, then integrals of the motion:

˙̃τ = 0. [3.19]

We could also find it by remarking that, as m, l0, u and x0, the linear momentum
p = mv, the passage q = mx0 are time independent and so is the angular momentum
l = l0 + q× v. Let us observe that above all we have a first example of a physical law
obeying Galileo’s principle of relativity 1.1.

3.2. Rigid body motions

3.2.1. Rotations

Before going further, we need to acquire skills in managing rotations. Let x′ =
RTx be a coordinate change associated with a given rotation R. It is a complex
transformation and, to grasp it better, we break it into three rotations (Figure 3.1):

– a rotation Rϕ of angle ϕ about z’s axis, bringing y’s axis to ȳ’s axis, called line
of nodes;

– a rotation Rϑ of angle ϑ about the line of nodes, bringing the axis of z = z̄ to
that z̃;

– a rotation Rψ of angle ψ about z̃’s axis.
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The angles ϕ, ϑ, ψ are called Euler’s angles and they allow us to describe any
rotation by composing the three rotations:

x′ = RT
ψ x̃ = RT

ψR
T
ϑ x̄ = RT

ψR
T
ϑR

T
ϕx,

thus:

R = RϕRϑRψ. [3.20]

In detail, we have:

R =

⎛⎝ cosϕ − sinϕ 0
sinϕ cosϕ 0
0 0 1

⎞⎠ ⎛⎝ cosϑ 0 sinϑ
0 1 0

− sinϑ 0 cosϑ

⎞⎠ ⎛⎝ cosψ − sinψ 0
sinψ cosψ 0
0 0 1

⎞⎠ . [3.21]

Figure 3.1. Euler’s angles

Now, we would like to study the infinitesimal rotations. Differentiating [7.21], it
holds:

dRRT = −R (dR)T = −(dRRT )T , [3.22]

hence, this matrix is skew-symmetric. There exists dψ ∈ R3 such that:

dRRT = j(dψ),
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then:

dR = j(dψ)R. [3.23]

In particular, an infinitesimal rotation around the identity is:

dR = j(dψ). [3.24]

Applying it to a vector v ∈ R3, we have:

dR v = dψ × v.

An infinitesimal rotation is represented by a cross-product and the axial vector
dψ is called the infinitesimal rotation vector. Its direction provides the rotation axis
and its norm measures the infinitesimal rotation angle. Alternatively, we can adopt the
language of time derivatives instead of that of differentials, dividing by dt in [3.23]:

Ṙ = j(�)R, [3.25]

where the axial vector �(t) = ψ̇(t) is called Poisson’s vector. Its direction provides
the instantaneous rotation axis and its norm measures the rotation rate.

3.2.2. Rigid motions

We will reach an important conceptual milestone by modeling arbitrary motions
of rigid bodies (and not only USM as previously).

DEFINITION 3.4.– A rigid body is such that all material lengths and angles remain
unchanged by its motion. The motion of a rigid body is called a rigid motion.

The transformations preserving the lengths and angles are Euclidean. Let X and
X ′ be two coordinate systems in the sense of definition 1.6, X being arbitrary given
while the particle is at rest in X ′. Thus, at a given time t, the position x in X of
any material particle of the particle with position x′ in the system X ′ is given by a
Euclidean transformation:

x = R(t)x′ + x0(t). [3.26]

In other words, the trajectory of this particle is modeled by the assignment:

t �→ x = R(t)x′ + x0(t),
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describing the rigid motion. Hence, this brings us to consider the changes of
coordinate systems of the space–time X ′ �→ X composed of a rigid motion and a
clock change:

x = R(t′ + τ0)x
′ + x0(t

′ + τ0), t = t′ + τ0. [3.27]

A Galilean transformation [1.8] is of the previous form with x0(t) = u t + k
and a time independent rotation R but the changes of coordinate systems [3.27] are
not in general Galilean transformations. In the following, we suppose that the maps
t �→ x0(t) and t �→ R(t) are smooth (continuously differentiable as far as needed by
the calculations).

Now, we would like to discuss what an infinitesimal rigid motion is. Differentiating
[3.27] and taking into account [3.25], we have:

dx = (ẋ0 +� × (Rx′)) dt′ +Rdx′, dt = dt′.

Eliminating x′ due to [3.26], we have:

dx = (ẋ0 +� × (x− x0)) dt
′ +Rdx′, dt = dt′,

that can be recast in matrix form:

dX = P dX ′, [3.28]

where P is a linear Galilean transformation with the velocity of transport:

u = ẋ0(t) +�(t)× (x− x0(t)). [3.29]

If the changes of coordinate systems [3.27] are not in general Galilean
transformations, such infinitesimal changes are linear Galilean transformations. For
this reason, we introduce the following definition (see Comment 1, section 3.6).

DEFINITION 3.5.– The coordinate systems, in the sense of definition 1.6, which are
deduced one from the other by changes [3.27], are called Galilean coordinate systems.

In a practical point of view, the Galilean transformations can be used as an
approximation of [3.27], depending on the considered time and length scales at
which we are working. Let us consider a particle of initial position x0 = 0 and initial
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velocity v, moving with a uniform acceleration a. It is well known that the trajectory
equation is:

x = v t+
1

2
a t2.

On the right-hand member, the last term is negligeable with respect to the first one,
provided that:

| t |� 2
‖ v ‖
‖ a ‖ .

During this time, the particle is almost acceleration free and we see, neglecting the
last term, it covers a distance:

‖ x ‖≈‖ v ‖ | t |� 2
‖ v ‖2
‖ a ‖ .

This leads us to consider a “space–time window” arround the initial event X = 0,
of very small dimensions with respect to the previous time and distance thresholds, in
which a particle is almost gravitation free and the changes of Galilean coordinates can
be approximated by Galilean transformations (see Comment 2, section 3.6).

3.3. Galilean gravitation

3.3.1. How to model the gravitational forces?

Gravitation is certainly not easy to describe in a consistent way but, as it is
impossible to evade it, we have decided to face it forthwith. We would like to
generalize the 3.1 of the dynamical torsor in the new context of the coordinate
changes [3.27], according to Galileo’s principle of relativity 1.1. Even if the torsor τ̃ ′

is constant in some of them, it is not so in others, according to transformation law
[3.2] where the components of P – the rotation R and velocity of transport [3.29] –
depend on time. Thus, law 3.1 is only valid for the USM and cannot be generalized
on its own at the Galilean coordinate systems.

Taking into account [1.16] and [3.1], transformation law [3.2] itemizes as:

T = P T ′, J = P J ′PT + C(P T ′)T − (P T ′)CT . [3.30]

In definition 1.9, we presented the force as a phenomenon modifying the velocity
of a particle. We would now like to give a more precise formulation in the context of
rigid motions. As the linear momentum is the product of the mass by the velocity and



Dynamics of Particles 37

the mass is constant, we claim the time derivative of the linear momentum is equal to
the resultant force:

ṗ = F.

To develop some intuition of the suitable generalization, we consider a particle
of mass m, at rest in some Galilean coordinate system X ′, hence v′ = 0. For an
observer turning at constant rotation velocity � around an axis perpendicular to the
plane containing both the observer and the particle, this last one moves in this plane
along a circle, then is deflected from the straight line, revealing the presence of a force.
For the observer rotating at x0 = 0 and working with a Galilean coordinate system X ,
the velocity of the particle v is given by the velocity addition formula [1.13] and the
velocity of transport [3.29]:

ẋ = v = u+ v′ = � × x. [3.31]

Poisson’s vector � being constant, we have:

ṗ = mv̇ = m� × v = m� × (� × x). [3.32]

For convenience, let the plane be x1x2, then � = ωe3 and, for the observer, the
particle is subjected to a force directed toward the axis:

ṗ = −mω2x. [3.33]

This is the centripetal force, responsible for the observed deflection.

In terms of torsor component T , what have we done? We derivated the first relation
of [3.30] with respect to time, taking into account that T ′ is constant:

Ṫ = Ṗ T ′,

It can be easily checked that we recover [3.33]. This particular example suggests
that forces can be generated by infinitesimal Galilean transformations. On this ground,
we invent a new way to derivate, taking into account the infinitesimal variation of P :

– first, we calculate the time derivative of T = P T ′;

– next, we consider its limit as X ′ approaches X .

The result is denoted by T̊ to distinguish it from the classical time derivative Ṫ .
The first step reads:

d

dt
(P T ′) = P Ṫ ′ + Ṗ T ′.
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Next, when X ′ approaches X , T ′ approaches T and P approaches the identity:

T̊ = Ṫ + Ṗ T.

Now, we generalize the law 3.1 by claiming that T̊ vanishes:

Ṫ = −Ṗ T.

The key idea is to consider the right-hand side models of the gravitational forces.

3.3.2. Gravitation

Now, we hope to provide a more precise formulation of this sketch. Provisionally,
we swap the language of time derivatives for that of differentials. If in each Galilean
coordinate system some assignment X �→ P (X) is given, by differentiating it with
respect to X , we obtain a map:

dX �→ dP = Γ(dX),

which is linear because of linking infinitesimal quantities. Conversely, if such a map is
given, does there exist a map X �→ P (X) of which Γ is the differential? In fact, there
is a hidden trap to avoid. Indeed, let Xi and Xf be two distinct events, represented in
a Galilean coordinate system by Xi and Xf . Considering a path C1 from Xi to Xf ,
we have:

Xi −Xf =

∫
C1

dX.

independently of the choice of the path. C2 being another path from Xi to Xf , let us
consider the loop C obtained by concatenation of C1 and C2. If the sense of C is the
same as C1 and opposite that of C2, we have:∮

C
dX =

∫
C1

dX −
∫
C2

dX = 0.

Considering another Galilean coordinate system X ′, we have to satisfy:∮
C′
PdX ′ = 0. [3.34]

C being the image of C′ by the change of coordinate system X ′ �→ X .
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Figure 3.2. Mesh of elementary parallelograms

For practical purposes, let us consider a parallelogram CX′ of which the size
approaches zero (Figure 3.2). We can think in infinitesimal terms. Considering two
distinct infinitesimal perturbations dX ′ and δX ′ of X ′, the vertices of the elementary
parallelogram are X ′, X ′ + dX ′, X ′ + δX ′, X ′ + dX ′ + δX ′. Along the edge from
X ′ to X ′ + dX ′ of infinitesimal length, the transformation P is constant and equal to
its value at X ′. Along the edge from X ′ + dX ′ to X ′ + dX ′ + δX ′, the
transformation is constant and equal to its value P + dP at X ′ + dX ′. Reasoning in
a similar way for the two other edges, condition [3.34] reads:

PdX ′ + (P + dP ) δX ′ − (PδX ′ + (P + δP ) dX ′) = 0,

hence, after simplification:

dP δX ′ − δP dX ′ = 0. [3.35]

Conversely, if this last condition is satisfied at any X and for any perturbations
dX ′ and δX ′, condition [3.34] is true for any loop C′. Indeed, let us consider a
surface of which the boundary is C′ and let us mesh it with elementary
parallelograms (Figure 3.2). Adding up over all the meshes, the contributions over
adjoining edges annihilate, the edges being run along twice in opposite sense. There
only remains the contributions along the boundary C′. Conditions [3.34] and [3.35]
are equivalent but – from a practical viewpoint – the latter is useful. Hence, we claim
that the map Γ must satisfy (see Comment 3, section 3.6):

∀dX ′, δX ′, Γ(dX ′) δX ′ − Γ(δX ′) dX ′ = 0. [3.36]
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3.3.3. Galilean gravitation and equation of motion

We define the covariant differential of T with respect to Γ as:

dT = d(P T ′)|X′=X = (P dT ′ + dP T ′) |X′=X= (P dT ′ + Γ(dX)T ′) |X′=X .

When X ′ approaches X , T ′ approaches T and P approaches the identity:

dT = dT + Γ(dX)T. [3.37]

THEOREM 3.1.– The maps dX �→ dP = Γ(dX) of which the values are infinitesimal
Galilean transformations and satisfying condition [3.36] are of the following form:

Γ(dX) =

(
0 0

j(Ω) dx− g dt j(Ω) dt

)
, [3.38]

where g ∈ R3 is called the gravity and Ω ∈ R3 is called the spinning.

PROOF.–

Differentiating the expression of P in [1.9] and taking into account [3.24], an
infinitesimal Galilean transformation around the identity reads:

dP =

(
0 0
du j(d�)

)
. [3.39]

where the 3-columns du and d� linearly depend on dx and dt. Thus, there exist 3× 3
matrices A,B and 3-columns Ω, g such that:

d� = Adx+Ω dt, du = B dx− g dt. [3.40]

Leaving out the primes, condition [3.36] reads:(
0 0
du j(d�)

) (
δt
δx

)
=

(
0 0
δu j(δ�)

) (
dt
dx

)
,

and is reduced to:

du δt− δu dt+ j(d�) δx− j(δ�) dx = 0.
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Introducing expressions [3.40] into this last equation, we obtain after simplification
and some simple algebraic manipulations:

(Tr(A)1R3 −A)T dx× δx+ (B − j(Ω)) (δx dt− dx δt) = 0.

The infinitesimal perturbations dX, δX being arbitrary, it is satisfied if and only
if:

Tr(A)1R3 = A, B = j(Ω). [3.41]

The former equation is satisfied if and only if the matrix A is null. Introducing
[3.40] into [3.39] and taking into account [3.41]:

du = j(Ω) dx− g dt, d� = Ω dt, [3.42]

that achieves the proof. �

Dividing both members of relation [3.37]) by dt, owing to the linearity of the map
Γ and definition [1.12] of the 4-velocity U , we define the covariant derivative:

T̊ = Ṫ + Γ(U)T, [3.43]

that allows us to claim:

LAW 3.2.– For any particle only subjected to a Galilean gravitation [3.38], the
trajectory is governed by the equation:

T̊ = 0.

Taking into account [1.12] and [3.38], we have:

Γ(U) =

(
0 0

Ω× v − g j(Ω)

)
, [3.44]

and law 3.2 reads:(
ṁ
ṗ

)
+

(
0 0

Ω× v − g j(Ω)

) (
m
p

)
=

(
0
0

)
,

providing:

ṁ = 0, ṗ = m (g − 2Ω× v). [3.45]
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The first equation means the mass is time independent along the trajectory. The
second equation gives the time rate of linear momentum in terms of the gravitation.
Introducing the expression of p given by [3.17] into this equation and because the
mass does not depend on time, we have:

mv̇ = m (g − 2Ω× v), [3.46]

which leads to Souriau’s equation of motion:

mẍ = m (g − 2Ω× v), [3.47]

allowing us to determine the trajectory of the particle (see Comment 4, section 3.6).

3.3.4. Transformation laws of the gravitation and acceleration

Before applying this law, we still have a few essential details to be settled. Indeed,
we must not lose track of Galileo’s principle of relativity 1.1. Guided by it, we claim
this law is the same in all the Galilean coordinate systems. Thus, in another Galilean
coordinate system X ′, we must have:

dT ′ = dT ′ + Γ′(dX ′)T ′.

Introducing the first relation of [3.30] into [3.37], differentiating the products and
taking into account [3.28] gives:

dT = d(P T ′) + Γ(dX)P T ′ = P (dT ′ + (P−1Γ(P dX ′)P + P−1dP )T ′),

that is:

dT = P dT ′, [3.48]

provided that the following transformation law of the gravitation is satisfied:

Γ′(dX ′) = P−1(Γ(P dX ′)P + dP ). [3.49]

Dividing both members of [3.48] by dt = dt′ leads to:

T̊ = P T̊ ′. [3.50]
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As the matrix P is regular, law 3.2 is valid in any Galilean coordinate system, then
consistent with Galileo’s principle of relativity. Dividing [3.49] by dt provides:

Γ′(U ′) = P−1(Γ(U)P + Ṗ ).

THEOREM 3.2.– In a Galilean coordinate change X ′ �→ X , a Galilean gravitation is
modified according to the transformation laws:

Ω = RΩ′ −�, [3.51]

g − 2Ω× v = at +R (g′ − 2Ω′ × v′). [3.52]

where:

at = u̇+� × (v − u), [3.53]

is called the acceleration of transport.

PROOF.–

Indeed, owing to [1.9], [1.12], [1.15], [3.25] and [3.38], we have:

Γ′ =
(

1 0
−RTu RT

) ((
0 0

Ω× v − g j(Ω)

) (
1 0
u R

)
+

(
0 0
u̇ j(�)R

))
.

Identifying the result of the calculation to the standard form [3.44] in the Galilean
coordinate system X ′:

Γ′(U ′) =
(

0 0
Ω′ × v′ − g′ j(Ω′)

)
,

owing to the linearity of j and [7.23], we have:

j(Ω′) = j(RT (Ω +�)), Ω′ × v′ − g′ = RT (Ω× v − g + u̇+Ω× u). [3.54]

As the map j is one-to-one, the first relation leads to transformation law [3.51] for
the spinning Ω. By obvious manipulations, the second relation of [3.54] reads:

g − Ω× v = u̇+Ω× u+R (g′ − Ω′ × v′).
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We are now interested in the right-hand side of the second equation of [3.45].
Owing to the following expression, it holds:

g − 2Ω× v = u̇+Ω× (u− v) +R (g′ − Ω′ × v′).

According to [3.51], we have:

g − 2Ω× v = u̇−� × (u− v) + (RΩ′)× (u− v) +R (g′ − Ω′ × v′).

Taking into account [1.13] and [7.22], we transform the third term of the right-hand
side:

g − 2Ω× v = u̇+� × (v − u)−R (Ω′ × v′) +R (g′ − Ω′ × v′).

We obtain transformation law [3.52] for the right-hand side of the second equation
of [3.45]. �

Concerning the previous theorem, we would like to make two comments about the
terminology:

– the reason Ω is called the spinning is that the corresponding transformation law
[3.51], taking into account �, represents a time rate of rotation;

– at is called acceleration of transport because, substituting u into x0 and v into x
in [3.29], it is the analogous of the velocity of transport.

Before going further, we wish to check that both members of the second equation
[3.45] are identically transformed under any change of the Galilean coordinate system
X �→ X ′. Taking into account [3.46], we have:

v̇ = g − 2Ω× v.

Time derivating both members of [1.13] and taking into account [3.25] provides:

v̇ = u̇+ j(�)Rv′ +R v̇′ = u̇+� × (Rv′) +R v̇′.

Taking into account [1.13], we transform the second term, which leads to the
transformation law of the acceleration:

v̇ = at +R v̇′, [3.55]

which fits [3.52].
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Next, we wish to discuss the structure of the acceleration of transport. Time
derivating expression [3.29] of the velocity of transport and introducing it into [3.53]
provides:

at = ẍ0 + �̇ × (x− x0) +� × (ẋ− ẋ0) +� × (v − u), [3.56]

in which we eliminate ẋ0 due to [3.29]:

ẋ− ẋ0 = v − u+� × (x− x0),

which leads to the decomposition of the acceleration of transport into four terms:

at = ẍ0 + �̇ × (x− x0) +� × (� × (x− x0)) + 2� × (Rv′), [3.57]

also, owing to [7.16], equal to:

at = ẍ0 + �̇ × (x− x0) + (� · (x− x0))�− ‖ � ‖2 (x− x0) + 2� × (Rv′).

These expressions are general and allow us, for instance, to recover the centripetal
force of section 3.3.1 by taking v′ = x0 = 0 and considering � is time independent.
Throughout this book, we conform to the standard terminology with a few exceptions.
This is one of them, the acceleration of transport referring in the literature only to the
three first terms of [3.57].

It is worth noting that theorem 3.2 gives the transformation law of Ω and g−2Ω×
v but not directly of the gravity g. Let us provide a transformation law depending
only on the event (through x and t) and not on the velocity v, i.e. depending also on
the neighbor events on the trajectory. Taking into account [1.13], [3.51] and [7.22],
transformation law [3.52] becomes:

g−2Ω×v = at+Rg′−2 (RΩ′)×(Rv′) = at+Rg′−2 (Ω+�)×(v−u),[3.58]

Let us note that the acceleration of transport [3.56] is an affine function of v:

at = a∗t −� × u+ 2� × v, [3.59]

where �, u and:

a∗t = ẍ0 + �̇ × (x− x0)−� × ẋ0, [3.60]
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depend on x and t but not on v. Introducing [3.59] into [3.58] leads to:

g = a∗t +� × u+ 2Ω× u+Rg′. [3.61]

Eliminating ẋ0 in [3.60] due to [3.29] and putting the expression of a∗t into the
previous relation provides the transformation law of the gravity:

g = ẍ0 + �̇ × (x− x0) +� × (� × (x− x0)) + 2Ω× u+Rg′, [3.62]

where the spinning Ω is given by [3.51]. Hence, if g′ and Ω′ depend only on the event
through x′ and t′, g and Ω are explicit functions of x and t due to [3.27], [3.51] and
[3.62].

Before going further, let us have a look once again at the example of section 3.3.1.
Let us consider a Galilean coordinate system X ′ such that g′ = Ω′ = 0. In the absence
of other forces, a particle initially at rest remains so later on. For an observer turning
at constant rotation velocity and working with the coordinate system X , we have:

x = R(t)x′, x0 = 0, �̇ = 0, [3.63]

and [3.31]. Hence, [3.51 and [3.62] give:

Ω = −�, g = −� × (� × x), [3.64]

and equation [3.46] of motion allows recovering [3.32]:

mv̇ = m (g − 2Ω× v) = m (−� × (� × x) + 2� × (� × x)) = m� × (� × x).

In this example, it is worth to noting that the second term involving Ω is the double
of the gravity g and, in general, it cannot be considered small or negligeable.

3.4. Newtonian gravitation

Among all the Galilean gravitations, there exists only one corresponding to our
physical world. In classical mechanics where the velocity of the light is infinite, we
can state Newton’s law of gravitation:
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LAW 3.3.– There exist particular Galilean coordinate systems, called inertial or
Newtonian coordinate systems, for which the gravitation resulting from a particle of
mass m′ passing through x′ at time t is given by:

g = − kg m
′

‖x− x′ ‖2
x− x′

‖x− x′ ‖ , Ω = 0, [3.65]

where kg is the gravitational constant, equal to 6, 674 · 10−11Nm2kg−2. We call this
a Newtonian gravitation (see Comment 5, section 3.6).

Using transformation law [3.51] and [3.52] allows us to determine the expression
of the gravitation in any other Galilean coordinate system, where – it is worth noting
– the spinning Ω is not generally null.

We would like to determine the motion of a spinless particle of mass m around
the mass m′ passing, for convenience, through x′ = 0 at every t in a Newtonian
coordinate system, governed by law 3.2 then the equation of motion [3.47]:

mẍ = mg = −mμ
x

‖ x ‖3 . [3.66]

where μ = kgm
′. The particle being spinless and taking into account [3.65], the time

rate of the angular momentum given by [3.17] is:

l̇ =
d

dt
(x×mv) = v ×mv + x×mg = 0, [3.67]

because g is collinear to x. We discovered an integral of the motion. The information
is invaluable. Indeed, we have:

x · l = x · (x×mv) = 0,

hence, x lies in the plane orthogonal to the constant angular momentum. Picking z’s
axis along l and working in polar coordinates (�, ϑ, z), we have:

x =

⎛⎝� cosϑ
� sinϑ

0

⎞⎠ , v = ẋ =

⎛⎝ �̇ cosϑ− �ϑ̇ sinϑ

�̇ sinϑ+ �ϑ̇ cosϑ
0

⎞⎠ ,

ẍ =

⎛⎝ �̈ cosϑ− 2�̇ϑ̇ sinϑ− �ϑ̈ sinϑ− �ϑ̇2 cosϑ

�̈ sinϑ+ 2�̇ϑ̇ cosϑ+ �ϑ̈ cosϑ− �ϑ̇2 sinϑ
0

⎞⎠ .
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Performing the dot product of both members of equation [3.66] by e� = x / ‖ x ‖
leads to:

�̈− �ϑ̇2 = − μ

�2
. [3.68]

Also, the angular momentum:

l = mx× v =

⎛⎝ 0
0

m�2ϑ̇

⎞⎠ ,

is time independent, thus:

ϑ̇ =
h

�2
,

where h is a constant. Introducing the previous expression into [3.68] leads to:

�̈− h2

�3
= − μ

�2
. [3.69]

With the shrewd choice of the new variable u = 1 / �, we obtain the linear
differential equation:

d2u

dϑ2
+ u =

μ

h2
,

or, introducing y = u− μ/h2:

d2y

dϑ2
+ y = 0.

Multiplying by dy/dϑ leads to:

dy

dϑ

d2y

dϑ2
+ y

dy

dϑ
=

1

2

d

dϑ

((
dy

dϑ

)2

+ y2

)
= 0.

Hence, there exists a constant C such that:(
dy

dϑ

)2

+ y2 = C2.
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By integration, we obtain:

ϑ =

∫
dy√

C2 − y2
+ ϑ0 = arcsin

( y

C

)
+ ϑ0,

and by inversion:

y = C sin(ϑ− ϑ0).

We can make ϑ0 = π/2 by choice of the line ϑ = 0. Then, returning to the variable
u, we have:

u =
μ

h2
− C cosϑ,

and the equation of the trajectory reads:

u =
1

�
=

μ

h2
(1 + ε cosϑ). [3.70]

The trajectory is a conic section of eccentricity ε, the mass m′ being situated at a
focus of the conic. It is an ellipse, parabola or hyperbola, according as ε < 1, ε = 1
or ε > 1. The motion is completely determined and fits the empirical laws discovered
by Kepler (between 1605 and 1618).

It is worth noting the decisive part played by the angular momentum, one of the
torsor components, in solving the problem. In the problem concerned, the angular
momentum remains an integral of the motion because the Newtonian gravitation
[3.65] generates a central force. Unfortunately, conversely to what happens in USM,
the torsor components are no longer in general integrals of the motion, except by
chance as occurred for the angular momentum. Nevertheless, here integrals of the
motion other than the torsor components can be found:

– The energy. The Newtonian gravitation is such that:

g · v = −φ̇, [3.71]

where:

φ = − μ

‖ x− x′ ‖ , [3.72]

is called the gravitation potential. Introducing the kinetic energy:

e =
1

2
m ‖ v ‖2, [3.73]
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we verify the total energy:

eT = e+mφ, [3.74]

is an integral of the motion because of equation of motion [3.66]:

ėT = mv̇ · v −mg · v = 0.

– Laplace–Runge–Lenz vector. This is defined as:

wL = v × l +mφx. [3.75]

Because of the angular momentum conservation [3.67], we have:

ẇL = v̇ × l +mφ̇x+mφv.

For a spinless particle, expressions [3.17] of the momenta and [3.66] give:

ẇL = g × (x×mv) +mφ̇x+ φ p.

using vector triple product [7.16], we obtain:

ẇL = (g · v + φ̇)mx+ (φ− g · x) p.

Owing to [3.71] and verifying from [3.65] and [3.72] that the second parenthesis is
null, we prove the Laplace–Runge–Lenz vector is an integral of the motion. In general,
the integrals of the motion are powerful tools to determine the trajectory. For instance,
in Kepler’s problem, using both the integrals of the motion l and wL allows us to show
geometrically the trajectory is a conic section without integrating differential equation
[3.69]. Indeed, we know from the conservation of the angular momentum that the
trajectory lies in the plane orthogonal to l. Next, let us observe that:

wL · x = (x× v) · l +mφ�2,

hence, we have:

‖ wL ‖ � cosϑ =
1

m
‖ l ‖2 −mμ�,

(mμ+ ‖ wL ‖ cosϑ) � = mh2,
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which leads to equation [3.70] of a conic section with the eccentricity:

ε =
‖ wL ‖
mμ

.

3.5. Other forces

3.5.1. General equation of motion

The gravitation forces are odd, which is the reason why we have set aside a
particular presentation for them. The others are very miscellaneous. We already know
the reaction forces at a simple support and the internal forces identified when
drawing a free body diagram, but there are many others, for instance of
electromagnetic or chemical origin. As far as we are concerned here, we only define
the minimal properties expected from these forces. Introducing a 4-column:

H =

(
0
F

)
, [3.76]

where the component F ∈ R3 represents the resultant of the other forces, we can
generalize law 3.2 as follows (Newton’s second law):

LAW 3.4.– For any particle subjected to a Galilean gravitation and other forces, the
trajectory is governed by the equation:

T̊ = H.

To be consistent with Galileo’s principle of relativity 1.1, taking into account
[3.50], H must be transformed under a change of Galilean coordinate systems
X ′ �→ X according to the transformation law of a 4-vector:

H = P H ′, [3.77]

which, owing to [1.9], leaves the first component null while we recover transformation
law [2.10] of the force component F . In detail, equation [3.45] is generalized in the
presence of other forces to give Newton’s equation of motion:

ṁ = 0, ṗ = m (g − 2Ω× v) + F, [3.78]

or in short:

ṗ = FΓ + F,
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where the gravitation force:

FΓ = m (g − 2Ω× v) = Fg − FC ,

is decomposed as the difference of:

– the gravity force Fg = mg;

– and the Coriolis force FC = 2mΩ× v.

Nevertheless, we should be careful about these notations because the
nature and transformation laws of FΓ and F are completely different.

Figure 3.3. Foucault’s pendulum

3.5.2. Foucault’s pendulum

We would like to determine the motion of a pendulum at the latitude λ in the
northern hemisphere (Figure 3.3). The bob, suspended from a point P by a light thread
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of length l, can be considered as a particle of mass m. To identify the forces, we draw
a free body diagram of the bob. Cutting the thread, we consider the tension force F
of intensity S along the thread, away from the bob. At this scale, it is reasonable to
consider a constant gravity g, directed toward the Earth’s center. Let us pick a Galilean
coordinate system with Oz directed vertically upward (as determined by a plumb line)
passing through the suspension P at z = l, and Ox pointing south. In the absence of
more accurate information, the spinning Ω is assumed to be uniform with intensity
Ω⊕ and directed along the Earth’s axis:

Ω = Ω⊕

⎛⎝− cosλ
0

sinλ

⎞⎠ . [3.79]

Equation [3.78] reads:

m

⎛⎝ ẍ
ÿ
z̈

⎞⎠ = m ‖ g ‖

⎛⎝ 0
0
−1

⎞⎠− 2mΩ⊕

⎛⎝− cosλ
0

sinλ

⎞⎠ ×

⎛⎝ ẋ
ẏ
ż

⎞⎠+
S

l

⎛⎝ −x
−y
l − z

⎞⎠ ,

leading to:

mẍ = 2mΩ⊕ẏ sinλ−
S

l
x, [3.80]

mÿ = −2mΩ⊕ (ẋ sinλ+ ż cosλ)− S

l
y, [3.81]

mz̈ = −m ‖ g ‖ +2mΩ⊕ẏ cosλ+
S

l
(l − z). [3.82]

The bob moves on the sphere of center P , radius l and equation:

x2 + y2 + (z − l)2 − l2 = 0

For small disturbances x, y and z, neglecting z with respect to l:

z =
1

2l
(x2 + y2),

showing that if x, y are small of the first order, z is small of the second order.
Neglecting the terms containing z and z̈, equation [3.82] degenerates into:

S = m ‖ g ‖ −2mΩ⊕ẏ cosλ.
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Introducing this expression into former equations [3.80], [3.81] and neglecting
terms containing small quantities of second order, ẏx, ẏy and ż, we obtain:

ẍ− 2Ω⊕ẏ sinλ+ ω2x = 0,

ÿ − 2Ω⊕ẋ sinλ+ ω2y = 0,

where ω =
√
‖ g ‖ / l. Introducing ζ = x+ i y, the pair of equations read:

ζ̈ + 2iΩ⊕ζ̇ sinλ+ ω2ζ = 0,

and, neglecting Ω2
⊕ with respect to ω2, the general solution is:

ζ = (Aeiωt +B e−iωt) e−iΩ⊕t sinλ.

The first factor on the right represents an elliptic motion. The effect of the second
factor is to make this ellipse rotate with angular velocity −Ω⊕ sinλ, which is
clockwise in the northern hemisphere and counterclockwise in the southern
hemisphere.

The first observation of this slow shift of the ellipse was made by the physicist
Léon Foucault in 1851. The usual interpretation of this experiment is that it allows
us to observe “in a laboratory” the Earth’s rotation about its axis and to measure the
corresponding circular frequency ω⊕ (see Comment 6, section 3.6). Indeed, let X ′ be
a coordinate system with the space origin at the Earth’s center O′ and O′z′ chosen as
the Earth’s rotation axis. Assuming this coordinate system X ′ is Newtonian, we have:
Ω′ = 0. Swapping X ′ for X and using the spinning transformation law [3.51], we
have:

Ω = RT�, [3.83]

The rotation being described by Euler’s angles ϕ = ω⊕t, ϑ = π/2−λ and ψ = 0,
formula [3.21] provides:

R =

⎛⎝ sinλ cos(ω⊕t) − sin(ω⊕t) cosλ cos(ω⊕t)
sinλ sin(ω⊕t) cos(ω⊕t) cosλ sin(ω⊕t)
− cosλ 0 sinλ

⎞⎠ ,

which entails:

ṘRT = ω⊕

⎛⎝ 0 −1 0
1 0 0
0 0 0

⎞⎠ .
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Using [3.25] – which also reads ṘRT = j(�) – and [7.10], we deduce Poisson’s
vector:

� =

⎛⎝ 0
0
ω⊕

⎞⎠
that allows us to recover the spinning [3.79] of the “laboratory” by [3.83], provided
that the spinning frequency Ω⊕ is equal to the Earth’s rotation ω⊕.

The experiment was conducted at the Pantheon in Paris due to a 67m pendulum.
With an oscillation amplitude of 3m, the thread deviates by 2◦33′ from the plumb
line and the bob rises up z = 6, 7 cm, that is 10−3 of the thread length l, justifying
the above approximation of small perturbations. The proper circular frequency of the
pendulum is ω =

√
9, 81/67 = 0, 382 rd/s and its period is Tp = 2π/ω = 16, 4 s.

The circular frequency of the ellipse rotation at Paris’s latitude λ = 48◦51′24′′ is
Ω⊕ sinλ = 5, 49 · 10−5 rad/s and the period is 31h 46′50′′. The rotation velocity of
the ellipse is 11, 32◦. Thus, Earth’s rotation was observable but the accuracy was not
better than a few percent. The difference between the sidereal day of 23h 56′04′′ and
the normal 24h day is so small (namely 0, 27%) that the distinction was (and is still
now) beyond observation.

3.5.3. Thrust

So far, we have assumed that the mass was constant but this hypothesis is not very
necessary and we can model within the present framework objects with variable mass.
When a body such as a rocket expels mass in a direction, this mass will cause a force
of equal magnitude but opposite direction called a thrust. Let w be the velocity of the
exhaust gases with respect to a Galilean coordinate system X ′ in which the rocket of
mass m is at rest. The thrust is modeled by a 4-column:

H ′ = ṁ

(
1
w

)
. [3.84]

In a coordinate system X obtained from X ′ by a boost v, the rocket has a velocity
v and the thrust is given by its transformation law [3.77]:

H =

(
1 0
v 1R3

)
ṁ

(
1
w

)
= ṁ

(
1

v + w

)
. [3.85]

Owing to [3.44], law [3.4] reads:

ṁ = ṁ, ṗ = m (g − 2Ω× v) + ṁ (v + w).
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The former equality is satisfied for any value of the mass change rate ṁ. Taking
into account p = mv, the latter one provides the equation of motion:

mv̇ = m (g − 2Ω× v) + ṁw,

that must be completed by a phenomenological law governing the mass change rate,
depending on the kind of thrust.

3.6. Comments for experts

COMMENT 1.– Conversely, the changes of coordinate systems of the space–time
X ′ �→ X such that:

P =
∂X

∂X ′

is a linear Galilean transformation, are the rigid motions [3.27], as it will be proved
further using Frobenius method (theorem 16.6). The compatibility conditions of the
system are R = R(t) and [3.29].

COMMENT 2.– This “space–time windows” can be seen as an intuitive
interpretation of the tangent space to the space–time manifold.

COMMENT 3.– The gravitation Γ is in fact a symmetric connection on the space–
time manifold.

COMMENT 4.– This equation of motion was introduced in this form by Souriau
(formula [12.47] together with [12.44], page 133, [SOU 70], English translation
[SOU 97]) from symplectic mechanics arguments.

COMMENT 5.– A reason to put Ω = 0 is that in Schwarzschild’s solution of
Einstein’s equations of the general relativity, the Christoffel’s symbols corresponding
to Ω vanish (even if the velocity of light is finite).

COMMENT 6.– This is only a hypothesis. Rather than measuring the Earth’s
rotation frequency, Foucault’s pendulum experiment allows us to measure the Ω
component of the Newtonian gravitation directly, as in the same way observing the
free falling particles allows us to measure the g component.



4

Statics of Arches, Cables and Beams

4.1. Statics of arches

4.1.1. Modeling of slender bodies

The aim of this chapter is to study the static equilibrium of slender three-
dimensional (3D) bodies commonly called arches, idealized by one-dimensional (1D)
material bodies from a geometrical and mechanical point of view. First, we model the
geometry of a slender body by performing the following steps (Figure 4.1):

– define a mean line given by the piecewise smooth map s �→ Q(s) where s is the
arclength with respect to a given reference point of the line (there is an arbitrary in
this choice which is part of the modeling);

– to each point Q of the mean line, assign a cross-section SQ locally orthogonal
to the mean line.

x(s) being the position in a Galilean coordinate system of a regular point of the
mean line Q(s), we can define the tangent unit vector �U(s) represented in the basis
of the considered coordinate system by the column:

U(s) =
dx

ds
(s).

An arch is slender in the sense that the dimensions of the cross-sections are small
with respect to the one of the line. If it is seen from a long way off, it can be considered
in a first approximation as geometrically reduced to its mean line. In this spirit, we
hope to model the internal and external efforts by an idealized sketch.

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
© ISTE Ltd 2016. Published by ISTE Ltd and John Wiley & Sons, Inc.
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Figure 4.1. Geometric model of the arch

Figure 4.2. Free body diagram of the part B of the arch

We cut through the arch along the cross-section SQ and we draw the free body
diagram of the upstream part B of the arch when running along the mean line with
increasing s (Figure 4.2). Let us consider the resultant torsor of the internal forces
acting through the cross-section SQ upon the part B:

τ̆ int =

(
0 FT

−F −j(M)

)
,
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of which the force F and the moment M with respect to Q taken as origin are
represented in the figure, respectively, by a vector and a double vector, according to a
usual convention in mechanics. Owing to Newton’s third law 2.1, the resultant torsor
of the internal forces acting through the cross-section upon the downstream part is
equal and opposite to τ̆ int as represented in the figure. The force F is decomposed
into:

– the normal force N = F · U , positive in tension and negative in compression;

– and the shear force T = F − (F · U)U , tangent to the cross-section.

while the moment M is decomposed into:

– the torque Mt = M · U , responsible for the torsion of the arch around its mean
line;

– and the bending moment Mb = M − (M · U)U , which tends to modify the
curvature of the mean line and to rotate the cross-section.

In the same spirit, we consider that the external efforts can be modeled by a
piecewise smooth distribution of exterior forces and moments of which the torsor by
length unit is:

dτ̆

ds

ext

=

(
0 fT

−f −j(m)

)
, [4.1]

Thus, the modeling defines piecewise smooth assignments s �→ τ̆ int(s) and
s �→ dτ̆

ds

ext
(s).

4.1.2. Local equilibrium equations of arches

To know if an arch is in equilibrium, we should verify that the resultant torsor
of each of its parts is null, which is a difficult task because the number of its parts
is infinite. To avoid this pitfall, we would like to establish local equations that are
easy to test. The key idea of classical modeling is to consider an arch slice dB of
infinitesimal length ds, leading to differential equations. Let Q be the point on the
mean line corresponding to the upstream extremity cross-section and Q′ the point
corresponding to the downstream extremity one that will be taken as reference origin
when adding the moments. If the beam is in static equilibrium, the resultant torsor of
the slice vanishes.

To write the equilibrium equation of the slide, we perform the following steps:

– we draw the free body diagram of the slide (Figure 4.3):
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Figure 4.3. Free body diagram of the slide dB

- with the external efforts −F and −M acting upon the slice through the upstream
extremity cross-section (according to Newton’s third law 2.1),

- the external efforts F + dF and M + dM acting upon the slice through the
downstream extremity cross-section (taking into account their infinitesimal variation
when running from Q to Q′),

- and the resultants f ds and mds of the external efforts distributed on a length ds
with respect to the slide barycenter;

– we construct the resultant torsor of the slide. According to section 2.3.1, the
torsors of the forces must be given with respect to the same point taken as origin,
let us say Q′, before to calculate their sum. The position of Q with respect to itself
taken as origin being x = 0, its position with respect to the reference origin Q′ is
x′ = −dx. According to the transformation law of torsor [2.10] for the infinitesimal
spatial translation dk = x − x′ = dx, the torsor of the external efforts −F and −M
acting upon the slice through the upstream extremity cross-section with respect to the
new position Q′ is:

F ′ = −F, M ′ = −M + (−F )× dx = −M + dx× F

– the balance equation [2.12] of the slide reads:

F ′ + (F + dF ) + f ds = dF + f ds = 0,

M ′ + (M + dM) +mds = dx× F + dM +mds = 0.
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Dividing by ds leads to the local equilibrium equations of arches:

dF

ds
+ f = 0 [4.2]

dM

ds
+ U × F +m = 0 [4.3]

It is worth noting that the transport of the moment of the external forces from the
barycenter to x′ is not necessary because it generates in the moment equilibrium
equation an additional infinitesimal term of the second order which can be
neglected.

In the spirit of Chapter 3, we now hope to find again these equations by introducing
the covariant differential of the torsor of internal efforts defined as:

dτ̆ = d(P̆ τ̆ ′P̆T )|x′=x = (P̆ dτ̆ ′P̆T + dP̆ τ̆ ′P̆T + P̆ τ̆ ′dP̆T ) |x′=x .

When x′ approaches x, τ̆ ′ approaches τ̆ and P̆ approaches the identity:

dτ̆ = dτ̆ + dP̆ τ̆ + τ̆ dP̆T . [4.4]

Considering as previously an infinitesimal translation dk = dx,

dP̆ = d

(
1 0
k R

)
=

(
0 0
dx 0

)
,

and owing to [7.11], the covariant differential of the torsor of the internal efforts reads:

dτ̆ int =

(
0 dFT

−dF −j(dM)

)
, [4.5]

with:

dF = dF, dM = dM + dx× F.
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It is easy to verify that the local equilibrium equations [4.2] and [4.3] can be recast
in the following compact form:

dτ̆

ds

int

+
dτ̆

ds

ext

= 0. [4.6]

It is now possible to determine the distribution of internal efforts with respect to
the external ones and the reactions at the ends of any part AB of the arch. Integrating
[4.2] and owing to F (sA) = −RA gives the internal force distribution:

F (s) = −
∫ s

sA

f(s′) ds′ −RA. [4.7]

According to the previous result and owing to M(sA) = −MA, the integration
of [4.3] provides the distribution of the internal moment with respect to A taken as
origin:

M(s) = −
∫ s

sA

(
m(s′) + U(s′)×

∫ s′

sA

f(s′′) ds′′
)

ds′ [4.8]

− ((x(s)− x(sA))×RA +MA) .

Taking into account the conditions F (sB) = RB and M(sB) = MB , the global
equilibrium of the part AB reads:∫ sB

sA

f(s′) ds′ +RA +RB = 0.∫ sB

sA

(
m(s′) + U(s′)×

∫ sB

sA

f(s′′) ds′′
)

ds′ + (x(sB)

− x(sA))×RA +MA +MB = 0

4.1.3. Corotational equilibrium equations of arches

In the previous section, we considered a moving coordinate system by translation
of the origin along the mean line without rotation. We may also change the point
of view by considering both translation and rotation. In other words, we assign to
each point Q of the mean line a coordinate system x of which the origin is Q, the
corresponding coordinate system x′ assigned to the downstream neighbor point Q′ on
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the mean line being obtained from x by an infinitesimal Euclidean transformation dP̆ .
According to [3.24], we have:

dP̆ = d

(
1 0
k R

)
=

(
0 0
dx j(dψ)

)
.

Calculating the covariant differential of the torsor of the internal efforts by [4.4]
gives:

dτ̆ int =

(
0 (dF + j(dψ)F )T

−(dF + j(dψ)F ) −j(dM) + dr FT − F drT − j(dψ)j(M) + j(M)j(dψ)

)
.

Introducing the column:

Ω =
dψ

ds
, [4.9]

taking into account [7.11], [7.14], the linearity of j, [4.5] and [4.6], the corotational
equilibrium equations of arches reads:

dF

ds
+Ω× F + f = 0 [4.10]

dM

ds
+Ω×M + U × F +m = 0 [4.11]

It is worth noting that these equations are true for any choice of Galilean coordinate
system x moving along the curve and the associate moving orthonormal basis S. The
assignment s �→ S(s) is called a moving frame.

4.1.4. Equilibrium equations of arches in Fresnet’s moving frame

Now, we specialize the corotational equilibrium equations to a particular moving
frame due to Fresnet. We construct the moving orthonormal basis by adjoining to �U
two vectors, �V and �W, respectively, represented in the reference basis by the columns
V and W . Differentiating ‖ U ‖2= U · U = 1 leads to:

U · dU
ds

= 0.
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The normed vector V in the direction of dU/ds, called the normal, is orthogonal
to U . The curvature κ of the mean line is defined by:

dU

ds
= κV. [4.12]

Next, we define the binormal:

W = U × V, [4.13]

orthogonal to U and V . As V and U are orthogonal, owing to [7.18], W is a unit
vector. The orthonormal basis (�U, �V, �W) is called Fresnet’s basis. Differentiating
‖W ‖2= 1 shows that dW/ds is orthogonal to W . On the other hand, differentiating
[4.13] and taking into account [4.12] shows that dW /ds is also orthogonal to U . The
torsion θ of the mean line is defined by:

dW

ds
= θV. [4.14]

As the basis (U, V,W ) is orthonormal, its variation when running along the mean
line of a length ds is an infinitesimal rotation. Owing to [4.12] and [4.14], it reads:

(dU, dV, dW ) = (U, V,W )

⎛⎝ 0 −κ 0
κ 0 θ
0 −θ 0

⎞⎠ ds.

Then, [4.9] is:

Ω =

⎛⎝−θ0
κ

⎞⎠ . [4.15]

In Fresnet’s basis, the force acting onto the cross-section is represented by the
columns:

F =

⎛⎝ N
Tn

Tb

⎞⎠ ,

where N is the normal force and Tn, Tb are, respectively, the shear forces with respect
to the normal and binormal, while the moment is represented by:

M =

⎛⎝Mt

Mn

Mb

⎞⎠ ,
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where Mt is the torque and Mn, Mb are, respectively, the bending moments with
respect to the normal and binormal. Taking into account [4.15], the corotational
equilibrium equations [4.10] and [4.11] in Fresnet’s moving frame read:

dN

ds
+ κTn + ft = 0,

dTn

ds
− κN − θTb + fn [4.16]

= 0,
dTb

ds
+ θTn + fb = 0,

dMt

ds
+ κMn +mt = 0,

dMn

ds
− κMt − θMb − Tb +mn [4.17]

= 0,
dMb

ds
+ θMn + Tn +mb = 0.

As an application, let us consider a helical coil spring (Figure 4.4). The mean line
is a helix of radius a and pitch 2πh, parametrized in a reference coordinate system
Ox′y′z′ by:

x′(s) =

⎛⎝a cosϑ
a sinϑ
hϑ

⎞⎠ .

where ϑ = s/b with b =
√
a2 + h2. Its curvature and torsion are:

κ =
a

b2
, θ = − h

b2
,

and the representation of Fresnet’s basis in the reference basis is given by the rotation:

R = (U, V,W ) =

⎛⎝−a
b sinϑ − cosϑ h

b sinϑ
a
b cosϑ − sinϑ −h

b cosϑ
h
b 0 a

b

⎞⎠ . [4.18]

The spring is compressed through horizontal arms OA and BC by two opposite
vertical forces RO and RC of same intensity P0 acting, respectively, at the extremities
O and C. Cutting through the arch along the cross-section SQ, we draw the free
body diagram of the upstream part OAQ of the body (Figure 4.5). The global force
equilibrium equation [4.7] of this part gives in the reference basis the internal force F
acting through the cross-section SQ:

F = −RO = −

⎛⎝ 0
0
P0

⎞⎠ .
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Figure 4.4. Helical coil spring

The shear force Tn is obviously null because the external force applied at O is
vertical and the normal �V is horizontal. It is not represented in the figure. Using the
rotation matrix [4.18], we obtain the internal force F̄ = RTF in Fresnet’s basis:

F̄ =

⎛⎝ N
Tn

Tb

⎞⎠ = −P0

b

⎛⎝h
0
a

⎞⎠ . [4.19]
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The global moment equilibrium equation [4.9] of OAQ gives in the reference
basis the internal moment M acting through the cross-section SQ with respect to point
Q:

M = x×RO = aP0

⎛⎝ sinϑ
− cosϑ

0

⎞⎠ ,

from which we deduce the internal moment M̄ = RTM in Fresnet’s basis:

M̄ =

⎛⎝Mt

Mn

Mb

⎞⎠ =
aP0

b

⎛⎝−a0
h

⎞⎠ . [4.20]

It can easily be verified that the internal efforts [4.19] and [4.20] satisfy the
corotational equilibrium equations [4.17] and [5.28].

4.2. Statics of cables

DEFINITION 4.1.– A cable is an arch so thin that it cannot resist moments:

M = m = 0.

Cable is a generic word for bodies such as threads and strings which exhibit such
a behavior. Moment equilibrium equation [4.3] reads:

U × F = 0,

from which it results the internal force F is proportional to the unit tangent vector U :

F = N U.

A cable is in equilibrium only in tension (N > 0). Its value and the shape of the
cable are determined by solving the remaining equilibrium equation [4.2]:

d

ds
(N U) + f = 0. [4.21]

It is worth noting that, if there is no distributed external force f on a part of a
cable, N U is constant. Hence, this part is straight and the tension N is constant, in
agreement with the experience according to which a taut cable is straight.
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Figure 4.5. Suspension bridge

As an example, let us consider a cable AB in the Oxy plane (Figure 4.5). The
horizontal distance between the extremities A and B is L and their heights with
respect to the Ox axis are, respectively, hA and hB . The lack of moment at the
extremities is symbolized by hinges. Under a vertical load f of intensity q by length
unit and in opposite direction to Oy, the cable is supposed to be tangent to the
horizontal axis at the origin. ϕ being the angle of �U with respect to the horizontal
axis, the force equilibrium reads:

d

ds
(N cosϕ) = 0, [4.22]

d

ds
(N sinϕ) = q. [4.23]

As an application, let us consider a suspension cable of a suspension bridge.
Introducing p such that:

p(x) dx = q(s) ds,

the last equation reads:

d

dx
(N sinϕ) = p. [4.24]

integrating equations [4.22] and [4.24] gives:

N cosϕ = C0, N sinϕ =

∫ x

0

p(x′) dx′ + C1,
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where C0 and C1 are constants. Eliminating N between these equations leads to:

dy

dx
= tanϕ =

1

C0
(

∫ x

0

p(x′) dx′ + C1),

and by a new integration, to the shape of the cable:

y(x) =
1

C0
(

∫ x

0

dx′′
∫ x′′

0

p(x′) dx′ + C1x) + C2,

where C2 is constant. The proper weight of the cable being negligeable, it is subjected
only to the weight of the deck hung on vertical suspenders. This load can be modeled
by vertical forces of uniform intensity p by unit of horizontal length, which gives,
taking into account the conditions y(0) = 0 and dy

dx (0) = 0:

y(x) =
p

2C0
x2.

The three unknowns, the distances a and b of A and B to the origin O and C0, are
determined by the additional conditions:

a+ b = L, hA =
p

2C0
a2, hB =

p

2C0
b2.

4.3. Statics of trusses and beams

4.3.1. Traction of trusses

DEFINITION 4.2.– A truss is a straight arch axially loaded and ended by hinges.

They are not subjected to moments, and then the internal force F is proportional
to the unit tangent vector U , as for the cables. However, unlike the latter that are
in static equilibrium only in tension, trusses exhibit an internal force F in tension or
compression. This is determined by equilibrium equation [4.21]. As an application, let
us consider a drilling riser hung to an offshore platform and loaded by its own weight
of intensity p (Figure 4.6). The truss is fixed to the platform with a hinge, while the
other extremity is effort free.

Assuming the truss is deformed along its axis, the tangent unit vector is vertical.
The force equilibrium equation [4.21] is reduced to:

dN

ds
+ p = 0.
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Figure 4.6. Drilling riser hung to an offshore platform

Integrating it with null value at the free extremity x = L gives:

N(s) = p(L− s). [4.25]

To determine the displacement of the points of the mean line, we need some
additional assumptions concerning the behavior of the material constituting the body.
If the deformation is small, many materials such as metals are elastic. They obey
Hooke’s law (1678):

LAW 4.1.– The effort is proportional to the corresponding deformation (“ut tensio, sic
vis”).

Under a normal force N , the material undergoes a deformation measured by the
extension:

εx =
ds− dx

dx
=

ds

dx
− 1. [4.26]

The elasticity law reads:

N = Kt εx, [4.27]

where the truss stiffness Kt a priori depends on the material properties and the cross-
section geometry. For small extensions as in elasticity, the displacements are so small
that we can approximate the normal force [4.25] by:

N(s(x)) ∼= p(L− x).
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Combining with [4.26] and [4.27] leads to the equation:

ds

dx
= 1 +

p

Kt
(L− x).

of which, owing to the condition s(0) = 0, the solution is for a uniform stiffness Kt:

s(x) = x+
p

Kt

(
Lx− x2

2

)
.

The displacement at the free extremity of the truss is:

u = s(L)− L =
pL2

2Kt
.

Figure 4.7. Cantilever beam

4.3.2. Bending of beams

DEFINITION 4.3.– A beam is a straight arch transversely loaded.

As an application, we consider a Cantilever beam subjected to a linearly
distributed load, built-in at the left-hand end, effort free at the other (Figure 4.7).
Intuitively, the transversal load induces a vertical deflexion y(x) in the direction of
the load. For easiness, we use simplified notations for derivatives:

y′ =
dy

dx
, y′′ =

d2y

dx2
, . . .

The arclength element is:

ds =
√
dx2 + dy2 = dx

√
1 + (y′)2,
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Fresnet’s basis is represented in the reference frame by the rotation matrix:

R = (U, V,W ) =

⎛⎜⎜⎝
1√

1+(y′)2
− y′√

1+(y′)2
0

y′√
1+(y′)2

1√
1+(y′)2

0

0 0 1

⎞⎟⎟⎠ . [4.28]

The torsion is null and the curvature is:

κ =
y′′

(1 + (y′)2)3/2
.

Using rotation matrix [4.28], we obtain the internal force F ′ = RF and internal
moment M ′ = RM in the reference frame:

Tx =
1√

1 + (y′)2
(N − y′Tn), Ty =

1√
1 + (y′)2

(y′N + Tn), Tz = Tb,

Mx =
1√

1 + (y′)2
(Mt − y′Mn),

My =
1√

1 + (y′)2
(y′Mt +Mn), Mz = Mb.

For elastic beams, the deflexions are so small that we can assume the sloop y′ is
negligeable with respect to the unity, leading to the following approximations:

ds ∼= dx, κ ∼= y′′, Tx
∼= N, Ty

∼= Tn, Mx
∼= Mt, My

∼= Mn.

Hence, force equilibrium equation [4.2] in the reference frame gives:

dN

dx
= 0,

dTn

dx
+ p = 0,

dTb

dx
= 0. [4.29]

Integrating with null values at the free extremity x = L, we conclude that N and
Tb are identically null. The force equilibrium equation [4.3] in the reference frame
gives:

dMt

dx
= 0,

dMn

dx
= 0,

dMb

dx
+ Tn = 0. [4.30]



Statics of Arches, Cables and Beams 73

Integrating with null values at the free extremity x = 0, we conclude that Mt and
Mn are identically null. Intuitively, under a bending moment Mb, the straight beam is
curved. Applying Hooke’s law 4.1, we assume that:

Mb = Kb κ, [4.31]

where the flexural stiffness Kb a priori depends on the material properties and the
cross-section geometry. According to the above approximation on the curvature,
combining this relation with the last condition in [4.30], the shear force is for a
uniform stiffness Kb:

Tn = −Kby
′′′,

and the second condition in [4.29] gives:

y′′′′ =
p

Kb
.

Integrating it with the conditions y′′′(0) = −Tn(0)/Kb = 0,
y′′(0) = Mb(0)/Kb = 0 at the free extremity and y(L) = y′(L) = 0 at the built-in
support, we obtain the shape of the deformed beam:

y(x) =
p0

120KbL
(x5 − 5L4x+ 4).

The deflexion at the free extremity x = 0 is:

f =
p0L

4

30Kb
.





5

Dynamics of Rigid Bodies

5.1. Kinetic co-torsor

5.1.1. Lagrangian coordinates

A rigid body is such that all material lengths and angles remain unchanged by its
motion. The Galilean coordinate systems are natural tools to model the rigid body
motions, especially those X ′ in which every point of the body of position s′ at any
time t′ is at rest:

v′ =
ds′

dt′
= 0. [5.1]

We say the s′j are the Lagrangian coordinates or the material coordinates of the
point. Of course, this Lagrangian or material representation is not unique. For a given
body, the change of Lagrangian coordinate systems is the time independent Euclidean
transformation. Although it is more or less obvious, let us give a proof. If s̄′ is the
position of the points at time t̄′ in another system X̄ ′ of Lagrangian coordinates, it is
related to X ′ by a change [3.27] composed of a rigid motion and a change clock:

s′ = Q(t) s̄′ + s0(t), t̄′ = t′ + τ.

Owing to the velocity addition formula [1.13], the corresponding velocity of
transport must vanish:

u = v′ −Q v̄′ = 0.

Taking into account [3.29], it holds for any s and t:

v = u = ṡ0(t) + j(�(t))(s′ − s0(t)) = 0,

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
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where Q̇ = j(�)Q. This affine map of s′ is identically null if ṡ0(t) − j(�(t))s0(t)
and j(�(t)) vanish, then �(t) and ṡ0(t) so are. Taking into account [3.25], Q and s0
are time independent, which achieves the proof:

s′ = Q s̄′ + s0. [5.2]

5.1.2. Eulerian coordinates

In an arbitrary Galilean coordinate system X , the particle of Lagrangian
coordinates s′ has at time t:

– the position of which the components xi are called Eulerian coordinates or
spatial coordinates:

x = R(t)s′ + x0(t), [5.3]

– and, owing to [1.13] and [5.1], velocity [3.29]:

v = u = ẋ0(t) +�(t)× (x− x0(t)). [5.4]

where � is Poisson’s vector defined by [3.25]:

Ṙ = j(�)R. [5.5]

DEFINITION 5.1.– A vector field is a distribution of vector in a given region. Vector
fields can be graphically represented drawing for each point Q of coordinates x the
corresponding bound vector as an arrow of origin Q.

For instance, we could display the velocity field v of a rigid body at each time t but
this Eulerian representation is blurred by the motion of the body itself. To avert this
drawback, it is convenient to pull back the velocity onto the body at rest by drawing
for each point Q′ of Lagrangian coordinates s′ the bound vector RT v. The velocity
field [5.4] is determined by the velocity ẋ0 of the origin x0 and Poisson’s vector �
pulled back as:

ẋ′
0 = RT ẋ0, �′ = RT�. [5.6]

5.1.3. Co-torsor

Let us now consider any other Lagrangian coordinate system s̄′ such that:

x = R̄(t)s̄′ + x̄0(t),
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Readers can easily deduce from [5.3] and the previous relation that s′ and s̄′ are
related by [5.2] with:

Q = RT R̄, [5.7]

s0 = RT (x̄0 − x0). [5.8]

First, let us observe that Poisson’s vector is independent of the choice of the
Lagrangian coordinate system because Q is time independent:

j(�̄) = ˙̄RR̄T = (ṘQ) (RQ)T = ṘRT = j(�),

hence, �̄ = � because the map j is regular. By pulling back onto the new Lagrangian
coordinate system, we have:

˙̄x′
0 = R̄T ẋ0, �̄′ = R̄T�. [5.9]

From the previous relation, [5.6] and [5.7], we easily deduce:

�̄′ = QT�′. [5.10]

Next, taking into account that s0 is time independent, [5.7] leads to:

˙̄x0 = Ṙ s0 + ẋ0.

Combining with [5.9] gives:

˙̄x′
0 = R̄T (Ṙ s0 + ẋ0),

and because of [5.7] and [5.6]:

˙̄x′
0 = QT (ẋ′

0 +RT Ṙ s0),

but we have, owing to [5.5] and [7.23]:

RT Ṙ = RT ṘRTR = RT j(�)R = j(RT�),

hence, taking into account [5.6], we obtain:

˙̄x′
0 = QT (ẋ′

0 +�′ × s0). [5.11]
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As in statics, we work temporarily with the 4-column:

X̆ =

(
1
s′

)
,

and the 4× 4 matrix:

P̆ =

(
1 0
s0 Q

)
, [5.12]

so Euclidean transformation [5.2] looks like a simple regular linear transformation:

X̆ = P̆ ˘̄X. [5.13]

DEFINITION 5.2.– A co-torsor γ̆ is an object represented in a coordinate system by a
skew-symmetric 4× 4 matrix:

γ̆ =

(
0 vT

−v −j(ω)

)
, [5.14]

where v ∈ R3 is its velocity, ω ∈ R3 is its spin and of which the components, under
Euclidean transformation [5.13], are modified according to the transformation law:

γ̆ = P̆−T ˘̄γP̆−1. [5.15]

Applying the rules of the matrix calculus, it is worth noting that if ˘̄γ is skew-
symmetric, γ̆ given by [5.15] also is. Under an Euclidean transformation (and more
generally under an affine transformation), the skew-symmetry property is preserved,
which ensures the consistency of the definition. By inversion of [5.15], we have:

˘̄γ = P̆T γ̆P̆ . [5.16]

Taking into account [5.12] and [5.14], readers can easily verify the transformation
law of the co-torsor components:

v̄ = QT (v + ω × s0), ω̄ = QTω. [5.17]

It is also easy to find two invariants under Euclidean transformations:

– the norm of the spin: ‖ ω ‖;

– the dot product of the velocity and the moment: v · ω.
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The linear space Mskew
44 of the 4 × 4 skew-symmetric matrices is of dimension

6. Let T∗
s be the set of co-torsors γ, in one-to-one correspondence with the skew-

symmetric 4×4 matrices [5.14]. Due to this map, T∗
s is a linear space of 6 dimensions

if we define by structure transport the addition of co-torsors and the multiplication of
a co-torsor by a scalar.

It is worth observing the similarity and discrepancy between
co-torsors and torsors. Formally comparing the transformation laws of their
respective components, namely [2.10] and [5.17], we observe that the velocity v is
analogous of the moment M and the spin � of the force F but, comparing the
positions of v and � in γ̆ to those of M and F in τ̆ , the analogy is no more relevant.
In fact, the co-torsors are objects distinct from the torsors [Comment 1].

On these grounds, the previous study shows that the velocity field of a given rigid
body B can be characterized in the Lagrangian coordinates s′ by a co-torsor of velocity
ẋ′
0 and spin �′:

γ̆′(B) =
(
0 ẋ′T

0

−ẋ′
0 −j(�′)

)
, [5.18]

because their transformation laws [5.11] and [5.10] are just those [5.17]) of a co-torsor.
We call it the kinetic co-torsor of a rigid body because – x0 being fixed – it contains
the essential information to know, through [5.4], the velocity field of the body in its
motion around it.

Let us now consider the rigid body at a fixed time then, for the sake of easiness, we
increase it as variable. To determine the components of the co-torsor in the Lagrangian
coordinates, we push them forward (the inverse operation of the pull back [5.6]) by
applying [5.16] to [5.18] with Q = RT and s0 = 0:

γ̆(B) = P̆T γ̆′(B) P̆ =

(
0 ẋT

0

−ẋ0 −j(�)

)
.

If v(x) is the velocity of the point x at the considered time, the elementary power
provided by the elementary force dF (x) = f(x) dV(x) acting at the same time on the
elementary volume dV(x) around x is:

dP(x) = v(x) · dF (x) = v(x) · f(x) dV(x).

As the power is an extensive quantity, the total power provided by the distribution
of external forces f is:

P =

∫∫∫
V
dP(x) =

∫∫∫
V
v · f dV(x),



80 Galilean Mechanics and Thermodynamics of Continua

where V is the domain occupied by the body at the considered time. Taking into
account [5.4] and that ẋ0, � do not depend on x, it holds:

P = ẋ0 · F +� ·M,

where:

F =

∫∫∫
V
f dV(x), M =

∫∫∫
V
(x− x0)× f dV(x).

It is worth noting that the resultant torsor is:

τ̆(B) =
(
0 FT

−F −j(M)

)
.

Then, owing to [7.3] and [7.13], the total power reads (see Comment 2, section
5.1):

P = −1

2
Tr (γ̆(B) τ̆(B)).

5.2. Dynamical torsor

5.2.1. Total mass and mass-center

According to the experimental observations, we claim that:

LAW 5.1.– The mass is an extensive quantity.

On this ground, we define the dynamical torsor of a body occupying a continuous
domain B in a given Lagrangian coordinate system. The total mass is:

mB =

∫∫∫
B
dm(s′).

As noted in section 3.1.2, the elementary particles as an electron a priori have
a spin – even in classical mechanics – but, as far as we are concerned here, it will
be neglected. According to [3.15], the elementary dynamical torsor of an elementary
volume dB(s′) around s′ of infinitesimal mass dm(s′) has the reduced form in the
Lagrangian coordinate system (because dB(s′) is at rest in it):

dτ̃ ′(s′) =

⎛⎝ 0 dm(s′) 0
−dm(s′) 0 0

0 0 0

⎞⎠ , [5.19]
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Let us now consider the point of coordinates:

s′B =
1

mB

∫∫∫
B
s′ dm(s′).

Owing to the linearity of the integral and [5.2], it is represented in another
Lagrangian coordinate system by:

s̄′B = QT (s′B − s0),

hence, its coordinates change as the components of a point called the mass-center of
B. Its definition does not depend on the choice of the Lagrangian coordinate system.
The Lagrangian coordinate systems X ′ of which the space origin is the mass-center
are called barycentric coordinate systems and, of course, we have in such coordinate
systems:

s′B =
1

mB

∫∫∫
B
s′ dm(s′) = 0. [5.20]

The changes of barycentric coordinate systems are time independent rotations.

5.2.2. The rigid body as a particle

According to Newton’s third law 2.1, the resultant torsor is an extensive quantity.
On these grounds, we claim that:

LAW 5.2.– The dynamical torsor is an extensive quantity.

This law must be applied with caution. Indeed, we wish to calculate the resultant
dynamical torsor of the rigid body. In order to be summed, the elementary dynamical
torsors of the elementary volumes must be represented in a common coordinate system
X (in the same spirit as in section 2.3.1). For this aim, we apply the boost method of
section 3.1.2 to the reduced form [5.19], given in a particular coordinate system X ′ for
which the elementary volume dB(s′), assimilated to a particle, is at rest at the position
x′ = 0. Let us consider the other coordinate system X = PX ′ + C with the Galilean
boost:

v =
dx

dt
, [5.21]
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and a translation k of the origin x′ = 0 at x = k (hence, τ = 0 and R = 1R3 ).
Performing the matrix product [3.2] applied to [5.19] gives the new components of
the elementary dynamical torsor:

dτ̃(s′) = τ̃(B) =
∫∫∫

B
dτ̃(s′) =

⎛⎝ 0 mB pTB
−mB 0 −qTB
−pB qB −j(lB)

⎞⎠ , [5.22]

where:

dp(s′) = v dm(s′), dq(s′) = x dm(s′), dl(s′) = x× v dm(s′). [5.23]

We are now allowed to calculate the sum of these elementary contributions because
they are given with respect to a common coordinate system X of arbitrary origin. This
leads to the following definition:

DEFINITION 5.3.– The dynamical torsor of a body B is the integral of the elementary
dynamical torsors of every infinitesimal parts:

τ̃(B) =
∫∫∫

B
dτ̃(s′) =

⎛⎝ 0 mB pTB
−mB 0 −qTB
−pB qB −j(lB)

⎞⎠ ,

where:

pB =

∫∫∫
B
v dm(s′), qB =

∫∫∫
B
x dm(s′), lB =

∫∫∫
B
x× v dm(s′)

In the arbitrary Galilean coordinate system X , the particle of barycentric
coordinates s′ has at time t the position:

x = R(t)s′ + xB(t), [5.24]

and velocity [5.21]. Using the mass-center of Eulerian coordinates xi
B, it is possible to

decompose the dynamic of a rigid body into the overall motion of the body with the
mass concentrated at its mass-center and the motion of the body around it. This is the
purpose of König’s first theorem:

THEOREM 5.1.– The motion of a rigid body is equivalent to that of a particle of mass
mB, position xB, velocity ẋB and a spin angular momentum l0B linearly depending
on Poisson’s vector �, the components of its dynamical torsor being:

– the mass: mB;

– the linear momentum: pB = mBẋB;
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– the passage: qB = mBxB;

– the angular momentum: lB = xB ×mBẋB + JB�.

when working in barycentric coordinates.

PROOF.–

Owing to the velocity addition formula [5.13] and formula [5.29] for the velocity
of transport, the velocity in the considered Eulerian coordinate system X is:

v = u+Rv′ = u = ẋB(t) +�(t)× (x− xB(t)).

Combining with [5.24] gives:

v = ẋB(t) +�(t)× (R(t)s′). [5.25]

Introducing this expression into that of the linear momentum pB, one has:

pB = ẋB(t)
∫∫∫

B
dm(s′) +�(t)×

(
R(t)

∫∫∫
B
s′ dm(s′)

)
.

Because we are working in barycentric coordinates, [5.20] leads to:

pB = mBẋB. [5.26]

Introducing expression [5.24] into that of the passage qB, one has:

qB = xB(t)
∫∫∫

B
dm(s′) +R(t)

∫∫∫
B
s′ dm(s′).

Owing to [5.20] leads to:

qB = mBxB. [5.27]

Once again introducing expressions [5.24] and [5.26] into that of the angular
momentum lB, one has:

lB = xB × ẋB(t)
∫∫∫

B
dm(s′) + xB ×

(
�(t)×

(
R(t)

∫∫∫
B
s′ dm(s′)

))
+

(
R(t)

∫∫∫
B
s′ dm(s′)

)
× ẋB(t)

+

∫∫∫
B
(R(t)s′)× (�(t)× (R(t)s′)) dm(s′). [5.28]
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Owing to [5.20], the second and third terms of the left hand side vanish and:

lB = l0B + xB ×mBẋB,

where the second term of the right hand side is the orbital angular momentum and the
spin angular momentum:

l0B =

∫∫∫
B
(R(t)s′)× (�(t)× (R(t)s′)) dm(s′). [5.29]

is a linear function of Poisson’s vector �(t):

l0B = JB(t)�(t), [5.30]

that achieves the proof. �

In short, the dynamical torsor of a body depends on:

– the whole motion of the body through the mass-center position xB,

– the motion of the body arround it through ẋB and � or, equivalently, through the
kinetic co-torsor which describes this motion,

– the geometrical and material characteristics of the body, the total mass and the
moment of inertia matrix.

5.2.3. The moment of inertia matrix

Now we would like to calculate explicitly the 3× 3 matrix JB(t).

THEOREM 5.2.– The linear map from Poisson’s vector � onto the spin angular
momentum l0B is:

JB(t) = R(t)J ′
B(R(t))T [5.31]

with the time-independent moment of inertia matrix:

J ′
B =

∫∫∫
B
(‖ s′ ‖2 1R3 − s′s′T ) dm(s′) [5.32]

PROOF.–

Using [5.6] and [7.22], we have:

(Rs′)× (� × (Rs′)) = (Rs′)× ((R�′)× (Rs′)) = R (s′ × (�′ × s′)).
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Taking into account the vector triple product [7.16] and [5.6], one has:

(Rs′)× (� × (Rs′)) = R (‖ s′ ‖2 �′ − (s′ ·�′)s′)

= R(t) (‖ s′ ‖2 1R3 − s′s′T ) (R(t))T�(t).

Introducing this expression into [5.29] and identifying with [5.30], we obtain
[5.31] with [5.32], that achieves the proof. �

Let us prove that JB is positive definite, according to [7.9]:

∀� �= 0, � · (JB�) > 0.

Taking into account [5.6], it is equivalent to show that J ′
B is positive definite,

which it is true because of [5.31] and [7.18]:∫∫∫
B
(‖ s′ ‖2 ‖ �′ ‖2 −(s′ ·�′)2) dm(s′) =

∫∫∫
B
‖ s′ ×�′ ‖2 dm(s′) > 0.

Denoting x′, y′, z′ the Lagrangian coordinates, the moment of inertia matrix is:

J ′
B =

⎛⎝ A′ −H ′ −G′

−H ′ B′ −F ′

−G′ −F ′ C ′

⎞⎠ ,

where the moments of inertia with respect to the coordinate axes are:

A′ =
∫∫∫

B
(y′2 + z′2) dm, B′ =

∫∫∫
B
(z′2 + x′2) dm,

C ′ =
∫∫∫

B
(x′2 + y′2) dm,

and the product of inertia are:

F ′ =
∫∫∫

B
y′z′ dm, G′ =

∫∫∫
B
z′x′ dm, H ′ =

∫∫∫
B
x′y′ dm.

The moments of inertia matrix J ′
B is symmetric then diagonalizable with real

eigenvalues and the corresponding matrix P = (V1, V2, V3) is orthogonal. The
eigenvectors V1, V2, V3 are mutually orthogonal and of unit norm. The corresponding
axes are called principal axis of inertia. The eigenvalues are the principal moments of
inertia A,B,C.
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Using [5.24], it is also worth noting that the moment of inertia matrix [5.31] can
be recast as:

JB =

∫∫∫
V
(‖ x− xB ‖2 1R3 − (x− xB)(x− xB)T ) dm(x), [5.33]

where V is the image of B through the map s′ �−→ x. Then we define the matrix of
inertia at the origin x = 0 as:

JBO =

∫∫∫
V
(‖ x ‖2 1R3 − xxT ) dm(x), [5.34]

and we prove Huygens’ theorem:

THEOREM 5.3.– The matrix of inertia JB is transported at the origin according to:

JBO = JB +mB(‖ xB ‖2 1R3 − xBxT
B). [5.35]

PROOF.–

Expanding [5.33] and taking into account [5.34], it holds:

JB = JBO +mB(‖ xB ‖2 1R3 − xBxT
B)

+

(∫∫∫
V
x dm(x)

)
xT
B + xB

(∫∫∫
V
x dm(x)

)T

− 2

((∫∫∫
V
x dm(x)

)
· xB

)
1R3 [5.36]

But, owing to [5.24] and [5.20], it holds:∫∫∫
V
x dm(x) = R(t)

∫∫∫
B
s′ dm(s′) +mBxB = mBxB.

Using this last relation to simplify [5.36] leads to:

JB = JBO −mB(‖ xB ‖2 1R3 − xBxT
B),

that achieves the proof. �

Considering a change of coordinate system x = Rx′, the reader can easily verify
that the moment of inertia matrix is transformed according to a formula similar to
[5.31]:

JBO = RJ ′
BO RT . [5.37]
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5.2.4. Kinetic energy of a body

The kinetic energy [3.73] of the elementary volume dB(s′) around s′ is:

de(s′) =
1

2
‖ v ‖2 dm(s′).

Assuming – as the mass – the kinetic energy is an extensive quantity, the kinetic
energy of a body is:

eB =

∫∫∫
B

1

2
‖ v ‖2 dm(s′). [5.38]

König’s second theorem is a straighforward extension of the first theorem:

THEOREM 5.4.– The kinetic energy of the body is decomposed into the energy of the
body with the mass mB concentrated at its mass-center and that relative to the motion
of the body around it:

eB =
1

2
mB ‖ ẋB ‖2 +

1

2
� · (JB �), [5.39]

when working in barycentric coordinates.

PROOF.–

Taking into account expression [5.25] of the velocity in the Eulerian coordinate
system, one has:

eB =

∫∫∫
B

1

2
‖ ẋB(t) +�(t)× (R(t)s′) ‖2 dm(s′).

Owing to [5.20] leads to:

eB =
1

2
mB ‖ ẋB ‖2 +

∫∫∫
B

1

2
‖ �(t)× (R(t)s′) ‖2 dm(s′). [5.40]

Taking into account [7.18], one has:

‖ � × (Rs′) ‖2 = ‖ � ‖2 ‖ Rs′ ‖2 −(� · (Rs′))2

= � ·
[
‖ Rs′ ‖2 � −Rs′((Rs′) ·�)

]
= � ·

[
‖ s′ ‖2 1R3 −Rs′(Rs′)T

]
�

= � ·R
[
‖ s′ ‖2 1R3 − s′s′T

]
RT�.
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Introducing it into the last term of [5.40] and owing to [5.31] and [5.32] achieves
the proof. �

5.3. Generalized equations of motion

5.3.1. Resultant torsor of the other forces

As in section 3.3.2, we suppose given some linear map:

dX �→ dP̃ = Γ̃(dX).

By analogy with what was done in Chapter 4 with the torsor of internal efforts, we
introduce the covariant differential of the dynamical torsor defined as:

dτ̃ = d(P̃ τ̃ ′P̃T )|X′=X = (P̃ dτ̃ ′P̃T + dP̃ τ̃ ′P̃T + P̃ τ̃ ′dP̃T ) |X′=X .

dτ̃ = (P̃ dτ̃ ′P̃T + Γ̃(dX) τ̃ ′P̃T + P̃ τ̃ ′(Γ̃(dX))T ) |X′=X .

When X ′ approaches X , τ̃ ′ approaches τ̃ and P̃ approaches the identity:

dτ̃ = dτ̃ + Γ̃(dX) τ̃ + τ̃ (Γ̃(dX))T . [5.41]

Taking into account the structure of the dynamical torsor [3.1] and:

dP̃ = d

(
1 0
C P

)
=

(
0 0
ΓA(dX) Γ(dX)

)
, [5.42]

where Γ is a Galilean gravitation and ΓA is a new object that will be studied further,
the covariant differential of the dynamical torsor reads:

dτ̃ =

(
0 dTT

−dT dJ

)
,

with:

dT = dT + Γ(dX)T, [5.43]

dJ = dJ + Γ(dX) J + J (Γ(dX))T + ΓA(dX)TT − T (ΓA(dX))T ,

where the first relation is nothing other than [3.37]. Dividing by dt and using the same
notation as in [3.43], the covariant derivative of the dynamical torsor reads:

˚̃τ =

(
0 T̊T

−T̊ J̊

)
, [5.44]
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with:

T̊ = Ṫ + Γ(U)T, J̊ = J̇ + Γ(U) J + J (Γ(U))T + ΓA(U)TT − T (ΓA(U))T[5.45]

On the other hand, let us introduce the following definition:

DEFINITION 5.4.– The resultant torsor of the other forces (i.e. different from the
gravitation) is represented by:

τ̃	 =

(
0 HT

−H G

)
, [5.46]

where the component H ∈ R4 represents the resultant of the other forces and is given
by [3.76] (or [3.84] for the special case of thrust). G ∈ Mskew

44 represent the resultant
moment of the other forces.

Thus we can generalized law 3.4 to the rigid bodies:

LAW 5.3.– For any rigid body subjected to a Galilean gravitation and other forces, the
motion is governed by the equation:

˚̃τ = τ̃	.

5.3.2. Transformation laws

Once again, guided by Galileo’s principle of relativity 1.1, we claim this law is
the same in all the Galilean coordinate systems. Thus in another Galilean coordinate
system X ′, we must have:

dτ̃ ′ = dτ̃ ′ + Γ̃′(dX ′) τ̃ ′ + τ̃ ′ (Γ̃′(dX ′))T .

Introducing [3.30] into [5.41], differentiating the products and taking into account
[3.28] gives:

dτ̃ = P̃dτ̃ ′P̃T , [5.47]

provided:

Γ̃′(dX ′) = P̃−1(Γ̃(P̃ dX ′) P̃ + dP̃ ). [5.48]

Dividing both members of [5.47] by dt = dt′ leads to:

˚̃τ = P̃ ˚̃τ ′ P̃T . [5.49]
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To be consistent with Galileo’s principle of relativity 1.1, taking into account
[5.49], τ̃	 must be transformed under a change of Galilean coordinate systems
X ′ �→ X according to transformation law [3.2] of a torsor, that justifies the definition
5.4. Using equivalent formulae [3.30] and decomposition [5.46], we obtain:

H = P H ′, G = P G′PT + C(P H ′)T − (P H ′)CT , [5.50]

where the first relation is nothing else [3.77]. For H of form [3.76] and G of the form:

G =

(
0 0
0 −j(M)

)
, [5.51]

applying [5.50] with a translation k and a rotation R leaves the null components of
H and G while we recover transformation law [2.10] of the statical torsor. In fact, the
resultant torsor τ̃	 of the other forces is nothing else the expansion of their resultant
torsor τ̆ when recovering the extra dimension of time. The reader can also verify the
relevancy of definition 5.4 to model rocket thrust. With respect to a Galilean coordinate
system X ′ in which the rocket of mass m is at rest, H is given by [3.84] and G is null.
In a coordinate system X obtained from X ′ by a boost v and a translation x, the reader
can verify that the dynamical torsor of the thrust is given by [3.85] and:

G′ =
(
0 −ṁxT

ṁx −j(x× (ṁ(v + w)))

)
, [5.52]

where w is the velocity of the exhaust gases with respect to a Galilean coordinate
system X ′.

Let us examine now in more detail transformation law [5.48] of Γ̃. Taking into
account decomposition [1.16] of P̃ and [5.42] of Γ̃ allows us to recover transformation
law [3.49] of the gravitation and reveal that of the new object ΓA:

Γ′
A(dX

′) = P−1(ΓA(P dX ′) + dC + Γ(P dX ′)C). [5.53]

Unlike the gravitation Γ, the new object ΓA has no deep physical meaning but we
can link it to physical features of the motion according to the following reasoning. As
a rigid body can be considered as a particle of mass mB and spin l0B, let us consider
two proper coordinate systems X ′ and X̄ ′ of this particle (defined in section 3.1.2).
As the change of coordinate systems X ′ �→ X̄ ′ = P X ′ is linear, the translation C
vanishes and:

Γ′
A(dX

′) = P−1 Γ̄′
A(P dX ′). [5.54]
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As the map Γ′
A is linear, the most simple choice for the proper coordinate systems

is the identity:

Γ′
A(dX

′) = dX ′, [5.55]

for which [5.54] is the transformation law for the components of the vector
−−→
dX′. Next

we can deduce the expression of ΓA in any other coordinate system X = P X ′ + C
thanks to its transformation law [5.53] which reads by inversion:

ΓA(dX) = P Γ′
A(dX

′)− (dC + Γ(dX)C) = P dX ′ − (dC + Γ(dX)C),

or in short:

ΓA(dX) = dX − dC. [5.56]

If the observer is located at the moving origin, the new object ΓA represents her or
his infinitesimal motion.

5.3.3. Equations of motion of a rigid body

Let us consider a proper coordinate system X ′ of the rigid body considered as a
particle. In another coordinate system X = PX ′+C obtained by applying a Galilean
boost ẋB and a translation of the origin at k = xB (hence τ = 0 and R = 1R3), the
dynamical torsor is given by König’s first theorem 5.1. In the coordinate system:

X =

(
t
xB

)
, C =

(
0
xB

)
.

Owing to expression [3.38] of the Galilean gravitation, ΓA is calculated by the
transformation law [5.56]:

ΓA = d

(
t
xB

)
− d

(
0
xB

)
−
(

0 0
j(Ω) dxB − g dt j(Ω) dt

) (
0
xB

)
[5.57]

=

(
dt

−Ω× xB dt

)
.

Taking into account [5.44] and [5.46], law 5.3 of the rigid body motion reads:

T̊ = H, J̊ = G. [5.58]
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The first equation is nothing other than law 3.4 of the linear momentum that has
been studied in section 3.5.1. With the notations concerning the rigid body, equation
of motion [3.78] reads:

ṁB = 0, ṗB = mB (g − 2Ω× ẋB) + F. [5.59]

Let us now detail the second one. With some abusive notations again, we write:

J̊ =

(
0 −q̊TB
q̊B −j (̊lB)

)
.

Also note that:

U =

(
1
ẋB

)
, ΓA(U) =

(
1

−Ω× xB

)
.

Owing to [3.44], the second relation of [5.45] leads to:

q̊B = q̇B +Ω× (qB −mB xB)− pB, [5.60]

l̊B = l̇B +Ω× lB + qB × (Ω× ẋB − g)− (Ω× xB)× pB. [5.61]

Applying Jacobi’s identity [7.17] to the last term of the expression of l̊B, owing to
definition 3.13 of the spin and the expression of the passage qB = mBxB stemming
from König’s first theorem 5.1, we obtain:

q̊B = q̇B − pB, l̊B = l̇B +Ω× l0B − qB × (g − 2Ω× ẋB). [5.62]

Once again using the expression of the passage, the second equation in [5.58]
reveals – in addition to [5.59] – new equations of motion (see Comment 3, section
5.6):

q̇B = pB, [5.63]

l̇B +Ω× l0B = xB ×mB(g − 2Ω× ẋB) +M. [5.64]

The first relation is obvious taking into account the expressions of the passage and
the linear momentum given by König’s first theorem 5.1, and the time independance
of mass [5.59]. The second one is relevant for the study of the motion of the body
around it. For the particular case of no spinning (Ω = 0), we deduce the theorem of
the angular momentum:
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THEOREM 5.5.– For a rigid body subjected to gravity g without spinning and other
forces of resultant moment M , the time derivative of the angular momentum is equal
to the resultant moment of the gravity and the other forces:

l̇B = xB ×mBg +M.

5.4. Motion of a free rigid body around it

Let us consider a rigid body free of gravitation and other forces. A typical
application is a satellite at so large a distance from the Earth that the gravitation
effects are negligeable in a suitable space-time window as discussed in section 3.2.2.
Within this window, the mass-center is in uniform straight motion. For convenience,
we use an Eulerian coordinate system in which it is at rest:

ẋB = 0, [5.65]

hence the angular momentum given by König’s first theorem 5.1 is reduced to the
spin:

lB = l0B.

We hope to study the motion of the body around it, starting from the new equation
of motion [5.64]. Because g = Ω = M = 0 in the Eulerian representation, it reads:

l̇B = l̇0B = 0,

Owing to [5.30] and [5.31], we obtain three integral of the motion:

R(t)J ′
B(R(t))T �(t) = l0B = Cte.

It is worth pulling back the spin onto the body at rest by working in the Lagrangian
representation but we must take care that transformation law [3.51] leads to a non
vanishing spinning:

Ω′ = RT� = �′.

where we use [5.6]. Thus, in the Lagrangian representation, the equation of motion
[5.64] leads to Euler’s equation of motion of a rigid body:

l̇′0B +�′ × l′0B = 0. [5.66]

Because of transformation law [3.14] of the spin, [5.30], [5.31] and [5.6]:

l′0B = RT l0B = RTJB � = RTRJ ′
BR

T� = J ′
B�

′
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Because the moment of inertia matrix J ′
B is time independent, the equation of

motion becomes:

J ′
B�̇′ +�′ × (J ′

B�
′) = 0.

Performing the dot product by �′ gives:

�′ · (J ′
B�̇′) = 0, [5.67]

and we obtain a new integral of the motion:

�′ · (J ′
B�

′) = Cte = 2 eB, [5.68]

where, according to König’s second theorem 5.4 and [5.65], eB is the kinetic energy
of the body. The geometrical interpretation of this relation – due to Poinsot – is that
Poisson’s vector �′ lies on an ellipsoid of equation [5.68] (Figure 5.1). Because the
moment of inertia matrix is symmetric, [5.67] reads:

�̇′ · (J ′
B�

′) = 0,

Figure 5.1. Poinsot’s construction

thus the tangent plane at �′ to Poinsot’s ellipsoid is perpendicular to the spin angular
momentum l′0B. Its distance to the origin:

�′ · l′0B
‖ l′0B ‖

=
2 eB
‖ l0B ‖

,



Dynamics of Rigid Bodies 95

is time independent. Pulling back this construction into the Eulerian coordinates, the
motion is described by saying that the ellipsoid rolls on the invariable plane drawn
perpendicular to the time independent vector l0B at the invariable distance 2 eB/ ‖
l0B ‖ of the origin. The vector drawn from the origin to the contact point is Poisson’s
vector �′. The curve traced by this point of contact on the ellipsoid and the plane are
respectively called the polhode and the herpolhode.

Let us now examine the particular case of a body with rotational symmetry around
an axis. In the principal axis of inertia with the third one being the rotational symmetry
axis, A = B and the spin angular momentum reads:

l′0B = J ′
B�

′ =

⎛⎝A 0 0
0 A 0
0 0 C

⎞⎠⎛⎝�′
1

�′
2

�′
3

⎞⎠ =

⎛⎝A�′
1

A�′
2

C�′
3

⎞⎠ .

Hence Euler’s equation of motion [5.66] reads:

A�̇′
1 + (C −A)�′

2�
′
3 = 0,

A�̇′
2 + (C −A)�′

3�
′
1 = 0,

C�̇′
3 = 0,

where A and C are time independent. From the last equation, we find a first integral of
the motion, the spin �′

3 of the body around its rotational symmetry axis. Next, adding
the first equation multiplied by �′

1 and the second one multiplied by �′
2 gives the

second integral of the motion:

�′2
1 +�′2

2 = Cte,

and, consequently:

‖ �′ ‖2= �′2
1 +�′2

2 +�′2
3 = Cte.

The herpolhode is a circle of time independent radius:

� =

√
‖ �′ ‖2 −

(
2 eB
‖ l′0B ‖

)2

.

5.5. Motion of a rigid body with a contact point (Lagrange’s top)

The toy spinning top is a solid of revolution subjected to the gravity and placed in
contact with a horizontal plane (Figure 5.2). In absence of spinning, the top naturally
tumbles because of the gravity but if it is set spinning about its axis of revolution at a
sufficient rotation velocity, it stands upright. In this section, we would like to explain
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why the spinning motion prevents the top taking a tumble. For this aim, the top is
modeled as a rigid body subjected in a suitable Eulerian coordinate system x to a
uniform gravity g without spinning (Ω = 0), in punctual contact with a rough surface
at a point O then no sliding is allowed. For convenience, let us pick z’s axis directed
vertically upward, as determined by a plumb line, and the origin at O. Drawing the
free body diagram of the top, we remove the support at O and we draw a reaction
force F (Figure 5.2) acting at O. As the gravity is uniform, we can model its action
upon the top by its resultant mBg acting at the mass-center G, and obtained thanks to
the equation of motion [5.59] in absence of spinning:

F = ṗB −mB g,

after determining the trajectory. For this aim, we use equation of the motion [5.64]
of the body around it. As the contact point O is at rest in the considered Eulerian
coordinate system, taking into account [5.4], the no sliding condition reads:

ẋB = � × xB.

Figure 5.2. Lagrange’s top
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Hence, starting from the expression of the angular momentum in König’s first
theorem 5.1 and owing to [7.12], it holds:

lB = mB xB × (� × xB) + JB� = (−mB j(xB)j(xB) + JB)� [5.69]

= (mB(‖ xB ‖2 1R3 − xBxT
B) + JB)�.

By Huygens’ theorem 5.3, the angular momentum of the top reads:

lB = JBO�. [5.70]

In a similar way, starting from the expression of the kinetic energy in König’s
second theorem 5.4 and owing to [7.18], it holds:

eB =
1

2
mB (‖ xB ‖2 ‖ � ‖2 −(xB ·�)2) +

1

2
� · (JB �).

Because of Huygens’ theorem 5.3, the kinetic energy of the top reads:

eB =
1

2
� · (JBO�). [5.71]

On this ground, we consider a Lagrangian coordinate system x′ with origin at
the contact point O, the rotational symmetry axis being the one of z′, and we model
the body motion by the rotation matrix R of the map from the reference Eulerian
coordinate system x onto x′ = RTx. To express � in terms of Euler’s angles, we
differentiate [3.20] with respect to the time:

Ṙ = ṘϕRϑRψ +RϕṘϑRψ +RϕRϑṘψ.

Hence, we have:

ṘRT = ṘϕR
T
ϕ +Rϕ(ṘϑR

T
ϑ )R

T
ϕ + (RϕRϑ)(ṘψR

T
ψ)(RϕRϑ)

T .

�ϕ, �ϑ and �ψ being respectively Poisson’s vectors of Rϕ, Rϑ and Rψ , it holds,
owing to [7.23]:

j(�) = j(�ϕ) + j(Rϕ�ϑ) + j(RϕRϑ�ψ).

Because the map j is linear and regular, we obtain:

� = �ϕ +Rϕ�ϑ +RϕRϑ�ψ,
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Introducing Rϕϑ = RϕRϑ, its pull back onto the coordinate system x̃ = RT
ϕϑx is:

�̃ = RT
ϑR

T
ϕ� = RT

ϕϑ�ϕ +RT
ϑ�ϑ +�ψ. [5.72]

Taking into account [3.21], it holds:

�̃ =

⎛
⎝ cosϕ cosϑ sinϕ cosϑ − sinϑ

− sinϕ cosϕ 0
cosϕ sinϑ sinϕ sinϑ cosϑ

⎞
⎠

⎛
⎝ 0

0
ϕ̇

⎞
⎠+

⎛
⎝ cosϑ 0 − sinϑ

0 1 0
sinϑ 0 cosϑ

⎞
⎠

⎛
⎝ 0

ϑ̇
0

⎞
⎠+

⎛
⎝ 0

0

ψ̇

⎞
⎠ ,

and we obtain:

�̃ =

⎛⎝ −ϕ̇ sinϑ

ϑ̇

ψ̇ + ϕ̇ cosϑ

⎞⎠ . [5.73]

According to [5.37], the moment of inertia matrix reads in the Lagrangian
coordinate system x̃:

J̃BO = RψJ ′
BOR

T
ψ ,

or, owing to [3.21]:

J̃BO =

⎛⎝ cosψ − sinψ 0
sinψ cosψ 0
0 0 1

⎞⎠⎛⎝A 0 0
0 A 0
0 0 C

⎞⎠⎛⎝ cosψ sinψ 0
− sinψ cosψ 0

0 0 1

⎞⎠ ,

that leads to:

J̃BO = J ′
BO [5.74]

which is nothing other than expression of the rotational symmetry of the body around
the z̃’s axis. By putting �ψ = 0 in [5.72], Poisson’s vector of the rotation matrix Rϕϑ

is found to be in the Eulerian coordinate system x̃:

�̃ϕϑ = RT
ϕϑ�ϕ +RT

ϑ�ϑ =

⎛⎝−ϕ̇ sinϑ

ϑ̇
ϕ̇ cosϑ

⎞⎠ .

Now, we are able to find three integrals of the motion:

– Let us calculate the time derivative of the total kinetic energy [5.38] and take
into account the equation of motion of the elementary mass dm(s′) in the reference
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Eulerian coordinate system x were the spinning Ω vanishes and the gravity g is
uniform:

ėB =

∫∫∫
B
v · v̇ dm(s′) =

∫∫∫
B
v · g dm(s′) =

(∫∫∫
B
v dm(s′)

)
· g.

Because of definition [5.5] and König’s first theorem 5.1, one has:

ėB = pB · g = mB g · ẋB.

Introducing the gravitational potential:

φ = −g · xB,

we obtain a first integral of the motion, the total energy:

eT = eB +mBφ.

The total kinetic energy [5.71] becomes:

eB =
1

2
(Rϕϑ�̃)T · (JBO(Rϕϑ�̃)) =

1

2
�̃ · (J̃BO�̃),

where J̃BO = RT
ϕϑJBORϕϑ, according to transformation law [5.37]. Owing to [5.73]

and [5.74], one has:

eB =
1

2

(
A (ϑ̇2 + ϕ̇2 sin2 ϑ) + C (ψ̇ + ϕ̇ cosϑ)2

)
.

In addition, h being the distance between the mass-center G and the contact point
O, one has:

xB = Rϕϑ x̃B =

⎛⎝ cosϕ cosϑ − sinϕ cosϕ sinϑ
sinϕ cosϑ cosϕ sinϕ sinϑ
− sinϑ 0 cosϑ

⎞⎠ ⎛⎝ 0
0
h

⎞⎠ = h

⎛⎝ cosϕ sinϑ
sinϕ sinϑ

cosϑ

⎞⎠ ,

and the gravitational potential reads:

φ = −
(
0 0 − ‖ g ‖

)
h

⎛⎝ cosϕ sinϑ
sinϕ sinϑ

cosϑ

⎞⎠ =‖ g ‖ h cosϑ.

The first integral of the motion, the kinetic energy reads:

eT =
1

2

(
A (ϑ̇2 + ϕ̇2 sin2 ϑ) + C(ψ̇ + ϕ̇ cosϑ)2

)
+mB ‖ g ‖ h cosϑ = Cte. [5.75]
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– The second integral of the motion is obtained considering equation [5.64] of
motion in the Eulerian coordinate system x̃:

˙̃
lB + Ω̃× l̃0B = x̃B ×mB(g̃ − 2 Ω̃× ˙̃xB),

where the moment of the reaction force acting at the origin O vanishes. Because the
position vector x̃B of the mass-center is collinear to the basis vector ez̃ , we obtain by
projection:

ez̃ ·
(
˙̃
lB + Ω̃× l̃0B

)
= 0. [5.76]

Owing to [5.70], [5.73] and [5.74], the angular momentum reads:

l̃B = J̃BO�̃ =

⎛⎝ −Aϕ̇ sinϑ

Aϑ̇

C (ψ̇ + ϕ̇ cosϑ)

⎞⎠ . [5.77]

On the other hand, the spin angular momentum reads:

l̃0B = J̃B�̃

Owing to Huygens’ theorem 5.3, namely [5.35], one has:

J̃B = J̃BO −mB(‖ x̃B ‖2 1R3 − x̃Bx̃T
B) =

⎛⎝A∗ 0 0
0 A∗ 0
0 0 C∗

⎞⎠ ,

where A∗ = A−mBh2, C∗ = C and, taking into account [5.73]:

l̃0B =

⎛⎝ −A∗ϕ̇ sinϑ

A∗ϑ̇
C∗ (ψ̇ + ϕ̇ cosϑ)

⎞⎠ .

Moreover, using transformation law [3.51] of the spinning and because Ω = 0 in
the reference Eulerian coordinate system x, one has:

Ω̃ = �̃ϕϑ.

After calculation, it holds:

˙̃
lB +Ω× l̃0B =

⎛⎝ − d
dt (Aϕ̇ sinϑ) + (C∗ −A∗)ϑ̇ϕ̇ cosϑ+ C∗ϑ̇ψ̇

d
dt (Aϑ̇) + (C∗ −A∗)ϕ̇2 sinϑ cosϑ+ C∗ϕ̇ψ̇ sinϑ

d
dt (C (ψ̇ + ϕ̇ cosϑ))

⎞⎠ .
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Because C is time independent, relation [5.76] leads to a second integral of the
motion, the projection of the angular momentum onto the top symmetry axis:

ψ̇ + ϕ̇ cosϑ = Cte = n, [5.78]

often called spin and denoted by n. It is worth noting that, as for the motion of a free
rigid body around it, the spin integral of motion results from the rotational symmetry
of the body.

– The third integral of motion is obtained considering once again equation [5.64]
of motion but in the reference Eulerian coordinate system x. Hence, the assumptions
of theorem 5.5 of the angular momentum are fulfilled and the equation of motion is
reduced to:

l̇B = xB ×mBg. [5.79]

The gravity g being collinear to the time-independent basis vector ez along the
vertical z’s axis, it holds:

l̇B · ez =
d

dt
(lB · ez) = l̇z = 0,

and the z-component of the angular momentum is an integral of the motion:

lz = Cte. [5.80]

For the change of coordinate system x = Rϕϑx̃, the velocity of transport [3.29]
vanishes at x = 0, then transformation law [3.8] of the angular momentum gives :

lB = Rϕϑ l̃B.

Introducing:

ẽz = RT
ϕϑez =

⎛⎝ cosϕ cosϑ sinϕ cosϑ − sinϑ
− sinϕ cosϕ 0

cosϕ sinϑ sinϕ sinϑ cosϑ

⎞⎠ ⎛⎝0
0
1

⎞⎠ =

⎛⎝− sinϑ
0

cosϑ

⎞⎠ ,

and taking into account [5.77] and [5.78], the last integral of motion reads:

lz = eTz lB = ẽTz l̃B = Aϕ̇ sin2 ϑ+ C n cosϑ. [5.81]

Setting aside the events C = 0 and n = 0 definitely, we define the adimensional
constants:

α =
2eT − C n2

2mB ‖ g ‖ h
, β =

lz
C n

, b =
C

A
, n∗ = n

√
A

2mB ‖ g ‖ h
,
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and the adimensional variables:

x = cosϑ, ϕ, ψ, τ =

√
2mB ‖ g ‖ h

A
t.

Denoting ′ the derivative with respect to τ , the integral of motion [5.75], [5.78]
and [5.81] read:

x′2 + ϕ′2(1− x2)2 = (α− x) (1− x2), [5.82]

ψ′ + ϕ′x = n∗, [5.83]

ϕ′(1− x2) = b n∗(β − x). [5.84]

Eliminating ϕ′, we get the differential equation:

x′2 = f(x) = (α− x) (1− x2)− b2n2
∗(β − x).

The motion is possible only if f(x) is positive and | x |≤ 1 (since x = cosϑ). For
large values of | x |, f(x) is dominated by the cubic term in x, then

lim
x→±∞ f(x) = ±∞.

As f(−1) < 0 and f(1) < 0, the cubic polynomial f has three real zeros x1, x2,
x3 such that:

−1 < x1 < x2 < 1 < x3,

special cases of equality being disregarded here. The variable x oscillates within the
interval [x1, x2]. Then the nutation angle ϑ varies between limit values corresponding
to x1 and x2, which explains why the spinning top does not take a tumble. The
azimutal angle ϕ is given by:

ϕ′ =
b n∗(β − x)

1− x2
.

It is clear that ϕ′ has one sign throughout the motion if and only if β lies outside
the interval [x1, x2]. The motion is most clearly followed by tracing the path of ez̃ on
the unit sphere with coordinates ϑ, ϕ. This path is bounded by the two circles x = x1

(above) and x = x2 (below), and the path crosses itself if and only if ϕ′ changes sign
during the motion.
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5.6. Comments for experts

COMMENT 1.– This partial analogy is a cause of misleading and confusion in
literature where co-torsors are erroneously identified as torsors. In fact, co-torsors are
skew-symmetric covariant affine tensors of rank 2.

COMMENT 2.– The total power is the opposite of half the contracted product of a
torsor, a 2-contravariant affine tensor, and a co-torsor, a 2-covariant affine tensor, that
reveals the duality between them.

COMMENT 3.– We will recover in Chapter 17 these equations of motion both as a
generalization of Euler–Poincaré equations and as canonical equations deriving from
Kirillov–Kostant–Souriau structure on a manifold.





6

Calculus of Variations

6.1. Introduction

For a long time, it has been noted that the laws of many natural phenomena can
be obtained by realizing an extremum (minimum or maximum) of a certain physical
quantity assigned to a function modeling the considered phenomenon. In other words,
we use a real-valued map defined on a set of functions and called a functional (a
function of functions). Such a formulation, called a variational principle, is used to
obtain the physical laws of the consider phenomenon by means of the calculus of
variations. The variational principles have over all a mnemonic value which allows
deducing the physical laws in a consistent and systematic way.

In the dynamics of particles and rigid bodies, the considered functional is called the
action and the corresponding variational principle is the principle of least action that
allows us to deduce the equations of motion in a more abstract way as in Chapter 3.

The starting point is the Lagrangian, i.e. a differentiable real function:

L : R× Rn × Rn −→ R : (t, y, z) �−→ λ = L(t, y, z).

To a differentiable map t �−→ y, we associate the number:

α[y] =

∫ t1

t0

L(t, y, ẏ) dt,

called the action, which defines the functional y �−→ α[y]. Let us suppose that y
depends on a parameter ε so that the map:(

t
ε

)
�−→ y, [6.1]
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is twice continuously differentiable and:

∀ε, y(t0, ε) = y0, y(t1, ε) = y1. [6.2]

The action depends now on ε:

α(ε) = α[y].

if the action has a minimum for the map t �−→ y(t, 0), the function ε �−→ α has a
minimum at ε = 0 and thus:

δα = α′(0) =
∫ t1

t0

∂L
∂ε

∣∣∣∣
ε=0

dt = 0. [6.3]

The time derivative ẏ is now a simplified notation for the partial derivative of y
with respect to t and the partial derivative with respect to the parameter ε:

δy =
∂y

∂ε

∣∣∣∣
ε=0

,

is called the variation of y, hence the name of calculus of variations. As the
Lagrangian depends on ε through y and ẏ, the chain rule provides:

∂L
∂ε

=
∂L
∂y

∂y

∂ε
+

∂L
∂ẏ

∂2y

∂ε∂t
=

∂L
∂y

∂y

∂ε
+

∂L
∂ẏ

∂2y

∂t∂ε
,

because y is twice continuously differentiable. With simplified notations, we have:

∂L
∂ε

∣∣∣∣
ε=0

=
∂L
∂y

δy +
∂L
∂ẏ

δ

(
dy

dt

)
=

∂L
∂y

δy +
∂L
∂ẏ

d

dt
(δy), [6.4]

where the derivative symbols d/dt and δ are permuted. Substituting this expression
into the variation [6.3] leads to:

δα =

∫ t1

t0

[
∂L
∂y

δy +
∂L
∂ẏ

d

dt
(δy)

]
dt = 0.

Integrating by parts, it holds:

δα =

[
∂L
∂ẏ

δy

]t1
t0

+

∫ t1

t0

[
∂L
∂y
− d

dt

(
∂L
∂ẏ

)]
δy dt = 0.
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Taking into account [6.2], the variation of y vanishes at t = t0 and t = t1 and we
have for any map [6.1] hence for any variation δy:

δα =

∫ t1

t0

[
∂L
∂y
− d

dt

(
∂L
∂ẏ

)]
δy dt = 0. [6.5]

We are in a situation where f being a given map defined on [t0, t1] we have:∫ t1

t0

f(t) δy(t) dt = 0,

for every continuous function t �−→ δy, for instance δy = f g where g(t) = −(t −
t0) (t− t1):∫ t1

t0

f(t) δy(t) dt =

∫ t1

t0

(f(t))2 g(t) dt = 0.

The integrand is non-negative so it must be zero. Applying this result to [6.5] leads
to:

d

dt

(
∂L
∂ẏ

)
− ∂L

∂y
= 0, [6.6]

and, by transposition, to Euler–Lagrange equations:

d

dt
(grad ẏ L)− grad y L = 0. [6.7]

The curve of Rn represented by the map t �→ y realizing the minimum of the action
is called natural path. Taking into account [6.6], we have along the natural path:

dL
dt

=
∂L
∂y

dy

dt
+

∂L
∂ẏ

dẏ

dt
=

d

dt

(
∂L
∂ẏ

)
ẏ +

∂L
∂ẏ

dẏ

dt
,

that reads:

d

dt

(
∂L
∂ẏ

ẏ − L
)

= 0,
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hence, we obtain a quantity preserved along the natural path, Legendre’s transform of
the Lagrangian and called Hamiltonian:

H =
∂L
∂ẏ

ẏ − L = Cte [6.8]

Incidentally, it is worth introducing:

π = grad ẏ L.

As Legendre’s transform of L, the Hamiltonian:

H = π · ẏ − L,

is a function of t, y, π and:

grad yH = −grad y L.

Then, Euler–Lagrange equations [6.7] are broken into the system of canonical
equations:

ẏ = gradπH, π̇ = −grad yH, [6.9]

where intermediate variables π are seen as independent of y. Hence, we double the
number of unknowns and equations but they are now differential equations of rank
1 instead of Euler–Lagrange ones which are of rank 2. This alternative framework is
known as the Hamiltonian formalism.

Moreover, let us examine the current situations in which the variable y is subjected
to a constraint:

∀t ∈ [t0, t1], f(t, y(t)) = 0.

We would like that:

{δf = grad y f · δy = 0} ⇒{
δL =

[
d

dt
(grad ẏ L)− grad y L

]
· δy = 0

}
,

hence, there exists a Lagrange’s multiplier λ ∈ R such that:

d

dt
(grad ẏ L)− grad y L = λ grad y f. [6.10]



Calculus of Variations 109

6.2. Particle subjected to the Galilean gravitation

6.2.1. Guessing the Lagrangian expression

We would like to find the equations of motion of a particle by this method.
Although at first glance it may seem attractive, to be honest we have to say that it is
not so easy to know the expression of the corresponding Lagrangian. To get it, we use
a heuristic way. To lay the ground, we first try to guess it in the simple case of a free
particle, hence in uniform straight motion in some Galilean coordinate system X ′.
The studied phenomenon is the trajectory of a particle of mass m, modeled by the
function t �−→ x′. In the absence of gravitation, the equation of motion [3.45] is
reduced to:

dp′

dt
= 0.

From the comparison with Euler–Lagrange equations [6.7] (where y is x′ and ẋ′

is v′), we gather:

grad v′ L) = p′ = mv′, grad x′ L = 0.

Modulo a constant, an obvious solution is:

L(t, r′, v′) = 1

2
m ‖ v′ ‖2,

which is nothing other then the kinetic energy [3.73].

Unfortunately, the calculus of variations is littered with traps (but we
will learn to avert some of them). The problem of this Lagrangian is that it was found
in a very peculiar situation where the particle is in uniform straight motion in X ′. In
fact, the previous expression is not general and our goal now is to find its generic form
in any Galilean coordinate system X . For this aim, we use the boost method in the
spirit of section 3.1.2. The coordinate change X ′ �−→ X being characterized by a
boost u and a rotation R, we use the velocity addition formula [1.13] to express the
Lagrangian in terms of the velocity in the new Galilean coordinate system X:

L =
1

2
m ‖ v′ ‖2= 1

2
m ‖ Rv′ ‖2= 1

2
m ‖ v − u ‖2,

thus, expanding:

L =
1

2
m ‖ v ‖2 +

1

2
m ‖ u ‖2 −mu · v. [6.11]
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For this new expression of the Lagrangian, Euler–Lagrange equations:

d

dt
(grad v L)− grad x L = 0, [6.12]

give:

d

dt
(m (v − u)) +m (gradxu) (v − u) = 0.

Taking into account the expression [3.29] of the velocity of transport, we have:

mv̇ = m [u̇+ j(�) (v − u)] ;

that, owing to the expression [3.53] of the acceleration of transport, leads to:

mv̇ = mat.

In the old coordinate system X ′, the particle is gravitation free hence g′ = Ω′ = 0
and, taking into account the transformation law [3.52] of the gravitation, we recover
Souriau’s equation of motion [3.47]:

mẍ = m (g − 2Ω× v),

in any Galilean coordinate system X .

6.2.2. The potentials of the Galilean gravitation

Next, let us consider a more general case where there is not necessary particular
Galilean coordinate system in which the particle is in uniform straight motion. Having
a look at [6.11], we claim that the Lagrangian for a particle subjected to a Galilean
gravitation has the following general form:

L(t, x, v) = 1
2 m ‖ v ‖2 +mA · v −mφ, [6.13]

where (t, x) �−→ φ(t, x) ∈ R and (t, x) �−→ A(t, x) ∈ R3 are given scalar and vector
fields assumed to model the gravitation (for instance, the particular Lagrangian [6.11]
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is obtained with φ = − ‖ u ‖2 /2 and A = −u). Corresponding Euler–Lagrange
equation reads:

d

dt
(gradv L)− gradx L

=
d

dt
[m (v +A)] +m [grad φ− (gradA) v] = 0.

As the field A depends on x and t, we have:

ṗ+m

[
∂A

∂t
+

∂A

∂x
v + grad φ− (gradA) v

]
= 0.

ṗ+m

[
grad φ+

∂A

∂t
+ j(curl A) v

]
= 0.

We recover the equation of motion [3.45]:

ṗ = m (g − 2Ω× v),

as Euler–Lagrange variation equation of the least action principle, provided that we
put:

g = −grad φ− ∂A

∂t
, Ω = 1

2 curl A. [6.14]

The fields φ and A are called the potentials of the Galilean gravitation. It is said
that the components g,Ω of the Galilean gravitation admit or are generated by the
potentials φ,A. In fact, we already know the scalar potential φ. We met it in the
particular case of the Newtonian gravitation and it was given by [3.72] in Kepler’s
problem. By a straightforward calculation, the readers can verify that, for a given
Galilean gravitation, a necessary condition for the existence of the gravitation
potentials is:

curl g + 2
∂Ω

∂t
= 0, divΩ = 0. [6.15]

It is worth noting that there is not always a variational formulation because
it is conditioned by the satisfaction of these two conditions (this is another trap of the
calculus of variation).
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Moreover, let us note that for a given gravitation field, the choice of the potentials
φ and A is not unique. Indeed, let φ∗ and A∗ be potentials allowing us to recover the
same gravity and spinning fields by [6.14]. Hence, Δφ = φ∗ − φ and ΔA = A∗ − A
satisfy:

grad (Δφ) +
∂

∂t
(ΔA) = 0, curl (ΔA) = 0.

Because of the last condition, there exists (at least within a simply connected
subdomain of R4) a scalar field (t, x) �−→ f(t, x) such that:

ΔA = grad f,

and the first condition reads:

grad

(
Δφ+

∂f

∂t

)
= 0.

We can conclude that:

φ∗ = φ− ∂f

∂t
, A∗ = A+ grad f, [6.16]

leads to the same gravitation field as φ and A. The arbitrary field f is called a gauge
function and the previous condition is the gauge transformation.

In the Hamiltonian formalism, introducing the generalized linear momentum:

π = grad v L = m (v +A) = p+mA, [6.17]

and taking into account the expression [6.13], we obtain the Hamiltonian of a particle:

H = π · v − L =
1

2
m ‖ v ‖2 +mφ, [6.18]

which is nothing other then the total energy [3.74], an important integral of the motion
already encountered about Kepler’s problem in section 3.4 but considered now in a
more general context. Also, eliminating v, it reads:

H =
1

2m
‖ π −mA ‖2 +mφ.
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Explicitly, the canonical equations [6.9] read:

ẋ = v = gradπH =
π

m
−A, [6.19]

π̇ = −grad xH = m (gradA)
( π

m
−A

)
−mgradφ [6.20]

= m [(gradA) v − grad φ) . [6.21]

Before going further, let us have a look once again at the example of section
3.3.1. In the Galilean coordinate system X ′ such that g′ = Ω′ = 0, the particle is at
rest. For the observer rotating at x0 = 0 at constant rotation velocity � and working
with the Galilean coordinate system X , the potentials of the gravitation are, under the
conditions [3.63], given by:

φ = −1

2
‖ u ‖2= −1

2
‖ � × x ‖2, A = −u = −� × x.

As an exercise, the readers can verify that [6.14] allows us to recover the expression
[3.64] of the spinning and gravity fields.

6.2.3. Transformation law of the potentials of the gravitation

Introducing into the Lagrangian [6.13] the expression of v given by the velocity
addition formula [1.13], we obtain after straightforward calculations:

L(t, x′, v′) =
1

2
m ‖ v′ ‖2 −mφ′ +mA′ · v′,

where:

φ′ = φ−A · u− 1

2
‖ u ‖2, A′ = RT (A+ u). [6.22]

Let us prove it is the transformation law of the Galilean gravitation potentials in
the following sense:

THEOREM 6.1.– If the components g,Ω of the Galilean gravitation in the Galilean
coordinate system X are generated by the potentials φ,A, according to [6.14], then
the corresponding components g′,Ω′ in another Galilean coordinate system X ′ admit
the potentials φ′, A′ given by [6.22]:

g′ = −grad x′ φ′ − ∂A′

∂t′
, Ω′ =

1

2
curl x′ A′. [6.23]
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The quantity:

I0 = φ + ‖ A ‖2 / 2 [6.24]

is a Galilean invariant.

PROOF.–

The calculus is decomposed into four steps:

– Step 1: recasting the transformation law of the gravity. Let us note by time
differentiating [3.29] at constant x that [3.60] is nothing else:

a∗t =
∂u

∂t
.

Hence, [3.61] reads:

g =
∂u

∂t
+� × u+ 2Ω× u+Rg′, [6.25]

which is a more compact way to write the transformation law of the gravity [3.62].

– Step 2: establishing the transformation law for the derivatives of a column field.
Owing to [3.28], it holds for any column field X �−→ v′(X) ∈ Rn:

dv′ =
∂v′

∂X
dX =

∂v′

∂X
P dX ′.

On the other hand, v′ being seen as a function of X ′ through the coordinate change
X �−→ X ′, we have:

dv′ =
∂v′

∂X ′ dX
′.

dX ′ being arbitrary, we obtain by comparing the previous relations:

∂v′

∂X ′ =
∂v′

∂X
P.

Taking into account [1.9], we have:

∂v′

∂t′
=

∂v′

∂t
+

∂v′

∂x
u,

∂v′

∂x′ =
∂v′

∂x
R. [6.26]
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– Step 3: demonstrating the second condition [6.23]. Applying this formula to the
potential field A and owing to its transformation law [6.22], we have:

∂A′

∂x′ =
∂

∂x
(RT (A+ u))R = RT ∂

∂x
(A+ u)R,

because R is independent of x. Owing to the definition [7.43] of curl and [7.23], it
holds:

j(curl x′ A′) =
∂A′

∂x′ −
(
∂A′

∂x′

)T

= RT

[
∂

∂x
(A+ u)−

(
∂

∂x
(A+ u)

)T
]
R,

j(curl x′ A′) = RT j(curl x (A+ u))R = j(RT curl x (A+ u)).

Because the map j is regular, we obtain:

curl x′ A′ = RT (curl x A+ curl x u).

Differentiating [3.29] with respect to x gives:

∂u

∂x
= j(�), grad x u = −j(�), [6.27]

and using once again [7.43]:

curl x u = 2�, [6.28]

that proves, owing to [6.14], the second condition [6.23]:

1

2
curl x′ A′ = RT (

1

2
curl x A+�) = Ω′.

– Step 4: demonstrating the first condition [6.23]. Applying the first condition
[6.26] to A and taking into account [6.22], we have:

∂A′

∂t′
=

∂A′

∂t
+

∂A′

∂x
u = ṘT (A+ u) +RT

(
∂

∂t
(A+ u) +

∂

∂x
(A+ u)u

)
,

or, taking into account [3.25]:

∂A′

∂t′
= RT

(
∂

∂t
(A+ u) +

∂

∂x
(A+ u)u−� × (A+ u)

)
.

On the other hand, applying the second condition [6.26] to φ, transposing and
owing to [6.22] and [7.39], we have:

grad x′ φ′ = RT (grad x φ− (grad x (A+ u))u− (grad x u)A) .
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Combining the last two results and owing to [6.14] gives:

−grad x′ φ′ − ∂A′

∂t′
= RT [g − ∂u

∂t
+

(
grad x (A+ u)− ∂

∂x
(A+ u)

)
u

+ (grad x u)A+� × (A+ u)].

Owing to the definition [7.43] of curl, [6.14], [6.28] and [6.27], we have:

−gradx′ φ′ − ∂A′

∂t′
= RT

[
g − ∂u

∂t
−� × u− 2Ω× u

]
,

that, taking into account [6.25], proves the first relation [6.23].

Moreover, by a straightforward calculation resulting from [6.22], it is easy to verify
that the quantity [6.24] is invariant.�

6.2.4. How to manage holonomic constraints?

Due to Lagrange’s multipliers, some modifications can be done to model other
forces as the gravitation. For instance, let us consider Foucault’s pendulum (section
3.5.2). The bob moving on the sphere of center P , radius l, its position is subjected to
the holonomic constraint:

f(x) = 1− 1

l

√
x2 + y2 + (z − l)2 = 0,

hence:

grad f =
1

l

⎛⎝ −x
−y
l − z

⎞⎠ .

The gravity g and the spinning Ω given by [3.79] being uniform, considering the
gravitation potentials:

φ = m ‖ g ‖ z, A = Ω× x,

and Lagrange’s multiplier S, the modified Euler–Lagrange equations [6.10] with y =
x allow us to recover the generalized equations of motion [3.78] with the tension force
along the thread:

F = S grad f.

where Lagrange’s multiplier S is physically interpreted as the intensity of the tension
force. Finally, we recover the equations [3.80], [3.81] and [3.82] of Foucault’s
pendulum motion by a variational formulation.
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Elementary Mathematical Tools

7.1. Maps

We call a map an assignment f : x �→ y = f(x) of elements of a set into elements
of another set. It is sometimes denoted by x �→ y. The existence of a map f entails the
one of its definition set:

x ∈ def(f) ⇔ f(x) exists,

and of its value set:

y ∈ val(f) ⇔ ∃x such that y = f(x).

It is useful to consider the identity of a set E, denoted by1E and the impotent
map of which the definition set is empty, which we denote by 1∅. The composition of
functions is defined by:

(f ◦ g)(x) = f(g(x)),

every time it exists. If there is no confusion, the composition f ◦ g is simply denoted
by fg. The composition of two maps is always a map, even if it is impotent. The
composition is associative but no commutative. A map f is regular or one-to-one if:

f(x) = f(y) ⇔ x = y.

f being regular, the inverse map f−1 is defined by:

f−1(y) = x ⇔ y = f(x).

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
© ISTE Ltd 2016. Published by ISTE Ltd and John Wiley & Sons, Inc.
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We verify immediately that f−1 is regular and:

(f−1)−1 = f, def(f−1) = val(f), val(f−1) = def(f),

f−1f = 1def(f), ff−1 = 1val(f).

If f and g are regular, fg is regular and:

(fg)−1 = g−1f−1.

Two maps f and g being defined on the same set, there exists a map h such that
f = hg if and only if:

{g(x) = g(y)} ⇒ {f(x) = f(y)} .

Moreover, the map h is unique if def(h) = val(g). Hence, it is denoted by f/g
and is called the quotient of f by g.

If a map has two variables, for instance (x, y) �→ f(x, y), the partial map y �→
f(x, y) is sometimes denoted by f(x, •).

7.2. Matrix calculus

If you need to brush up on matrix calculus and linear algebra, this would be a good
time to consult, for instance [SOU 92].

7.2.1. Columns

An n-column or simply a column is an element of Rn and is denoted by:

V =

⎛⎜⎜⎜⎝
V 1

V 2

...
V n

⎞⎟⎟⎟⎠ .

V i are its components. Rn has two operations, the addition of vectors and the
multiplication by a scalar:⎛⎜⎜⎜⎝

U1

U2

...
Un

⎞⎟⎟⎟⎠+

⎛⎜⎜⎜⎝
V 1

V 2

...
V n

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
U1 + V 1

U2 + V 2

...
Un + V n

⎞⎟⎟⎟⎠ and λ

⎛⎜⎜⎜⎝
V 1

V 2

...
V n

⎞⎟⎟⎟⎠ =

⎛⎜⎜⎜⎝
λV 1

λV 2

...
λV n

⎞⎟⎟⎟⎠ .
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The addition is associative and commutative. The multiplication by a scalar is
distributive over the column addition. We call key-columns the following elements of
Rn:

e1 =

⎛⎜⎜⎜⎝
1
0
...
0

⎞⎟⎟⎟⎠ , e2 =

⎛⎜⎜⎜⎝
0
1
...
0

⎞⎟⎟⎟⎠ , . . . , en =

⎛⎜⎜⎜⎝
0
0
...
1

⎞⎟⎟⎟⎠ .

Thus, any n-column is a linear combination of the key-columns:

V = V 1e1 + V 1e2 + · · ·+ V nen.

The n-columns V1, V2, · · · , Vp are linearly independent if any linear combination
λ1V1 + λ2V2 + · · ·+ λpVp is zero if and only if λ1 = λ2 = · · · = λp = 0.

7.2.2. Rows

An n-row or simply a row is a numerical linear function on Rn :

Φ(λU + μV ) = λΦ(U) + μΦ(V ).

It is denoted by:

Φ =
(
Φ1 Φ2 · · · Φn

)
.

Φi are its components and the value of Φ for the n-column V is:

Φ(V ) = Φ1V
1 +Φ1V

1 + · · ·+ΦnV
n.

The set (Rn)∗ of the rows has two operations, the addition:(
Φ1 Φ2 · · · Φn

)
+
(
Θ1 Θ2 · · · Θn

)
=
(
Φ1 +Θ1 Φ2 +Θ2 · · · Φn +Θn

)
,

and the multiplication by a scalar:

λ
(
Φ1 Φ2 · · · Φn

)
=
(
λΦ1 λΦ2 · · · λΦn

)
.

The addition is associative and commutative. The multiplication by a scalar is
distributive over the row addition. We call key-rows the following rows:

e1 =
(
1 0 · · · 0

)
, e2 =

(
0 1 · · · 0

)
, . . . , en =

(
0 · · · 0 1

)
.

Thus, any n-row is a linear combination of the key-rows:

Φ = Φ1e
1 +Φ2e

2 + · · ·+Φne
n.
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7.2.3. Matrices

An n× p matrix is a linear map from Rp into Rn:

M(λU + μV ) = λM(U) +MΦ(V ).

It is denoted by:

M =

⎛⎜⎜⎜⎝
M1

1 M1
2 · · · M1

p

M2
1 M2

2 · · · M2
p

...
...

. . .
...

Mn
1 Mn

2 · · · Mn
p

⎞⎟⎟⎟⎠ .

M i
j are its elements. The set Mnp of the n× p matrices has two basic operations, the

addition:⎛⎜⎝M1
1 · · · M1

p
...

. . .
...

Mn
1 · · · Mn

p

⎞⎟⎠+

⎛⎜⎝N1
1 · · · N1

p
...

. . .
...

Nn
1 · · · Nn

p

⎞⎟⎠ =

⎛⎜⎝M1
1 +N1

1 · · · M1
p +N1

p
...

. . .
...

Mn
1 +Nn

1 · · · Mn
p +Nn

p

⎞⎟⎠ ,

and the multiplication by a scalar:

λ

⎛⎜⎝M1
1 · · · M1

p
...

. . .
...

Mn
1 · · · Mn

p

⎞⎟⎠ =

⎛⎜⎝ λM1
1 · · · λM1

p
...

. . .
...

λMn
1 · · · λMn

p

⎞⎟⎠ .

The matrix addition is associative and commutative. The multiplication by a scalar
is distributive over the matrix addition. The j-th column of M is the column Mj of
which the components are M i

j , which allows us to write in a more compact way:

M =
(
M1 · · · Mn

)
.

The i-th row of M is the row M i of which the components are M i
j , which allows

us to write:

M =

⎛⎜⎝M1

...
Mn

⎞⎟⎠ .
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The composition or product of the n × p matrix M by the p × q matrix N is the
n× q matrix obtained performing products ”rows by columns”:

MN =

⎛⎜⎜⎜⎝
M1N1 M1N2 · · · M1Nq

M2N1 M2N2 · · · M2Nq

...
...

. . .
...

MnN1 MnN2 · · · MnNq

⎞⎟⎟⎟⎠ .

The matrix product is associative but not commutative. The identity matrix:

1Rn =

⎛⎜⎜⎜⎝
1 0 · · · 0
0 1 · · · 0
...

...
. . .

...
0 0 · · · 1

⎞⎟⎟⎟⎠ ,

is such that for any n× n matrix M :

M 1Rn = 1RnM = M

The components of the identity matrix are denoted by δij and are called Kronecker’s
symbols. An n× n matrix M is diagonal if it has the form:

M =

⎛⎜⎜⎜⎝
M1

1 0 · · · 0
0 M2

2 · · · 0
...

...
. . .

...
0 0 · · · Mn

n

⎞⎟⎟⎟⎠ .

We denote it by:

M = diag(M1
1 ,M

2
2 , · · · ,Mn

n ).

The transpose matrix of the n× p matrix M is the p× n matrix:

MT =

⎛⎜⎜⎜⎝
M1

1 M2
1 · · · Mn

1

M1
2 M2

2 · · · Mn
2

...
...

. . .
...

M1
p M2

p · · · Mn
p

⎞⎟⎟⎟⎠ .

We verify that:

(M +M ′)T = MT +M ′T , (M N)T = NTMT , (MT )T = M.



122 Galilean Mechanics and Thermodynamics of Continua

An n×n matrix M is symmetric if MT = M and skew-symmetric if MT = −M .

Of course, as particular cases:

– n-columns are n×1 matrices (then linear maps from R into Rn) and Rn = Mn1;

– n-rows are 1× n matrices and (Rn)∗ = M1n. Moreover: Φ(V ) = ΦV,;

– scalars are 1 × 1 matrices and commute with any other matrices, in particular
with columns and rows.

The dot product of two n-columns is the scalar:

U · V = UTV.

The dot product is commutative. The norm of an n-column is:

‖ U ‖=
√
U · U.

The norm is non-negative. It vanishes if and only if the column vanishes. For any
n-columns U, V and scalar λ :

‖ λU ‖=| λ | ‖ U ‖, [7.1]

‖ U + V ‖≤‖ U ‖ + ‖ V ‖ . [7.2]

The trace of an n× n matrix M is the sum of its diagonal elements:

Tr(M) = M1
1 +M2

2 + · · ·+Mn
n .

Of course, we have:

Tr(MT ) = Tr(M),

and if M is skew-symmetric, its trace vanishes. We verify that for an n-row Φ and
n-columns U, V :

Tr(V Φ) = ΦV and Tr(V UT ) = U · V, [7.3]

and that for any n× p matrix M and any p× n matrix N :

Tr(MN) = Tr(NM). [7.4]
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The determinant of an n × n matrix M is the unique numerical function det of
M , linear with respect to each of its columns M1,M2, · · ·Mn, completely
skew-symmetric with respect to them and such that:

det(1Rn) = 1.

The determinant of a 2× 2 matrix is:

det(M) = M1
1M

2
2 −M2

1M
1
2 ,

and the one of a 3× 3 matrix is:

det(M) = M1
1M

2
2M

3
3 +M2

1M
3
2M

1
3 +M3

1M
1
2M

2
3

−M3
1M

2
2M

1
3 −M2

1M
1
2M

3
3 −M1

1M
3
2M

2
3 .

If M,N are n× n matrix, we verify that:

det(−M) = (−1)n det(M) and det(MN) = det(M) det(N).

An n× n matrix M is regular if and only if its determinant is not null. Then:

det(M−1) = (det(M))−1.

The dot product of two n× n matrices M and N is the scalar:

M : N = Tr(MTN). [7.5]

The dot product is commutative. The norm of an n× n matrix is:

‖M ‖=
√
M : M. [7.6]

The matrix norm has similar properties to the ones of the vector norm, in particular
[7.1] and [7.2].

The inverse of an n×n matrix M is –if there exists– the unique matrix M−1 such
that:

M M−1 = M−1M = 1Rn . [7.7]

Then, M is said to be regular. A matrix is regular if and only if its determinant is
non-zero.
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The (i, j) minor of the n × n matrix M , denoted by minor(i, j,M), is the
determinant of the (n − 1) × (n − 1) matrix that results from deleting the i-th row
and j-th column of M . The adjugate of M is the n × n matrix adj(M) of which the
element (adj(M))ij is the (j, i) cofactor of M :

(adj(M))ij = (−1)i+jminor(j, i,M).

If M is regular, its inverse can be obtained due to Cramer’s rule:

M−1 =
adj(M)

det(M)
. [7.8]

An n × n matrix M has a real or complex eigenvalue λ if there is a non-zero
eigenvector V ∈ Cn such that

M V = λV.

The eigenvalues of M are roots of the characteristic equation:

det(M − λ1Rn) = 0.

The matrix M is diagonalizable if there is a family of n linearly independent
eigenvectors V1, V2, · · · , Vn of respective eigenvalues λ1, λ2, · · · , λn. Then,
considering the n× n matrix P = (V1, V2, · · · , Vn), we have:

P−1M P = diag(λ1, λ2, · · · , λn).

We say that P diagonalizes M . A symmetric matrix M is diagonalizable, its
eigenvalues are real numbers and its eigenvectors are mutually orthogonal. As they
are defined to within a scalar factor, they may be choosen as orthonormal.

An n× n matrix M is positive definite if for all non-vanishing x ∈ Rn:

x · (M x) > 0. [7.9]

7.2.4. Block matrix

A block matrix or a partitioned matrix is a matrix which is interpreted as having
been broken into sections called blocks or submatrices. For instance, the matrix:

M =

⎛⎝ 1 1 2 2 2
1 1 2 2 2
3 3 4 4 4

⎞⎠ ,
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can be partitioned into four blocks:

M1
1 =

(
1 1
1 1

)
, M2

1 =

(
2 2 2
2 2 2

)
,

M1
2 =

(
3 3

)
, M2

2 =
(
4 4 4

)
.

The partitioned matrix can then be written as:

M =

(
M1

1 M1
2

M2
1 M2

2

)
.

Sums and products can be extended to block matrices provided that the partitions
of terms and factors are compatible.

7.3. Vector calculus in R3

With any 3-column u a unique 3× 3 skew-symmetric matrix is associated:

j(u) =

⎛⎝ 0 −u3 u2

u3 0 −u1

−u2 u1 0

⎞⎠ . [7.10]

u is sometimes called the axial vector of j(u). The map j is regular, linear and satisfies
the following identities:

j(j(u)v) = vuT − uvT , [7.11]

j(u)j(v) = vuT − (u · v)1R3 , [7.12]

from which we deduce:

Tr(j(u)j(v)) = −2u · v, [7.13]

and:

j(u)j(v)− j(v)j(u) = j(j(u)v). [7.14]

The cross-product of two 3-columns u and v is the 3-column u× v defined by:

u× v = j(u)v.
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Considering the components, we have:⎛⎝u1

u2

u3

⎞⎠×
⎛⎝ v1

v2

v3

⎞⎠ =

⎛⎝u2v3 − u3v2

u3v1 − u1v3

u1v2 − u2v1

⎞⎠ .

The cross-product is anticommutative: u × v = −v × u and is not associative.
Of course, u × u = 0 and the cross-product of two colinear columns is null. The
cross-product is distributive over the addition. From [7.11] and [7.12], we deduce the
expressions of the vector triple products:

(u× v)× w = (u · w)v − (v · w)u, [7.15]

u× (v × w) = (u · w)v − (v · u)w. [7.16]

Also, condition [7.14] leads to Jacobi’s identity:

u× (v × w) + v × (w × u) + w × (u× v) = 0. [7.17]

The oriented volumes are measured by the scalar triple product, symmetric by
circular permutation of its arguments:

(u× v) · w = (w × u) · v = (v × w) · u,

and skew-symmetric with respect to any couple of arguments:

(u× v) · w = −(v × u) · w = −(w × v) · u = (u× w) · v.

Hence, the scalar triple product vanishes if two of its arguments are identical. From
[7.12], we deduce the relation:

‖ u× v ‖2 +(u · v)2 =‖ u ‖2‖ v ‖2 . [7.18]

For any 3× 3 matrix M and any 3-columns u, v, w, we have:

Tr(M)u · (v × w) = (M u) · (v × w) + u · ((M v)× w) + u · (v × (M w)),

from which we deduce:

(M v)× w + v × (M w) = (Tr(M) 1R3 −M)
T
(v × w). [7.19]
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An orthogonal matrix R is a 3 × 3 matrix preserving the dot products of two
3-columns:

(R u) · (R v) = u · v. [7.20]

We verify that the inverse of R is its transpose matrix:

RTR = R RT = 1R3 , [7.21]

and that:

(R u)× (R v) = R(u× v). [7.22]

Using the map j, this relation reads:

j(RTu) = RT j(u)R [7.23]

A rotation is an orthogonal transformation preserving the oriented volumes, then
its determinant is equal to 1. An Euclidean transformation is an affine transformation
of R3 preserving the dot product of two vectors and the oriented volumes, then
composed of a rotation R and a translation k ∈ R3:

x = Rx′ + k.

A 3 × 3 symmetric matrix M is diagonalizable, its eigenvalues are real numbers
and the corresponding matrix P = (V1, V2, V3) is orthogonal. The vectors V1, V2, V3

are mutually orthogonal and of unit norm.

7.4. Linear algebra

7.4.1. Linear space

A linear space (or vector space) T is a non-empty set with two operations, the
addition and the multiplication by a scalar. Its elements are called vectors and denoted
with an arrow: �U, �V, · · · . The addition is associative, commutative and has a zero �0:

�U+ �0 = �U.

Each vector has an opposite one:

�U+ (−�U) = �0.



128 Galilean Mechanics and Thermodynamics of Continua

The multiplication by a scalar is distributive over the vector addition and:

λ(μ�U) = (λμ)�U,

1�U = �U.

If the scalars are real numbers, T is a real linear space. Unless otherwise specified,
linear spaces considered in this book are real. The set Rn of n-columns, the set (Rn)∗

of n-rows and, more generally, the set Mnp of the n × p matrices are examples of
linear spaces.

A linear subspace of T is a subset that is closed under taking linear combinations.
The set Msymm

nn of the n × n symmetric matrices and the set Mskew
nn of the n × n

skew-symmetric matrices are linear subspaces of Mnn.

Let R be another linear space. A map A : T → R is a linear map if it preserves
linear combinations:

A (λ1
�U1 + λ2

�U2 + · · ·+ λp
�Up) = λ1A (�U1) + λ2A (�U2) + · · ·+ λpA (�Up).

A linear space T has a finite dimension n if there exists a linear regular map S
of which the definition set is Rn and the value set is T . S is called a basis or linear
frame of T . The �ei = S(ei) are called the basis vectors. Thus, any vector can be
decomposed into the unique linear combination of the basis vectors:

�V = V 1�e1 + V 2�e2 + · · ·+ V n�en,

where the V i are called the components of �V with respect to the basis. We denote it
indifferently by S or (�e1,�e2, · · · ,�en) or more simply (�ei), allowing us to write the
previous relation:

�V = S(V ) = (�e1,�e2, · · · ,�en)V,

the last expression being understood as a product of a row by a column. If we change
the basis (�ei) for a new one (�e′i), the corresponding transformation matrix is the
regular n× n matrix P = S−1S′ such that:

(�e′1,�e
′
2, · · · ,�e′n) = (�e1,�e2, · · · ,�en)P,

that also reads:

�e′i = P 1
i �e1 + P 2

i �e2 + · · ·+ Pn
n�en.
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In the new basis, the vector �V is represented by the column:

V ′ = P−1V. [7.24]

Conversely, if there exists a regular map S of which the definition set is Rn, its
value set T is a linear space of dimension n, defining by structure transport the vector
addition:

�U+ �V = S(S−1(�U) + S−1(�V)),

and the multiplication by a scalar:

λ�U = S(λS−1(�U)).

Let F be the set of the maps f of which the definition set is a given set A and the
value set is a given linear space T . Defining for f, g ∈ F the vector addition by:

∀x ∈ A, (f + g)(x) = f(x) + g(x), [7.25]

and the multiplication by a scalar:

∀λ ∈ R, ∀x ∈ A, (λf)(x) = λf(x), [7.26]

the set F is a linear space.

7.4.2. Linear form

The set T ∗ of the linear maps from T into R is a linear space and is called the
dual space of T . Its elements Φ are called linear forms or covectors. If T has a finite
dimension n, then its dual one has the same dimension. S or (�ei) being a basis of T ,
we have:

Φ(�V) = Φ(S V ) = (ΦS)V.

Hence, Φ = ΦS is the unique n-row such that Φ = ΦS−1. The map S−1 is
called a cobasis or a linear coframe and the components Φi of Φ are the components
of Φ with respect to this cobasis. The ei = eiS−1 are called the basis covectors. The
value of the form ei for the vector �U is its i-th component in the basis S:

ei(�U) = U i.
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We denote the cobasis indifferently by S−1 or (ei), allowing us to write the
previous relation:

Φ = ΦS−1 = Φ

⎛⎜⎜⎜⎝
e1

e2

...
en

⎞⎟⎟⎟⎠ ,

the last expression being understood as a product of a row by a column. Because:

ei(�ej) = δij ,

the cobasis S−1 is called the dual basis or dual linear frame of S. We deduce:

Φ(�ei) = Φi. [7.27]

In a new cobasis S′−1, the linear form Φ is represented by the row:

Φ′ = ΦP, [7.28]

where occurs the transformation matrix P = S−1S′. The map:

T ∗ × T → R : (Φ, �V) �→
〈
Φ, �V

〉
= Φ(�V) = ΦV,

is linear with respect to each of its arguments and is called the dual pairing.

7.4.3. Linear map

Let R be another linear space of finite dimension p and (�ηi) be one of its basis.
Let A : T → R : �U �→ �V = A (�U) be a linear map. If in the basis (�ηi), the vector
�V is represented by the column V :

�V = (�η1, . . . , �ηp)V = Ŝ(V ),

and each vector A(�ej) by the column Aj of components Ai
j , the linear map A is

represented by the matrix:

A = (A1, · · · , Ap) , V = AU .

The linear map A and the matrix A representing it are linked by:

A = ŜAS−1, A = Ŝ−1AS.
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Let Q be the transformation matrix of the change between (�ηi) and a new basis
(�η′

i). Then, in the basis (�e′j) and (�η′
i), the linear map is represented by the equivalent

matrix:

A′ = Q−1AP. [7.29]

When T = R, A is represented by the similar matrix:

A′ = P−1AP,

and:

Tr(A′) = Tr(P−1AP ) = Tr(APP−1) = Tr(A),

does not depend on the choice of the basis but only on A. We call it the trace of A
and denote it by Tr(A). The element Ai

j of the matrix A representing A in the basis
S is given by:

Ai
j = ei(A(�ej)),

Hence:

Tr(A) =

n∑
i=1

ei(A(�ei)). [7.30]

The set Hom(T ,R) of the linear maps from T into R is a linear space of
dimension np. In particular, Hom(T ,R) = T ∗ and Hom(Rp,Rn) = Mnp.

The transpose of the linear map A : T → R is the linear map tA : R∗ → T ∗

such that:

∀Φ ∈ R∗, ∀�V ∈ T ,
〈
Φ,A(�V)

〉
=
〈
tA(Φ), �V

〉
.

The transpose map tA is represented by the transpose matrix AT of A
representing A.

If two maps A and B are linear and if:{
B(�U) = �0

}
⇒

{
A(�U) = �0

}
,

the quotient of A by B exists and is linear (see section 7.1). The map λ = A/B is
called a Lagrange’s multiplier, hence:

A = λB.
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7.5. Affine geometry

An affine space is a non-empty set AT of points, associated with a linear space T
through a map:

AT × T → AT : (a, �U) �→ a+ �U,

satisfying the following three conditions:

– for any a ∈ AT , a+ �0 = a;

– for any a ∈ AT and �U, �V ∈ T , (a+ �U) + �V = a+ (�U+ �V);

– for any points a,b ∈ AT , there is a unique �U ∈ T such that a+ �U = b.

The unique vector �U such that a + �U = b is denoted by
−→
ab. By taking a as the

origin in AT , we identify AT with T through the regular map b �→ −→
ab.

For any family of m points (ai) in AT , for any family of m scalars (λi) such that
λ1 + λ2 + · · ·+ λm = 1, and for any a ∈ AT , the point:

a+ λ1
−→aa1 + λ2

−→aa2 + · · ·+ λm
−→aam,

signed with the weights λi, does not depend on the choice of a and is called barycenter
and is denoted by:

λ1a1 + λ2a2 + · · ·+ λmam.

An affine subspace of AT is a subset that is closed under taking barycenters. For
any point a ∈ AT and any subset W ⊂ T , let a+W denote the following subset of
AT :

a+W =
{
a+ �V | �V ∈W

}
.

A non-empty subset A of A ⊂ T is an affine subspace if and only if for every
point a ∈ A, the set:

Wa =
{−→
ab | b ∈ A

}
,

is a subspace of T . Consequently, A = a+Wa.

Let AR be another affine space. A map α : AT → AR is an affine map if it
preserves barycenters:

α (λ1a1 + λ2a2 + · · ·+ λpap) = λ1α (a1) + λ2α (a2) + · · ·+ λp (ap).
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An affine map preserves affine subspaces and parallelotopes. There exists a unique
linear map A : T → R such that:

α (a+
−→
U) = α (a) +A (

−→
U), A (

−→
ab) = α (b)−α (a).

It is called the linear part of α and is denoted byA = lin (α). For instance, the
map a : ARn → ARn : V �→ V ′ = C + P V , which may be identified to the couple
(C,P ), is affine and P is its linear part.

If T has a finite dimension n, we said that AT has the dimension n. Let
(a0, a1, . . . ,an) be a set of (n + 1) points such that the set of the vectors
�ei = ai − a0 is a linear frame. We say that: (a0, (�ei)) is an affine frame of AT of
origin a0. For any a ∈ AT , the decomposition:

a = a0 + V 1�e1 + V 2�e2 + · · ·+ V n�en, [7.31]

is unique. We call V i the (affine) components of a. In other words, the correspondence
between a ∈ AT and the column V collecting the components V i is one-to-one. This
defines a one-to-one affine map: ARn → AT : V �→ a = f (V ). We say it is an affine
frame map. Conversely, let f be a given affine frame map. It defines an affine frame
by:

a0 = f (0), ai = f (ei), �ei = f (ei)− a0,

and [7.31] reads:

a = f (V ) = a0 + S(V ), [7.32]

where the basis S = lin (f) is the linear part of f . If we change the affine frame
(a0, (�ei)) for a new one (a′

0, (�e
′
i)), the corresponding transformation matrix being P

and C ′ = S′−1(
−−−→
a′
0a0) being the n-column gathering the components of

−−−→
a′
0a0 in the

new basis, the decomposition [7.32] leads to:

a = a′0 +
−−−→
a′
0a0 + S(V ) = a′0 + S′(V ′)

with the transformation law for the components of a point:

V ′ = C ′ + P−1V. [7.33]

Compare it to the corresponding relation [7.24] for vectors: points are
not vectors.
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Conversely, introducing C = −P C ′, we have:

V = C + P V ′. [7.34]

There is a useful trick to convert this relation into what looks like a linear relation.
We add 1 as the (n + 1)-th component to the vectors V and V ′, and form the (n +
1)× (n+ 1) matrix P̃ :

Ṽ =

(
1
V

)
, P̃ =

(
1 0
C P

)
, Ṽ ′ =

(
1
V ′

)
, [7.35]

so that [7.34] is equivalent to:

Ṽ = P̃ Ṽ ′,

The affine maps Ψ from AT into R are called affine forms and their set is denoted
by A∗T . If AT has a finite dimension n and f is an affine frame map, Ψ = Ψ ◦ f is
a affine function from Rn into R. Hence, it holds:

Ψ(a) = Ψ(V ) = χ+ΦV, [7.36]

where χ = Ψ(0) = Ψ(a0) and Φ = lin(Ψ) is an n-row. We call Φ1,Φ2, · · · ,Φn, χ
the (affine) components of Ψ. It is convenient to gather the components into an (n+1)-
row Ψ̃ according to:

Ψ(V ) = Ψ̃ Ṽ = (χ Φ)

(
1
V

)
.

The set A∗T is a linear space of dimension (n+ 1) called the vector dual of AT .
If we change the affine frame (a0, (�ei)) for a new one (a′

0, (�e
′
i)), the components of

an affine form are modified according to Ψ̃′ = Ψ̃ P̃ , which leads to:

χ′ = χ+ΦC, Φ′ = ΦP.

It is easy to verify that the inverse transformation law:

Ψ̃ = Ψ̃′ P̃−1, [7.37]

reads:

χ = χ′ − Φ′ P−1C, Φ = Φ′ P−1.
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7.6. Limit and continuity

Let t �→ U(t) be a map from an open interval I of R into Rn. If t0 ∈ I , we say
that U(t) approaches the limit U0 ∈ Rn as t approaches t0 if for any ε > 0 we can
find η > 0 such that:

| t− t0 |< η ⇒ ‖ U(t)− U0 ‖< ε,

that reads:

lim
t→t0

U(t) = U0.

Moreover, let V be a function valued in Rn and f be a scalar function, both defined
on I , and:

lim
t→t0

V (t) = V0, lim
t→t0

f(t) = f0,

then:

lim
t→t0

(U(t) + V (t)) = U0 + V0, lim
t→t0

(f(t)U(t)) = f0U0.

lim
t→t0

(U(t) · V (t)) = U0 · V0, lim
t→t0

(U(t)× V (t)) = U0 × V0.

The function U is said to be continuous at t0 if:

lim
t→t0

U(t) = U(t0).

It is continuous on the interval J ⊂ I if it is continuous at every t ∈ J .

The extension of the previous considerations to functions M valued in Mnn is
straightforward due to the matrix norm [7.6]. If U is a function valued in Rn and:

lim
t→t0

M(t) = M0,

we have:

lim
t→t0

(M(t)U(t)) = M0 U0,

every time the right-hand side exists.
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7.7. Derivative

We said that U is differentiable at t0 if:

U̇(t) =
dU

dt
(t) = lim

t→t0

U(t)− U(t0)

t− t0
.

exists. This limit is called the derivative of U at t0. We said that U is differentiable on
I if it is differentiable at every t0 ∈ I . Thus, we have:

d

dt
(fU) =

df

dt
U + f

dU

dt
,

d

dt
(U · V ) =

dU

dt
· V + u · dU

dt
,

d

dt
(U × V ) =

dU

dt
× V + U × dV

dt
.

The extension of the derivative to functions M valued in Mnn is straightforward.
Then, we have:

d

dt
(MU) =

dM

dt
U +M

dU

dt
.

Multiplying by dt, we can adopt the language of differentials:

d(fU) = df U + f dU, d(U · V ) = dU · V + U · dV,

d(U × V ) = dU × V + U × dV, d(MU) = dM U +M dU.

If a scalar function f is differentiable at t0 and U is differentiable at f(t0), then
the composition V = Uf is differentiable at t0 with:

d

dt
(U(f(t))) =

dU

df

df

dt
.

This is the chain rule.

7.8. Partial derivative

Let f be a map from a subset of Rn into Rm and v be a n-column. The directional
derivative of f at x ∈ def(f) in the direction of v is defined by:

Df(x)(v) = lim
t→0

f(x+ t v)− f(x)

t
,
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if the limit exists. That is Df(x)(v) is the ordinary derivative of the function t �→
f(x + t v) at t = 0. If the directional derivative of f at x exists in any direction and
Df(x) is linear, we say that f is differentiable at x. The map Df(x) is called the
derivative of f and, if there is no confusion, we often denote its value by Df(x) v.
If f is differentiable at every x ∈ def(f), we said that f is differentiable. Then, it is
continuous on def(f). We say that f is continuously differentiable (or of class C1) if
the map x �→ Df(x) is continuous.

Let us now consider scalar fields f , i.e. such that val(f) ⊂ R. The partial
derivative of f with respect to xi at x is:

∂f

∂xi
(x) = ∂if(x) = Df(x) ei.

If the function x �→ ∂if(x) has a partial derivative with respect to xj , we denote it
by:

∂

∂xj

(
∂f

∂xi

)
=

∂2f

∂xj∂xi
.

If a function f has continuous partial derivatives up to the order p, we said that it
is of class Cp. If a function is at least of class C2, the partial derivatives commute:

∂2f

∂xi∂xj
=

∂2f

∂xj∂xi
.

7.9. Vector analysis

7.9.1. Gradient

The derivative of a scalar field at x, denoted by:

Df(x) =
∂f

∂x
,

is a linear map from Rn into R, which is an n-row and:

∂f

∂x
=

(
∂f

∂x1

∂f

∂x2
· · · ∂f

∂xn

)
.
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The gradient of the scalar field f is the n-column:

grad f =

(
∂f

∂x

)T

=

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∂f

∂x1

∂f

∂x2

...
∂f

∂xn

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
.

For any scalar fields λ and μ, it holds:

grad (λμ) = λ gradμ+ μ grad λ.

Let v be a vector field, i.e. such that val(v) ⊂ Rp. Its derivative at x, denoted by:

Dv(x) =
∂v

∂x
,

is a linear map from Rn into Rp, which is a p × n matrix. Its gradient is the n × p
matrix:

grad v =

(
∂v

∂x

)T

.

For any scalar field λ and any vector fields u, v, we have:

grad (λv) = grad λ vT + λ grad v. [7.38]

grad (u · v) = (grad u) v + (grad v)u. [7.39]

If n = p, the symmetric gradient of v is the symmetric n× n matrix:

grad s v =
1

2

[
∂v

∂x
+

(
∂v

∂x

)T
]
.

The skew-symmetric gradient of v is the skew-symmetric n× n matrix:

grad a v =
1

2

[
∂v

∂x
−
(
∂v

∂x

)T
]
,
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If the map:

Rn → Rn : x �→ y = (grad f) (x),

is regular, we define Legendre’s transform of f (with respect to x) as the scalar
function:

f∗(y) = x · ((grad f) (x))− f(x), [7.40]

where x = (grad f)−1(y). Then, the inverse map is:

Rn → Rn : y �→ x = (grad f∗) (y).

With some abusive notations, Legendre’s transform reads:

f∗ = x · grad f − f =
∂f

∂x
x− f.

7.9.2. Divergence

Let v be a vector field, such that val(v), def(v) ⊂ Rn. Its divergence is the scalar
field:

div v = Tr

(
∂v

∂x

)
,

and for any scalar field λ:

div (λv) = λ div v +
∂λ

∂x
v = λ div v + grad λ · v. [7.41]

7.9.3. Vector analysis in R3 and curl

For every vector fields u, v ∈ R3, we have:

∂

∂x
(u× v) = j(u)

∂v

∂x
− j(v)

∂u

∂x
. [7.42]

For any column field x �−→ v(x) ∈ R3 of class C1, we call curl of v the unique
3-column field curl v associated with the skew-symmetric gradient of v by the map j:

j(curl v) =
∂v

∂x
−
(
∂v

∂x

)T

. [7.43]

For any scalar field λ and any vector field v, we have:

curl (grad λ) = 0, div (curl v) = 0.





PART 2

Continuous Media





8

Statics of 3D Continua

8.1. Stresses

8.1.1. Stress tensor

The aim of this chapter is to study the static equilibrium of a bulky body occupying
an open domain V of the three-dimensional (3D) affine space (Figure 8.1). First, we
have to model the internal and external forces, defined in a global way in section
2.3.3. We would like to give a more accurate description of them. To identify the
internal forces, we isolate a part V− of the body by cutting it along a smooth surface
S of equation f(x) = 0 where f is a level-set function of class C1 and conventionally
negative in V−.

Figure 8.1. Stress vector

Drawing the free body diagram of the part V−, the distribution of internal forces
acting upon it through the surface will be assumed at least continuous. At a given
point P of interior of the surface, let us consider an infinitesimal surface element
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completely defined by its area dS and orientation. Working in a Galilean coordinate
system x, the surface element is perpendicular to the gradient of f , the components of
which are the partial derivative of f . In a Galilean coordinate system, the components
of the unit normal to the surface, pointing away from the considered part, are:

ni =
1

‖∂f∂x‖
∂f

∂xi
.

which are the components of a covector n, which is a 1-covariant tensor, called unit
normal to S at P . According to the transformation law [2.10], we saw that forces
are vectors, i.e. 1-contravariant tensors. Let dF j be the components of the elementary
internal force vector

−→
dF s acting at P upon V− through the surface element dS.

DEFINITION 8.1.– The stress vector acting at the point P through the surface S (from
V+ to V−) is:

−→
t =

−−→
dFs

dS ,

value of a map:

(P ,n) �→ −→
t = T (P ,n).

In other words, if
−−→
ΔF is the resultant of forces acting upon V− through the small

portion ΔS of S around P , it is the limit:

−→
t = lim

ΔS→0

−−→
ΔF

ΔS .

By Newton’s third law [2.1], the resultant of forces
−−→
ΔF ′ acting upon V+ through

ΔS is such that:

−−→
ΔF ′ = −−−→ΔF .

Dividing both members by the area and passing to the limit, the mutual stress
vector of action and reaction are equal and opposite, which can read:

T (P ,−n) = −T (P ,n). [8.1]

Along these lines, we consider that the external forces can be modeled by the
elementary force vector

−−→
dFv acting at P upon the volume element dV around P .
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DEFINITION 8.2.– The volume force acting at the point P upon the body V is:

−→
fv =

−−→
dFv

dV .

Below, we prove Cauchy’s tetrahedron theorem.

THEOREM 8.1.– If the maps (P ,n) �→ T (P ,n) and P �→ −→
fv(P ) are continuous,

balance equation [2.12] implies that there exists a 2-contravariant tensor field P �→
σ(P ), called Cauchy’s stress tensor, such that:

−→
t = σ(P ) · n. [8.2]

Figure 8.2. Stress vector

PROOF.– Because the set V is open, we can find, as a particular subdomain of V , a
tetrahedron Vt with vertex P , three faces parallel to the coordinate planes and a face
F0 normal to n of area S0 and at the distance h of P . As indicated in Figure 8.2, let Fi

be the face opposite to another vertex Pj , so its area is Sj = njS0. The force balance
equation [2.12] of the tetrahedron reads:

3∑
k=0

∫
Fk

T (P ′,n) dS(P ′) +
∫
Vt

−→
fv(P

′) dV(P ′) = �0.
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and considering the projection on the axis Oxi:

3∑
k=0

∫
Fk

T i(P ′,n) dS(P ′) +
∫
Vt

f i
v(P

′) dV(P ′) = 0.

Taking into account the continuity hypothesis, we can apply the mean value
theorem for integrals. Hence, there exist points P̄k ∈ Fk and P̄ ∈ Vt such that:

T i(P̄0,n)S0 +
3∑

j=1

T i(P̄j ,−ej)Sj + f i
v(P̄ )

hS0
3

= 0.

Thus, it holds:

T i(P̄0,n) +
3∑

j=1

T i(P̄j ,−ej)nj + f i
v(P̄ )

h

3
= 0.

Keeping the covector n fixed when h approaches 0, the points P̄0, P̄j and P̄
coalesce into P . Using again the continuity hypothesis, we have:

T i(P ,n) = −
3∑

j=1

T i(P ,−ej)nj .

The coordinate system being arbitrary, we have:

T (P ,n) = −
3∑

j=1

T (P ,−ej)nj . [8.3]

Using next the continuity with respect to the second variable, let n approach a
particular cobasis vector ej in the previous relation, we obtain:

T (P , ej) = −T (P ,−ej),

which is nothing else but Newton’s third law in the form [8.1]. Taking into account of
this, relation [8.3] leads to:

T (P ,
3∑

j=1

nje
j) = T (P ,n) =

3∑
j=1

njT (P , ej).
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that proves T is linear with respect to the second variable n. As the value of T is
a 1-contravariant tensor and n is a 1-covariant tensor, there exists a 2-contravariant
tensor σ(P ) such that T (P ,n) is obtained by contracting the product σ(P )⊗ n. �

In a given basis (�ei) and using the convention of summation, relation [8.2] reads:

ti = σijnj .

If the stress vector
−→
t is represented by the column t, the stress tensor σ by the

symmetric matrix σ and the components ni are gathered into the column n, these
relations read in matrix notations:

t = σ n. [8.4]

In a new basis (�e′s) obtained from the previous one through a transformation matrix
P̆ , the new components are given by the transformation law of 2-contravariant tensors:

σ′st = (P̆−1)si (P̆
−1)tjσ

ij , [8.5]

which, according to [14.3], reads in matrix notations:

σ′ = P̆−1σ P̆−T .

In particular, when working in Galilean coordinate systems, the transformation
matrix is an orthogonal transformation and we obtain the transformation law of
Euclidean stress tensors:

σ′ = RTσ R. [8.6]

The diagonal elements σii are called tensile stresses, while the off diagonal ones
are known as shear stresses.

To model realistic situations, it is often useful to consider piecewise continuous
distributions of forces. Let us consider two regions V− and V+ where the stress field
is continuous and separated by a discontinuity surface S. According to Newton’s third
law in the form [8.1], the only continuity requirement crossing S is the continuity of
the stress vector:[−→

t
]
= �0.
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8.1.2. Local equilibrium equations

Now, we prove:

THEOREM 8.2.– If the map x �→ σ(x) is continuously differentiable, a body is in
internal equilibrium if and only if the local equilibrium equations of 3D continua:

(div σ)T + fv = 0 [8.7]

σT = σ [8.8]

are satisfied.

PROOF.– Let us suppose that the body is in static equilibrium. Working in a given
Galilean coordinate system, let dF be the 3-column gathering the components dF i

of the elementary force
−→
dF acting at P of coordinates xi. Its torsor [2.11] about the

origin O is, owing to [7.11]:

dτ̆ =

(
0 dFT

−dF −j(x× dF )

)
=

(
0 dFT

−dF x dFT − dF xT

)
.

For an arbitrary subdomain V of the considered body, the resultant torsor is the
integral of the elementary torsor of every infinitesimal parts corresponding to forces−→
dF v on V and

−→
dF s on its boundary ∂V :

τ̆(V) =
∫
∂V

dτ̆s(x) +

∫
V
dτ̆v(x) =

(
0 FT

V
−FV JV

)
, [8.9]

where:

FV =

∫
∂V

dFs(x) +

∫
V
dFv(x) =

∫
∂V

t(x) dS(x) +
∫
V
fv(x) dV(x), [8.10]

JV =

∫
∂V

(x (t(x))T − t(x)xT ) dS(x) +
∫
V
(x (fv(x))

T − fv(x)x
T ) dV(x).

[8.11]

Working now with tensor components and simplified notations, taking into account
theorem 8.1, the force resultant is represented by:

F i
V =

∫
∂V

ti dS +

∫
V
f i
v dV =

∫
∂V

σijnj dS +

∫
V
f i
v dV.
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According to definition 2.3.3, the body is in static equilibrium if the resultant torsor
of each of its parts is null. Transforming the first term by the divergence theorem for
tensor fields and owing to the balance equation [2.12], we have:

F i
V =

∫
V

(
∂σij

∂xj
+ f i

v

)
dV = 0,

for every subdomain V , therefore, we have at any point x:

∂σij

∂xj
+ f i

v = 0, [8.12]

As the choice of the Galilean coordinate system is arbitrary, this proves the force
equilibrium equation [8.7]. In a similar way, the moment resultant matrix JV is
represented by:

J ik
V =

∫
∂V

(xitk − tixk) dS +

∫
V
(xifk

v − f i
vx

k) dV.

Transforming the first integral by the divergence theorem, we have:∫
∂V

(xitj − tixj) dS =

∫
∂V

(xiσkj − xkσij)nj dS =

∫
V

∂

∂xj
(xiσkj − xkσij) dV,∫

∂V
(xitj − tixj) dS =

∫
V

(
δijσ

kj − δkj σ
ij + xi ∂σ

kj

∂xj
− xk ∂σ

ij

∂xj

)
dV.

Taking into account the force equilibrium [8.12] and owing to the balance equation
[2.12] leads to:

J ik
V =

∫
V
(σki − σik)dV = 0,

for every subdomain V , therefore, we have at any point x:

σki = σik. [8.13]

As the choice of the Galilean coordinate system is arbitrary, this proves the
moment equilibrium equation [8.8]. Conversely, if the local equilibrium equations are
satisfied, we have:

F i
V =

∫
V

(
∂σij

∂xj
+ f i

v

)
dV = 0, J ik

V =

∫
V
(σki − σik)dV = 0
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for any part V and the body is in equilibrium, which achieves the proof. �

Taking into account [8.10], [8.11] and [7.11], it is worth that the resultant torsor:

τ̆(V) =
(
0 FT

V
−FV −j(MV)

)
, [8.14]

has components:

FV =

∫
∂V

t dS +

∫
V
fv dV, MV =

∫
∂V

x× t dS +

∫
V
x× fv dV. [8.15]

8.2. Torsors

8.2.1. Continuum torsor

Due to Cauchy’s tetrahedron theorem 8.1, we built a linear tensor, the stress tensor.
In the previous section, we used the resultant torsor of the body but without discussing
its tensor status. In fact, the torsors are affine tensors. For instance, the torsor of a force
�F acting at point P is the skew-symmetric 2-contravariant affine tensor:

τ̆ = P ⊗ �F − �F ⊗ P , [8.16]

but, up to now, we were working only with its local representation in a given affine
frame f where, if x is the position of P and �F is represented by the column F , the
torsor τ is represented by the 4× 4 skew-symmetric matrix:

τ̆ =

(
1
x

) (
0
F

)T

−
(

0
F

) (
1
x

)T

,

hence, using [7.11], we recover [2.4] with M = x × F while the transformation law
[2.5] of torsors is nothing else but the one [14.9] of the 2-contravariant affine tensors.
Also, taking into account the decomposition in the affine frame of the point P and the
force vector:

P = O + xk�ek, �F = F i�ei,

the relation [8.16] leads to the decomposition of the force torsor:

τ̆ = F i (O ⊗ �ei − �ei ⊗O) + (xkF i − xiF k) �ek ⊗ �ei.
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Similarly, let us construct the torsor of the stress vector:

dτ̆s
dS (P ,n) = P ⊗ �t(P ,n)− �t(P ,n)⊗ P . [8.17]

dτ̆s
dS (P ,n) = ti (O ⊗ �ei − �ei ⊗O) + (xkti − xitk) �ek ⊗ �ei. [8.18]

Clearly, it is linearly depending on the covector n, which leads to consider a vector
valued torsor τ̆σ , called the stress torsor, such that:

n(τ̆σ(P )) =
dτ̆s
dS (P ,n).

Hence,

n(τ̆σ) = P ⊗ (σ · n)− (σ · n)⊗ P . [8.19]

On this ground, it is worth to generalize the torsors in the following way.

DEFINITION 8.3.– A continuum torsor is a skew-symmetric 2-contravariant affine
tensor τ with vector value:

τ (Ψ, Ψ̄) = −τ (Ψ̄,Ψ).

For what we are concerned now, the continuum is 3D and we denote the torsors
byτ̆ . In the affine frame (O, (�ei)), its value is:

�U = τ̆ (Ψ, Ψ̄) = τ̆ j((χ,Φ), (χ̄, Φ̄)) �ej ,

�U =
[
T ij(χΦ̄i − χ̄Φi) + Jkij ΦkΦ̄i

]
�ej ,

where T ij and Jkij = −J ikj are the components of the torsor. Taking into account
χ = Ô(Ψ) and Φi = êi(Ψ), it reads:

τ̆ = τ̆ j�ej , τ̆ j = T ij (O ⊗ �ei − �ei ⊗O) + Jkij �ek ⊗ �ei.

Let (O′, (�e′i)) be a new affine frame obtained from the old one through an affine
transformation ă = (k, P̆ ). Hence, the transformation law of the torsor is:

T ′st = (P̆−1)si (P̆
−1)tjT

ij , [8.20]

J ′rst =
[
(P̆−1)rl (P̆

−1)siJ
lij + k′r

{
(P̆−1)siT

ij
}

[8.21]

−
{
(P̆−1)riT

ij
}

k′s
]
(P̆−1)tj . [8.22]

with: k′ = −P̆−1k.
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Now, let us return to the stress torsor. Taking into account the decomposition in
the affine frame of the point P and the stress vector:

P = O + xk�ek, σ · n = σij�einj ,

the relation [8.19] leads to the decomposition of the stress torsor:

τ̆σ = τ̆ j
σ�ej , τ̆ j

σ = σij (O ⊗ �ei − �ei ⊗O) + (xkσij − xiσkj) �ek ⊗ �ei.

hence, the components of the stress tensor are:

T ij = σij , Jkij = xkσij − xiσkj . [8.23]

For the stress tensor, it is worth observing that [8.20] is nothing else but the
transformation law [8.5] of the stress tensors. Also, the J lij components of τ̆σ in the
affine frame (P , (�ei)) vanish because x = 0 if P is the origin. In fact, this condition
characterizes a stress torsor, according to the next theorem.

THEOREM 8.3.– A continuum torsor τ̆ is a stress torsor if and only if the components
J lij of τ̆ (P ) in the affine frame (P , (�ei)) vanish.

PROOF.– We just showed the condition is necessary. To prove it is also sufficient,
let us suppose J lij = 0 for the representation of τ̆ (P ) in (P , (�ei)). According to
the transformation laws [8.20] and [8.22], the components of the continuum torsor
τ̆ (P ) in (O, (�ei)) are deduced from the ones in (P , (�ei)) through a translation k =

S−1(
−−→
OP ) = x (thus, the transformation matrix P is the identity):

T ′ij = T ij , J ′lij = xlT ij − xiT lj .

We can put:

τ̆ = τ̆ j�ej , τ̆ j = T ij (O ⊗ �ei − �ei ⊗O) + (xlT ij − xiT lj) �el ⊗ �ei.

By straightforward calculations, we obtain:

n(τ̆ ) = P ⊗ (T · n)− (T · n)⊗ P = n(τ̆T ).

As the linear form n is arbitrary, the continuum torsor τ̆ is the stress torsor τ̆T . �
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8.2.2. Cauchy’s continuum

At first glance, the local equilibrium equations [8.12] and [8.13] are rather
dissimilar. Considering the concept of torsor, is it possible to reveal an underlying
structure? Considering the components of a continuum torsor τ̆ in the affine frame
(O, (�ei)), we claim that its divergence is the scalar valued torsor:

˜div τ̆σ =
∂T ij

∂xj
(O ⊗ �ei − �ei ⊗O) +

∂Jkij

∂xj
�ek ⊗ �ei. [8.24]

Also, let us define the torsor of the volume force:

τ 
fv
=

dτ̆v
dV (P ) = P ⊗ �fv(P )− �fv(P )⊗ P , [8.25]

τ̆ 
fv
= f i

v (O ⊗ �ei − �ei ⊗O) + (xkf i
v − xifk

v ) �ek ⊗ �ei. [8.26]

Thus, the equation:

˜div τ̆σ + τ̆ 
fv
= 0 [8.27]

allows us to recover [8.12] and:

xk

(
∂σij

∂xj
+ f i

v

)
− xi

(
∂σkj

∂xj
+ fk

v

)
+ σik − σki = 0,

which, owing to [8.12], is nothing else but [8.13].

The drawback of definition [8.24] of the torsor divergence is that it is not general
with respect to its status of affine tensor. As in Chapter 4, we introduce a covariant
divergence of a continuum torsor τ̆ , considering the components of τ̆ (P ) in the
current affine frame (P , (�ei)) (and not in (O, (�ei))!). We work in steps:

– We calculate the divergence at P ′ of the component system τ̆ of τ̆ (P ′) in the
affine frame (P , (�ei)) where P is a neighbor point of P ′.

– We consider its limit as P ′ approaches P .

First, we express τ̆ with respect to the component system τ̆ ′ of τ̆ (P ′) in the affine
frame (P ′, (�ei)) by considering a translation k′ = x′ − x (hence, the transformation
matrix P is the identity). Transformation laws [8.20] and [8.22] give:

T ij = T ′ij , J lij = J ′lij + (xl − x′l)T ij − (xi − x′i)T lj .
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Hence, the components of the divergence of τ̆ are:

∂T ij

∂x′j =
∂T ′ij

∂x′j ,
∂J lij

∂x′j =
∂J ′lij

∂x′j + T li − T il.

Considering their limits as P ′ approaches P :

∇̃jT
ij = lim

P ′→P

∂T ij

∂x′j , ∇̃jJ
lij = lim

P ′→P

∂J lij

∂x′j ,

since x′ approaches x, T ′ij approaches T ij , J ′lij approaches J lij and it holds:

∇̃jT
ij =

∂T ij

∂xj
, ∇̃jJ

lij =
∂J lij

∂xj
+ T li − T il. [8.28]

Then, the covariant affine divergence of the torsor field τ̆ is:

˜div τ̆ = ∇̃jT
ij (P ⊗ �ei − �ei ⊗ P ) + ∇̃jJ

lij �el ⊗ �ei. [8.29]

With this new definition, we can verify that the stress torsor and the volume force
torsor verify the local equilibrium equations in the form [8.27]. Indeed, owing to
[8.26], we have in the current affine frame (P , (�ei)):

τ̆ 
fv
= f i

v (P ⊗ �ei − �ei ⊗ P ).

Moreover, according to theorem 8.3:

˜div τ̆σ =
∂σij

∂xj
(P ⊗ �ei − �ei ⊗ P ) + (σli − σil) �el ⊗ �ei.

In short, we introduce a general definition of a continuum torsor and its divergence
as affine tensor. Particularizing it to the stress torsors, we recover the local equilibrium
equation [8.7] and [8.8] from the more compact formula [8.27].

DEFINITION 8.4.– Continua of which the torsor is a stress torsor are called Cauchy’s
continua.

As a consequence of equilibrium equations, the stress tensors of Cauchy’s media
are symmetric.
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8.3. Invariants of the stress tensor

As the stress tensor σ is represented in an orthonormal basis by a symmetric matrix
σ, it is diagonalizable and its eigenvalues σ1, σ2, σ3 are real numbers called principal
stresses. They are obtained by solving the characteristic equation:

det(σ − λ 1R3) = 0.

Owing to the transformation law [8.6] of Euclidean stress tensors, this equation is
invariant under any orthogonal transformation R:

det(σ′ − λ 1R3) = det(RTσR− λRT 1R3R) = det
[
RT (σ − λ 1R3)R

]
,

det(σ′ − λ 1R3) = (det(R))2 det(σ − λ 1R3) = det(σ − λ 1R3).

As σ is a 3× 3 matrix, the characteristic equation reads:

det(σ − λ 1R3) = −λ3 + ι1(σ)λ
2 − ι2(ε)λ+ ι3(ε) = 0,

where:

ι1(σ) = Tr(σ) = σ1 + σ2 + σ3,

ι2(σ) =
1

2

[
(Tr(σ))

2 − Tr(σ2)
]
= σ1σ2 + σ2σ3 + σ3σ1,

ι3(σ) = det(σ) = σ1σ2σ3.

are called the principal invariants of σ. We denote:

ι(σ) = (ι1(σ), ι2(σ), ι3(σ)).

As any function of invariants is also invariant, they allow us to generate other
systems of invariants, for instance the one of the principal stresses.





9

Elasticity and Elementary
Theory of Beams

9.1. Strains

In section 4.3.1, we consider commonly encountered situations where the
deformations of materials are small. For a bulky body V , we would like to generalize
the definition [4.26] of the truss extension. A particle of the body, initially at P , has
position P ′ when the body is subjected to given external forces. We claim that the
difference

−−→
PP ′, called displacement, is a smooth vector field P �→ −→u (P ).

A body which does not undergo deformations is a rigid body (definition 3.4). Its
motion preserves material length and angles or, in other words, the metric tensor
Ğ of which Gram’s matrix Ğ is the identity in any Galilean coordinate system. To
characterize the small deformation, we hope to build a tensor field depending on the
displacement field and vanishing for every rigid motion. This suggests to study how
the covariant metric tensor is perturbated by a rigid motion. We are working in two
steps:

– Construct the curve t �→ P ′ = ϕt(P ) solution of the ordinary differential
equation:

d

dt
(ϕt(P )) = −→u (ϕt(P )), [9.1]

with the initial condition ϕ0(P ) = P .

– Consider the pull-back of the metric tensor at P ′ = ϕt(P ) and compare it to
the metric at P , next divide by t and calculate half the limit when t approaches zero:

ε =
1

2
limt→0

1

t

[
ϕ∗

t Ğ− Ğ
]
. [9.2]

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
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As the metric tensor, this quantity is a symmetric 2-covariant tensor called the
strain tensor (but it is not a metric). Now, let us determine it explicitly with respect to
the displacement field. The question being local, we can work with a Galilean
coordinate system in which the solution of [9.1] is expanded as:

x′ = ϕt(x) = x+ t u(x) +O(t2),

where u, x and x′ are the columns gathering, respectively, the contravariant
components of the displacement −→u , the coordinates of P and P ′ = ϕt(P ). By
differentiation, the tangent map to ϕt is represented by the Jacobean matrix:

∂x′

∂x
= 1R3 + t

∂u

∂x
+O(t2).

The strain tensor ε is represented by the symmetric 3× 3 matrix:

ε =
1

2
limt→0

1

t

[(
∂x′

∂x

)T

Ğ′ ∂x
′

∂x
− Ğ

]
,

where Ğ′ is Gram’s matrix at x′, that gives:

ε =
1

2
limt→0

1

t

[
Ğ′ + t Ğ′ ∂u

∂x
+ t

(
∂u

∂x

)T

Ğ′ − Ğ+O(t2)

]
.

In a Galilean coordinate system, Gram’s matrix is constant, hence:

ε =
1

2

[
Ğ

∂u

∂x
+

(
∂u

∂x

)T

Ğ

]
.

Going back to indicial notations gives the internal compatibility equations:

εij =
1

2

(
Ğik

∂uk

∂xj
+

∂uk

∂xi
Ğkj

)
=

1

2

(
∂ui

∂xj
+

∂uj

∂xi

)
.

As the contravariant and covariant components of the displacement are identical,
this relation reads in matrix notation:

ε =
1

2

[
∂u

∂x
+

(
∂u

∂x

)T
]
= grads u. [9.3]

We have to check this quantity vanishes for every rigid motion. Indeed, such a
motion [3.26] is compound of a translation and a rotation. Under the hypothesis of
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small deformations, the rotation can be considered as infinitesimal hence of the form
[3.24], which leads to the following modeling of the small rigid displacement fields:

u(x) = j(dψ)x+ dc = dψ × x+ dc,

where dψ, dc ∈ R3 are independent of x. For such a field, the derivative is skew-
symmetric:

∂u

∂x
= j(dψ).

hence, its symmetric gradient vanishes. In other words, the condition of vanishing
strain tensor is necessary for the motion to be rigid. It is also sufficient as claimed by
Kirchhoff’s theorem:

THEOREM 9.1.– If the domain V occupied by the body is connected, the displacement
field is rigid if and only if the strain field vanishes.

PROOF.– We just showed the condition is necessary. To prove it is also sufficient,
let us assume that the strain is null, then the derivative of the displacement is skew-
symmetric. There exists a field x �→ ω(x) ∈ R3 such that:

ω = j−1

(
∂u

∂x

)
.

Let us prove it is independent of x. Indeed, we have:

1

2
curl u =

1

2
j−1

(
∂u

∂x
−
(
∂u

∂x

)T
)

= ω,

hence:

div ω =
1

2
div (curl u) = 0.

On the other hand, we have:

curl (j(ω)) = −curl ((j(ω))T ) = −curl (grad u) = 0

thus, owing to [14.26]:

∂ω

∂x
= curl (j(ω)) + div ω · 1R3 = 0.
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The field is uniform. The body being connected, we obtain by integration:

u(x) = j(ω) (x− x0) + u(x0),

that achieves the proof. �

Next, we would like to determine under which condition, a strain field being given,
exists a displacement field satisfying the internal compatibility equations [9.3]. The
answer is given by Saint–Venant’s theorem below.

THEOREM 9.2.– For a given strain field, there exists a displacement field which fulfills
the internal compatibility equations [9.3] if and only if Saint–Venant compatibility
conditions are satisfied:

curl (curl ε)T = 0. [9.4]

If the domain V occupied by the body is simply connected, it is given by:

u(x) =

∫ x

x0

[
ε(x′′) + j

(∫ x′′

x0

(curl ε)(x′) dx′ + ω(x0)

)]
dx′′ + u(x0).[9.5]

PROOF.– The condition is necessary. Indeed, taking into account [14.28] and
[14.27]:

curl ε =
1

2

[
curl

(
∂u

∂x

)
+ curl (grad u)

]
=

1

2
curl

(
∂u

∂x

)
=

1

2

∂

∂x
(curl u),[9.6]

thus:

curl (curl ε)T =
1

2
curl (grad (curl u)) = 0,

The condition is also sufficient. Indeed, as V is simply connected, using [14.28],
there exists a vector field x �−→ ω(x) ∈ R3 such that:

(curl ε)T = gradω. [9.7]

The domain V being connected, we obtain by integration:

ω(x) =

∫ x

x0

(curl ε)(x′) dx′ + ω(x0). [9.8]
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Moreover, taking into account [14.26] and [9.7], we have:

curl (ε+ j(ω))T = curl ε− ∂ω

∂x
+ (div ω) 1R3 = (div ω) 1R3 ,

and, taking into account [14.29]:

div ω = Tr

(
∂ω

∂x

)
= Tr (curl ε) = div (j−1(ε− εT )) = 0,

since ε is symmetric. Then, we proved that:

curl (ε+ j(ω))T = 0.

As V is simply connected, using [14.28], there exists a vector field x �−→ u(x) ∈
R3 such that:

ε+ j(ω) = (grad u)T =
∂u

∂x
,

thus satisfying [9.3], and we obtain by integration:

u(x) =

∫ x

x0

(ε(x′′) + j(ω(x′′)) dx′′ + u(x0).

Combining with [9.8] leads to [9.5] and achieves the proof. �

Taking into account [9.6] and [9.8], we see that:

ω =
1

2
curl u,

which is the infinitesimal rotation vector of the elementary volume around x.

The transformation law of 2-contravariant tensors gives:

ε′st = (P̆T )isP̆
j
t εij , [9.9]

which, according to [14.2], reads in matrix notations:

ε′ = P̆T ε P̆ .
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In particular, when working in Galilean coordinate systems, the transformation
matrix is an orthogonal transformation and we obtain the transformation law of the
Euclidean strain tensors:

ε′ = RT εR. [9.10]

The diagonal elements εii are called normal strains, while the off diagonal
elements are known as shear strains. As the strain tensor ε is represented in an
orthonormal basis by a symmetric matrix ε, it is diagonalizable and its eigenvalues
ε1, ε2, ε3 are real numbers called principal strains. They can be deduced from the
corresponding system ι(ε) of principal invariants.

9.2. Internal work and power

Let us consider an arbitrary subdomain V of the body. According to definition 8.1,
the elementary surface force acting at a point P of the boundary ∂V upon V through
dS is:

−→
dF s =

−→
t dS.

The elementary work provided by the force to produce a displacement −→u of point
P is:

dWs =
−→
dF s · −→u =

−→
t · −→u dS.

Using matrix notations and taking into account [8.2] and [8.8], we have:

dWs = tTu dS = (σ n)Tu dS = nTσ u dS.

According to definition 8.2, the elementary volume force acting at a point P of V
upon the volume element dV around P is:

−→
dF v =

−→
fv dV.

The elementary work provided by the force to produce a displacement −→u of point
P is:

dWv =
−→
dF v · −→u =

−→
fv · −→u dV = fT

v u dV.

The total work provided by external forces is:

W =

∫
∂V

nTσ u dS +

∫
V
fT
v u dV. [9.11]
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Owing to the internal equilibrium equations [8.7] and Green formula [14.20], we
have:

W =

∫
V
(div (σ u)− (div σ)u) dV.

Taking into account [14.15] and once again the symmetry [8.8] of the stress tensor,
it holds:

W =

∫
V
Tr

(
σ
∂u

∂x

)
dV =

∫
V
Tr (σ ε) dV. [9.12]

Taking into account the continuity hypothesis, we can apply the mean value
theorem for integrals. Hence, there exists a point P̄ ∈ V such that:

W = Tr
(
σ(P̄ ) ε(P̄ )

)
V.

Considering a subdomain V around a point P and approaching the limit as the
volume of V approaches zero, P̄ coalesces into P and the internal work by volume
unit is:

Tint =
dW
dV = lim

V→0

W
V = Tr (σε) = σ : ε

The elementary internal work by unit volume provided by σ to increment the
strains of a quantity dε is:

dTint = σ : dε.

In a similar way, if −→v denotes the velocity of the point P , the elementary power
of the surface force acting at a point P of the boundary is:

dPs =
−→
dF s · −→v =

−→
t · −→v dS.

the elementary power of the volume force acting at a point P of V is:

dPv =
−→
dF v · −→v =

−→
fv · −→v dV.

By arguments analogous to the ones used for the work, we conclude that the
internal power by volume unit is:

Pint = Tr (σD) , [9.13]

where we introduced the strain velocity:

D =
1

2

[
∂v

∂x
+

(
∂v

∂x

)T
]
= grads v. [9.14]
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9.3. Linear elasticity

9.3.1. Hooke’s law

If the strains are small, many materials such as metals are elastic. We would like
to generalize to bulky bodies Hooke’s law 4.1 previously introduced for slender ones.
Thus, we claim that the elastic behavior of the material is modeled by a linear map E
mapping the 2-covariant strain tensor ε onto the 2-contravariant stress tensor σ:

σ = E(ε). [9.15]

Hence, there exists a 4-contravariant elastic tensor C such that:

σ = C : ε. [9.16]

that reads with indicial notations:

σij = Cijklεkl, [9.17]

or, alternatively:

σ = E(ε), [9.18]

where E is a linear map from the space M
symm
33 of 3 × 3 matrices into itself. As the

stress and strain tensors are both symmetric, the components of the elasticity tensor
are subjected to the minor symmetries:

Cijkl = Cjikl = Cijlk.

Moreover, it is expected that, according to the experiments, the elastic behavior is
reversible in the following sense. For any loop C in the space of strain tensors:∮

C
σ : dε = 0, [9.19]

where σ depends on ε through [9.17]. In practice, this global condition is difficult
to verify for every loop. In order to find an equivalent local condition, we consider a
parallelogram of which the size approaches zero. Reasoning, as in section 3.3.2, we
obtain:

∀dε, δε, dσ : δε− δσ : dε = 0, [9.20]
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where σ is given by [9.17] and this condition is necessary and sufficient for [9.19].
Using dummy indices, it reads:

dσijδεij − δσkldεkl = (Cijkl − Cklij)dεklδεij = 0.

Because the infinitesimal variations dε and δε are arbitrary, the components of the
elasticity tensor are subjected to the major symmetries:

Cijkl = Cklij .

Taking into account the minor and major symmetries, among the 34 = 81
components Cijkl, there are only 6 (6 + 1)/2 = 21 independent ones.

One of the interesting features of the reversible behavior is the existence of a scalar
reversible energy potential W generating the constitutive law, such that:

W (ε) = W (ε0) +

∫ ε

ε0

σ : dε, [9.21]

where σ is given by [9.15], ε0 is any reference strain and the integration path from ε0
to ε can be chosen arbitrarily. Indeed, C1 and C2 being to such paths, let us consider
the loop C obtained by concatenation of C1 and C2. If the sense of C is the same as C1
and opposite to the one of C2, we have:∮

C
σ : dε =

∫
C1

σ : dε−
∫
C2

σ : dε = 0.

By differentiating [9.21], we recover the constitutive law:

σ =
∂W

∂ε
,

which reads in indicial notation:

σij =
∂W

∂εij
.

Of course, the potential is definite modulo an arbitrary constant W (ε0) which is
not relevant for the constitutive law. Choosing ε0 = 0, W (0) = 0 and the straight
path from 0 to ε, the integration is straightforward for Hooke’s law [9.16] and gives:

W (ε) =
1

2
ε : (C : ε),
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or, in indicial notations:

W (ε) =
1

2
Cijklεijεkl =

1

2
σijεij . [9.22]

It is reasonable to claim that the energy to deform elastically the elementary
volume must be provided by the environment:

∀ε �= 0, W (ε) > 0, [9.23]

then W is a strictly convex function and the constitutive law [9.16] can be inversed:

ε = S : σ, [9.24]

where S is a 4-covariant tensor with the minor and major symmetries:

Sijkl = Sjikl = Sijlk. [9.25]

9.3.2. Isotropic materials

It is worth to noting that the law [9.18] is the local representation in a given basis
S of the intrinsic elasticity law [9.15]. Later on, we only consider the basis associated
with reference coordinate systems in which the distances and other mechanical
quantities are measured, the Galilean coordinate ones. Restricted to an orthonormal
basis, we are now working with Euclidean tensors. Let us now introduce the class of
materials with strongest symmetries.

DEFINITION 9.1.– A material is isotropic if the behavior of the material is the same
in every Galilean coordinate system.

In other words, we have in any orthonormal basis S′:

σ′ = E(ε′),

As an orthonormal basis S is transformed into another one S′ through an
orthogonal transformation R = S−1S′ ∈ O(3), according to the transformation laws
[9.10] and [8.6], the law is isotropic if:

∀ε ∈M
symm
33 , ∀R ∈ O(3), RTE(ε)R = E(RT εR). [9.26]

The general form of isotropic constitutive law of materials is given by Rivlin–
Ericksen representation theorem below.
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THEOREM 9.3.– The elasticity law is isotropic if and only if the map E is of the form:

E(ε) = λ0(ι(ε)) 1R3 + λ1(ι(ε)) ε+ λ2(ι(ε)) ε
2. [9.27]

PROOF.– The demonstration is decomposed into three steps:

– Step 1: We prove that any matrix R which diagonalizes ε also diagonalizes
E(ε). As the matrix ε is symmetric, it is diagonalizable and its eigenvalues εi are
real numbers. Hence, there exists an orthogonal transformation R = (V1, V2, V3) such
that:

RT εR = diag(ε1, ε2, ε2). [9.28]

Without loss of generality, we may assume that R is a rotation (otherwise, replace
one of its column by its opposite). In addition, let us consider the mirror symmetry
with respect to the plan Ox2x3:

M1 = diag(−1, 1, 1), [9.29]

which is clearly an orthogonal transformation. The relation [9.28] means that for j =
1, 2, 3 the column Vi of R is an eigenvector of ε corresponding to the eigenvalue εi.
Hence, we likewise have:

(RM1)
T ε (RM1) = diag(ε1, ε2, ε2) = RT εR.

since the effect of multiplying R by M1 on the right is to replace its first column by
its opposite. Owing to [9.26], we have:

MT
1 (RTE(ε)R)M1 = (RM1)

TE(ε) (RM1) = E((RM1)
T ε (RM1))

MT
1 (RTE(ε)R)M1 = E(RT εR) = RTE(ε)R.

As a straightforward calculation shows, the effect to multiply the matrix
RTE(ε)R by MT

1 on the left and M1 on the right is to cancel the elements of its first
column (and first row) which are not on the diagonal. Next, we repeat this reasoning
with the mirror symmetry M2 with respect to the plan Ox1x3 that has the effect of
canceling the elements of the second column (and second row) of RTE(ε)R which
are not on the diagonal. Then, the matrix RTE(ε)R is diagonal. We just proved that
any matrix R which diagonalizes ε also diagonalizes E(ε).

– Step 2: We prove that the map E is necessarily of the form [9.27] where λi are
real-valued functions. Three cases must be distinguished. Assume first that the matrix
ε has three distinct eigenvalues εi, with associated orthonomalized eigenvectors Vi.
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Then, the two sets
{
1R3 , ε, ε2

}
and

{
V1V

T
1 , V2V

T
2 , V3V

T
3

}
span the same subspace

of the linear space M
symm
33 . Indeed, we observe that:

1R3 = V1V
T
1 + V2V

T
2 + V3V

T
3 ,

ε = ε1V1V
T
1 + ε2V2V

T
2 + ε3V3V

T
3 ,

ε2 = ε21V1V
T
1 + ε22V2V

T
2 + ε23V3V

T
3 ,

and that the van der Monde determinant:

det

⎛⎝ 1 1 1
ε1 ε2 ε3
ε21 ε22 ε23

⎞⎠ .

does not vanish, since the three eigenvalues are assumed to be distinct. Denoting by
σi the eigenvalues of σ = E(ε), the result of Step 1 shows that we can expand E(ε)
as:

E(ε) = σ1V1V
T
1 + σ2V2V

T
2 + σ3V3V

T
3 ,

and consequently also as:

E(ε) = λ0(ε) 1R3 + λ1(ε) ε+ λ2(ε) ε
2, [9.30]

where the components λi(ε) are uniquely determined because the matrices 1R3 , ε and
ε2 are linearly independent in this case.

Assume next the matrix ε has a double eigenvalue, let us say ε2 = ε3 �= ε1. Then,
the two sets {1R3 , ε} and

{
V1V

T
1 , V2V

T
2 + V3V

T
3

}
span the same subspace of the

linear space M
symm
33 since in this case:

1R3 = V1V
T
1 + (V2V

T
2 + V3V

T
3 ), ε = ε1V1V

T
1 + ε2(V2V

T
2 + V3V

T
3 ).

By a reasoning similar to the one of the first case, we prove that E(ε) also has a
double eigenvalue and we have:

E(ε) = λ0(ε) 1R3 + λ1(ε) ε. [9.31]

Finally, assume that the matrix ε has a triple eigenvalue. We likewise show that
E(ε) has also a triple eigenvalue and we have:

E(ε) = λ0(ε) 1R3 . [9.32]

It is worth noticing that [9.31] and [9.32] are particular cases of [9.30] and that we
can use them further as general expression.
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– Step 3: We observe that the λi are invariant functions of ε. Indeed, combining
the isotropy condition [9.26] and the expansion formula [9.30] gives:

E(RT εR) = RT
[
λ0(R

T εR) 1R3 + λ1(R
T εR) ε+ λ2(R

T εR) ε2
]
R

= RTE(ε)R = RT
[
λ0(ε) 1R3 + λ1(ε) ε+ λ2(ε) ε

2
]
R.

Hence, λi(R
T εR) = λi(ε) because of the uniqueness of the expansion of E(ε)

in the spaces spanned by the sets
{
1R3 , ε, ε2

}
, {1R3 , ε} or {1R3}, according to which

case is considered. Then, the invariance of the λi is satisfied if they depend on ε
through the system ι(ε) of principal invariants. �

We are in conditions to generalize Hooke’s law (Law 4.1 in section 4.3.1) in the
sense that stresses are proportional to corresponding deformations and the material
is isotropic. According to the previous theorem, the elastic law has the form [9.27].
The last term containing the nonlinear factor ε2, we cancel it by assuming λ2 = 0.
For the first term, being linear, λ0 must be linear, depending on ε through the only
linear principal invariant ι1(ε) = Tr(ε). Finally, for the second term, containing the
factor ε, λ1 must be constant. A straightforward calculation shows that the reversibility
condition [9.20] is fulfilled. Hence, we must assume the following.

LAW 9.1.– There exist two material constants λ, μ called Lame’s coefficients such that
the isotropic linear elastic law or generalized Hooke’s law is reversible and given by:

σ = λTr(ε) 1R3 + 2μ ε. [9.33]

It is easy to calculate by [9.21] that the corresponding potential vanishing at ε = 0
is:

W (ε) =
1

2
λ (Tr(ε))2 + μTr(ε2).

Of course, the relation [9.33] is only valid in Galilean coordinate systems. To find
the free coordinate version of this law, let us remark that it reads in tensorial notations
preserving the covariant and contravariant indices of ε and σ:

σij = λ (δklεkl) δ
ij + 2μ δikδjlεkl.

As the contravariant metric tensors Ğ−1 is represented by the identity matrix in
Galilean coordinate systems, it is easy to guess the free coordinate form of Hooke’s
law using contracted products:

σ = λ (Ğ−1 : ε) Ğ−1 + 2μ Ğ−1 · ε · Ğ−1.
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A standard method to measure the properties of an isotropic elastic material is
to use a truss specimen, let us say of axis x1, loaded only at each extremity by
the same uniform stress distribution σ11. If the cross-section is constant, it is easy
to be convinced that the stress field is uniform inside with a unique non-vanishing
component σ11 because, in the absence of volume forces, the local equilibrium
equation [8.7] is obviously satisfied and the free stress condition t = σ n = 0 so is on
the lateral surface. From Hooke’s law [9.33], we see that shear components vanish.
The only non-zero components are extensions εii. Because of the isotropy of the
material, the transversal components are equal: ε22 = ε33. Measuring σ11, ε11, ε22,
we determine the engineering constants (i.e. which can be physically measured):

– Young’s modulus E = σ11 / ε11;

– Poisson’s coefficient: ν = −ε22 / ε11.

The conditions E = σ11 / ε11 and σ22 = 0, combined with Hooke’s law [9.33],
lead to:

(1− 2 ν)λ+ 2μ = E, (1− 2 ν)λ− 2μ ν = 0.

If ν is different from −1 and 1 / 2, we obtain Lamé’s coefficients in terms of
engineer constants:

λ =
ν E

(1− 2 ν) (1 + ν)
, μ =

E

2 (1 + ν)
. [9.34]

We leave to the readers to verify that [9.23] is satisfied if E > 0 and −1 < ν <
1 / 2, which justifies a posteriori to exclude the limit values.

9.3.3. Elasticity problems

Let V be an elastic body subjected to external actions, volume forces f on V ,
imposed displacement ū on a part Su of the boundary ∂V and imposed stress vector t̄
on the remaining part St of the boundary. Recording [8.4], [8.7], [9.3] and [9.33], we
can state the following boundary value problem.

DEFINITION 9.2.– Elasticity problem. Find fields of displacement u, strain ε and
stresses σ such that:

– in V: ε = grads u, div σ + f = 0, σ = λTr(ε) 1R3 + 2μ ε ;

– on Su: u = ū ;

– on St: t = σ n = t̄.
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The set of equations to satisfy in the volume is a partial derivative system of order
one which is fortunately linear. The difficulty lays in the large number of scalar
equations, 15 (for 15 scalar unknowns). Before solving the problem, it is convenient
to reduce its size. There are two dual methods:

– The simplest method consists of eliminating the stress and strain fields to
conserve uniquely the displacement field as unknown. For this reason, it is called
displacement method. In the sequel, we consider only problems with no volume
forces (because they are often negligeable) and homogeneous material properties, then
Lamé’s coefficients are uniform on V .

First, let us remark that Tr(ε) = div u. Combining [9.3] and [9.33] leads to:

σ = λ (div u) 1R3 + μ
∂u

∂x
+ μ grad u,

hence, taking into account [14.16] and [14.18]:

div σ = λ
∂

∂x
(div u) + μdiv

(
∂u

∂x

)
+ μdiv (grad u),

div σ = (λ+ μ)
∂

∂x
(div u) + μdiv (grad u) = 0.

By transposition and owing to [14.23], we obtain Navier–Lamé equation:

(λ+ μ) grad (div u) + μ�u = 0, [9.35]

a system of three scalar linear partial derivative equations.

– On the other hand, the stress method consists of eliminating the strain field
by introduction of the expression [9.33] given by Hooke’s law into Saint–Venant
compatibility conditions [9.4]. The resulting equations are solved with respect to the
stress field together with the local equilibrium equation [8.7], which leads to a system
of nine scalar linear partial derivative equations. The existence of the corresponding
displacement field is ensured by theorem 9.2.

9.4. Elementary theory of elastic trusses and beams

9.4.1. Multiscale analysis: from the beam to the elementary volume

On this basis, we would like to develop a simplified theory of slender bodies. In
section 4.3, we defined the internal forces at the beam scale, the normal force N , the
shear force T , the torque Mt and the bending moment Mb due to the external actions.
But, at the local scale of the elementary volume, what are the corresponding stresses
and strains?
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Figure 9.1. Above: free body diagram of the slice B as 3D body. Below:
the same slice as 1D body (as it was seen from a long way off)

To perform this scale change, we consider a straight slender body of constant
cross-section subjected to axial and transversal loads, hence it works as both truss
and beam. For convenience, we call it a beam, we choose an Euclidean coordinate
system Ox1x2x3, then all the indices may be lowered, and the mean line of the beam
is x1’s axis then the cross-sections are parallel to the plane Ox1x2. As in section
4.1.2, let us consider a slice dB of infinitesimal length dx1 between the
cross-sections S and S ′ corresponding, respectively, to the points Q and Q′ on the
mean line (Figure 9.1). Let V be the domain occupied by the slice. Its boundary is
decomposed into S and S ′ and the lateral boundary SL, a cylindrical surface
generated by a segment of length dx1 parallel to x1’s axis and passing through a
piecewise smooth guiding curve C parametrized by the arclength s.

If the beam is in static equilibrium, the resultant torsor of the slice vanishes:

τ̆ (dB) =
∫
S
dτ̆s +

∫
S′

dτ̆s +

∫
SL

dτ̆s +

∫
V
dτ̆v.
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When drawing the free body diagram, the slice is isolated by making a cut along
the cross-sections S and S ′. If the beam is idealized by a 1D material body as in
Chapter 4.1, the two former terms must be considered as torsors of internal forces
acting upon S and S ′, while the remaining terms define the torsor of external forces:

dτ̆ ext =

∫
SL

dτ̆s +

∫
V
dτ̆v.

Taking into account [8.17] and [8.25], we have:

dτ̆

dx1

ext

=

∫
C
(P ⊗ �t(P ,n)− �t(P ,n)⊗ P ) ds+

∫
S
(P ⊗ �fv(P )− �fv(P )⊗ P ) dS,

where n is the unit normal to SL at P . Using the decompositions [8.18] and [8.26] in
the affine frame, and presenting the result in a matrix form as in [8.14] and [8.15], we
have:

dτ̆

dx1

ext

=

(
0 fT

−f −j(m)

)
,

where:

f =

∫
C
t(x, n) ds(x) +

∫
S
fv(x) dS(x), [9.36]

m =

∫
C
x× t(x, n) ds(x) +

∫
S
x× fv(x) dS(x).

Likewise, the torsor of the internal forces acting upon the slice through the cross-
section S is:

τ̆ int =

∫
S
dτ̆s =

∫
S
(P ⊗ �t(P ,−e1)− �t(P ,−e1)⊗ P ) dS.

According to the sign convention of Figure 9.1, its decomposition in the affine
frame leads to:

τ̆ int = −
(
0 FT

−F −j(M)

)
,

where, owing to [8.1]:

F =

∫
S
t(x, e1) dS(x), M =

∫
S
x× t(x, e1) dS(x). [9.37]
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According to the decomposition of the force into the normal force N and shear
forces Ti, the one of the moments into torque Mt and bending moments Mbi (see
section 4.1.1) and the fact that the beam is parallel to x1’s axis, we have:

F =

⎛⎝N
T2

T3

⎞⎠ , M =

⎛⎝ Mt

Mb2

Mb3

⎞⎠ , U =

⎛⎝1
0
0

⎞⎠ .

The local equilibrium equations of arches [4.2] and [4.3] read:

dN

dx1
+ f1 = 0,

dT2

dx1
+ f2 = 0,

dT3

dx1
+ f3 = 0, [9.38]

dMt

dx1
+m1 = 0,

dMb2

dx1
− T3 +m2 = 0,

dMb3

dx1
+ T2 +m3 = 0. [9.39]

Eliminating the shear forces between these equations leads to:

−dM2
b3

dx2
1

− dm3

dx1
+ f2 = 0

dM2
b2

dx2
1

+
dm2

dx1
+ f3 = 0.

According to section 4.1.2, the column x represents the vector
−−→
QP joining, within

the cross-section S, the point Q on the mean line to the current point P :

x =

⎛⎝ 0
x2

x3

⎞⎠ .

The beam force and moment are related to the stress field through [9.37], which
gives:

N =

∫
S
σ11 dx2dx3, T2 =

∫
S
σ12 dx2dx3, T3 =

∫
S
σ13 dx2dx3,

[9.40]

Mt =

∫
S
(x2σ13 − x3σ12) dx2dx3, [9.41]

Mb2 =

∫
S
x3σ11 dx2dx3, Mb3 = −

∫
S
x2σ11 dx2dx3,
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Likewise, the external forces and moments are given by [9.37]:

fi =

∫
S
fvi dx2dx3 +

∫
C
ti ds, [9.42]

m1 =

∫
S
(x2fv3 − x3fv2) dx2dx3 +

∫
C
(x2t3 − x3t2) ds, [9.43]

m2 =

∫
S
x3fv1 dx2dx3 +

∫
C
x3t1 ds, [9.44]

m3 = −
∫
S
x2fv1 dx2dx3 −

∫
C
x2t1 ds.

To determine the stress distribution in the cross-section, we need the elasticity
theory of bulky bodies. Exact solutions are difficult to find except for very simple
geometries and external actions in which we are looking for reasonable
approximations. To develop some intuition of a simplified modeling, we wish to spot
the quantities that can be neglected in the equations. Let us consider characteristic
lengths, L for the beam, h for the cross-section. As the body is slender, the
adimensional parameter ε = h/L is small with respect to the unity, which will allow
us to simplify the equations by neglecting small terms of order ε or higher ones. For
this aim, let us introduce adimensional reduced variables:

x′
1 =

x1

L
, x′

2 =
x2

h
, x′

3 =
x3

h
, s′ =

s

h
. [9.45]

For a reference force value F0, the reference stress and volume force are,
respectively, σ0 = F0/h

2 and fv0 = F0/h
3, hence we introduce the adimensional

reduced variables:

σ′
ij =

σij

σ0
, t′i =

ti
σ0

, f ′
vi =

fvi
fv0

Introducing the expressions N and f1 given by [9.40] and [9.43] into the former
equation in [9.38], eliminating old variables with respect to the reduced ones, next
leaving out the primes, we obtain:

ε
dN

dx1
+ f1 = 0.

Likewise, we obtain:

ε
dMt

dx1
+m1 = 0, −ε2 d2Mb3

dx2
1

− ε
dm3

dx1
+ f2 = 0

ε2
d2Mb2

dx2
1

+ ε
dm2

dx1
+ f3 = 0.
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These relations show us that:

– The bending effects are dominant.

– The external forces f and moments m are at the most of order ε and can be
neglected in first approximation. Owing to [9.43] and [9.50], the stress vector on the
lateral surface SL and the body forces will be neglected.

9.4.2. Transversely rigid body model

After identifying the negligeable quantities, we want to determine the transversal
strain and stress fields:

ε̄ =

(
ε22 ε23
ε23 ε33

)
, σ̄ =

(
σ22 σ23

σ23 σ33

)
,

by the displacement method. As the body is slender, it is worth distinguishing the
quantities x1 and u1 related to the fibers parallel to x1’s axis (out of plane quantities)
and the ones related to the cross-section (in-plane quantities):

ū =

(
u2

u3

)
, div ū =

∂u2

∂x2
+

∂u3

∂x3
, �̄ ū =

∂2ū

∂x2
2

+
∂2ū

∂x2
3

,

thus, the in-plane equations of system [9.35] in the absence of volume forces read:

(λ+ μ) grad

(
div ū+

∂u1

∂x1

)
+ μ

(
�̄ ū+

∂2ū

∂x2
1

)
= 0.

For a reference displacement U0, we eliminate the old variables with respect to
the reduced displacements u′

i = ui/U0 and coordinates [9.45], next leaving out the
primes, we obtain:

(λ+ μ) grad (div ū) + μ �̄ ū+ ε (λ+ μ) grad

(
∂u1

∂x1

)
+ ε2μ

∂2ū

∂x2
1

= 0,

and neglecting the small quantities, the in-plane equations are reduced to:

(λ+ μ) grad (div ū) + μ �̄ ū = 0,

to be satisfied at constant x1 in S together with the free stress boundary condition
t̄ = σ̄ n̄ = 0 on C:(

t2
t3

)
=

(
σ22 σ23

σ23 σ33

) (
n2

n3

)
=

(
0
0

)
.
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As we transformed [9.11] into [9.12], we obtain (a change of dimension):∫
C
n̄T σ̄ ū ds+

∫
S
f̄T
v ū dV =

∫
S
Tr (σ̄ ε̄) dS.

Because the volume forces and stress vector vanish, so does the left-hand member
and, owing to [9.22], we have:

2

∫
S
W (ε̄) dS = 0.

Because of [9.23]:

ε̄ = 0.

On this ground, we take a radical but strategic decision to modify the constitutive
law. We claim that:

– the material is linear elastic and reversible;

– it is transversely rigid:

ε22 = ε33 = ε23 = 0, ; [9.46]

– the behavior is isotropic in the cross-section. In other words, its symmetry group
is composed of the orthogonal transformations in the Ox2x3 plane (forming the group
O(2) seen as a subgroup of O(3)), the mirror symmetry with respect to this plane and
all their products.

It is convenient to introduce the columns:

σn =

⎛⎝σ11

σ22

σ33

⎞⎠ , σs =

⎛⎝σ23

σ13

σ12

⎞⎠ , εn =

⎛⎝ ε11
ε22
ε33

⎞⎠ , εs =

⎛⎝ ε23
ε13
ε12

⎞⎠ ,

the compliance matrices, respectively, relative to the normal and shear components:

Snn =

⎛⎝S1111 S1122 S1133

S1122 S2222 S2233

S1133 S2233 S3333

⎞⎠ , Sss =

⎛⎝S2323 S2313 S2312

S2313 S1313 S1312

S2312 S1312 S1212

⎞⎠ ,

and the one relative to the coupling between normal and shear components:

Sns =

⎛⎝S1123 S1113 S1112

S1113 S2213 S2212

S1112 S2212 S3312

⎞⎠ .
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Taking into account the minor and major symmetries [9.25], the constitutive law
takes the matrix form σ = S ε which is decomposed according to:(

εn√
2 εs

)
=

(
Snn

√
2Sns√

2ST
ns 2Sss

) (
σn√
2σs

)
,

in Kelvin representation [THO 56, THO 90], rediscovered later on by Walpole
[WAL 84] and Rychlewski [RYC 84]. To satisfy [9.46] for every value of the stress
components, the first, second and later rows of the compliance matrix vanish in the
previous relation. Because of its symmetry, so are the first, second and later columns.
Thus, the constitutive law reduces to [9.46] and:⎛⎝ ε11√

2 ε12√
2 ε13

⎞⎠ =

⎛⎝S11 S12 S13

S12 S22 S23

S13 S23 S33

⎞⎠ ⎛⎝ σ11√
2σ12√
2σ13

⎞⎠ , [9.47]

where:

S11 = S1111, S12 =
√
2S1112, S13 =

√
2S1113,

S22 = 2S1212, S23 = 2S1213, S33 = 2S1313.

In short, relation [9.47] reads:

e = S s.

If the orthogonal transformations of O(2) are symmetries, they preserve the
compliance matrix, then we are going to show that it is diagonal and S22 = S33 in
two steps:

– First, we claim that the compliance matrix is preserved by the mirror symmetry
[9.29] with respect to the plane Ox2x3. According to the transformation laws [8.6] of
the stresses and [9.10] of the strains, the components ε11 and σ11 are preserved while
the sign of the shear components is changed, hence:⎛⎝ ε11

−
√
2 ε12

−
√
2 ε13

⎞⎠ =

⎛⎝S11 S12 S13

S12 S22 S23

S13 S23 S33

⎞⎠ ⎛⎝ σ11

−
√
2σ12

−
√
2σ13

⎞⎠ .

Comparing to [9.47], we see that S12 = S13 = 0.
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– Moreover, we consider as other symmetries, the rotations around the x1’s axis
x′ = RT

ϑx where:

Rϑ =

⎛⎝ 1 0 0
0 cosϑ − sinϑ
0 − sinϑ cosϑ

⎞⎠
Using [8.6] and [9.10] once again, it is easy to verify that the transformation laws

of the strains and stresses read in matrix notations:

e′ = RT
ϑ e, s′ = RT

ϑ s,

hence, the transformation law of the compliance matrix takes the form:

S′ = RT
ϑS Rϑ,

that leads to S′
11 = S11 which is an obvious invariant and:

S′
22 = S22 cos2 ϑ+ S23 sin(2ϑ) + S33 sin2 ϑ,

S′
33 = S33 cos2 ϑ+ S23 sin(2ϑ) + S22 sin2 ϑ,

S′
23 = S23 cos(2ϑ) +

1

2
(S33 − S22) sin(2ϑ).

It is easy to verify that the compliances are invariant if and only if:

S23 = 0, S22 = S33.

In short, the constitutive law of the transversely rigid body has the form:

ε22 = ε33 = ε23 = 0, ε11 =
σ11

E
, ε12 =

σ12

2μ
, ε13 =

σ13

2μ
, [9.48]

where it is natural to choose μ given by [9.34].

9.4.3. Calculating the local fields

Until now, we used the displacement method by solving the Navier–Lamé
equation. At this stage, we change track by solving the elasticity problem by the



180 Galilean Mechanics and Thermodynamics of Continua

stress method, integrating Saint–Venant compatibility conditions [9.4] together with
the local equilibrium equations. Using [14.25] and owing to [9.46] gives:

curl ε =

⎛⎜⎜⎜⎜⎜⎝
∂ε13
∂x2

− ∂ε12
∂x3

0 0

∂ε11
∂x3

− ∂ε13
∂x1

∂ε12
∂x3

∂ε13
∂x3

∂ε12
∂x1

− ∂ε11
∂x2

−∂ε12
∂x2

−∂ε13
∂x2

⎞⎟⎟⎟⎟⎟⎠ . [9.49]

Then, the compatibility conditions [9.4] are reduced to:

∂2ε11
∂x2

3

= 2
∂2ε13
∂x1∂x3

,
∂2ε11
∂x2

2

= 2
∂2ε12
∂x1∂x2

, [9.50]

∂2ε11
∂x2∂x3

=
∂2ε12
∂x1∂x3

+
∂2ε13
∂x1∂x2

,

∂

∂x3

(
∂ε13
∂x2

− ∂ε12
∂x3

)
= 0,

∂

∂x2

(
∂ε13
∂x2

− ∂ε12
∂x3

)
= 0. [9.51]

In reduced variables, the three former equations read:

∂2ε11
∂x2

3

= 2 ε
∂2ε13
∂x1∂x3

,
∂2ε11
∂x2

2

= 2 ε
∂2ε12
∂x1∂x2

,
∂2ε11
∂x2∂x3

= ε

(
∂2ε12
∂x1∂x3

+
∂2ε13
∂x1∂x2

)
,

Neglecting the right-hand members, we see that ε11 is affine with respect to x2 and
x3 hence:

ε11 = u′
10(x1)− θ′2(x1)x2 − θ′3(x1)x3, [9.52]

where u10, θ2, θ3 are arbitrary functions and the prime denotes the derivative with
respect to x1. Moreover, conditions [9.51] show that:

∂ε13
∂x2

− ∂ε12
∂x3

= θ′1(x1) [9.53]

where θ1 is an arbitrary function. Once the dominant terms are determined, we intend
to solve the compatibility conditions exactly. As the left-hand members vanish in
[9.50], so must the right-hand members. The condition:

∂

∂x3

(
∂ε12
∂x1

)
+

∂

∂x2

(
∂ε13
∂x1

)
= 0,
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is satisfied provided that there exists a function χ such that:

∂ε12
∂x1

=
∂χ

∂x2
,

∂ε13
∂x1

= − ∂χ

∂x3
. [9.54]

Introducing these expressions into the two former conditions gives:

∂2χ

∂x2
2

=
∂2χ

∂x2
3

= 0,

hence, χ is separately affine with respect to x2 and x3. There exist arbitrary functions
χ0, γ1, γ2, χ3 such that:

2χ = χ′
0(x1) + γ′

2(x1)x2 − γ′
3(x1)x3 − χ′

3(x1)x2 x3.

where χ′
0 must be canceled without loss of generality because ε12 and ε13 depend on χ

through its partial derivative with respect to x2 and x3. Introducing these expressions
into [9.54] and integrating lead to:

2 ε12 = γ2(x1)− χ3(x1)x3 + ϕ2(x2, x3),

2 ε13 = γ3(x1) + χ3(x1)x2 + ϕ3(x2, x3),

where ϕ2, ϕ3 are arbitrary functions. Introducing these expressions into [9.53] gives:

∂ϕ3

∂x2
(x2, x3)−

∂ϕ2

∂x3
(x2, x3) = 2 (θ′1(x1)− χ3(x1)),

which is satisfied for any value of the coordinates if each member of the equation is
constant. Without lost of generality, we can suppose that this constant is null, hence:

χ3 = θ′1,
∂ϕ3

∂x2
=

∂ϕ2

∂x3
.

There exists a function ϕ of x2 and x3 such that:

ϕ2 =
∂ϕ

∂x2
, ϕ3 =

∂ϕ

∂x3
,

Taking into account the previous two relations, we have:

2 ε12 = γ2(x1) +
∂ϕ

∂x2
(x2, x3)− θ′1(x1)x3, [9.55]

2 ε13 = γ3(x1) +
∂ϕ

∂x3
(x2, x3) + θ′1(x1)x2. [9.56]



182 Galilean Mechanics and Thermodynamics of Continua

Taking into account these two expressions, [9.52] and [9.46], the strain field reads:

ε =

⎛⎜⎝ u′
10 − θ′2x2 − θ′3x3

1
2 (γ2 +

∂ϕ
∂x2

− θ′1x3)
1
2 (γ3 +

∂ϕ
∂x3

+ θ′1x2)
1
2 (γ2 +

∂ϕ
∂x2

− θ′1x3) 0 0
1
2 (γ3 +

∂ϕ
∂x3

+ θ′1x2) 0 0

⎞⎟⎠ .

Introducing it into [9.49] and integrating by [9.8] leads to the expression of the
rotation vector of the elementary volume:

ω =

⎛⎜⎜⎜⎝
θ1

−θ3 + 1
2 (−γ3 +

∂ϕ

∂x3
− θ′1x2)

θ2 +
1
2 (γ2 −

∂ϕ

∂x2
− θ′1x3)

⎞⎟⎟⎟⎠ .

Introducing functions u20 and u30 of x1 such that:

γ2 + θ2 = u′
20, γ3 + θ3 = u′

30,

and integrating by [9.5], we obtain the displacement field u of components:

u1 = u10(x1)− θ2(x1)x2 − θ3(x1)x3 + ϕ(x2, x3), [9.57]

u2 = u20(x1)− θ1(x1)x3, u3 = u30(x1) + θ1(x1)x2. [9.58]

In addition, let us remark that in the stress method we also have to consider the
local equilibrium equations. Combining [9.55], [9.56] and the constitutive law of the
transversely rigid body [9.48], and introducing them into the axial equilibrium
equation:

∂σ11

∂x1
+

∂σ12

∂x2
+

∂σ13

∂x3
= 0,

where the volume force is neglected, we have:

E (u′′
10 − θ′′2x2 − θ′′3x3) + 2μ Δ̄ϕ = 0,

which reads in reduced variables:

ε2 E (u′′
10 − θ′′2x2 − θ′′3x3) + 2μ Δ̄ϕ = 0,

neglecting the terms of order ε2 gives:

Δ̄ϕ = 0,
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hence, ϕ is a plane harmonic function called the warping function. It is worth noting
that under the previous approximation the axial equilibrium equation reduces to:

∂σ12

∂x2
+

∂σ13

∂x3
= 0. [9.59]

An alternative way to satisfy is to introduce Prandtl’s stress function ψ such that:

σ12 =
∂ψ

∂x3
, σ13 = − ∂ψ

∂x2
. [9.60]

Taking into account once again [9.48], the compatibility condition [9.53] becomes:

Δ̄ψ = −2μ θ′1. [9.61]

Moreover, neglecting the surface force on the boundary C of the cross-section, we
have to satisfy the free stress condition:

n2σ12 + n3σ13 = 0. [9.62]

It is worth noting that [9.60] means that the vector of components σ12 and σ13 is
perpendicular to gradψ then tangential to the curves ψ = Cte. Hence, the previous
relations are satisfied provided that Prandtl’s function is constant on C and, if the
cross-section is simply connected, we can choose this constant equal to zero because
the stresses depend only on its partial derivatives.

9.4.4. Multiscale analysis: from the elementary volume to the beam

We are now able to express the beam variables N , T , Mt and Mb in terms of the
local ones:

– Shear forces. Introducing:

x̄ =

(
x2

x3

)
, τ̄ =

(
σ12

σ13

)
, T̄ =

(
T2

T3

)
,

the equilibrium equations [9.59] and [9.62] read:

div τ̄ = 0, n̄ · τ̄ = 0.

Owing to [14.17], we have:

div (τ̄ x̄T ) = (div τ̄) x̄T + τ̄T ,
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where the first term of the right-hand member vanishes because of the internal
equilibrium equation. Taking into account Green’s formula [14.20] and [9.40], we
have:

T̄ =

∫
S
τ̄ dx2dx3 =

∫
C
(n̄ · τ̄) x̄ ds = 0, [9.63]

because of the free stress condition. Hence, the expected shear forces vanish because
the latter two equations [9.39] become reduced in variables:

ε
dMb2

dx1
− T3 +m2 = 0, ε

dMb3

dx1
+ T2 +m3 = 0,

that shows the shear forces are negligeable. In particular, if ϕ and θ′1 are null,
combining [9.63] with [9.48], [9.55] and [9.56] shows that:

γ2 = u′
20 − θ2 = 0, γ3 = u′

30 − θ3 = 0,

conditions which are generally considered as valid anyway and known as Bernoulli’s
hypothesis. The geometric interpretation is that, during the deformation, the cross-
section remains orthogonal to the mean line. The displacement field [9.57], [9.58]
becomes:

u1 = u10(x1)− u′
20(x1)x2 − u′

30(x1)x3 + ϕ(x2, x3),

u2 = u20(x1)− θ1(x1)x3, u3 = u30(x1) + θ1(x1)x2.

– Normal force. Owing to [9.48] and [9.52], the stress fields read:

σ11 = E ε11 = E (u′
10(x1)− u′′

20(x1)x2 − u′′
30(x1)x3). [9.64]

For convenience, we choose the origin in order that the static moments vanish:∫
S
x2 dx2dx3 =

∫
S
x3 dx2dx3 = 0.

Integrating σ11 on the cross-section and denoting its area by A, the relation
between the normal force and the extension u′

10 is given by [9.40]:

N = EAu′
10, [9.65]

that shows the truss stiffness in [4.27] is Kt = E A.
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– Bending moments. We define the moment of inertia matrix of the cross-section
in its plane as:

I =

∫
S
x̄ x̄T dx2dx3.

As it is symmetric, it is possible to choose the axis in such a way that it is diagonal:∫
S
x2x3 dx2dx3 = 0. [9.66]

and the principal moments of inertia are denoted by:

I2 =

∫
S
x2
3 dx2dx3, I3 =

∫
S
x2
2 dx2dx3. [9.67]

Taking into account [9.42], [9.64], [9.66] and [9.67], we have:

Mb3 = E I3u
′′
20, Mb2 = −E I2u

′′
30, [9.68]

that shows the flexural stiffness in [4.31] is Kb = E I2. Taking into account [9.65]
and [9.68], the axial tensile stress is given by Navier formula:

σ11 =
N

A
− Mb3

I3
x2 +

Mb2

I2
x3. [9.69]

– Torque. Owing to [9.41] and [9.60], we have:

Mt = −
∫
S

(
x2

∂ψ

∂x2
+ x3

∂ψ

∂x2

)
dx2dx3 = −

∫
S
(gradψ) · x̄ dx2dx3.

Taking into account [7.41], it holds:

Mt =

∫
S
(ψ div x̄− div(ψ x̄)) dx2dx3.

Using Green’s formula [14.19], we obtain:

Mt = 2

∫
S
ψ dx2dx3 −

∫
C
(n̄ · x̄)ψ ds.
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As ψ is null on C, we see that the torque is twice the integral of Prandtl’s function
on the cross-section:

Mt = 2
∫
S ψ dx2dx3. [9.70]

In particular, it is easy to determine Prandtl’s function for a shaft of radius R, for
example in a steam turbine. As the problem is axisymmetric and ψ must be zero on
the circle C of radius R, we can try the function:

ψ =
μ θ′1
2

(R2 − x2
2 − x2

3),

which satisfies [9.61]. The torque carried by the shaft is:

Mt = μ
π R4

2
θ′1.

In regions near supports and concentrated forces, the previous simplified
solution is perturbated by local effects. To take them into account, the characteristic
length h must be considered in all the directions when building the reduced variables,
the small parameter ε disappears and no term can be neglected. Therefore, we claim
Saint–Venant principle below.

PRINCIPLE 9.1.– The elementary theory of beams is valid except for the regions of
small size h at the vicinity of supports and concentrated forces.



10

Dynamics of 3D Continua and Elementary
Mechanics of Fluids

10.1. Deformation and motion

Once again, we recover the extra dimension of time to work in the space–time with
convention 1.1 on indices.

DEFINITION 10.1.– A body which is not rigid is called a deformed body. The
material lengths and angles are in general not preserved by its motion. The motion of
a deformed body is called a deformation.

We model the deformations into two steps:

♦ Construct the group of coordinate changes which preserve the uniform straight
motions, the durations and the orientations of volumes (but not the distances, angles
and volumes). We denote it by GD and we call it the deformation group.

♥ Determine the coordinate changes which are admissible with GD in the sense
that their Jacobian matrix belongs to GD.

♦ In the first step, we wish to characterize the most simple deformations, those
which are homogeneous, which is uniform on the body. It lies in the following
theorem.

THEOREM 10.1.– The coordinate changes for which are invariant.

– the uniform straight motions;

– the durations;

– the orientations of volumes;

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
© ISTE Ltd 2016. Published by ISTE Ltd and John Wiley & Sons, Inc.
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are regular affine maps of the following form:

dX = P dX ′ + C, C =

(
τ
k

)
, P =

(
1 0
v F

)
, [10.1]

where τ ∈ R, k ∈ R3, v ∈ R3 and F is a matrix of GL(3) such that:

det(F ) > 0, [10.2]

Their set is a group containing Galileo’s one.

PROOF.– It is the same as theorem 1.1 up to formula [16.47]. Taking into account that
oriented volumes are transformed as:

V ′ = det(F )V,

their sign is preserved because of [10.2]. The verification of the group structure of GD

is straightforward. The Galilean transformations are particular deformations for which
F is a rotation. �

♥ Next, we wish to determine the coordinate change X �→ X ′ such that:

∂X

∂X ′ = P =

(
1 0
v F

)
∈ GD, [10.3]

This partial derivative system involves (4 × 4 = 16) equations for 4 unknowns
(Xα). It is overdetermined and has generally no solutions, except if the equations
satisfy suitable compatibility conditions. We are faced with the same kind of problem
than in section 3.3.2 (excepted than the gravitation Γ is replaced by [10.3]). In order
to find the compatibility conditions, we consider a parallelogram of which the size
approaches zero. Reasoning likewise, we obtain:

∀dX ′, δX ′, δP dX ′ − dP δX ′ = 0, [10.4]

where P is given by [10.3]. In the following theorem, we introduce the column:

X ′ =
(
t′

s′

)
. [10.5]
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THEOREM 10.2.– Any coordinate change X ′ �→ X of which the Jacobian matrix
belongs to GD is compound of a smooth map:

x = ϕ(t′, s′), [10.6]

and a clock change:

t = t′ + τ0. [10.7]

PROOF.– Differentiating [10.3] provides:

δP dX ′ − dP δX ′ =
(
0
δv dt′ − dv δt′ + δF ds′ − dF δs′

)
.

The compatibility condition δ(dt′) − d(δt′) = 0 is automatically fulfilled.
Moreover, denoting by ds′F the infinitesimal variation of F resulting from the
variation ds′, we obtain:

δF ds′ − dF δs′ =
∂F

∂t′
(ds′ δt′ − δs′ dt′) + δs′F ds′ − ds′F δs′.

Owing to [14.24] and after simplification, the second condition of compatibility
reads:(

∂v

∂s′
− ∂F

∂t′

)
(δs′ dt′ − ds′ δt′) + (curl FT )T (δs′ × ds′) = 0.

The infinitesimal perturbations dX ′ and δX ′ being arbitrary, this condition is
satisfied if and only if:

∂v

∂s′
=

∂F

∂t′
, curl FT = 0. [10.8]

Under these conditions, the equation system [10.3] can be integrated, let:

∂t

∂t′
= 1,

∂t

∂s′
= 0,

∂x

∂s′
= F,

∂x

∂t′
= v. [10.9]

The integration of the two former equations leads to the clock change [10.7]. The
third equation is satisfied if and only if there exists an arbitrary column field
ϕ(t′, s′) ∈ R3 such that:

F =
∂ϕ

∂s′
. [10.10]
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Introducing this last relation into the first condition [10.8], we obtain:

∂

∂s′

(
v − ∂ϕ

∂t′

)
= 0.

There exists an arbitrary column v0(t
′) ∈ R3 such that:

v =
∂ϕ

∂t′
(t′, s′) + v0(t

′).

Taking into account this last relation [10.10] and the two latter equations of [10.9],
we obtain, after integration:

x = ϕ(t′, s′) + ϕ0(t
′),

where ϕ0 is a primitive of v0. Without loss of generality, ϕ0 may be absorbed in ϕ,
leading to [10.6]. �

Of course, the rigid motions [5.3] are particular cases:

x = ϕ(t′, s′) = R(t′)s′ + x0(t
′).

For this reason, considering arbitrary deformations ϕ, s′ will be called Lagrangian
or material coordinates, by opposition to Eulerian or spatial coordinates x. People
often choose ϕ such that:

s′ = ϕ(0, s′),

that allows us to identify the Lagrangian coordinates with the initial position at t = 0
but this choice is not compulsory. Without lost of generality, we can forget in the
sequel the change clock, putting τ0 = 0 and identifying t and t′.

On this ground, we wish to model the motion of three-dimension (3D) continua.
Fixing s′ in [10.6], we claim the map t �→ ϕ(t, s′) is the trajectory of the particle
identified by s′ and its velocity in the Eulerian representation is given by:

v =
dx

dt
|s′=Cte =

∂ϕ

∂t
.

According to theorem 10.1, the Jacobian matrix [10.3] is composed of a boost v
and a linear transformation F . Because of the implicit function theorem and taking
into account [10.2] and [10.10], there exists a map (t, x) �→ s′ = κ(t, x) such that
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x = ϕ(t, κ(t, x)), at least locally. As s′ is constant along the trajectory, s′ = κ(t, x)
is an integral of the motion, thus in the Lagrangian representation:

v′ =
ds′

dt
=

∂κ

∂t
+

∂κ

∂x

dx

dt
= 0, [10.11]

or with simplified notations:

ds′

dt
=

∂s′

∂t
+

∂s′

∂x
v = 0,

Introducing the 4-velocity vector represented by [1.12], it is worth to observe that
it reads:

∂s′

∂X
U = 0. [10.12]

More generally, we introduce:

DEFINITION 10.2.– For any (scalar or vector) field (t, x) �→ q (t, x), its material
derivative or total derivative is:

dq

dt
=

∂q

∂t
+

∂q

∂x
v =

∂q

∂X
U.

For that matter, it is interesting to work directly in the space–time to model
transport phenomena such as flows and heat transfer. For any scalar field q, the
corresponding flux is represented by the 4-column q U . If it is free divergence:

divX (q U) =
∂q

∂t
+ div (q v) = 0, [10.13]

q is conserved in the following sense. Integrating this relation on the volume V
between the dates t0 and t1 and using Green formula [14.19] leads to:∫

V
q dV |t=t1=

∫
V
q dV |t=t0 −

∫ t1

t0

∫
∂V

q (v · n) dV dt.

Hence, the total quantity of q on V at the final time t1 is equal to the corresponding
quantity at the initial time t0 minus the quantity of q lost by transport at velocity v
through the boundary of V between these two dates.

DEFINITION 10.3.– The 3-column q v measuring the rate of flow of a scalar q by unit
area is called the flux of q. The corresponding space–time quantity is the 4-flux q �U of
q. Condition [10.13] is the local expression of the balance of q.
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10.2. Flash-back: Galilean tensors

Recalling some remarks already presented in section 1.3.4, the set of Galilean
transformations is a group (even if the word “group” has not yet been used). It is
called Galileo’s group and is denoted by GAL in the following. As subgroup of the
affine group Aff(4), Galileo’s group naturally acts onto the tensors by restriction of
their transformation laws. The GAL-tensors are called Galilean tensors. In fact, we
already know such tensors, for instance the 4-velocity �U of which the components in
Galilean coordinate systems are modified according to the transformation law [1.11]
of a vector:

U =

(
1
v

)
=

(
1 0
u R

) (
1
v′

)
,

which provides the velocity addition formula v = u + Rv′. The 4-velocites are
Galilean vectors. Incidentally, it is worth noting the following result:

THEOREM 10.3.– Any non-vanishing Galilean vector �V is the 4-flux of q = V 0 in
any Galilean coordinate system.

PROOF.– Let �V be represented in a Galilean coordinate system X by the 4-column:

V =

(
q
w

)
,

where q ∈ R and w ∈ R3. According to [1.15], their transformation law [7.24] gives:

q′ = q, w′ = RT (w − qu). [10.14]

Galilean transformations leave q invariant and there is hence no problem in using
q instead of q′ in the following. By a method similar to the one in section 3.1.1, we
annihilate w′ by choosing the Galilean boost u = w/q. Conversely, let us consider a
Galilean coordinate system X ′ in which the vector �V has a reduced form:

V ′ =
(
q
0

)
,

Along the lines of the boost method initiated in section 3.1.2, let X be another
Galilean coordinate system obtained from X ′ through a Galilean boost v. Then, V =
q U , which proves �V is the 4-flux of q. �

If the 4-flux q �U is free covariant divergence:

Div (q �U) = 0,
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owing to [14.40] and [14.37], the readers can verify that the balance [10.13] of q is
satisfied for a Galilean gravitation [3.38].

Let us pick up a Galilean coordinate system and consider a linear form represented
by the key-row:

e0 =
(
1 0 0 0

)
. [10.15]

According to the transformation law [7.28], it is represented in any other Galilean
coordinate system by the same key-row. We denote by e0 this Galilean linear form
and we call it the time arrow.

Likewise, let us consider a 2-contravariant linear tensor represented in a given
Galilean coordinate system by the matrix:

γ =

(
0 0
0 1R3

)
. [10.16]

According to the transformation law [14.3], it is represented in any other Galilean
coordinate system by the same matrix and is denoted by γ. It is worth noting that the
contracted product of the two previous tensors, represented in a Galilean coordinate
system by e0αγ

αβ , vanishes:

e0 · γ = 0.

Also, let us consider an object G represented in any given Galilean coordinate
system by the matrix:

G =

(
−2φ AT

A 1R3

)
, [10.17]

where φ ∈ R and A ∈ R3 are the potentials of the Galilean gravitation. According to
their transformation law [6.22], G is a Galilean symmetric 2-covariant linear tensor
because the transformation law [14.2] is satisfied.

Nevertheless, it is worth observing that G generally is not a metric –
particularly in the simplest situation where there is no gravitation – because it is not
necessarily non-degenerate.

The gravitation itself, although represented by Christoffel’s symbols
Γα
μβ , is not a tensor but is a covariant differential of which the transformation law is

[14.35].
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The study of the dynamics of particles (Chapter 3) revealed an object called the
linear 4-momentum, represented in a Galilean coordinate system by the column T
gathering the components Tα. T being modified in a coordinate change according to
[3.30], it is a vector. Now, have a look at the definition [3.37]. We recognize the
definition [14.34] of the covariant differential of a vector field. Hence, dT is nothing
else but a ∇dXT . It is not a simple change of notations insofar as the covariant
differential was introduced in Chapter 3 using heuristic arguments, while the
definition of Chapter 14 is more rigorous and general. The advantage of the new
viewpoint offered by the tensor analysis is to write the physical laws in an intrinsic
form. For instance, the general equation of the motion provided by the law 3.4 is
recast in a coordinate-free style as:

∇−→
dX

�T = �H,

where �T is the linear 4-momentum vector field and �H is the vector field representing
the resultant of other forces.

As the force torsor, the dynamical torsor τ of a particle or a rigid body is a skew-
symmetric 2-contravariant affine tensor, the transformation law [3.4] being nothing
else than [15.9]. In the affine frame (X0, (�eα)), it is decomposed as:

τ = Tα (X0 ⊗ �eα − �eα ⊗X0) + Jαβ �eα ⊗ �eβ .

When the transformation law is restricted to the Galilean transformations, it is a
Galilean affine tensor. We call it Galilean torsor. Before going further, let us calculate
the covariant differential of a torsor considered as affine tensor. Using the rule [14.51],
we have:

∇̃−→
dX

τ = dTα (X0 ⊗ �eα − �eα ⊗X0) + Tα (X0 ⊗ ∇̃−→
dX

�eα − ∇̃−→
dX

�eα ⊗X0)

+Tα (∇̃−→
dX

X0 ⊗ �eα − �eα ⊗ ∇̃−→
dX

X0) + dJαβ �eα ⊗ �eβ

+Jαβ (∇̃−→
dX

�eα ⊗ �eβ + �eα ⊗ ∇̃−→
dX

�eβ).

[10.18]

Taking into account the infinitesimal motion of the basis vectors [14.36] and of the
origin [14.48], it holds:

∇̃−→
dX

τ = dTα (X0 ⊗ �eα − �eα ⊗X0) + Γρ
αT

α (X0 ⊗ �eρ − �eρ ⊗X0)

+Γβ
AT

α (�eβ ⊗ �eα − �eα ⊗ �eβ) + dJαβ �eα ⊗ �eβ

+Γρ
αJ

αβ �eρ ⊗ �eβ + Γρ
βJ

αβ �eα ⊗ �eρ,

[10.19]
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and, by renaming the dummy indices, we obtain:

∇̃−→
dX

τ = ∇̃dXT β (X0 ⊗ �eβ − �eβ ⊗X0) + ∇̃dXJαβ �eα ⊗ �eβ , [10.20]

with:

∇̃dXT β = dT β + Γβ
ρT

ρ, [10.21]

∇̃dXJαβ = dJαβ + Γα
ρJ

ρβ + Γβ
ρJ

αρ + Γα
AT

β − TαΓβ
A. [10.22]

In matrix form, the covariant differential of a torsor field is given by:

∇̃dXT = dT + Γ(dX)T,

∇̃dXJ = dJ + Γ(dX) J + J (Γ(dX))T + ΓA(dX)TT − T (ΓA(dX))T ,

We recover, in a more rigorous framework, the covariant differential [5.43] of
the dynamical torsor of a rigid body introduced in a heuristic way. Introducing the
resultant torsor of the other forces (i.e. different from the gravitation):

τ 	 = Hα (X0 ⊗ �eα − �eα ⊗X0) +Gαβ �eα ⊗ �eβ ,

the generalized equation of rigid body motion given by the law 5.3 can be recast in a
coordinate-free style as:

∇̃−→
dX

τ = τ 	.

In this regard, it is worth to recalling that, according to section 5.3.2, the map A
of section 14.5.3 was choosen as the identity. Thus, putting A = 1R4 in [15.47], we
recover [5.6] in the form:

ΓA(dX) = dX −∇dXC.

Returning to tensor notations, [14.50] reads:

Γα
Aβ = δαβ −∇βC

α. [10.23]
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10.3. Dynamical torsor of a 3D continuum

We would like to define the dynamical torsor of a continuum. Imitating the model
of the statics developed in Chapter 9, we extend the notion of torsor in a space–time
framework under the form of a vector-valued torsor, according to definition 8.3. In an
affine frame (X0, (�eα)), it is decomposed as:

τ = τ γ�eγ , τ γ = T βγ (X0 ⊗ �eβ − �eβ ⊗X0) + Jαβγ �eα ⊗ �eβ .

Let (X ′
0, (�e

′
α)) be a new affine frame obtained from the old one through an affine

transformation a = (C,P ). Hence, the transformation law of the torsor is:

T ′ρσ = (P−1)ρβ(P
−1)σγT

βγ , [10.24]

J ′ρστ =
[
(P−1)ρα(P

−1)σβJ
αβγ + C ′ρ {(P−1)σβT

βγ
}

−
{
(P−1)ρβT

βγ
}

C ′σ
]
(P−1)τγ . [10.25]

with: C ′ = −P−1C.

Next, let us calculate the covariant differential of the continuum torsor:

∇̃−→
dX

τ = ∇̃−→
dX

(τγ�eγ) = (∇̃−→
dX

τγ) �eγ + τγ (∇̃−→
dX

�eγ).

Taking into account [14.36], we have:

∇̃−→
dX

τ = (∇̃−→
dX

τγ + Γγ
ρτ

ρ) �eγ .

Calculating the first term of the right-hand member is similar to the one [10.20]
of the scalar valued dynamical torsor (add indices γ in [10.20], [10.21] and [10.22]).
Finally, we obtain:

∇̃−→
dX

τ =
[
∇̃dXT βγ (X0 ⊗ �eβ − �eβ ⊗X0) + ∇̃dXJαβγ �eα ⊗ �eβ

]
�eγ ,

with:

∇̃dXT βγ = dT βγ + Γβ
ρT

ργ + Γγ
ρT

βρ,

∇̃dXJαβγ = dJαβγ + Γα
ρJ

ρβγ + Γβ
ρJ

αργ + Γγ
ρJ

αβρ + Γα
AT

βγ − TαγΓβ
A.

It is worth recalling that coefficients Γα
ρ represent the gravitation, as discussed

at length in Chapter 3 devoted to the dynamics. Hence, there exists a field ∇̃ τ of
1-covariant and 3-contravariant affine tensors such that:

∇̃−→
dX

τ = (∇̃ τ ) · −→dX.
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Using Christoffel’s symbols [14.38] and additional symbols [14.49], we have:

∇̃ τ =
[
∇̃σT

βγ (X0 ⊗ �eβ − �eβ ⊗X0) + ∇̃σJ
αβγ �eα ⊗ �eβ

]
�eγ ⊗ eσ,

with:

∇̃σT
βγ =

∂T βγ

∂Xσ
+ Γβ

σρT
ργ + Γγ

σρT
βρ,

∇̃σJ
αβγ =

∂Jαβγ

∂Xσ
+ Γα

σρJ
ρβγ + Γβ

σρJ
αργ + Γγ

σρJ
αβρ + Γα

AσT
βγ − TαγΓβ

Aσ.

By contraction, we define the covariant divergence of the dynamical tensor of the
continuum:

D̃iv τ = ∇̃γT
βγ (X0 ⊗ �eβ − �eβ ⊗X0) + ∇̃γJ

αβγ �eα ⊗ �eβ . [10.26]

with:

∇̃γT
βγ =

∂T βγ

∂Xγ
+ Γβ

γρT
ργ + Γγ

γρT
βρ, [10.27]

∇̃γJ
αβγ =

∂Jαβγ

∂Xγ
+ Γα

γρJ
ρβγ + Γβ

γρJ
αργ

+Γγ
γρJ

αβρ + Γα
AγT

βγ − TαγΓβ
Aγ . [10.28]

At this stage, have a break to look back to the static of 3D continua (just a matter to
erase the time dimension). In the absence of gravitation, Christoffel’s symbols vanish
and we recover the covariant affine divergence of the torsor field given by [8.28] and
[8.29].

We are now able to generalize the local equation [8.27] to the dynamics of 3D
continua. Although there is a priori a degree of arbitrariness in this choice, we decide
to consider a generalized Cauchy medium, claiming that:

– There exists a field of vectors X �→ �H(X) representing the resultant of other
forces (i.e. different from the gravitation) and its torsor is:

τ 
H = X ⊗ �H(X)− �H(X)⊗X,

τ 
H = Hβ (X0 ⊗ �eβ − �eβ ⊗X0) +Gαβ �eα ⊗ �eβ , [10.29]

with:

Gαβ = XαHβ −HαXβ , [10.30]
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– There exists a field of linear 2-contravariant tensors X �→ T (X). The
corresponding vector valued torsor τT is such that for any covector N :

N(τT ) = X ⊗ (T ·N)− (T ·N)⊗X. [10.31]

– The motion of the 3D continuum is governed by the free-coordinate equation:

D̃iv τT + τ 
H = 0 [10.32]

These assumptions are justified insofar as the predictions agree with a very wide
spectrum of experimental observations. We start with a straightforward result:

THEOREM 10.4.– A torsor satisfies [10.31] if and only if its components Jαβγ in the
affine frame (X, (�eα)) vanish.

PROOF.– Using the transformation laws [10.24] and [10.25], we argue by analogy
with the proof of theorem 8.3. �

Next, we consider the simple case where:

– we put Cα = 0 in [10.23], which amounts to restrict ourself to proper coordinate
systems (in the sense of section 3.1.2) where the elementary volume is at rest;

– we are working in the affine frame (X, (�eα)), then Jαβγ components of τT and
Gαβ components of τ 
H vanish.

Taking into account [10.28], the law [10.32] leads to:

T βα − Tαβ = 0. [10.33]

We leave it to the readers to verify that it is true in every affine frame, owing to the
transformation law [10.24].

10.4. The stress-mass tensor

10.4.1. Transformation law and invariants

Decomposing [10.31] in an affine frame, we verify that:

Jαβγ = XαT βγ − TαγXβ .
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Hence, the structure of the dynamical torsor of the continuum is fixed by the one of
the Tαγ components of the 2-contravariant linear tensor T . For the sake of easiness,
they are gathered into a symmetric matrix T . Their transformation law [10.24] is given
in matrix form by [14.3]:

T ′ = P−1T P−T . [10.34]

Taking into account the structure of the space–time, T is decomposed by blocks:

T =

(
ρ pT

p −σ	

)
,

where ρ is a scalar, p ∈ R3 and σ	 ∈ M
symm
33 . From now on, we consider T as

a Galilean tensor by restriction of its transformation law to Galilean transformations.
Owing to their decomposition by block [1.15], the transformation law [10.34] itemizes
in:

ρ′ = ρ, [10.35]

p′ = RT (p− ρ u), [10.36]

σ′
	 = RT (σ	 + u pT + p uT − ρ uuT )R. [10.37]

It is worth noting that Galilean transformations preserve the component ρ and there
is no trouble to put ρ instead of ρ′ in the following. To find the other invariants of T ,
we follow the method applied in section 3.1.1 to the dynamical torsor of a particle. We
discuss only the case that the invariant component ρ does not vanish. Starting in any
Galilean coordinate system X , we choose the Galilean boost:

u =
p

ρ
,

which annihilates p′ and reduces [10.37] to:

σ′
	 = RT

(
σ	 +

1

ρ
p pT

)
R. [10.38]
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This suggests to cast a glance to the matrix:

σ = σ	 +
1

ρ
p pT . [10.39]

Taking into account [10.35], [10.36] and [10.37], we obtain its transformation law:

σ′ = RTσ R. [10.40]

As the matrix σ is symmetric, it is diagonalizable then its eigenvalues σ1, σ2, σ3

are real numbers and the missing invariants of T .

10.4.2. Boost method

Conversely, let us consider a Galilean coordinate system in which the tensor field
T at a given point of coordinates X ′ has a reduced form:

T ′ =

⎛⎜⎜⎝
ρ 0 0 0
0 −σ1 0 0
0 0 −σ2 0
0 0 0 −σ3

⎞⎟⎟⎠ =

(
ρ 0
0 −σ′

)
,

where the diagonal matrix σ′ containing the σi is the matrix [10.39] in the coordinates
X ′. In the spirit of the boost method initiated in section 3.1.2, we claim now the
elementary volume around the point x′ is at rest at time t′. Let X be another Galilean
coordinate system obtained from X ′ through a Galilean boost v combined with a
rotation R. Applying the inverse transformation law of [10.34]:

T = P T ′ PT , [10.41]

we obtain:

p = ρ v, σ	 = Rσ′ RT − ρ v vT .

The boost method turns out the physical meaning of the components:

– by analogy with section 3.1.2, the invariant quantity ρ is interpreted as the mass
per unit volume or density (of mass);

– the quantity p, product of the density and velocity, is the linear momentum (per
unit volume);
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– eliminating the velocity v between the two previous relations and taking
into account [10.40], we recover [10.39]. Besides, we recognize in [10.40] the
transformation law 8.6 of Euclidean stress tensors. Thus, σ can be identified to the
statical stresses, while:

σ	 = σ − ρ v vT ,

are the dynamical stresses.

DEFINITION 10.4.– The stress-mass tensor T is structured into three components:

– the density ρ;

– the linear momentum p;

– the dynamical stresses σ	.

The invariants of the stress-mass tensor are:

– the density ρ;

– the principal stresses σ1, σ2, σ3.

In matrix form, the stress-mass tensor reads:

T =

(
ρ pT

p −σ	

)
=

(
ρ ρ vT

ρ v ρ v vT − σ

)
. [10.42]

Before going further, let us stop to adapt the boost method according to the
motion of the particles modeled in section 10.1. Let us consider the coordinate
system X ′ associated with the Lagrangian representation, given by [10.15]. It is not
generally Galilean. Because of [10.11], the stress–mass tensor reads in the
Lagrangian representation:

T ′ =
(
ρ′ 0
0 −σ′

)
, [10.43]

but the matrix σ′ of material stresses is not in general diagonal. Applying the inverse
transformation law [10.34] with the boost u = v, we obtain:

ρ = ρ′, p = ρ v, σ	 = σ − ρ v vT , [10.44]

where spatial stresses σ in the Eulerian representation are related to the material
stresses according to:

σ = F σ′ FT . [10.45]
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10.5. Euler’s equations of motion

We claimed that the motions of 3D continua are [10.32] which, taking into account
[10.36], are structured into two groups:

∇̃γT
βγ +Hβ = 0, ∇̃γJ

αβγ +Gαβ = 0. [10.46]

The second group led to the symmetry conditions [10.33] of the stress–mass
tensor. It remains to examine the consequences of the first group, owing to the
structure [10.42] of the stress-mass tensor in Galilean coordinate systems which
reads in tensor notations:

T 00 = ρ, T 0j = T j0 = ρ vj , T ij = ρ vivj − σij . [10.47]

Excluding thrusts, we assume that the other forces (different from the gravitation)
are modeled by 4-column H of the form [3.76]:

H =

(
0
−fv

)
,

where fv is the volume force introduced by definition [8.2]. In indicial notations, we
have:

H0 = 0, Hj = −f j
v . [10.48]

Besides, the gravitation being represented in a Galilean coordinate system by
[2.23], the non-vanishing Christoffel’s symbols are:

Γj
00 = −gj , Γj

0k = Γj
k0 = Ωj

k, [10.49]

where Ωj
k is a simplified notation for the elements of the skew-symmetric matrix j(Ω)

defined by [7.10]. Taking into account [10.27], the first group of [10.46] reads:

∇̃γT
βγ +Hβ =

∂T βγ

∂Xγ
+ Γβ

γρT
ργ + Γγ

γρT
βρ +Hβ = 0. [10.50]

By putting β = 0 which corresponds to the time coordinate, we obtain:

∇̃γT
0γ +H0 =

∂T 00

∂t
+

∂T 0j

∂xj
=

∂ρ

∂t
+

∂

∂xj
(ρ vj) = 0. [10.51]
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For the spatial coordinates, we put β = i, that gives, taking into account the
vanishing terms:

∇̃γT
iγ +Hi =

∂T i0

∂t
+

∂T ij

∂xj
+ Γi

00T
00 + Γi

0kT
k0 + Γi

k0T
0k − f i

v = 0,

∇̃γT
iγ +Hi =

∂

∂t
(ρ vi) +

∂

∂xj
(ρ vivj − σij)− ρ gi + 2ρΩi

k v
k − f i

v = 0,

or, after differentiation and rearrangement:

ρ
∂vi

∂t
+

[
∂ρ

∂t
+

∂

∂xj
(ρ vj)

]
vi + ρ vj

∂vi

∂xj
=

∂σij

∂xj
+ f i

v + ρ (gi − 2Ωi
k v

k).

Taking into account [10.51] leads to:

ρ
∂vi

∂t
+ ρ vj

∂vi

∂xj
=

∂σij

∂xj
+ f i

v + ρ (gi − 2Ωi
k v

k). [10.52]

In short, the first group of [10.46] is recast as [10.51] and [10.52] that can be
formulated in matrix notation as follows.

LAW 10.1.– The motion of a 3D continuum obeys Euler’s equations:

♦ Balance of mass:

∂ρ

∂t
+ div (ρ v) = 0 [10.53]

♥ Balance of linear momentum:

ρ

[
∂v

∂t
+

∂v

∂x
v

]
= (div σ)

T
+ fv + ρ(g − 2 Ω× v) [10.54]

This requires some comments:

– This formulation is consistent with Galileo’s principle of relativity 1.1 in the
sense that the form of these equations is the same in all the Galilean coordinate
systems. It is ensured particularly to the last term in [10.54].

♦ Comparing [10.35], [10.36] and [10.14] shows that:

N =

(
ρ
p

)
,
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represents a Galilean vector �N and, according to theorem 10.3, it is the 4-flux of mass
density ρ:

�N = ρ �U .

Equation [11.50] means that this field is divergence free:

Div �N = 0,

Taking into account definition 10.2 of the material derivative and [7.41], it is worth
noting that it can also read:

∂ρ

∂t
+ div (ρ v) =

dρ

dt
+ ρ div v = 0. [10.55]

We wish to show it traduces the balance of mass. Let ρ0 be the value of the density
at the date t = 0 of the particle identified by the Lagrangian coordinates s′. Then, ρ0
is a function of s′. As ρ is mass by unit volume, the actual value at the date t is:

ρ =
ρ0

det F
= ρ0 det

(
∂s′

∂x

)
. [10.56]

Next, we need the following proposition:

LEMMA 10.1.– For every motion, we have:

d

dt

(
∂s′

∂x

)
+

∂s′

∂x

∂v

∂x
= 0. [10.57]

PROOF.– Let δX be any uniform vector field on M and U be the 4-velocity.
Differentiating [10.12] gives:

∂

∂X

(
∂s′

∂X
U

)
δX = δ

(
∂s′

∂X
U

)
= δ

(
∂s′

∂X

)
U +

∂s′

∂X
δU = 0,

=
∂

∂X
(δs′)U +

∂s′

∂X

∂U

∂X
δX =

∂

∂X

(
∂s′

∂X
δX

)
U +

∂s′

∂X

∂U

∂X
δX = 0.

Consequently:

d

dt

(
∂s′

∂X
δX

)
=

∂

∂X

(
∂s′

∂X
δX

)
U = − ∂s′

∂X

∂U

∂X
δX.

As δX is uniform, we have:

d

dt

(
∂s′

∂X

)
δX = − ∂s′

∂X

∂U

∂X
δX.
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As δX is arbitrary, it holds:

d

dt

(
∂s′

∂X

)
= − ∂s′

∂X

∂U

∂X
,

or, in detail:

d

dt

(
∂s′

∂t

∂s′

∂x

)
= −

(
∂s′

∂t

∂s′

∂x

)⎛⎜⎝ 0 0

∂ v

∂t

∂ v

∂x

⎞⎟⎠ ,

that proves [10.57]. �
Then, we prove the following proposition:

THEOREM 10.5.– If ρ0 is a smooth function of s′, then the density of mass:

ρ = ρ0 (s
′) det

(
∂s′

∂x

)
, [10.58]

verifies the balance of mass [11.50].

PROOF.– Differentiating [10.58], we have:

dρ

dt
=

∂ρ

∂s′
ds′

dt
+ Tr

(
∂ρ

∂
(
∂s′
∂x

) d

dt

(
∂s′

∂x

))
,

or, owing to [10.11] and [14.32]:

dρ

dt
= ρ Tr

(
∂x

∂s′
d

dt

(
∂s′

∂x

))
. [10.59]

Then, introducing [10.57] into [10.59], it holds:

dρ

dt
= −ρ Tr (grad v ) = −ρ div v,

that proves the balance of mass [11.50]. �
♥ Applying definition 10.2 of the material derivative, equation [10.54] is reduced

to:

ρ
dv

dt
= (div σ)

T
+ fv + ρ(g − 2 Ω× v). [10.60]
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It clearly appears as representing the balance of linear momentum for a unit volume
because the product of the density of mass by the acceleration dv/dt is equal to the
sum of the gravitational forces, the other external forces fv and the internal forces
given by the divergence of the static stresses.

Another relevant equation is the balance of energy, a simple consequence of one
of the linear momentums. By taking the scalar product of both members of [11.51] by
v, we have:

ρ
dv

dt
· v = (div σ) v + (fv + ρg) · v,

the scalar triple product in the last term disapearing because v occurs twice in it.
Owing to [14.15] and the symmetry of σ, we obtain the balance of energy:

ρ
d

dt

(
1

2
‖ v ‖2

)
= div (σv)− Tr (σD) + (fv + ρg) · v, [10.61]

where the strain velocity [10.14] occurs. This equation shows us that the time rate of
kinetic energy is balanced by the divergence of the stress transport σv, the opposite
of the internal power by volume unit, the power of the volume forces and the gravity.

10.6. Constitutive laws in dynamics

A constitutive law is a relation describing the mechanical behavior of a material
(solid or fluid). We already know the most simple of them, Hooke’s law, but there is a
very large spectrum of phenomenological behaviors that cannot be deduced from
simple axioms of the statics or dynamics of continua. Their accurate description
requires additional information resulting from experimental testing. Nevertheless, it
is possible to determine general conditions satisfied by them in order to be consistent
with Galileo’s principle of relativity.

If the strains are small, we claimed that for elastic bodies in statics, the stress tensor
representing the internal forces is proportional to the strain tensor associated with the
motion of the continuum. In dynamics, the stress tensor is generalized in the form of
the stress-mass tensor T while the motion of the continuum can be described by s′ and
∂s′/∂X as explained in section 10.1. Provisionally forgetting the dependence with
respect to s′, we would like to specify the conditions of consistency of constitutive
laws modeled by a map:

T = F
(
∂s′

∂X

)
.
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They are given by the principle of material indifference. The key idea is to have a
look at the Lagrangian representation.

THEOREM 10.6.– In the Lagrangian representation, the stress-mass tensor T ′ depends
on ∂s′/∂X through right Cauchy strains C = FTF .

PROOF.– Let X be any Galilean coordinate system and X ′ be the coordinate system
10.5 associated with the Lagrangian coordinates s′. According to theorem 10.1, the
Jacobian matrix of the coordinate change X ′ �→ X is a deformation:

∂X

∂X ′ =
(
1 0
v F

)
∈ GD. [10.62]

For another Galilean coordinate system X̄ , the Jacobian matrix of the coordinate
change X ′ �→ X̄ is also a deformation:

∂X̄

∂X ′ =
(
1 0
v̄ F̄

)
∈ GD.

Then, we have:

∂X̄

∂X ′ =
∂X̄

∂X

∂X

∂X ′ ,

where the Jacobian matrix of the coordinate change X �→ X̄ is a linear Galilean
transformation:

∂X̄

∂X ′ =
(
1 0
u R

)
,

that provides:

v̄ = u+Rv, F̄ = RF. [10.63]

As T ′ are the components of the stress–mass tensor T in the coordinate system X ′

associated with the Lagrangian coordinates s′, it is preserved by any change X �→ X̄
of Galilean coordinate system. Hence, if there is some constitutive law:

T ′ = F ′
(
∂s′

∂X

)
,

the value T ′ must depend on the variable ∂s′/∂X through a quantity:

C = C
(
∂s′

∂X

)
,
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invariant by Galilean transformations. In other words, we claim that:{
C
(
∂s′

∂X

)
= C

(
∂s′

∂X̄

)}
⇒

{
F ′

(
∂s′

∂X

)
= F ′

(
∂s′

∂X̄

)}
.

There exists a unique map F̃ ′ = F ′/C from M
symm
33 into M

symm
44 such that:

F ′ = F̃ ′ C.

It reminds to guess the invariant C. As the variable ∂s′/∂X is obtained by erasing
the first row in the inverse ∂X ′/∂X of the Jacobian matrix [10.62]:

∂s′

∂X
=
(
−F−1v F−1

)
, [10.64]

we wish to identify invariants of v and F , variables which are transformed under
Galilean transformations according to [10.63]. As this was done in section 3.1.1 for
the dynamical torsor, we intend annihilating some of them by suitable Galilean
transformations (because zeros are constant and then obvious invariants). Starting in
any coordinate system X , we pick u = −Rv which annihilates v̄. There is nothing
more to do because the rotation R obviously cannot annihilate F̄ . Hence, the
expected invariant depends only on F . We can verify that C = FTF are invariants
since:

C̄ = F̄T F̄ = (RF )T (RF ) = FT (RTR)F = FTF = C,

that achieves the proof. �

It is worth noting that the matrix C of right Cauchy strains is symmetric and, owing
to [10.2]:

J = det(F ) =
√

det(C).

Recovering the variable s′, owing to [10.43], [10.56] and according to theorem
10.5, the constitutive law in the Lagrangian representation reads:

ρ′ =
ρ0(s

′)√
det(C)

σ′ = σ′(s′, C). [10.65]

If the continuum is homogeneous, i.e. the material properties are the same at each
point, ρ′ and σ′ do not depend explicitly on s′. Otherwise, it is heterogeneous.
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We can now return to the Eulerian representation of the constitutive law due to the
transformation laws [10.44] and [10.45] of the stress-mass tensor:

T =

⎛⎝ ρ0(s
′)√

det(C)

ρ0(s
′)√

det(C)
vT

ρ0(s
′)√

det(C)
v ρ0(s

′)√
det(C)

v vT − F σ′(s′, C)FT

⎞⎠ .

As an example of such constitutive laws, we can quote the barotropic fluids of
which the material stresses read:

σ′ = −q (s′, det(C))C−1, [10.66]

where q is a given scalar valued function representing the pressure. The corresponding
stress-mass tensor in Eulerian representation is:

T =

⎛⎝ ρ0(s
′)√

det(C)

ρ0(s
′)√

det(C)
vT

ρ0(s
′)√

det(C)
v ρ0(s

′)√
det(C)

v vT + q (s′, det(C)) 1R3

⎞⎠ . [10.67]

Owing to [14.16], the balance of linear momentum reads for barotropic fluids:

ρ
dv

dt
= −grad q + fv + ρ(g − 2 Ω× v). [10.68]

If the time is fixed at a given date t, we can consider only spatial tensors. From
the time, Galileo’s group is reduced to the group of special Euclidean transformations
preserving the components of the covariant metric tensor Ğ. The material stresses σ′ij ,
gathered in the matrix σ′, are the components in the Lagrangian representation of a
2-contravariant tensor σ. On the other hand, theorem 10.2 showed that the position of
the body at time t is given by a map:

ϕt : s
′ �→ x = ϕt(s

′) = ϕ(t, s′),

which is the local expression in given charts of a map ϕt. Its tangent map F is
represented in the coordinates s′ and x by the matrix F . To find the free coordinate
version of the definition C = FTF , let us remark that it reads in tensorial notations:

Cij = δklF
k
i F

l
j .
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Thus, right Cauchy strains are the components of a 2-covariant spatial tensor C
which is the pull-back by ϕt of the metric tensor Ğ:

C = ϕ∗
t Ğ

Omitting the dependence with respect to s′, we can, therefore, write the
constitutive law [10.65] in a coordinate-free form:

σ = H(C). [10.69]

Having a look at definition 9.2 of the strain tensor suggests to express as usual σ
with respect to C through:

E =
1

2

[
ϕ∗

t Ğ− Ğ
]
=

1

2

[
C − Ğ

]
,

called Euler-Lagrange strain tensor. In every Galilean coordinate system, Gram’s
matrix being the identity, it is represented by:

E =
1

2
(C − 1R3) =

1

2
(FTF − 1R3). [10.70]

It gives a new version of the constitutive law [10.69]:

σ = H(E). [10.71]

10.7. Hyperelastic materials and barotropic fluids

Another example is the hyperelastic materials of which the behavior is reversible.
In linear elasticity (section 9.3.1), we formulated the reversibility condition in terms
of internal work by unit volume, which does not create difficulties because the strains
are very small and the volume is almost unchanged. On the other hand, for fluids and
solids exhibiting very large deformations, it is preferable to relate the internal power
to the mass to model the constitutive law and to formulate the reversibility condition
in terms of specific internal work, that is of internal work by mass unit Pint/ρ. Hence,
we claim that for any loop in the space of Euler–Lagrange strain tensors:∮

Tr

(
σ′

ρ
dE

)
= 0, [10.72]

where σ′ is given by:

σ′ = H ′(E),
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and ρ is also depending on E through C. Reasoning as in section 3.3.2, we obtain the
equivalent local condition:

∀dE, δE, d

(
σ′

ρ

)
: δE − δ

(
σ′

ρ

)
: dE = 0,

As in section 9.3.1, there exists a reversible energy potential eint generating the
constitutive law in terms of material stresses:

σ′ = ρ
∂eint
∂E

. [10.73]

Moreover, differentiating [10.70], we have dC = 2 dE and taking into account the
definition [14.30] of the derivative with respect to a matrix, we have:

σ′ = 2 ρ
∂eint
∂C

. [10.74]

Combining [10.45] with [10.73] and [10.74] gives the constitutive law in terms of
spatial stresses:

σ = ρF
∂eint
∂E

FT = 2ρF
∂eint
∂C

FT . [10.75]

Let us show that barotropic fluids are particular cases of hyperelastic materials.
Indeed, let us choose a potential eint depending on C through
J = det(F ) =

√
det(C). Applying the chain rule to calculate [10.74]:

σ′ = 2 ρ
deint
dJ

∂J

∂(det(C))

∂

∂C
(det(C)).

Taking into account [10.56] and [14.32] leads to:

σ′ = ρ0
deint
dJ

C−1,

which can be identified to [10.66] provided:

q = −ρ0
deint
dJ

. [10.76]

Let us return now to the general case of hyperelastic materials. First, let us remark
that [10.57] reads:

d

dt
(F−1) = −F−1 ∂v

∂x
,
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that, owing to [14.33], leads to:

∂v

∂x
=

dF

dt
F−1. [10.77]

and:

dF

dt
=

∂v

∂x
F.

Hence, differentiating [10.70] gives:

dE

dt
=

1

2

dC

dt
=

1

2

(
dF

dt

T

F + FT dF

dt

)
=

1

2
FT

[
∂v

∂x
+

(
∂v

∂x

)T
]
F,

or, introducing the strain velocity [10.14]:

dE

dt
=

1

2

dC

dt
= FTDF. [10.78]

Remembering the dependence of eint with respect to s′ and differentiating it
provides:

ρ
deint
dt

= ρ
∂eint
∂s′

ds′

dt
+ ρ Tr

(
∂eint
∂E

dE

dt
)

)
,

or, owing to [10.11] and [10.78]:

ρ
deint
dt

= ρ Tr

(
∂eint
∂E

FTDF

)
= Tr

(
ρF

∂eint
∂E

FTD

)
,

that is, taking into account the expression [10.75] of the spatial stresses, the internal
power by volume unit [9.13]:

ρ
deint
dt

= Tr (σD) , [10.79]

We are now able to transform the general expression of the balance of energy
[10.61] for the particular case of hyperelastic materials with zero volume forces fv ,
that gives:

ρ
d

dt

(
1

2
‖ v ‖2

)
= div (σv)− Tr (σD) + ρg · v.
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Taking into account [10.79] and expressing the gravity in terms of the Galilean
gravitation potentials due to [6.14]:

ρ
d

dt

(
1

2
‖ v ‖2 +eint

)
= div (σv)− ρ

(
grad φ+

∂A

∂t

)
· v,

or:

ρ
d

dt

(
1

2
‖ v ‖2 +φ+ eint

)
= div (σv) + ρ

(
∂φ

∂t
− ∂A

∂t
· v
)
. [10.80]

Inspired by the Hamiltonian [6.18] of a particle subjected to a Galilean gravitation
and introducing the reversible energy potential, we define the Hamiltonian density as:

H = ρ

(
1

2
‖ v ‖2 +φ+ eint

)
. [10.81]

orH = ρη after introducing, for the sake of simplicity the specific Hamiltonian:

η =
1

2
‖ v ‖2 +φ+ eint. [10.82]

Taking into account the balance of mass [10.55], we have:

dH
dt

=
d

dt
(ρη) = ρ

dη

dt
+

dρ

dt
η = ρ

(
dη

dt
− η div v

)
,

which, owing to definition 10.2 of the material derivative, gives:

ρ
dη

dt
=

dH
dt

+ ρη div v =
∂H
∂t

+
∂H
∂x

v +H div v,

and, because of [7.41]:

ρ
dη

dt
=

∂H
∂t

+ div (Hv). [10.83]

Introducing this expression into [10.80], we obtain a new version of the balance
of energy dedicated to the hyperelastic materials and in particular to the barotropic
fluids:

∂H
∂t

+ div (Hv − σv) = ρ

(
∂φ

∂t
− ∂A

∂t
· v
)
. [10.84]

For a time independent gravitation field, the right hand member vanishes.





11

Dynamics of Continua of
Arbitrary Dimensions

11.1. Modeling the motion of one-dimensional (1D) material bodies

The mathematical modeling developed in the present chapter can be given for the
dynamics of media of other dimensions such as 4. For instance, we consider in
Chapter 4 slender bodies called arches, modeled as a curve of the space, which is a
continuum of dimension 1, submanifold of the physical space of dimension 3. We can
extend this mathematical construction to the dynamics. The motion of a 1D material
body – solid of fluid – can be described by a space–time submanifold parametrized
by two coordinates, the arclength and the time, hence by a submanifold N of
dimension 2. Let s0 be the arclength with respect to a given reference point of the
initial slender body (i.e. at t = 0). In the Lagrangian coordinates t and s0 and the
Galilean coordinates X , the position at time t of the material particle pinpointed by
s0 is represented by:

x = ϕ(t, s0).

Its velocity is:

v =
∂ϕ

∂t
. [11.1]

Let s be the arclength with respect to a given reference point of the same slender
body at time t. In the Eulerian coordinates t and s, the motion is represented by:

x = ψ(t, s).
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We claim there exists a function:

s0 = f(t, s), [11.2]

monotonically strictly increasing with respect to s:

∂f

∂s
> 0, [11.3]

such that:

x = ψ(t, s) = ϕ(t, f(t, s)). [11.4]

In the Eulerian representation, each point ξ of the submanifold N has local
coordinates:

ξ =

(
ξ0

ξ1

)
=

(
t
s

)
,

according to the convention 1.1. Let us determine the tangent map U to the injection
i : ξ �→X ofN into the space–timeM. Differentiating [11.4] and taking into account
[11.1], it is represented by:

(
dt
dx

)
=

⎛⎝ 1 0

v +
∂f

∂t

∂ϕ

∂s0

∂f

∂s

∂ϕ

∂s0

⎞⎠ (
dt
ds

)
.

As s is the arclength, ds =‖ dx ‖ at constant t, hence:

n =
∂ψ

∂s
=

∂f

∂s

∂ϕ

∂s0
,

is the unit tangent vector to the curve. Differentiating [11.2] at constant s0 and owing
to [11.3], we obtain the tangential component of the velocity:

vt = v · n =
ds

dt
|s0=Cte= −∂f

∂t
/
∂f

∂s
.

Thus, the tangent map U is represented by the 4× 2 matrix:

U =

(
1 0
v − vt n n

)
. [11.5]
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11.2. Group of the 1D linear Galilean transformations

The group GAL0 of the linear Galilean transformations P acts on the components
dX of the tangent vectors to the space–time

−→
dX ∈ TXM by:

dX = P dX ′. [11.6]

It forwards an action on the components dξ of the tangent vectors to the
submanifold

−→
dξ ∈ TξN :

dξ = S dξ′. [11.7]

The tangent map:

−→
dX = U

−→
dξ [11.8]

is represented in the Galilean coordinate system X (respectively, X ′) by:

dX = U dξ (resp. dX ′ = U ′ dξ′). [11.9]

Combining [11.6], [11.7] and [11.9] leads to:

∀dξ′, U S dξ′ = P U ′ dξ′,

hence, for any linear Galilean transformation P , there exists a 2× 2 matrix:

S =

(
α β
γ δ

)
,

such that:

U S = P U ′.

Putting:

U ′ =
(
1 0
v′ − v′t n

′ n′

)
,

and owing to [1.4], we have:

α = 1, β = 0, β (v − vtn) + δ n = Rn′,

α (v − vtn) + γ n = u+R (v′ − v′tn
′). [11.10]
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from which it results δ n = Rn′ then δ = 1 since the unit tangent vector components
change according to:

n = Rn′. [11.11]

Condition [11.10] reads:

v − (u+Rv′)− (vt − γ − v′t)n = 0.

The transformation law [11.11] and the velocity addition formula [1.13] entail
vt = ut + v′t, hence the previous relation is fulfilled provided that γ = ut. Finally, at
each linear Galilean transformation, [1.4] is associated with a unique matrix:

S =

(
1 0
ut 1

)
, [11.12]

with ut = u · n. The set of such matrices is an abelian group for the matrix product.
We call it the group of 1D linear Galilean transformation. We obtained a linear
representation of Galileo’s group into this group. Likewise, we could associate a
group of two-dimensional (2D) Galilean transformations with a submanifold N of
dimension 2 representing the motion of a material surface in dynamics.

The space–timeM is equipped with a connection representing the gravitation and
induces on the submanifoldN a connection that we denote also by Γ but with left-hand
indices, according to the above convention 11.1. We want to characterize the maps
dξ �→ dS = Γ(dξ) of which the values are infinitesimal 1D Galilean transformations
and satisfying the condition [3.36]. Differentiating the expression of S in [11.12], a
1D infinitesimal Galilean transformation around the identity reads:

dS =

(
0 0
dut 0

)
.

where dut = B ds − gt dt. The condition [3.36] is fulfilled provided that B (ds δt −
δs dt) = 0, hence B is null. The induced connection representing the 1D Galilean
gravitation reads:

Γ(dξ) =

(
0 0

−gtdt 0

)
, [11.13]

where gt is interpreted as the gravity in the direction tangent to the material line.
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11.3. Torsor of a continuum of arbitrary dimension

Our aim is to develop a general approach for the dynamics of material bodies of
dimension d represented by a submanifold of dimension d + 1 of the space–time. It
can be given for:

– d = 0: the dynamics of material particles and rigid bodies represented by a
curve, already presented in Chapters 3 and 5;

– d = 1: the dynamics of 1D material bodies (arch if solid, flow in a pipe or jet if
fluid) represented by a surface, sketched in the previous section;

– d = 2: the dynamics of 2D material bodies (plate or shell if solid, sheet of fluid)
represented by a volume (we leave it to the readers to do);

– d = 3: the dynamics of 3D material bodies, represented by a submanifold of
dimension 4, already presented in Chapter 10.

The readers interested in geometric approaches for shells can consult [VAL 95]. In
order to distinguish the indices related to the submanifold and the space–time, we put
the former ones at the left-hand side of the symbol, adopting the following convention:

CONVENTION 11.1.– Coordinate labels:

– Left-hand Greek indices run over the submanifold coordinate labels 0, · · · , d.

– Right-hand Greek indices run over the four space–time coordinate labels
0, · · · , 3.

while the convention 1.1 concerning the Latin indices is still valid.

According to definition 8.3, we can attach to a continuum of arbitrary dimension
d a field of torsors ξ �→ τ (ξ) on a submanifold N of dimension d + 1 of which the
values are tangent vectors to N at ξ. More precisely, if i is the injection of N into
the space–time M, the torsor τ (ξ) is a bilinear skew-symmetric affine tensor from
A∗TXM× A∗TXM into TξN with X = i(ξ). In an affine frame (X0, (�eα)) of
TXM and a basis (γ�η) of TξN , it is decomposed as:

τ = γτ γ�η,
γτ = γT β (X0 ⊗ �eβ − �eβ ⊗X0) +

γJαβ �eα ⊗ �eβ .

Let (X ′
0, (�e

′
α)) be a new affine frame obtained from the old one through an affine

transformation a = (C,P ) and (γ�η
′) be a new basis obtained from the old one through

a linear transformation S. Hence, the transformation law of the torsor is:

σT ′ρ = (P−1)ρβ
σ
γ (S

−1) γT β , [11.14]

τJ ′ρσ =
[
(P−1)ρα(P

−1)σβ
γJαβ + C ′ρ {(P−1)σβ

γT β
}

[11.15]

−
{
(P−1)ρβ

γT β
}

C ′σ
]

τ
γ(S

−1).
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with: C ′ = −P−1C. Hence, the γTα components are the ones of a 1-contravariant
vector valued linear tensor T . Let T be the matrix of which γTα is the element at the
intersection of the γ-th row and α-th column. In matrix form, [11.14] reads:

T ′ = S−1T P−T . [11.16]

11.4. Force–mass tensor of a 1D material body

Taking into account the structure of the space–time and the submanifold N of
dimension 2, the 2× 4 matrix T is decomposed by blocks:

T =

(
ρl pT

pt −FT
	

)
, [11.17]

where ρl, pt are scalar, p, F	 ∈ R3. From now on, we consider T as a Galilean tensor
by restriction of its transformation law to Galilean transformations. Owing to their
decompositions [1.15] and [11.12], the transformation law [11.16] itemizes in:

ρ′l = ρl, [11.18]

p′ = RT (p− ρl u), [11.19]

p′t = pt − ρl ut, [11.20]

F ′
	 = RT (F	 + ptu+ utp− ρl utu). [11.21]

By projecting [11.19] onto n′ and by taking into account [11.11], we recover
[11.20], then pt is nothing else but the tangential component of p. It is worth noting
that Galilean transformations preserve the component ρl. To find the other invariants
of T , we follow the method of section 3.1.1. Starting in any Galilean coordinate
system X , we choose the Galilean boost u = p / ρ which annihilates p′, p′t and
reduces [11.21] to:

F ′
	 = RT

(
F	 +

1

ρl
ptp

)
. [11.22]
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This suggests casting a glance over the column:

F = F	 +
1

ρl
ptp. [11.23]

Taking into account [11.18], [11.19], [11.20] and [11.21], we obtain its
transformation law:

F ′ = RTF. [11.24]

The missing invariant of T is ‖ F ‖.

Conversely, let us consider a Galilean coordinate system in which the tensor field
T at a given point of coordinates X ′ has a reduced form:

T ′ =
(
ρl 0
0 −F ′T

)
,

In the spirit of the boost method initiated in section 3.1.2, we claim now the line
element around the point x′ is at rest at time t′. Let X be another Galilean coordinate
system obtained from X ′ through a Galilean boost v combined with a rotation R.
Applying the inverse transformation law of [11.16]:

T ′ = S T PT ,

we obtain, taking into account [11.24]:

p = ρlv, pt = ρlvt, F	 = F − ρlvtv.

The boost reveals the physical meaning of the components:

– by analogy with section 3.1.2, the invariant quantity ρl is interpreted as the mass
per unit length or density;

– the quantity p, product of the density and velocity, is the linear momentum (per
unit length);

– we recognize in [11.24] the transformation law [2.10] of forces. Thus, F can be
identified to the statical forces, while:

F	 = F − ρlvtv,

are the dynamical forces.

DEFINITION 11.1.– The force–mass tensor T is structured into four components:



222 Galilean Mechanics and Thermodynamics of Continua

– the density ρl;

– the linear momentum p;

– the tangential linear momentum pt;

– the dynamical forces F	.

The invariants of the stress–mass tensor are:

– the density ρl;

– the statical force norm ‖ F ‖.

In matrix form, the force–mass tensor reads:

T =

(
ρl pT

pt −FT
	

)
=

(
ρl ρlv

T

ρlvt (ρlvtv − F )T

)
. [11.25]

11.5. Full torsor of a 1D material body

According to [8.19], we have seen in statics that the torsor of a 3D continuum is
entirely determined by the stress tensor σ, reason for which it was denoted byτσ
(Cauchy’s continuum). We said that it was a stress torsor. This structure was
extended to the dynamical torsor of a 3D continuum τT completely depending on the
stress–mass tensor T (generalized Cauchy continuum).

On the other hand, the torsor of an arch [4.1] is completely arbitrary with
components F and M independent of each other (in other words, it is not a force
torsor) and a fortiori the dynamical torsor τ of a 1D material body is not entirely
determined by the force–mass torsor T . Hence, components γJαβ are independent of
γT β . Such media are called Cosserat continua [COS 07]. So, it is for 2D material
bodies but we will not treat them (we leave it to the readers to do).

In order to detail the transformation law [11.16], we introduce:

– the matrix γJ of which γJαβ is the element at the intersection of the α-th row
and β-th column;

– the row γT of which γT β is the β-th element.

Hence, the transformation law [11.16] can be decomposed into two steps:

– Calculate the intermediate matrices:

γJ∗ = P−1 γJ P−T + C ′ γT ∗ − ( γT ∗)T C ′T ,
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where

γT ∗ = γT P−T , [11.26]

– Calculate the new component matrices τJ ′ = γJ∗ τ
γ(S

−1) that, taking into
account [11.12], itemize in:

0J ′ = 0J∗, 1J ′ = 1J∗ − ut
0J∗.

As γT are the rows of [11.17], [11.26] and [1.15] give:

0T ∗ =
(
ρl (p− ρlu)

TR
)
,

1T ∗ =
(
pt −(F	 + ptu)

TR
)
.

Also, we put:

0J =

(
0 −qT
q −j (l)

)
, 1J =

(
0 −lT	
l	 −j (M	)

)
, [11.27]

Hence, the transformation law [11.16] itemizes in:

q′ = RT q + ρlk
′ − τ ′0p

′, [11.28]

l′ = RT (l + u× q) + k′ × p′, [11.29]

l′	 = RT (l	 + τ ′0(F	 + ptu)) + ptk
′ − utq

′, [11.30]

M ′
	 = RT (M	 + u× l	)− k′ × (RT (F	 + ptu))− utl

′, [11.31]

where p′ is given by [11.19].
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11.6. Equations of motion of a continuum of arbitrary dimension

We now want to calculate the covariant differential of the continuum torsor:

∇̃−→
dξ

τ = ∇̃−→
dξ

(γτ γ�η) = (∇̃
U

−→
dξ

γτ ) γ�η + γτ (∇̃−→
dξ γ�η).

Taking into account [14.36], we have:

∇̃−→
dξ

τ = (∇̃
U

−→
dξ

γτ + γ
ρΓ

ρτ ) γ�η. [11.32]

Calculating the first term of the right-hand member is similar to the one [10.20]
of the scalar valued dynamical torsor (add left-hand indices γ in [10.20], [10.21] and
[10.22]):

∇̃
U

−→
dξ

γτ = ∇̃U dξ
γT β (X0 ⊗ �eβ − �eβ ⊗X0) + ∇̃U dξ

γJαβ �eα ⊗ �eβ ,[11.33]

with:

∇̃U dξ
γT β = dγT β + Γβ

ρ
γT ρ, [11.34]

∇̃U dξ
γJαβ = d γJαβ + Γα

ρ
γJρβ + Γβ

ρ
γJαρ + Γα

A
γT β − γTαΓβ

A. [11.35]

Hence, there exists a field ∇̃ τ of 1-covariant and 3-contravariant affine tensors
such that:

∇̃−→
dξ

τ = (∇̃ τ ) · −→dξ. [11.36]

Expanding [11.34] and [11.35] gives:

∇̃U dξ
γT β =

(
∂( γT β)

∂( μξ)
+ μU

σ Γβ
σρ

γT ρ

)
d( μξ),

∇̃U dξ
γJαβ =

(
∂( γJαβ)

∂( μξ)
+ μU

σ
(
Γα
σρ

γJρβ + Γβ
σρ

γJαρ

+Γα
Aσ

γT β − γTαΓβ
Aσ

))
d( μξ).

Due to the latter two expressions, we transform [11.33] and, taking into account:

γ
ρΓ(dξ) =

γ
μρΓ d( μξ),

the expression [11.32] can be expressed as a linear function of:

d( μξ) = μη (
−→
dξ) = μη · −→dξ.
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Comparing with [11.36] leads to:

∇̃ τ =
[
μ∇̃ γT β (X0 ⊗ �eβ − �eβ ⊗X0) + μ∇̃ γJαβ �eα ⊗ �eβ

]
γ�η ⊗ μη, [11.37]

with:

μ∇̃ γT β =
∂( γT β)

∂( μξ)
+ γ

μρΓ
ρT β + γT ρ

μU
σ Γβ

σρ,

μ∇̃ γJαβ =
∂( γJαβ)

∂( μξ)
+ γJρβ

μU
σ Γα

σρ +
γJαρ

μU
σ Γβ

σρ +
γ
μρΓ

ρJαβ

+ μU
σ Γα

Aσ
γT β − γTα

μU
σ Γβ

Aσ. [11.38]

By contraction of the two latter factors in [11.37], we obtain the covariant
divergence of the continuum torsor:

D̃iv τ = γ∇̃ γT β (X0 ⊗ �eβ − �eβ ⊗X0) + γ∇̃ γJαβ �eα ⊗ �eβ , [11.39]

with:

γ∇̃ γT β =
∂( γT β)

∂( γξ)
+ γ

γρΓ
ρT β + γT ρ

γU
σ Γβ

σρ, [11.40]

γ∇̃ γJαβ =
∂( γJαβ)

∂( γξ)
+ γJρβ

γU
σ Γα

σρ +
γJαρ

γU
σ Γβ

σρ +
γ
γρΓ

ρJαβ

+ γU
σ Γα

Aσ
γT β − γTα

γU
σ Γβ

Aσ. [11.41]

We are now able to generalize the free-coordinate equation of motion [10.32] to
continua of arbitrary dimension:

D̃iv τ + τ 
H = 0 [11.42]

where τ 
H is the torsor [10.29] of the resultant of other forces (i.e. different from the
gravitation).

11.7. Equation of motion of 1D material bodies

We claimed that the motions of 1D continua are [11.42] which, taking into account
[11.39], are structured into two groups:

γ∇̃ γT β +Hβ = 0, γ∇̃ γJαβ +Gαβ = 0. [11.43]
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11.7.1. First group of equations of motion

Taking into account its structure [11.25] in Galilean coordinate systems, the
force–mass tensor reads in tensor notations:

0T 0 = ρl,
0T i = ρlv

i, 1T 0 = ρlvt,
1T i = ρlvtv

i − F i. [11.44]

Excluding thrusts, we assume that the other forces are modeled likewise [10.48]:

H0 = 0, Hj = −f j ,

where f j are the components of the external force of section 4.1.1. The non vanishing
Christoffel’s symbols representing the Galilean gravitation of the space–time are given
by [10.49]:

Γj
00 = −gj , Γj

0k = Γj
k0 = Ωj

k. [11.45]

According to [11.13], the unique non-vanishing Christoffel’s symbols representing
the 1D gravitation of N are 1

00Γ = −gt and we have:

γ
γρΓ = 0 [11.46]

The components of the tangent map [11.8] are given by [11.5]:

0U
0 = 1, 1U

0 = 0, 0U
i = vi − vt n

i, 1U
i = ni. [11.47]

Taking into account [11.40], the first group of [11.48] reads:

γ∇̃ γT β +Hβ =
∂( γT β)

∂( γξ)
+ γ

γρΓ
ρT β + γT ρ

γU
σ Γβ

σρ +Hβ = 0. [11.48]

By putting β = 0 which corresponds to the time coordinate, we obtain, owing to
[11.46]:

γ∇̃ γT 0 +H0 =
∂

∂t
(0T 0) +

∂

∂s
(1T 0) =

∂ρl
∂t

+
∂

∂s
(ρl vt) = 0. [11.49]

For the spatial coordinates, we put β = i that gives, taking into account the
vanishing terms:

γ∇̃ γT i +Hi =
∂( γT i)

∂( γξ)
+ γ

γρΓ
ρT i + γT ρ

γU
σ Γi

σρ − f i = 0.

γ∇̃ γT i +Hi =
∂

∂t
(0T i) +

∂

∂s
(1T i) + γT 0

γU
0 Γi

00

+ γT 0
γU

j Γi
j0 +

γT j
γU

0 Γi
0j − f i = 0.
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Let us detail the calculation of the third to fifth terms of the latter expression, taking
into account [11.44], [11.45] and [11.47]:

γT 0
γU

0 Γi
00 = −ρlgi,

γT 0
γU

j Γi
j0 = (0T 0

0U
j + 1T 0

1U
j) Γi

j0

= (ρl(v
j − vtn

j) + ρlvtn
j)Ωi

j = ρlv
jΩi

j ,

γT j
γU

0 Γi
0j =

0T j
0U

0 Γi
0j = ρlv

jΩi
j .

Finally, we obtain:

γ∇̃ γT i +Hi =
∂

∂t
(ρlv

i) +
∂

∂s
(ρlvtv

i − F i)− ρl(g
i − 2Ωi

jv
j)− f i = 0.

After differentiation and taking into account [11.49], we obtain:

ρl
∂vi

∂t
+ ρlvt

∂vi

∂s
=

∂F i

∂s
+ f i + ρl(g

i − 2Ωi
jv

j).

In short, the first group of [11.43] is recast as [11.49] and the latter relation that
can be formulated in matrix notation and we obtain:

♦ balance of mass

∂ρl
∂t

+
∂

∂s
(ρlvt) = 0 [11.50]

♥ balance of linear momentum

ρl

[
∂v

∂t
+

∂v

∂s
vt

]
=

∂F

∂s
+ f + ρl(g − 2 Ω× v) [11.51]

11.7.2. Multiscale analysis

As in section 4.1.1, we hope to study slender 3D bodies idealized by 1D material
bodies but which are now solids or fluids in dynamical situations. At each instant, we
model the geometry of the slender body by a mean line and, assigned to each point of
the mean line, a cross-section. In order to generalize section 9.4.1 to the dynamics, we
introduce a projection map from TXM into TξN where X = i(ξ):

−→
dξ = Π

−→
dX, [11.52]
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represented in the Galilean coordinate system X by:

dξ = Π dX,

where the 2× 4 matrix Π is defined by:

Π =

(
1 0
0 nT

)
. [11.53]

Reasoning as in section 11.2 and owing to [11.11], we can verify that:

SΠ′ = ΠP,

where Π′ represents the map Π in another Galilean coordinate system X ′. It is also
worth to observe that:

ΠU = 1R2 ,

that represents in the coordinate system the intrinsic relation:

ΠU = 1TξN .

Now we state the rule to obtain the components γTα of the 1D material body by
projecting the components T βα of the 3D medium and integrating on the cross-section
S according to the rule:

γTα =

∫
S

γΠβ T
βα dS. [11.54]

To avoid mismatch of notation, we introduce the 4×4 matrix T̄ of which T βα is the
element at the intersection of the β-th row and the α-th column while, as previously,
the components γTα are gathered into the matrix T . The previous rule reads:

T =

∫
S
Π T̄ dS. [11.55]

According to [10.42], the value of the stress–mass tensor at position x̄ of the
considered cross-section is:

T̄ =

(
ρ ρ v̄T

ρ v̄ ρ v̄ v̄T − σ

)
,
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where v̄ is the velocity at the current position x̄ in S. Taking into account the structure
[11.25] of the force–mass tensor, [11.55] gives by identification:

ρl = ρS, ρlv =

∫
S
ρ v̄ dS, ρlvt =

∫
S
ρ v̄t dS, [11.56]

ρlvtv − F =

∫
S
(ρ v̄tv̄ − σ n) dS, [11.57]

The first relation of [11.56] gives the link between the mass by unit length ρl and
the density ρ. The second one defines the velocity v of the force–mass tensor as the
mean velocity on the cross-section weighted by the density. The third one is clearly the
projection of the previous one on the unit tangent vector n to the curve. To interprete
[11.57], we introduce the fluctuation of velocity on the cross-section with respect to
the mean value:

w̄ = v̄ − v,

of null mean value on the cross-section:∫
S
ρ w̄ dS = 0,

because of [11.56]. Therefore, [11.57] gives the expression of the force:

F =

∫
S
(σ n− ρ w̄tw̄) dS.

In statics, the force is reduced to the first term and we recognize the former
relation of [9.37] (simple change of notation n = e1). In dynamics, the static force is
completed by a second term due to velocity fluctuations accross the section.
However, it is worth to note that for solids the fluctuations are negligeable, excepted
in case of hight velocity (crash, explosion and so on).

In the same spirit as [11.54], we state the rule to obtain the components γJαβ

of the 1D material body by projecting the components Jαβρ of the 3D medium and
integrating on the cross-section S according to the rule:

γJαβ =

∫
S

γΠρ J
αβρ dS, [11.58]

where the components of the projection map [11.52] are given by [11.53]:

0Π0 = 1, 0Πi = 0, 1Π0 = 0, 1Πi = ni, [11.59]

with ni = δijn
j . Next, we calculate the components q, l, l	 and M	 in two steps:
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– Let X the event occuring at time t and at the current position P
in the cross-section S corresponding to the point Q on the mean line (as in section
9.4.1). For a generalized Cauchy medium, the components Jαβγ in the affine frame
(X, (�eα)) vanish. Nevertheless, we must to take care that the component Jβαρ must
be calculated at the position Q before integrating, that requires a change of origin from
X to the event X̄ occuring at time t and at position Q without basis change. Hence we
apply the transformation law [10.25] with Jαβγ = 0 in the old affine frame, P = 1R4

and:

C ′0 = 0, C ′i = x̄i,

where x̄i are the components of the vector
−−→
QP , that gives in the new affine frame:

J ′αβρ = C ′α T βρ − Tαρ C ′β ,

next we remove the prime. In particular, we have:

J i0ρ = x̄iT 0ρ, J ijρ = x̄iT jρ − x̄jT iρ.

– According to [11.27], qi = 0J i0 and combining with [11.58], [11.59], [10.47]
and the previous condition, we have:

qi =

∫
S
J i00 dS =

∫
S
ρ x̄i dS,

In a similar way, we obtain:

li	 = 1J i0 =

∫
S
J i0jnj dS =

∫
S
ρ v̄tx̄

i dS,

and, if (ikl) is a cyclic permutation of (123):

li = 0Jkl =

∫
S
Jkl0 dS =

∫
S
ρ (x̄kv̄l − x̄lv̄k) dS,

M i
	 = 1Jkl =

∫
S
Jkljnj dS

=

∫
S

[
x̄k(ρv̄tv̄

l − (σ n)l)− x̄l(ρv̄tv̄
k − (σ n)k)

]
dS.
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In matrix form, these formula read:

q =

∫
S
ρ x̄ dS, l =

∫
S
x̄× ρ v̄ dS, l	 =

∫
S
ρ v̄tx̄ dS,

M	 =

∫
S
x̄× (ρv̄tv̄ − (σ n)) dS.

In statics, the moment is reduced to the second term and, putting M	 = −M , we
recognize the latter relation of [9.37] (simple change of notation n = e1).

11.7.3. Secong group of equations of motion

These components must satisfy the second group of equations of motion [11.43]
that we hope to detail under slightly restrictive asumptions:

– It is convenient to choose the position Q on the mean line as the mass-centre of
the cross-section S, because the q component vanishes:

qi = 0. [11.60]

– Excluding thrusts, we assume that the resultant moment of other forces is
modeled likewise [5.51]:

G =

(
0 0
0 j(m)

)
, [11.61]

where m is the exterior moment of section 4.1.1.

– For a proper coordinate system (defined in section 3.1.2), [5.55] is [5.55] with
Cα = 0:

Γα
Aβ = δαβ .

Taking into account the previous relation, [11.41] and [11.46], the second group
of equations of motion reads:

γ∇̃ γJαβ +Gαβ =
∂( γJαβ)

∂( γξ)
+ γJρβ

γU
σ Γα

σρ +
γJαρ

γU
σ Γβ

σρ

+ γU
α γT β − γTα

γU
β +Gαβ = 0. [11.62]



232 Galilean Mechanics and Thermodynamics of Continua

By picking up spatial coordinate indices α = i and β = j and taking into account
the skew-symmetry of J components, one has:

∂( 0J ij)

∂t
+

∂( 1J ij)

∂s
+ γJρj

γU
σ Γi

σρ − γJρi
γU

σ Γj
σρ

+ γU
i γT j − γT i

γU
j +Gij = 0. [11.63]

Let us detail the calculation of the third term, taking into account 1U
0 = 0 and the

unique non vanishing Christoffel’s symbols are [11.45]:

γJρj
γU

σ Γi
σρ = 0J0j

0U
0 Γi

00 +
0J lj

0U
0 Γi

0l +
0J0j

0U
l Γi

l0 +
1J0j

1U
l Γi

l0,

which becames, owing to [11.45], [11.47] and [11.27]:

γJρj
γU

σ Γi
σρ = − 0J0j gi + 0J lj Ωi

l +
0J0j

0(v
l − vtn

l) Ωi
l +

1J0j nl Ωi
l,

The fourth term of [11.63] can be deduced from the previous one by a simple swap
of i for j. The fifth and sixth terms:

γU
i γT j − γT i

γU
j = 0U

i 0T j − 0T i
1U

j + 1U
i 1T j − 1T i

1U
j ,

are, taking into account [11.44] and [11.47], reduced to:

γU
i γT j − γT i

γU
j = njF i − niF j .

Hence [11.63] becames:

∂( 0J ij)

∂t
+

∂( 1J ij)

∂s
+ 0J0igj − 0J0jgi + (vl − vtn

l) (Ωi
l
0Jj0 − Ωj

l
0J i0)

+ nl(Ωi
l
1J0j − Ωj

l
1J0i) + Ωi

l
0J lj − Ωj

l
0J li + njF i − niF j = 0.

Taking into account [11.27] and [11.60], we have, if (kij) is a cyclic permutation
of (123):

∂Mk
	

∂s
+
∂lk

∂t
+ li	Ω

j
ln

l− lj	Ω
i
ln

l+Ωi
l
0J lj−Ωj

l
0J li+njF i−niF j+Gij = 0.[11.64]

Likewise, by picking up α = i, β = 0 in [11.62] and taking into account [11.45]
and [11.61], one has:

∂( 0J i0)

∂t
+

∂( 1J i0)

∂s
+ γJρ0

γU
σ Γi

σρ + γU
i γT 0 − γT i

γU
0 = 0.
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Taking into account the skew-symmetry of J components and 1U
0 = 0, it remains:

∂( 0J i0)

∂t
+

∂( 1J i0)

∂s
+ 0Jj0

0U
0 Γi

0j + 0U
i 0T 0 − 0T i

0U
0 + 1U

i 1T 0 = 0.

Owing to [11.27], [11.44] and [11.47], we obtain:

∂qi

∂t
+Ωi

jq
j +

∂li	
∂s

= 0,

hence, taking into account the simplification [11.60]:

∂li	
∂s

= 0.

Coming back to the vector analysis notation and taking into account [11.61], the
previous equation and [11.64] read:

♠

∂l	
∂s

= 0 [11.65]

♣

∂l

∂t
+Ω× l + l	 × (Ω× n) = −∂M	

∂s
+ n× F +m. [11.66]

In Statics, l = l	 = 0, M	 = −M and the previous equation is reduced to the local
moment equilibrium equations of arches [4.3] (simple change of notation n = U ):

dM

ds
+ n× F +m = 0.

Balance of passage:

Balance of angular momentum:
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More About Calculus of Variations

12.1. Calculus of variation and tensors

Although we have well progressed through the continuum mechanics, let us have
a backward look at the variational formulation of the particle dynamics presented in
Chapter 6 without apparent link with the tensors. Considering the 4-velocity �U of
which the components in Galilean coordinate systems are:

U =

(
1
v

)
,

and the Galilean symmetric 2-covariant linear tensor G represented by the matrix
[10.17]:

G =

(
−2φ AT

A 1R3

)
,

expressed in terms of potentials of the Galilean gravitation, it is easy to see that the
Lagrangian [6.13] of a particle moving within the Galilean gravitation field can read
using contracted products:

L =
m

2
�U ·G · �U =

m

2
GαβU

αUβ , [12.1]

where:

Gij = δij , G0i = Gi0 = Ai, G00 = −2φ. [12.2]

Euler–Lagrange equations [6.7] read in indicial notations:

d

dt

(
∂L
∂v̇i

)
− ∂L

∂xi
=

d

dt

(
∂L
∂U̇ i

)
− ∂L

∂Xi
= 0,
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where the Latin index i runs only from 1 to 3. Applying them to the Lagrangian [12.1],
we have:

m

(
d

dt

(
GαiU

α +GiβU
β
)
− ∂Gαβ

∂Xi
UαUβ

)
= 0.

Renaming the dummy indices in the former term and taking into account the
symmetry of G, we have:

m

(
2
d

dt

(
GiβU

β
)
− ∂Gαβ

∂Xi
UαUβ

)
= 0.

Differentiating the first term gives:

m

(
GiβU̇

β + Uα ∂Giβ

∂Xα
Uβ − 1

2

∂Gαβ

∂Xi
UαUβ

)
= 0.

Splitting the second term into two balanced ones and renaming dummy indices,
we obtain:

m
(
GiβU̇

β + [αβ, i] UαUβ
)
= 0. [12.3]

introducing the symbols:

[αβ, ρ] =
1

2

(
∂Gρβ

∂Xα
+

∂Gρα

∂Xβ
− ∂Gαβ

∂Xρ

)
,

which are obviously symmetric:

[ρα, β] = [αρ, β] .

Using Ai = δijA
j and taking into account [12.2], the explicit calculation of these

symbols gives:

[00, 0] = −∂φ

∂t
, [00, i] =

∂φ

∂xi
+

∂Ai

∂t
, [0i, 0] = − ∂φ

∂xi
, [12.4]

[0i, j] =
1

2

(
∂Aj

∂xi
− ∂Ai

∂xj

)
, [ij, 0] =

1

2

(
∂Aj

∂xi
+

∂Ai

∂xj

)
. [12.5]

Remarking that U0 = 1, Euler–Lagrange equations in the form [12.3] are reduced
to:

m
(
GijU̇

j + [00, i] + [0j, i] U j + [j0, i] U j
)

= m

(
δij v̇

j +
∂φ

∂xi
+

∂Ai

∂t
+

(
∂Aj

∂xi
− ∂Ai

∂xj

)
vj
)

= 0,
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which reads in matrix notations:

m

(
v̇ + grad φ+

∂A

∂t
+ (curl A)× v

)
= 0

Taking into account [6.14], we recover once again the equation [3.46] of motion:

mv̇ = m (g − 2Ω× v).

12.2. Action principle for the dynamics of continua

Our goal now is to deduce some other conservation equations, namely the balance
of energy and linear momentum, from a variational principle. In Chapter 11, the
motion of the continuum is modeled through a field defined on the space–time:

(t, x) �→ s′ = κ(t, x).

So, the equation of the trajectory of the particle identified by s′ is:

s′ = κ(t, x).

Its gradient ∂s′/∂X is given by [10.64], then the relevant variables for the
constitutive law are:

– the velocity:

v = −F ∂s′

∂t
= − ∂x

∂s′
∂s′

∂t
, [12.6]

– the right Cauchy strains:

C = FTF =

(
∂x

∂s′

)T
∂x

∂s′
. [12.7]

This suggests to consider a Lagrangian of this form:

L : R4 × R3 × R3×4 −→ R : (X, s′, z) �−→ λ = L(t, s′, z).

and the corresponding action principle:

α [s′] =
∫
Ω

L
(
X, s′,

∂s′

∂X

)
d4X,
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where the Lagrangian depends on the field s′ and its first derivatives, defined on a
bounded open subset Ω of the space–time R4. As we are only interested in what
follows by the variational equations in the interior of Ω, we consider simple
boundary conditions with the value of s′ imposed on ∂Ω.

In order to obtain the conservation identities, we use a special form of
the calculus of variation (see Comment 1, section 12.5). The new viewpoint which
consists of performing variations not only on the field s′ and its derivatives but also on
the variable X . To clairfy them, we consider a new parametrization given by a regular
map X = ψ (Y ) of class C1 and we perform the variation of the function ψ, the new
variable being Y . After calculating the variation of the action, we will consider the
particular case where the function ψ is the identity of Ω. Hence, we start with:

α [X, s′] =
∫
Ω′
L
(
ψ(Y ), s′,

∂s′

∂Y

∂Y

∂X

)
det

(
∂X

∂Y

)
d4Y,

where Ω′ = ψ−1(Ω) and the variables of the functional are now both X and s′. For
the sake of easiness, we introduce the 3-row:

F = −∂L
∂s′

,

the 4-row:

H =
∂L
∂X

,

and the 4× 3 matrix:

P =
∂L

∂
(
∂s′
∂X

) .
The variation of the action reads:

δα =

∫
Ω′

[

(
Tr

(
P δ

(
∂s′

∂Y

∂Y

∂X

))
− F δs′ +H δX

)
det

(
∂X

∂Y

)
+ L δ (det

(
∂X

∂Y

)
] d4Y. [12.8]

First, we calculate the variation of the field derivative in terms of the derivative of
its variation:

δ

(
∂s′

∂Y

∂Y

∂X

)
= δ

(
∂s′

∂Y

)
∂Y

∂X
+

∂s′

∂Y
δ

(
∂X

∂Y

)−1

δ

(
∂s′

∂Y

∂Y

∂X

)
=

∂

∂Y
(δs′)

∂Y

∂X
− ∂s′

∂Y

∂Y

∂X

∂

∂Y
(δX)

∂Y

∂X
. [12.9]
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Incidentally, it is worth noting that when X = Y :

δ

(
∂s′

∂X

)
=

∂

∂X
(δs′)− ∂s′

∂X

∂

∂X
(δX).

This formula shows that, unlike the usual rule used in the classical calculus of
variation (see [6.4]), the derivative symbols ∂/∂X and δ may not be permuted in the
present approach. Next, owing to [14.31], we have:

δ

(
det

(
∂X

∂Y

))
= Tr

(
∂

∂Y
(δX) adj

(
∂X

∂Y

))
. [12.10]

Introducing the expressions [12.9] and [12.10] into the variation of the action
[12.8] gives:

δα =

∫
Ω′

[Tr

(
P

∂

∂Y
(δs′) det

(
∂X

∂Y

)
∂Y

∂X

)
− det

(
∂X

∂Y

)
(F δs′ +H δX)

+Tr

(
L ∂

∂Y
(δX) adj

(
∂X

∂Y

)
− P

∂s′

∂X

∂

∂Y
(δX) det

(
∂X

∂Y

)
∂Y

∂X

)
] d4Y. [12.11]

Taking into account [7.8] and introducing the 4× 4 matrix:

T = P
∂s′

∂X
− L 1R4 , [12.12]

the variation of the action [12.11] becomes:

δα =

∫
Ω′

[ Tr

(
adj

(
∂X

∂Y

)
P

∂

∂Y
(δs′)

)
− det

(
∂X

∂Y

)
(F δs′ +H δX)

−Tr
(
adj

(
∂X

∂Y

)
T

∂

∂Y
(δX)

)
] d4Y. [12.13]

Owing to [14.22], we integrate by part in [12.13]. Taking into account the fact that
the values of s′ and X are imposed on the boundary, the surface integrals vanish and
we obtain:

δα =

∫
Ω′

( −
[
divY

(
adj

(
∂X

∂Y

)
P

)
+ det

(
∂X

∂Y

)
F

]
δs′

+

[
divY

(
adj

(
∂X

∂Y

)
T

)
+ det

(
∂X

∂Y

)
H

]
δX) d4Y,
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where the index of div indicates with respect to which variable we differentiate.
Finally, considering the particular case where X = Y , the variational principle reads:

δα =

∫
Ω

( − [ divXP + F ] δs′ + [divXT +H] δX) d4X = 0.

The variation of s′ and X being arbitrary, we obtain the equations of variation:

divXP + F = 0,

divX T +H = 0. [12.14]

The first equation leads to a nonlinear partial derivative system which can be used
to determine the unknown field s′. The last one gives extra conservation conditions
(see Comment 2, section 12.5). In the next section, we physically interprete it.

12.3. Explicit form of the variational equations

Now, we are interested in particular continuous media for which ones the
Lagrangian depends on the first partial derivatives of s′ through the velocity and
configuration:

L
(
X, s′,

∂s′

∂X

)
= L (s′, v, C) .

Its differential is:

δL = Tr

(
∂L
∂C

δC

)
+

∂L
∂v

δv. [12.15]

Moreover, differentiating the right Cauchy strains [12.7] and taking into account
[14.33]:

δC = δFTF + FT δF = −(FT δ(F−1)TFTF + FTF δ(F−1)F ),

δC = −
(
FT δ

(
∂s′

∂x

)T

C + C δ

(
∂s′

∂x

)
F

)
,

and differentiating the velocity [12.6]:

δv = −δ
[(

∂s′

∂x

)−1
]

∂s′

∂t
− ∂x

∂s′
δ

(
∂s′

∂t

)
=

∂x

∂s′
δ

(
∂s′

∂x

)
∂x

∂s′
∂s′

∂t

− ∂x

∂s′
δ

(
∂s′

∂t

)
,

δv = F

(
δ

(
∂s′

∂x

)
v + δ

(
∂s′

∂t

))
,
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next replacing both former expressions into [12.15], we have:

δL = Tr

(
∂L
∂C

FT δ

(
∂s′

∂x

)T

C

)
+ Tr

(
∂L
∂C

C δ

(
∂s′

∂x

)T

F

)

− ∂L
∂v

F δ

(
∂s′

∂x

)
v − ∂L

∂v
F δ

(
∂s′

∂t

)
. [12.16]

By simple manipulations, taking into account [7.4] and the symmetry of C, then
of ∂L/∂C, the first two terms of the right-hand side are equal to:

−Tr
(
F

∂L
∂C

C δ

(
∂s′

∂x

))
.

Moreover, the third term reads:

−Tr
(
v
∂L
∂v

F δ

(
∂s′

∂x

) )
.

Thus, expression [12.3] reads:

δL = −Tr
((

2 F
∂L
∂C

C + v
∂L
∂v

F

)
δ

(
∂s′

∂x

) )
.

−∂L
∂v

F δ

(
∂s′

∂t

)
. [12.17]

On the other hand, introducing the 4-row:

Pt =
∂L

∂
(
∂s′
∂t

) ,
and the 3× 3 matrix:

Pr =
∂L

∂
(
∂s′
∂x

) ,
we can express the differential of the Lagrangian as:

δL = Pt δ

(
∂s′

∂t

)
+ Tr

(
Pr δ

(
∂s′

∂x

))
. [12.18]
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Comparing [12.17] and [12.18] leads to:

Pt = −
∂L
∂v

F,

Pr = −2F ∂L
∂C

C − v
∂L
∂v

F. [12.19]

Inspired by the Lagrangian [6.13] of a particle subjected to a Galilean gravitation
and introducing the reversible energy potential, we define the Lagrangian as:

L =
ρ

2
‖ v ‖2 +ρA · v − ρφ−W (s′, C),

L = ρ

(
1

2
‖ v ‖2 +A · v − φ− eint(s

′, C)
)
, [12.20]

where ρ is given by [10.56] and eint is the specific internal energy. The case of the
barotropic fluid can be easily obtained by considering that the reversible energy
potential W depends on the right Cauchy strains through det(C). The expression
[12.20] can be factorized as:

L (s′, v, C) = ρ (s′, C) L (s′, v, C), [12.21]

where ρ is defined by [10.58]. Let us remark that applying [14.32] gives:

∂ρ

∂C
= −ρ

2
C−1.

Thus, differentiating [12.21], we have:

∂L
∂C

= L
∂ρ

∂C
+ ρ

∂L

∂C
= −L

2
C−1 + ρ

∂L

∂C
.

Substituting this expression into [12.19], it holds:

Pr = −2ρF ∂L

∂C
C +

(
L 1R3 − v

∂L
∂v

)
F. [12.22]

Moreover, [12.18] can be written in a more compact form:

δL = Tr

(
P δ

(
∂s′

∂X

))
,
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with:

P =

(
Pt

Pr

)
.

Analogously to [6.17], we introduce the generalized linear momentum represented
by the 3-column:

π = gradvL = ρ (v +A), [12.23]

and:

H =
∂L
∂v

v − L = ρ

(
1

2
‖ v ‖2 +φ+ eint

)
, [12.24]

recovering the Hamiltonian density [10.81]. Finally, the 4 × 4 matrix [12.12] can be
decomposed by block:

T =

⎛⎜⎜⎜⎝
Pt

∂s′

∂t
− L Pt

∂s′

∂x

Pr
∂s′

∂t
Pr

∂s′

∂x
− L13

⎞⎟⎟⎟⎠ .

Next, we calculate each block of T . For instance, owing to [12.22], we have:

Pr
∂s′

∂x
− L13 = σ − v

∂L
∂v

,

with the symmetric 3× 3 matrix:

σ = −2ρF ∂L

∂C
FT = 2ρF

∂eint
∂C

FT ,

identified to the spatial stresses, according to [10.75]. Finally, the matrix is structured
as (see Comment 3, section 12.5):

T =

(
H −πT

Hv − σv σ − v πT

)
[12.25]
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12.4. Balance equations of the continuum

Next, we show that the variational equation [12.14] leads to the balance of energy
and momentum:

THEOREM 12.1.– If T satisfied the equation of variation [12.14]:

divX T +H = 0,

then, we have:

1) ♦ the balance of linear momentum: ρ
dv

dt
= (div σ)

T
+ ρ (g − 2Ω× v) ;

2) ♥ the balance of energy:
∂H
∂t

+ div (Hv − σv) = ρ

(
∂φ

∂t
− ∂A

∂t
· v
)
.

PROOF.– ♦ Balance of linear momentum. Owing to [12.20], we have:

F =

(
∂L
∂t

,
∂L
∂x

)
=

(
ρ

(
v · ∂A

∂t
− ∂φ

∂t

)
, ρ

(
vT

∂A

∂x
− ∂φ

∂x

))
. [12.26]

We calculate the divergence of the matrix T using [14.14]. Calculating the
divergence of the last column of [12.25] and owing to [14.17] and [12.14] gives:

− ∂

∂t
(ρ (v +A)T ) + div σ − div (ρv) (v +A)T

− ρvT grad (v +A) +
∂L
∂x

= 0, [12.27]

or, expanding the first term:

−ρ ∂

∂t
(v +A)T −

(
∂ρ

∂t
+ div (ρv)

)
(v +A)T − ρvT grad (v +A) + div σ +

∂L
∂x

= 0.

Taking into account [12.26] and theorem 10.11, it holds that:

−ρ
(
∂vT

∂t
+ vT grad v

)
+ div σ − ρ

(
∂φ

∂x
+

∂A

∂t

)
+ ρvT

(
∂A

∂x
− gradA

)
= 0.

By transposition, we have, owing to [7.43] and [6.14]:

−ρ
(
∂v

∂t
+

∂v

∂x
v

)
+ div σ + ρ

(
g + 2vT j (Ω)

)
= 0,
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which leads to the balance of linear momentum ♦:

ρ
dv

dt
= (div σ)

T
+ ρ (g − 2Ω× v) , [12.28]

♥ Balance of energy. Calculating the divergence of the first column of [12.25],
[12.14] gives:

∂H
∂t

+ div (Hv − σv) +
∂L
∂x

= 0.

Taking into account [12.26], we obtain the balance of energy:

∂H
∂t

+ div (Hv − σv) = ρ

(
∂φ

∂t
− ∂A

∂t
· v
)
,

which achieves the proof. �

The attentive readers will observe that we recover – by a method entirely different
from that of the previous chapter – the balance of linear momentum [11.51] in the
absence of volume forces fv and the balance of energy [11.84] for hyperelastic
materials.

12.5. Comments for experts

COMMENT 1.– We perform a special form of the calculus of variation on the jet
space of order one.

COMMENT 2.– This conservation equation is obtained in the spirit of Noether’s
theorem.

COMMENT 3.– Matrix T is the analogous in Galilean mechanics of the energy-
momentum tensor in relativistic one.





13

Thermodynamics of Continua

13.1. Introduction

Before addressing the thermodynamics of continua, background ideas of
thermodynamics are briefly recalled. Inspired by Carnot’s works, Clausius showed in
1865 that the ratio QR/θ, where QR is the amount of heat absorbed in an isothermal
and reversible process by a thermodynamic system at the absolute temperature θ, is a
state function:

S =
QR

θ
, [13.1]

which he called the entropy. In 1877, Boltzmann threw a new light on this abstract
physical quantity, by defining in statistical mechanics the entropy as proportional to
the logarithm of the number of microscopic configurations that result in the
macroscopic description of the system. To overcome the limitations of the previous
approaches originally based on the study of thermal engines, in 1908 Caratheodory
proposed an axiomatic approach. He considered reversible processes with varying
temperature. While the elementary heat supply δQR is not integrable, the elementary
variation of entropy:

dS =
1

θ
δQR,

so is. Then, the difference of entropy between two states of the system A and B does
not depend on the path to go from A to B:

S (B)− S (A) =

∫ B

A

1

θ
δQR.
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The first law of the thermodynamics, formalized through the heat-friction
experiments of Joule in 1843, claims that a thermodynamical system can store and
supply energy but its total energy is conserved:

dEint + dK = δW + δQ,

where Eint is the internal energy of the system, K is the kinetic one, δW is the work
done by surroundings and δQ is the element of heat absorbed by the system.

Reversible processes are ideal concepts but, in realistic situations, a part of the
energy is lost or dissipated due to internal frictions producing heat. The second law
of thermodynamics, originally stated by Clausius, claims that, for the reversible and
irreversible processes, the total production of entropy is positive:

δQ

θ
=

δQR

θ
− δQI

θ
= dS − δQI

θ
≥ 0,

the equality being reached only for the reversible processes. In this formula, the sign
before δQI is conventionally chosen because this irreversible heat is produced by the
system itself.

The previous concepts were initially introduced to describe the behavior of
systems, independently of the mechanics of continua, but these two topics can be
discussed in spirit of Truesdell’s ideas [TRU 60] and those of his school. The basic
idea is to apply the concepts of the thermodynamics to any volume element of a
continuum to obtain local versions of the two principles consistent with Galileo’s
principle of relativity 1.1.

13.2. An extra dimension

For not introducing early too much complexity, we begin with modeling the
thermodynamics in situations where the gravitation can be neglected. For a particle in
uniform straight motion, classical integrals of the motion – mass, linear and angular
momenta – were revealed as components of the dynamical torsor (law 3.1) but there
is a noticeable absent one, the kinetic energy:

e =
1

2
m ‖ v ‖2 . [13.2]

The difficulty to recover it is deep and overcoming it needs a strong change of
viewpoint. The cornerstone idea is to add to the space-time an extra dimension roughly
speaking linked to the energy by a three step method that we will be going to present
in a heuristic way:
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– As we are concerned with the uniform straight motion, we do not consider
provisionally the gravitation. We start with a fictitious 5-dimensional affine space Û
containing the space-time U . We claim that any point X̂ of Û can be represented in
some suitable coordinate systems by a column:

X̂ =

(
X
z

)
∈ R5,

in such a way that the space-time is identified to the subspace X̂4 = z = 0 of Û and
X gathers Galilean coordinates.

– We wish to build a group of affine transformations dX̂ ′ �→ dX̂ = P̂ dX̂ ′ + Ĉ of
R5 which are Galilean when acting on the space-time only. Clearly, the 5 × 5 matrix
P̂ is structured as:

P̂ =

(
P 0
Φ α

)
,

where the 4-row Φ and the scalar α have to take an appropriate physical meaning.

– It is worth to notice that under a Galilean coordinate change X ′ �−→ X
characterized by a boost u and a rotation R, using the velocity addition formula [1.13],
its transformation law is:

e =
1

2
m ‖ u+Rv′ ‖2= 1

2
m ‖ u ‖2 +mu · (Rv′) +

1

2
m ‖ v′ ‖2,

that is:

e =
1

2
m ‖ u ‖2 +mu · (Rv′) + e′. [13.3]

Next, we claim that the extra coordinate is linked to the energy as follows:

dz =
e

m
dt, dz′ =

e′

m
dt′. [13.4]

The division by m is guided by the fact that we wish the extra coordinate being
universal, independent of the mass of particle moving in the space-time. According to
dt = dt′ and dx′ = v′dt′, we obtain:

dz =
1

2
‖ u ‖2 dt′ + uTRdx′ + dz′.

On this basis, we state:
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DEFINITION 13.1.– The Bargmannian transformations are affine transformations
dX̂ ′ �→ dX̂ = P̂ dX̂ ′ + Ĉ of R5 such that:

P̂ =

⎛⎝ 1 0 0
u R 0
1
2 ‖ u ‖2 uTR 1

⎞⎠ . [13.5]

It is straightforward to verify that the set of the Bargmannian transformations is
a subgroup of Aff(5) called Bargmann’s group and is denoted by B in the sequel
(see Comment 1, section 13.9). The subgroup of Bargmannian linear transformations
is denoted by B0. In particular, the inverse of [13.5] is:

P̂−1 =

⎛⎝ 1 0 0
−RTu RT 0
1
2 ‖ u ‖2 −uT 1

⎞⎠ . [13.6]

Of course, the calculus may be organized as in section 1.3.4 by working in R6.
The Bargmannian transformation looks like a linear transformation dX̃ = P̃ dX̃ ′ if
the column dX̂ and â = (Ĉ, P̂ ) are represented, respectively, by:

X̃ =

(
1

dX̂

)
∈ R6 P̃ =

(
1 0

Ĉ P̂

)
,

with:

P̃ =

⎛⎜⎜⎝
1 0 0 0
τ 1 0 0
k u R 0
η 1

2 ‖ u ‖2 uTR 0

⎞⎟⎟⎠ , P̃−1 =

⎛⎜⎜⎝
1 0 0 0
τ ′ 1 0 0
k′ −RTu RT 0
η′ 1

2 ‖ u ‖2 −uT 0

⎞⎟⎟⎠ . [13.7]

DEFINITION 13.2.– In the absence of gravitation, the coordinate systems of Û which
are deduced one from the other by Bargmanian transformations are called
Bargmannian coordinate systems (see Comment 2, section 13.9).

In theorem 1.1, we define Galilean transformations as preserving some objects –
uniform straight motions, durations, distances and angles, oriented volumes – but what
Bargmannian transformations preserve? Combining [13.2] and [13.4] leads to:

‖ dx ‖2 −2 dz dt = 0,
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in every Bargmannian coordinate system. The left-hand member is a quadratic form
in dX̂ that suggests to introduce a symmetric 2-covariant tensor Ĝ represented in
Bargmannian coordinate systems by:

Ĝ =

⎛⎝ 0 0 −1
0 1R3 0
−1 0 0

⎞⎠ . [13.8]

As it is regular, Ĝ is a covariant metric tensor. It is preserved by Bargmannian
linear transformations:

∀P̂ ∈ B0, P̂T Ĝ P̂ = Ĝ. [13.9]

It is easy to verify that:

Ĝ2 = 1R5 ,

which proves the contravariant metric tensor Ĝ−1 is represented by the same matrix
as the covariant one:

Ĝ−1 = Ĝ.

13.3. Temperature vector and friction tensor

As subgroup of the affine group Aff(5), Bargmann’s group naturally acts onto
the tensors by restriction of their transformation laws. The B-tensors are called

Bargmannian tensors. To begin with, let us study the Bargmannian vectors �̂W
represented by a 5-column:

Ŵ =

(
W
ζ

)
=

⎛⎝ β
w
ζ

⎞⎠ , [13.10]

where W ∈ R4, w ∈ R3 and β, ζ ∈ R. According to [13.6], their transformation law
[7.24] gives:

β′ = β, w′ = RT (w − βu), ζ ′ = ζ − w · u+
β

2
‖ u ‖2 . [13.11]

Bargmannian transformations leave β invariant and there is no trouble to put β
instead of β′ in the following. Through a method similar to that in section 3.1.1, we
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search the other invariants of �̂W in the case that β does not vanish. Starting in any
Bargmannian coordinate system X̂ and we choose the Galilean boost:

u =
w

β
,

which annihilates w′ and reduces the last component to the generally non-vanishing
expression:

ζ ′ = ζ − 1

2β
‖ w ‖2 .

This suggests that we consider the quantity:

ζint = ζ − 1

2β
‖ w ‖2 .

Taking into account [13.11], we verify that it is invariant by Bargmannian
transformation. Conversely, let us consider a Bargmannian coordinate system X̂ ′ in

which the vector �̂W has a reduced form:

Ŵ ′ =

⎛⎝ β
0

ζint

⎞⎠ .

In the spirit of the boost method initiated in section 3.1.2, we now claim the
considered elementary volume is at rest. Let X be another Galilean coordinate
system obtained from X ′ through a Galilean boost v. Applying the inverse
transformation law of [13.6] with a Galilean boost v, we obtain:

Ŵ =

⎛⎝ β
β v

ζint +
β
2 ‖ v ‖2

⎞⎠ .

As w = β v, the last components become:

ζ = ζint +
1

2β
‖ w ‖2 [13.12]

It is worth noting that under Bargmannian transformations, β is invariant. It is
independent of the coordinate system and, for reasons that will appear later, we claim
the following.
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DEFINITION 13.3.– When β = 1 / θ = 1 / kBT is the reciprocal temperature, where

kB is Boltzmann’s constant and T is the absolute temperature, �̂W is called the
temperature vector.

Let us also observe that:

�W = β �U .

The temperature 4-vector �W is represented by a column decomposed by block as:

W =

(
β
w

)
. [13.13]

DEFINITION 13.4.– The friction tensor is the 1-covariant and 1-contravariant mixed
tensor:

f = ∇ �W .

As the gravitation is provisionally neglected, we assume for the moment these
latter ones vanish. Taking into account [14.37], it is represented in a Galilean
coordinate system by the 4× 4 matrix:

f = ∇W =
∂W

∂X
=

⎛⎜⎜⎜⎝
∂β

∂t

∂β

∂x

∂ w

∂t

∂ w

∂x

⎞⎟⎟⎟⎠ . [13.14]

13.4. Momentum tensors and first principle

DEFINITION 13.5.– A momentum tensor is a 1-covariant tensor T̂ on the
5-dimensional space Û with vector values in the space-time U , represented in a
Bargmannian coordinate system by a 4× 5 matrix structured as follows:

T̂ =

(
H −pT ρ
k σ∗ p

)
, [13.15]

whereH ∈ R, p, k ∈ R3 and σ∗ ∈M
symm
33 .
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In indicial notation, the components of T̂ are:

T̂ 0
0 = H, T̂ 0

i = −δikpk, T̂ 0
4 = ρ,

T̂ j
0 = kj , T̂ j

i = σj
∗i, T̂ j

4 = pj .

According to [14.4], the transformation law of T̂ is:

T̂ ′ = P−1 T̂ P̂ , [13.16]

itemizes in the already known relations [10.35], [10.36] and [10.37]:

ρ′ = ρ, [13.17]

p′ = RT (p− ρu), [13.18]

σ′
	 = RT (σ	 + u pT + p uT − ρ uuT )R, [13.19]

completed by two extra rules:

H′ = H− u · p+ ρ

2
‖ u ‖2, [13.20]

k′ = RT (k −H′u+ σ∗u+
1

2
‖ u ‖2 p). [13.21]

It is worth noting that the hypothesis of symmetry of σ	 is consistent with the rule
[13.19]. The components ρ, p and σ	 can be physically identified with the mass
density, the linear momentum and the dynamical stresses. To interpret the other
components, we intend to annihilate components of T̂ . As usual, we discuss only the
case of non-zero mass density. Starting in any Bargmannian coordinate system X̂ , we
choose the Galilean boost:

u =
p

ρ
,

which annihilates p′, reduces [13.19] to [10.37] and transforms [13.20] and [13.21] as
follows:

H′ = H− 1

2ρ
‖ p ‖2,



Thermodynamics of Continua 255

k′ = RT

(
k −Hp

ρ
+ σ	

p

ρ

)
.

The components H′ and k′ obviously cannot be annihilated by a convenient
choice of a rotation R. At the most we could diagonalize the symmetric matrix σ	 but
it is not useful now. Next, we use the boost method of section 3.1.2. Let us consider a
Bargmannian coordinate system in which the tensor field T̂ at a given point of
coordinates X̂ ′ has a reduced form:

T̂ =

(
ρeint 0 ρ
h′ σ′ 0

)
,

for an elementary volume around the point x′ at rest at time t′. Let X̂ be another
Bargmannian coordinate system obtained from X̂ ′ through a Galilean boost v
combined with a rotation R. Applying the inverse transformation law of [13.16]:

T̂ = P T̂ ′P̂−1, [13.22]

we obtain:

p = ρv, σ	 = σ − ρvvT ,

H = ρ

(
1

2
‖ v ‖2 +eint

)
, [13.23]

k = h+Hv − σv, [13.24]

according to the transformation law [10.40] of the spatial stresses σ and provided that:

h = Rh′. [13.25]

The boost method turns out the physical meaning of the components:

– the quantities already identified in section 10.4.2, the mass density ρ and the
dynamic stresses σ	;

– the Hamiltonian density H defined by [10.81], apart from the potential φ (the
gravitation being considered only later);

– and the energy flux k composed of h – further identified to the heat flux –, the
Hamiltonian flux Hv and the stress flux σv.

We could name T̂ the stress-mass-energy-momentum tensor but for briefness we
call it momentum tensor. Finally, it has the form:

T̂ =

(
H −pT ρ

h+Hv − σv σ − vpT ρv

)
. [13.26]
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In the last column of [13.26], we spot the 4-flux of mass:

N = ρ U. [13.27]

Therefore, we can write:

T̂ =
(
T N

)
, [13.28]

with:

T =

(
H −pT

h+Hv − σv σ − vpT

)
.

In fact, it is more convenient to express the momentum tensor as [13.26],
accounting for the following proposition.

THEOREM 13.1.– The expression [13.26] of the momentum tensor is standard
provided that σ and h are changing according, respectively, to the rules [10.40] and
[13.25].

PROOF.– Matrix [13.26] can be recast as:

T̂ =

⎛⎜⎝ H −pT ρ

h+H p

ρ
− σ

p

ρ
σ − 1

ρ
p pT p

⎞⎟⎠ . [13.29]

Owing to [13.17], [10.40] and [13.18], we have:

σ′
∗ = σ′ − 1

ρ′
p′ p′T = RTσ RT − 1

ρ
RT (p− ρu)(pT − ρuT )R,

and developing:

σ′
	 = RT (σ − 1

ρ
p pT + u pT + p uT − ρ uuT )R,

which, owing to [10.39], is nothing else but the transformation law [13.19].

In a similar way, taking into account [13.17], [13.25], [10.40] and [13.18], it holds:

k′ = h′ +H′ p
′

ρ′
− σ′ p

′

ρ′
= RTh+

H′

ρ
RT (p− ρu)− 1

ρ
RTσ (p− ρu).
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Taking into account [13.20] gives:

k′ = RTh+
(
H− u · p+ ρ

2
‖ u ‖2

)
RT p

ρ
+H′RTu−RTσ

p

ρ
+RTσ u,

and with some arrangements:

k′ = RT

[
h+H p

ρ
− σ

p

ρ
−H′u+

(
σ − 1

ρ
p pT

)
u+

1

2
‖ u ‖2 p

]
,

which, owing to [13.24] and [10.39], is nothing else but the transformation law
[13.21]. �

The advantage of the standard form [13.26] is that the transformation laws [10.40]
and [13.25] for σ and h are easier to manipulate than the corresponding transformation
laws [13.19] and [13.21] for σ	 and k.

Also, introducing:

Π =
(
H −pT

)
, [13.30]

it is worth noting that the momentum [13.26] can be recast as:

T = U Π+

(
0 0

h− σv σ

)
. [13.31]

Owing to [13.14], [13.31] and the symmetry of σ leads to:

Tr (T f) = Π
∂W

∂X
U + Tr

(
σ

(
grads w −

1

2

(
v
∂β

∂x
+ grad β vT

)))
+ h · grad β. [13.32]

The first principle of thermodynamics claims that the total energy of a system
is conserved. We are now able to propose an enhanced local version including the
balance of mass and the equation of the motion (balance of linear momentum). It is
based on the following result.

THEOREM 13.2.– If T̂ is divergence free:

divX T̂ = 0,

then, we have:

– ♦ balance of mass:
∂ρ

∂t
+ div (ρ v) = 0 ;
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– ♥ balance of linear momentum: ρ
[
∂v

∂t
+

∂v

∂x
v

]
= (div σ)

T
;

– ♠ balance of energy:
∂H
∂t

+ div (h+Hv − σv) = 0.

PROOF.– To calculate the divergence of the 4× 5 matrix T̂ , we use [14.21] and some
simple transformations already done to establish Euler’s equations of motion
(law 10.9) and that will not be repeated here. �

Leaving provisionally the volume force fv and the gravitation aside to compare,
it can be observed that these three balance equations were previously found but by
distinct ways:

– in section 10.5, we directly obtained the former two conditions starting from the
study of the dynamical torsor of a three-dimensional (3D) medium. The balance of
energy was further deduced from them;

– in section 12.4, the balance of mass was a priori assumed and the latter two
equations were recovered by a variational principle.

In the thermodynamic framework, the three balance equations are obtained
together due to the extra fifth dimension. On this basis and involving the gravitation,
we state the first principle of the thermodynamics:

PRINCIPLE 13.1.– The momentum tensor of a continuum is covariant divergence free:

Div T̂ = 0. [13.33]

The covariant form of equation makes it consistent with Galileo’s principle of
relativity 1.1. The principle is general in the sense that it is valid for both reversible
and dissipative continua. We are now going to successively describe these two kinds
of media.

13.5. Reversible processes and thermodynamical potentials

To model the reversible processes, we need a new hypothesis inspired from the
concept of potential as developed in section 10.7, claiming that:
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– these phenomena can be represented due to a scalar function ζ of the particle
s′, its first partial derivative ∂s′/∂X and the temperature vector W , called Planck’s
potential (or Massieu’s potential);

– according to the principle of material indifference 10.6, ζ depends on ∂s′/∂X
through right Cauchy strains C = FTF .

On this basis, we prove the following proposition.

THEOREM 13.3.– If ζ is a smooth function of s′, C and W , then:

TR = U ΠR +

(
0 0

−σRv σR

)
, [13.34]

with:

ΠR = −ρ ∂ζ

∂W
, [13.35]

σR = −2ρ

β
F

∂ζ

∂C
FT . [13.36]

is such that:

1) ♦ Tr
(
T̂R∇Ŵ

)
= 0 ;

2) ♥ TR U = −ρ
(

∂ζ

∂W
U

)
U ;

3) ♠ T̂R =
(
TR N

)
represents a momentum tensor T̂R ;

4) ♣ T̂R Ŵ =

(
ζ − ∂ζ

∂W
W

)
N.

PROOF.– Taking into account [13.10], [13.14] and [13.28], condition ♦ reads:

(∇ζ)N = −Tr (TRf), [13.37]

or, in the absence of gravitation:

∂ζ

∂X
N = −Tr (TRf) [13.38]
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On the other hand, owing to [13.27], we have:

∂ζ

∂X
N = ρ (

∂ζ

∂t
+

∂ζ

∂x
v) = ρ

dζ

dt
.

As ζ depends on X through s′, C and W , we have:

∂ζ

∂X
N = ρ

(
∂ζ

∂s′
ds′

dt
+

∂ζ

∂W

dW

dt
+ Tr

(
∂ζ

∂C

dC

dt

))
. [13.39]

Owing to [10.11], the first term of the right-hand side vanishes. Taking into account
[13.35], the second term is:

ρ
∂ζ

∂W

dW

dt
= −ΠR

∂W

∂X
U. [13.40]

Next, we have to transform the last term of [13.39]. Because of [10.78] and [13.36],
we have:

ρ Tr

(
∂ζ

∂C

dC

dt

)
= Tr

(
2ρF

∂ζ

∂C
FTD

)
= −Tr (σRβ D)

= −Tr (σRβ grads v)

that, taking into account [7.38], leads to:

ρ Tr

(
∂ζ

∂C

dC

dt

)
= −Tr

(
σR

(
grads w −

1

2

(
v
∂β

∂x
+ grad β vT

)))
. [13.41]

Introducing the expressions [13.40] and [13.41] into [13.39] gives [13.38] and
proves ♦, owing to [13.32]. Moreover, owing to [13.34] and [13.35], it holds:

TR U = U ΠR U +

(
0 0

−σRv σR

) (
1
v

)
= (ΠR U) U = −ρ

(
∂ζ

∂W
U

)
U,

that proves ♥. Statement ♠ results of the fact that [13.34] has the standard form
[13.31]. Consequently, taking into account [13.10] and [13.28], we have:

S = TR W + ζ N = ρ

(
ζ − β

∂ζ

∂W
U

)
U =

(
ζ − ∂ζ

∂W
W

)
N,

and ♣ is satisfied. �

Planck’s potential ζ is a prototype of scalar functions called thermodynamical
potentials and is derived as follows:
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– Comparing [13.31], [13.34] and [13.35] allows writing ΠR =
(
HR −pT

)
with:

HR = −ρ ∂ζ

∂β
, p = ρ gradw ζ. [13.42]

Taking into account [13.12], it holds that:

HR = −ρ ∂ζint
∂β

+
ρ

2β2
‖ w ‖2,

which allows recovering [13.23] because w = βv and provided that:

eint = −
∂ζint
∂β

. [13.43]

This potential, called internal energy (by unit volume), is a function of s′, C and
W as a derivative of ζint.

– According to theorem 10.3, the 4-vector �S = T̂R
�̂W is a 4-flux that reads for

convenience:

�S = ρ s �U = s �N

represented by a 4-column:

S = T̂R Ŵ . [13.44]

Then, setting S = sN and taking into account ♣ of theorem 13.3, we have:

s = ζ − ∂ζ

∂β
β − ∂ζ

∂w
w = ζint +

1

2β
‖ w ‖2 −

(
∂ζint
∂β

− 1

2β2
‖ w ‖2

)
β − 1

β
wTw,

that leads to:

s = ζint − β
∂ζint
∂β

This quantity is called specific entropy and �S is its 4-flux. Hence, −s appears as
Legendre’s transform [7.40] of ζint with respect to β. The latter equation and [13.43]
are called state equations of the continuum.
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– Moreover, we introduce a new potential called Helmholtz free energy (by unit
volume):

ψ = − 1

β
ζint = −θ ζint. [13.45]

By simple calculations, we obtain:

−eint = θ
∂ψ

∂θ
− ψ, [13.46]

−s = ∂ψ

∂θ
.

Hence, −eint appears as Legendre’s transform of the free energy ψ (s′, C, θ) with
respect to θ. It is a function of s′, C and −s such that:

θ =
∂eint
∂s

.

Finally, we can find a nice integral of the motion:

THEOREM 13.4.– For reversible processes, the 4-flux S is divergence free and the
specific entropy s is an integral of the motion.

PROOF.– Taking into account [13.44] and [14.22], it holds that:

div S = (div T̂R) Ŵ + Tr

(
T̂R

∂ Ŵ

∂X

)
.

The momentum tensor T̂R satisfies condition ♦ of theorem 13.3 and, according to
the first principle (law 13.33), it is divergence free. Then, the divergence of the 4-flux
of specific entropy S vanishes and we have, owing to [7.41]:

div S = div (sN) =
∂s

∂X
N + s div N = 0.

However, as seen in theorem 13.2, the freeness of the divergence implies the
balance of mass. As discussed in section 10.5, this condition means the flux of mass
N is divergence free and the last term of the previous equation vanishes. Then,
because of the definition 10.2 of the material derivative, we have:

div S =
∂s

∂X
N = ρ

∂s

∂X
U = ρ

ds

dt
= 0,

that achieves the proof. �
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13.6. Dissipative continuum and heat transfer equation

In section 13.4, we showed that the thermodynamical behavior of a continuum
is modeled by the momentum tensor T̂. From theorem 13.1, we prove that T̂R is a
momentum tensor. We define T̂I = T̂ − T̂R, that amounts to introduce an additive
decomposition of the momentum tensor:

T̂ = T̂R + T̂I , [13.47]

into a reversible part T̂R defined by theorem 13.3 and an irreversible part T̂I of which
we will now examine the detailed representations. Owing to [13.42], the momentum
tensor T̂R given by [13.34] is represented by:

T̂R =

(
HR −pT ρ

HRv − σRv σR − vpT ρv

)
.

Subtracting the previous matrix to [12.25] leads to:

T̂I =

(
HI 0 0

h+HIv − σIv σI 0

)
, [13.48]

where:

– the Hamiltonian density HI = H −HR is the opposite of the irreversible heat
source (by unit volume);

– the column h is the heat flux;

– the symmetric 3 × 3 matrix σI = σ − σR represents dissipative stresses (for
instance, due to viscous effects).

The transformation law [13.20] and [10.40] gives:

H′
I = HI , [13.49]

σ′
I = RTσIR. [13.50]

Introducing also for convenience the specific irreversible heat source qI such that:

HI = −ρqI , [13.51]

we have H = ρ η where the definition [10.82] of the specific Hamiltonian must be
modified for the additive decomposition [13.47] and no gravitation (φ = 0):

η =
1

2
‖ v ‖2 +eint − qI .
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Taking into account [10.83] and [14.15], the balance energy (♠ of theorem 13.2)
reads:

ρ
dη

dt
+ div h− (div σ) v − Tr

(
∂v

∂x

)
= 0.

Taking into account the symmetry of σ, the definition [9.14] of the strain velocity
D and the balance of linear momentum (♥ of theorem 13.2), the balance of energy
becomes:

ρ
deint
dt

= Tr (σD)− div h+ ρ
dqI
dt

. [13.52]

With respect to the corresponding formula [10.79] for the reversible processes,
the dissipative case exhibits two extra terms due to the heat flux and the irreversible
energy source.

A cornerstone consequence is the heat transfer equation. By differentiation of
[13.46], we have:

ρ
deint
dt

= ρ

(
dψ

dt
− dθ

dt

∂ψ

∂θ
− θ

d

dt

(
∂ψ

∂θ

))
.

Taking into account ψ = ψ (s′, C, θ) and ds′/dt = 0, we have:

ρ
deint
dt

= −ρ θ
∂2ψ

∂θ2
dθ

dt
+ ρ Tr

(
B

dC

dt

)
, [13.53]

with:

B =
∂ψ

∂C
− θ

∂

∂θ

(
∂ψ

∂C

)
. [13.54]

On the other hand, owing to [13.12] and [13.45], we have:

∂ζ

∂C
= −β ∂ψ

∂C
.

Hence, [13.36] becomes:

σR = 2ρF
∂ψ

∂C
FT ,

and consequently:

σR − θ
∂σR

∂θ
= 2ρF B FT .
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Taking into account [10.78], the last term in [13.53] becomes:

ρ Tr

(
B

dC

dt

)
= 2 ρ Tr

(
F B FTD

)
= Tr

((
σR − θ

∂σR

∂θ

)
D

)
.

Introducing it into [13.53] gives:

ρ
deint
dt

= ρ cv
dθ

dt
+ Tr

((
σR − θ

∂σR

∂θ

)
D

)
,

where:

cv = θ
∂s

∂θ
= −θ ∂2ψ

∂θ2
,

is the heat capacity at constant volume. Combining with the form [13.52] of the
balance of energy leads to the equation of heat transfer:

ρ cv
dθ

dt
= θ Tr

(
∂σR

∂θ
D

)
+ Tr (σI D)− div h+ ρ

dqI
dt

. [13.55]

The physical interpretation of this equation is that the variation of reversible
thermal energy, at the left-hand member, is equal, at the right-hand member, to the
contributions of each term to the dissipation due to:

– the reversible stress variation resulting from the temperature one;

– the dissipative stresses;

– the heat flux;

– the irreversible heat sources.

We are now able to state the second principle of thermodynamics.

PRINCIPLE 13.2.– The local production of entropy of a continuous medium
characterized by fields of velocity vector �U , temperature vector Ŵ and momentum
tensor T̂ is non-negative:

Φ = Div
(
T̂ �̂W

)
−
(
e0(f( �U))

) (
e0(TI( �U))

)
≥ 0, [13.56]

and vanishes if and only if the process is reversible.
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In this expression, e0 is the time arrow and �U is the 4-velocity (see section 10.2).
In terms of tensor fields, expression [13.56] is covariant, and then consistent with
Galileo’s principle of relativity 1.1. As a scalar field, the value of Φ is invariant.
Without gravitation and in any Galilean coordinate system, the expression of the
local production of entropy is:

Φ = div
(
T̂ Ŵ

)
−
(
e0 f U

) (
e0 TIU

)
≥ 0, [13.57]

If the process is reversible, TI = 0 and, because of theorem 13.4:

Φ = div
(
T̂R Ŵ

)
= div S = ρ

ds

dt
= 0,

thus the entropy is constant, which explains the name of Φ. Conversely, if the local
production of entropy is positive, it cannot be proved that the process is dissipative,
reason for which it is a principle – i.e. an axiom – and not a theorem.

Next, let us calculate explicitly the expression of the local production of entropy.
Owing to [10.15], [13.14] and [1.12], the former factor of the second term of [13.57]:

e0 f U =
(
1 0

)
⎛⎜⎜⎜⎝

∂β

∂t

∂β

∂x

∂ w

∂t

∂ w

∂x

⎞⎟⎟⎟⎠
(
1
v

)
=

∂β

∂t
+

∂β

∂x
v =

dβ

dt
,

is invariant under any Galilean transformation. Besides, [13.48] gives:

e0 TIU =
(
1 0

) ( HI 0
h+HIv − σIv σI

) (
1
v

)
= HI ,

which is a Galilean invariant too. Thus, the local production of entropy reads also:

Φ = div
(
T̂ Ŵ

)
−HI

dβ

dt
≥ 0. [13.58]

Now, we establish a new expression of the production of entropy.

THEOREM 13.5.– If the momentum tensor T̂ is divergence free, the local production
of entropy [13.57] is given by:

Φ = h · grad β + β Tr (σI D) ≥ 0. [13.59]
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PROOF.– Starting from [13.58], owing to [14.22] and the first principle 13.33, it holds:

Φ = Tr

(
T̂

∂Ŵ

∂X

)
−HI

dβ

dt
= Tr (T f) +

∂ζ

∂X
N + qI

dβ

dt
.

Because of theorem 13.3 ♦ or equivalently [13.38], we have:

Φ = Tr (T f)− Tr (TR f) + qI
dβ

dt
= Tr (TI f) + qI

dβ

dt
.

Using expression [13.14] of the friction and [13.48] of the irreversible momentum
tensor:

Tr (TI f) = −qI
(
∂β

∂t
+

∂β

∂x
v

)
+

∂β

∂x
h+ Tr

(
σI

(
∂w

∂x

)
− v

∂β

∂x

)
.

Owing to w = β v, it holds:

Tr (TI f) = −qI
dβ

dt
+ h. grad β + β Tr

(
σI

∂v

∂x

)
,

and because σI is symmetric:

Tr (TI f) + qI
dβ

dt
= h. grad β + β Tr (σI D) ,

that achieves the proof. �

Through the relation:

Φ = h · a+ Tr (σIA),

the interest of theorem [13.5] is turning out a correspondence between:

– thermodynamic forces (or affinities)

a = grad β

A = β gradsv = β D, ; [13.60]

– and the corresponding thermodynamic fluxes h, σI .

T̂I being represented by τI = (h, σI) and f by α = (a, A), this dual pairing
reads:

Φ = 〈τI , α〉 .
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13.7. Constitutive laws in thermodynamics

To define completely the dissipative processes of the material, we need an
additional relation called the constitutive law. In the most simple situations, it is
given by a map g : α �→ τI , or more explicitly in terms of fluxes and affinities:

(a,A) �→ (h, σI) = g (a,A).

Before discussing some aspects of the constitutive laws, we want to characterize
the non-dissipative processes due to the following proposition:

THEOREM 13.6.– For a continuum occupying a connected domain, let g : α �→ τI be
a continuous map defining a constitutive law and verifying the second principle

∀ α, Φ = 〈g (α), α〉 ≥ 0, [13.61]

Then, if the friction tensor field is identically null:

– ♦ the temperature field is uniform and the motion of the continuum is rigid;

– ♥ the heat conduction flux and the viscous stresses vanish.

PROOF.– As the friction is null, a = grad β = 0 then β and θ = 1/β are uniform
on a connected domain. Besides, A = β D = 0 and β > 0, then D = gradsv = 0.
According to theorem 9.1, in a connected domain, there exist maps t �→ v0(t) ∈ R3

and t �→ ω(t) ∈ R3 such that:

v (t, r) = v0(t) + ω (t)× r,

that defines a rigid motion of the continuum and proves ♦.

If λ is a real number, the condition [13.61] gives:

〈g (λα), λα〉 = λ 〈g (λα), α〉 ≥ 0,

which means that λ and 〈g (λα), α〉 have the same sign. As λ approaches 0, by
continuity:

〈g (0), α〉 = 0.

As this occurs for any α, it is possible only if τI = g (0) = 0. Then h and σI

vanish, which proves ♥. �

Our aim is now to find the explicit form of the constitutive law in relatively simple
situations, for instance when the behavior of the continuum is isotropic and the law
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is linear. First, we have to discuss how the components of f and TI change under
Galilean and Bargmannian transformations. Let us consider a Galilean transformation
with boost u and rotation R:

P =

(
1 0
u R

)
.

The transformation law of 1-covariant and 1-contravariant tensors gives for f :

f ′ = P−1f P,

then:

∂β′

∂t′
=

∂β

∂t
+

∂β

∂x
u,

∂β′

∂x′ =
∂β

∂x
R, [13.62]

∂w′

∂t′
= RT

(
∂w

∂t
+

∂w

∂x
u

)
−
(
∂β

∂t
+

∂β

∂x
u

)
RTu,

∂w′

∂x′ = RT

(
∂w

∂x
− u

∂β

∂x

)
R. [13.63]

By transposing relation [13.62], we have:

a′ = RTa. [13.64]

Also, taking into account [13.62], [13.63] and the velocity addition formula [1.13],
we get:

∂w′

∂x′ − v′
∂β′

∂x′ = RT

(
∂w

∂x
− v

∂β

∂x

)
R.

Hence, the transformation law of [13.60] is:

A′ = RTAR. [13.65]

Now, we can determine the invariants of α. It is easy to verify that there are three
eigenvalues of A, ‖ a ‖, ‖ A a ‖ and aTA a.

The transformation laws [13.25] and [13.50] of h and σI are formally the same
as the ones [13.64] and [13.65] of a and A. Analogously to α, the six independent
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invariants of τI are the three eigenvalues of σI , ‖ h ‖, ‖ σIh ‖ and hTσI h. Once
again, we can verify that the production of entropy is invariant:

h′ · a′ + Tr (σ′
IA

′) = h · a+ Tr (σIA).

On this basis, we can construct constitutive laws. For instance, an isotropic linear
law has the form:

h = k1a, [13.66]

σI = k2 Tr (A) IR3 + k3 A, [13.67]

where k1, k2, k3 ∈ R. Introducing [13.66] and [13.67] into the production of entropy
[13.59] gives:

Φ = k1 ‖ a ‖2 +k2 (Tr A)
2
+ k3 Tr

(
A2
)
,

which is satisfied if the following restrictions are imposed to the material parameters:

k1 ≥ 0, k3 ≥ 0, k2 +
k3
3
≥ 0.

LAW 13.1.– In terms of temperature, the constitutive laws are:

– Fourier’s law or law of heat conduction:

h = −k grad θ, [13.68]

where k = k1 / θ
2 ≥ 0 is the thermal conductivity.

– Newton’s viscous flow law:

σI = η (div v) IR3 + 2μ grads v, [13.69]

where η = k2 / and μ = k3 / 2 θ ≥ 0 is the dynamic viscosity.

For simple fluids (in particular, water, air and gases as methane), the law can be
simplified by assuming that the viscous stresses σI are traceless (Stokes hypothesis),
leading to:

σI = 2μ

(
grads v −

1

3
(div v) IR3

)
.
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In many situations, the material parameters k and η are considered to be constant.
For barotropic fluids, owing to [10.67] and [14.16], we have:

(div σR)
T = −grad q.

On the other hand, Newton’s viscous flow law [13.69] combined with [14.23],
[14.18] and [14.16] gives:

(div σI)
T = μ�v +

μ

3
grad (div v).

Introducing the previous two expressions into the balance of linear momentum
(theorem 13.2, ♥) with σ = σR + σI , we obtain Navier–Stokes equations:

ρ

[
∂v

∂t
+

∂v

∂x
v

]
= −grad q + μ�v +

μ

3
grad (div v). [13.70]

DEFINITION 13.6.– A fluid is incompressible if the mass of each volume element
remains constant :

dρ

dt
= 0,

then the density ρ is an integral of the motion and, owing to [10.55]:

div v = 0.

Also, taking into account [14.32] and [10.77], J is an integral of the motion:

dJ

dt
= J Tr

(
dF

dt
F−1

)
= J div v = 0.

Hence, in [10.76], the derivative has no sense and the pressure q is indeterminate.
The Navier–Stokes equations for incompressible flows are:

div v = 0, ρ

[
∂v

∂t
+

∂v

∂x
v

]
= −grad q + μ�v. [13.71]
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13.8. Thermodynamics and Galilean gravitation

Until now, we have only been concerned with the uniform straight motion which
can be described by the calculus of variation with a Lagrangian equal to the kinetic
energy as mentioned in section 6.2. It was also seen that this expression of the
Lagrangian is not general and, for a particle subjected to a Galilean gravitation, it
must be replaced with [6.13]:

L(t, x, v) = 1

2
m ‖ v ‖2 −mφ+mA · v,

containing the gravitation potentials φ and A. Introducing a coordinate system X̂ ′ for
which we have:

dz′ =
L
m

dt.

This extra coordinate z′ has the physical dimension and the meaning of an action
by unit mass. Taking into account [13.4], we obtain:

dz′ = dz − φdt+A · dx,

which can be completed by:

dt′ = dt, dx′ = dx,

to define a linear transformation:

dX̂ ′ = Q̂−1 dX̂.

where:

Q̂−1 =

⎛⎝ 1 0 0
0 1R3 0
−φ AT 1

⎞⎠ , Q̂ =

⎛⎝1 0 0
0 1R3 0
φ −AT 1

⎞⎠ . [13.72]

What is the physical interpretation of these transformations? Before applying it,
the particle is, in absence of gravitation, in uniform straight motion (USM). The effect
of applying such a transformation is to embed the particle into the gravitation field.
It is straightforward to verify that the set of such transformation matrix is an abelian
subgroup of the affine group Aff(5). It is also worth to notice that, according to
the transformation law [14.2] of 2-covariant tensors, Gram’s matrix of the covariant
metric tensor Ĝ in the new coordinate system X̂ ′ is given by:

Ĝ′ = Q̂T Ĝ Q̂,
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which gives for the metric embedded in the gravitation field:

Ĝ′ =

⎛⎝−2φ AT −1
A 1R3 0
−1 0 0

⎞⎠ . [13.73]

The attentive readers will observe that reducing this matrix to the space-time
provides the one given by [10.17]. Our starting point is now to work in these
coordinate systems X̂ ′ that we call Bargmannian coordinate systems (see
Comment 3, section 13.9). When equipped with the previous covariant metric, the
5-dimensional space Û is now a Riemannian manifold and U is a 4-dimensional
submanifold thereof.

There exists one and only one symmetric covariant differential such that the
covariant differential of the metric vanishes. The only non-vanishing quantities
[14.44] are [12.4] and [12.5]. Using [14.45] and taking into account the definition
[6.14] of Galilean gravitation potentials, the only non-vanishing Christoffel’s
symbols are:

Γj
00 = −gj , Γj

0k = Γj
k0 = Ωj

k, [13.74]

Γ4
00 =

∂φ

∂t
−A · g, Γ4

ij =
1

2

(
∂Ai

∂xj
+

∂Aj

∂xi

)
= (gradsA)

i
j , [13.75]

Γ4
0i = Γ4

i0 =
∂φ

∂xi
− 1

2

(
∂Ai

∂xj
− ∂Aj

∂xi

)
Aj = (grad φ− Ω×A)

i
. [13.76]

It is worth to observe that we recover [10.49]. In matrix form, the gravitation of
the space Û reads:

Γ̂(dX̂) =⎛
⎜⎜⎝

0 0 0
j(Ω) dx− g dt j(Ω) dt 0(

∂φ

∂t
−A · g

)
dt+ (grad φ− Ω×A) · dx [(grad φ− Ω×A) dt− gradsAdx]T 0

⎞
⎟⎟⎠ ,

It is the expansion of the space-time gravitation [3.38] to the fifth dimension.

In a similar way, the thermodynamical tensors can be embedded into the
gravitation field. Applying the matrix Q̂−1 given by [13.72] preserves β,w and
embeds the ζ component in the gravitation, which reads omitting the bar:

ζ = ζint +
1

2β
‖ w ‖2 −β φ+A · w.
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Taking into account [14.37], the friction tensor is represented in a Galilean
coordinate system by the 4× 4 matrix:

f = ∇W =

⎛⎜⎜⎜⎝
∂β

∂t

∂β

∂x

∂ w

∂t
− βg +Ω× w

∂ w

∂x
+ βj(Ω)

⎞⎟⎟⎟⎠ . [13.77]

Let us calculate the expression of the momentum tensor embedded in the
gravitation field. The transformation law [13.16] reads:

T̂ ′ = Q−1T̂ Q̂,

where T̂ is given by [13.26], Q̂ is given by [13.72] and the corresponding Q is 1R4 ,
which leads to:

T̂ ′ =
(

H′ −πT ρ
h+H′v − σv σ − vπT ρv

)
, [13.78]

where the following occur:

– the Hamiltonian density: H′ = ρ
(
1
2 ‖ v ‖2 +φ+ eint − qI

)
;

– the generalized linear momentum: π = ρ (v +A).

The attentive readers will observe that we recover as a particular case the
expression [10.81] or [12.24] of the Hamiltonian density and the expression [12.23]
of π. In the following, we are implicitly supposed to work in Bargmannian
coordinate systems, but the prime will be omitted for the sake of easiness. Let us now
examine the expression of the first principle of thermodynamics [13.33] in the
presence of gravitation.

THEOREM 13.7.– If T̂ is covariant divergence free:

DivX T̂ = 0,

then, we have:

– ♦ balance of mass:
∂ρ

∂t
+ div (ρ v) = 0 ;

– ♥ balance of linear momentum: ρ

[
∂v

∂t
+

∂v

∂x
v

]
= (div σ)

T
+

ρ (g − 2Ω× v) ;

– ♠ balance of energy:
∂H
∂t

+ div (h+Hv − σv) = ρ

(
∂φ

∂t
− ∂A

∂t
· v
)
.
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PROOF.– As the space-time U is a submanifold of the 5-dimensional space Û , an event
X ∈ U also belongs to Û . We consider a momentum field X �→ T̂ (X) where T̂ (X)
is a 1-covariant tensor on the tangent space TX Û with vector values in TXU (which
can be identified to a linear map from TX Û to TXU ):

T̂ : TX Û → TXU : �̂V �→ T̂ ( �̂V ). [13.79]

We wish to calculate its covariant divergence. In addition to convention 1.1, we
adopt the extra one: Greek indices α̂, β̂, γ̂ and so on run over the five coordinate
labels 0, 1, 2, 3, 4. The basis (�eα) of TXU is completed by �e4 to build a basis (�eα̂) of
TX Û in which the momentum tensor is decomposed as:

T̂ = T̂ γ�eγ , T̂ γ = T̂ γ
α̂e

α̂.

Taking into account [14.37], its covariant differential is:

∇−→
dX

T̂ = ∇−→
dX

(T̂ γ�eγ) = (∇−→
dX

T̂ γ) �eγ + T̂ γ (∇−→
dX

�eγ) = (∇−→
dX

T̂ γ + Γγ
ρ T̂

ρ) �eγ ,

where, owing to [14.37]:

∇−→
dX

T̂ γ = ∇dX (T̂ γ
α̂e

α̂) = dT̂ γ
α̂ eα̂ + T̂ γ

α̂ ∇dX eα̂ = (dT̂ γ
α̂ − T̂ γ

β̂
Γβ̂
α̂) e

α̂.

Hence, we obtain:

∇−→
dX

T̂ =
[
∇dX T̂ γ

α̂ eα̂
]
�eγ ,

with:

∇dX T̂ γ
α̂ = dT̂ γ

α̂ + Γγ
ρ T̂

ρ
α̂ − T̂ γ

β̂
Γβ̂
α̂ ;

Hence, there exists a field ∇ T̂ of 2-covariant and 1-contravariant tensors such
that:

∇−→
dX

T̂ = (∇ T̂ ) · −→dX.

Using Christoffel’s symbols [14.38], we have:

∇ T̂ =
[
∇σT̂

γ
α̂ eα̂

]
�eγ ⊗ eσ,
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with:

∇σT̂
γ
α̂ =

∂T̂ γ
α̂

∂Xσ
+ Γγ

ρσT
ρ
α̂ − T̂ γ

β̂
Γβ̂
α̂σ.

By contraction, we define the covariant divergence of the momentum tensor:

Div T̂ = ∇γ T̂
γ
α̂ eα̂,

with:

∇γ T̂
γ
α̂ =

∂T̂ γ
α̂

∂Xγ
+ Γγ

ργT
ρ
α̂ − T̂ γ

β̂
Γβ̂
α̂γ . [13.80]

In indicial notation, the components of T̂ are:

T̂ 0
0 = H, T̂ 0

i = −δikπk, T̂ 0
4 = ρ, [13.81]

T̂ j
0 = hj +Hvj − σj

kv
k, T̂ j

i = σj
i − vjδikπ

k, T̂ j
4 = pj . [13.82]

The first principle of the thermodynamics [13.33] reads:

∇γ T̂
γ
α̂ = 0,

where Christoffel’s symbols are given by [13.74], [13.75] and [13.76]. Putting α̂ = 4
in the previous equation and taking into account the vanishing terms, we have:

∇γ T̂
γ
4 =

∂T̂ γ
4

∂Xγ
= 0,

which allows us to recover the balance of mass ♦. Similarly, putting α̂ = i and taking
into account the non-vanishing terms, it holds that:

∇γ T̂
γ
i =

∂T̂ γ
i

∂Xγ
− T̂ 0

j Γ
j
i0 − T̂ 0

4 Γ
4
i0 − T̂ j

4Γ
4
ij = 0,

or, owing to the momentum components [13.81] and [13.82]:

− ∂

∂t
(δikπ

k) +
∂

∂xj
(σj

i − vjδikπ
k) + δjkπ

kΩj
i − ρΓ4

i0 − pjΓ4
ij = 0.

Owing to [14.17], it reads in matrix form:

− ∂

∂t
(ρ (v +A)T ) + div σ − div (ρv) (v +A)T − ρvT grad (v +A)

+ ρ (v +A)T j(Ω)− ρ (grad φ− Ω×A)
T
+ ρ vT grads A = 0.
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But, owing to [6.14], it holds that:

grads A =
∂A

∂x
− j(Ω),

then, taking into account [12.26], we recover [12.27] and finishing the calculation as
in the proof of theorem 12.1, we demonstrate the balance of linear momentum ♥.

Finally, putting α̂ = 0 and taking into account the non-vanishing terms, it holds
that:

∇γ T̂
γ
0 =

∂T̂ γ
0

∂Xγ
− T̂ 0

j Γ
j
00 − T̂ i

jΓ
4
i0 − T̂ 0

4 Γ
4
00 − T̂ j

4Γ
4
j0 = 0,

which reads in matrix form, after some simplifications:

∂H
∂t

+ div (h+Hv − σv)− ρ

(
v · (g + grad φ) +

∂φ

∂t

)
= 0.

But, owing to [6.14], it holds that:

v · g + dφ

dt
= v · (g + grad φ) +

∂φ

∂t
=

∂φ

∂t
− v · ∂A

∂t
[13.83]

which leads to the balance of energy ♠ and achieves the proof. �

Theorem 13.3 concerning the reversible processes remains true. Only the
demonstration of ♦ is different. Before calculating, it is worth noting that the
covariant derivative of ζ is meaningful because ζ is not a scalar but a component of
the temperature vector. We can verify that:

(∇ζ)N = ρ

(
dζ

dt
− βg · v

)
.

the remaining part of the calculation is straightforward taking into account the
expression [13.77] of the friction embedded into the gravitation field.

For the dissipative continua, the equation of heat transfer [13.55] is slightly
modified. We let the readers to show that [13.52] is replaced by with:

ρ
d

dt
(eint + φ) = Tr (σD)− div h+ ρ

dqI
dt

+ ρ

(
∂φ

∂t
− ∂A

∂t
· v
)
,
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or, taking into account [13.83]:

ρ
deint
dt

= Tr (σD) + g · v − div h+ ρ
dqI
dt

.

Next, the equation of heat transfer with gravitation is:

ρ cv
dθ

dt
= θ Tr

(
∂σR

∂θ
D

)
+ Tr (σI D) + g · v − div h+ ρ

dqI
dt

. [13.84]

Taking into account the expression [13.77] of the friction, readers can also easily
verify that the expression [13.58] of the production of entropy is replaced with:

Φ = Div
(
T̂ Ŵ

)
−HI

dβ

dt
≥ 0, [13.85]

where now the covariant divergence in the first term occurs. To be consistent with
Galileo’s principle of relativity 1.1, theorem 13.5 is replaced with:

THEOREM 13.8.– If the momentum tensor T̂ is covariant divergence free, the local
production of entropy [13.57] is given by [13.59]:

Φ = h. grad β + β Tr (σI D) ≥ 0.

PROOF.– According to the rule [14.41], we have:

Div (T̂ · Ŵ ) = (Div T̂ ) · Ŵ + T̂ : ∇Ŵ ,

or in local coordinates:

Div(T̂ Ŵ ) = (Div T̂ ) Ŵ + Tr (T̂ ∇Ŵ ),

hence, starting from [13.85] and owing to the first principle 13.33, it holds that:

Φ = Tr
(
T̂ ∇Ŵ

)
−HI

dβ

dt
= Tr (T f) + (∇ζ)N + qI

dβ

dt
.

Because of theorem 13.3 ♦ or equivalently [13.37], we have:

Φ = Tr (TI f) + qI
dβ

dt
,

and the proof follows the one of theorem 13.5, which achieves the proof. �
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As an exercise, readers can verify that, starting from [13.58] and using the balance
of mass, the local production of entropy reads (see Comment 4, section 13.9 below):

Φ = ρ
ds

dt
− ρ

θ

dqI
dt

+ div

(
h

θ

)
≥ 0. [13.86]

13.9. Comments for experts

COMMENT 1.– Bargmann’s group was introduced to solve problems of group
quantization. In fact, Galileo’s group is not quantizable [SOU 70, SOU 97] and the
reason of this failure is cohomologic as discussed in section 17.4. For more
explanation about the construction of Bargmann’s group, the readers are referred to
section 17.6. Although Bargmann’s group was introduced for applications to
quantum mechanics, it also turns out to be very useful in thermodynamics.

COMMENT 2.– This definition is meaningful only in the absence of gravitation as
discussed in section 16.7.

COMMENT 3.– To know more about Bargmannian coordinate systems, the readers
are referred to section 16.7.

COMMENT 4.– This relation is known in the literature as Clausius–Duhem
inequality, but it seems to have first appeared in Truesdell’s works
[TRU 52, TRU 60].
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Mathematical Tools

14.1. Group

A group is a set G together with an operation called the group law, which we will
denote mutiplicatively by:

G×G→ G : (a, b) �→ ab,

with the following properties:

– associativity: (ab)c = a(bc);

– existence of an identity element e such that: ∀a ∈ G, ae = ea = a;

– existence of an inverse element a−1 for any a ∈ G : a a−1 = a−1a = e.

If the operation is commutative, the group is called abelian. For instance, a linear
space is an abelian group for the addition with zero as an identity element and the
opposite vector as an inverse element. The set of regular n × n matrices is a group
for the matrix product called the linear group and is denoted by GL(n). The set of
the regular affine transformations of Rn is called the affine group and is denoted by
Aff(n).

A subset H is a subgroup of G if it is also a group for the operation of G. For
instance, GL(n) is a subgroup of Aff(n). The set of the 3 × 3 orthogonal matrices
is a subgroup of GL(3) called the orthogonal group and is denoted by O(3). The set
of the rotations of R3 is a subgroup of O(3) called the special orthogonal group and
is denoted by SO(3). The Euclidean transformations (respectively, special Euclidean
transformations) are affine transformation of R3 of which the linear part is an
orthogonal transformation (respectively, a rotation). The set of Euclidean
transformations (respectively, special Euclidean transformations) is a subgroup of
Aff(3) and is denoted by E(3) (respectively, SE(3)).

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
© ISTE Ltd 2016. Published by ISTE Ltd and John Wiley & Sons, Inc.
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A left (respectively, right) action of G onto a set M is a map:

Φ : G×M →M : (a, x) �→ x′ = Φ(a, x) = a · x,

such that a·(b·x) = (ab)·x (respectively, a·(b·x) = (ba)·x ). A left action in which we
substitute a for a−1 is a right action. For instance, the map (P,A) �→ A′ = P−1AP
is a right action of GL(n) onto Mnn.

Hence, the group defines a family of transformations (or symmetries) of M . We
said that G is a transformation group (or a symmetry group) of M . The orbital map:

Φx : G→M : a �→ x′ = a · x,

defines the variance law. The orbit of x is the value set of the orbital map, i.e. the set
of all the elements of M which can be reached from x through a symmetry:

orb(x) = {x′ s.t. ∃a ∈ G and x′ = a · x} .

The isotropy group of x ∈M is the subgroup of all transformations which fix x:

iso(x) = {a ∈ G s.t. a · x = x} .

It can be viewed as the symmetry subgroup for x. A subgroup H of G naturally
acts onto a set M by restriction to H of the action of G onto M .

A linear (respectively, affine) representation (of finite dimension n) of a group G
is a map ρ from G into GL(n) (respectively, Aff(n)) such that:

∀a1, a2 ∈ G, ρ(a1a2) = ρ(a1) ρ(a2).

14.2. Tensor algebra

14.2.1. Linear tensors

A tensor is an object:

– that assigns a set of scalars, called its components, to each linear frame S of a
linear space T of finite dimension n;

– with a transformation law of these components, when changing of frames, which
is a linear representation of GL(n).
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A linear tensor can be constructed as a multilinear map, that is a map which is
linear with respect to each of its arguments. Let T andR be two linear spaces of finite
dimensions n and m. We will define the tensors on T with values in R. T is called
the source space and R is called the target space. If R is different from R, the tensor
is vector valued. IfR = R, we often said more simply that they are tensors on T . The
linear tensors can be classified into three families.

The p-covariant tensors (or covariant tensors of rank p) are the multilinear maps:

T :

p times︷ ︸︸ ︷
T × T × · · · T → R : (�V1, �V2, · · · , �Vp) �→ T(�V1, �V2, · · · , �Vp).

As a set of maps from the n-ary cartesian power of T into the linear space R, the
set of the p-covariant tensors is a linear space for the operations defined by [7.25] and
[7.26]. It is denoted by (⊗pT ∗)⊗R, or more simply by ⊗pT ∗ if R = R. Hence, we
generalize the concept of linear forms which are 1-covariants tensors and the one of
linear maps from T intoR which are 1-covariants tensors on T with values inR.

The q-contravariant tensors (or contravariant tensors of rank q) are the multilinear
maps:

T :

q times︷ ︸︸ ︷
T ∗ × T ∗ × · · · T ∗ →R : (Φ1,Φ2, · · · ,Φq) �→ T(Φ1,Φ2, · · · ,Φq).

The set of the q-contravariant tensors is a linear space and is denoted by (⊗qT )⊗R
or more simply by ⊗qT ifR = R. The 1-contravariants tensors are linear forms from
T ∗ into R, then the elements V̂ of the dual space T ∗∗ of T ∗. It is called the bidual
space and has the same dimension as T ∗ then as T . For any �V ∈ T , the map V̂
defined by V̂(Φ) = Φ(�V) is an element of the bidual verifying:

V̂ +U = V̂ + Û, λ̂V = λV̂, [14.1]

and the map �V �→ V̂ is one-to-one from T into T ∗∗. Hence, the 1-contravariants
tensors can be identified to the vectors. Owing to [7.27], we have:

êi(Φ) = Φ(�ei) = Φi.

The mixed p-covariant and q-contravariant tensors are the multilinear maps:

T :

p times︷ ︸︸ ︷
T × · · · T ×

q times︷ ︸︸ ︷
T ∗ × · · · T ∗ →R :

(�V1, · · · , �Vp,Φ1, · · · ,Φq) �→ T(�V1, · · · , �Vp,Φ1, · · · ,Φq).
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The order in which the arguments appear in T must be specified. To simplify, we
choose here to order the arguments starting with all the elements of T and following
with the ones of T ∗. The set of the p-covariant and q-contravariant tensors is a linear
space and is denoted by (⊗pT ∗)⊗(⊗qT )⊗R or more simply by (⊗pT ∗)⊗(⊗qT ) if
R = R. Hence, we generalize the concept of linear maps from T into itself which are
mixed 1-covariant and 1-contravariants tensors through the identification of the linear
map A with the tensor Â defined by Â(Φ, �U) = Φ(A(�U)).

Let T and T′ be two arbitrary tensors. For instance, we will suppose that T is
1-covariant and 1-contravariant and T′ is 1-covariant. It is clear that the scalar
T(Φ, �U)T′(�V) linearly depends on Φ, �U and �V. Thus, the map T′′ defined by
T′′(Φ, �U, �V) = T(Φ, �U)T′(�V) is a 2-covariant and 1-contravariant tensor. T′′ is
called the tensor product of T and T′ and is denoted by T ⊗ T′. The generalization
of the definition to arbitrary tensors is straightforward. The tensor product is
associative but is not in general commutative. It is distributive over the addition.

Let us consider an arbitrary tensor that we will suppose, for instance 3-covariant
and 1-contravariant:

T(�U,Φ, �V, �W)

Let us choose a basis S of T . According to the linearity of T, we have:

T(�U,Φ, �V, �W) = T(
∑
i

U i�ei,
∑
j

Φje
j ,
∑
k

V k�ek,
∑
l

W l�el),

T(�U,Φ, �V, �W) =
∑
ijkl

U iΦjV
kW lT(�ei, e

j ,�ek,�el).

With the convention of summation on the repeated indices which will be used in
the following except explicit mention of the contrary, it holds:

T(�U,Φ, �V, �W) = U iΦjV
kW lT j

i kl,

where the n4 scalars T j
i kl = T(�ei, e

j ,�ek,�el) are called the components of the tensor
T in the basis S. Observing that:

U iΦjV
kW l = ei(�U) êj(Φ) ek(�V) el( �W) = (ei ⊗ �ej ⊗ ek ⊗ el) (�U,Φ, �V, �W),

we obtain:

T = T j
i kl e

i ⊗ �ej ⊗ ek ⊗ el.
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The n4 tensor products ei ⊗ �ej ⊗ ek ⊗ el form a basis of the linear space of the
3-covariant and 1-contravariant tensors. Let T ′r

mst be the components of the tensor in
another basis S′ = S P . The components of the tensor are modified according to the
transformation law:

T ′rst
m = P i

m(P−1)rjP
k
s P

l
t T

j
i kl.

It defines a right action of GL(n) on the set of the component system
T = (T j

i kl)1≤i,j,k,l≤n identified to Rn4

. It is a linear representation of GL(n) of
dimension n4:

T ′ = ρ(P )T.

Fixing the value of the arguments �U and �W in the previous mixed tensor, the
scalar:

λ = T(�U,Φ, �V, �W),

linearly depends on Φ and �V. Hence, there exists a 1-covariant and 1-contravariant
tensor Ť such that λ = Ť(Φ, �V), then a linear map A such that Ť = Â:

∀Φ ∈ T ∗, �V ∈ T , T(�U,Φ, �V, �W) = Φ(A(�V)).

Owing to [7.30] and using the convention of summation, the trace of A:

Tr(A) = er(A(�er)) = T(�U, er,�er, �W),

does not depend on the choice of the basis and linearly depend on �U and �W, then it
is a 2-covariant tensor T̄ defined by:

T̄(�U, �W) = T(�U, er,�er, �W),

independent of the choice of the basis and is called a contracted tensor of T. Its
components are:

T̄mt = T r
mrt,

hence, the rule: we give the same value r to a superior index and to an inferior index,
next we sum for r varying from 1 to n.

Let us consider a linear map R mapping a 2-covariant tensor:

T = Tkle
k ⊗ el,
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onto a 2-contravariant tensor:

R(T) = TklR(ek ⊗ el).

Thus, putting R̂ijkl = R(ek ⊗ el)(ei ⊗ ej), its components are:

[R(T)]
ij
= R̂ijklTkl.

Denoting by R̂ the tensor admitting the R̂ijkl as components, we have:

[R(T)]
ij
=
[
R̂⊗T

]ijkl
kl

,

hence, the tensor R(T) is obtained by contracting the tensor R̂ ⊗ T twice. The
operation (R̂,T) �→ R(T) is called a contracted product. The twice contracted
product is often simply denoted by R̂ : T and, similarly, the once contracted product
is simply denoted by R̂ · T. In particular, the contracted product of a 1-covariant
tensor Φ and a 1-contravariant tensor �V is the value of the linear form Φ for the
vector �V:

Φ · �V = Φ (�V).

Conversely to free indices i, j, the summation indices k, l can be renamed and for
this reason they are called dummy indices.

The representation of the vector valued tensors is similar. For instance, let us
consider a 2-contravariant tensor T. Let (�ηα) be a basis of the target spaceR. Hence,
it reads:

T = Tα�ηα,

with:

Tα = T ijαei ⊗ ej .

Finally, let us say some words about two important types of tensors. Let T be the
n × n matrix of which the element at the intersection of the i-th line and j-th column
is the component Tij of a 2-covariant tensor T. Then, the transformation law reads in
matrix form:

T ′ = PTT P. [14.2]
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A 2-covariant tensor T is symmetric (respectively, skew-symmetric) if:

∀�V1, �V2 ∈ T , T(�V1, �V2) = T(�V2, �V1) (respectively, T(�V1, �V2)

= −T(�V2, �V1)),

hence:

Tij = Tji (respectively, Tij = −Tji).

Let T be the n × n matrix of which the element at the intersection of the i-th
line and j-th column is the component T ij of a 2-contravariant tensor T. Then, the
transformation law reads in matrix form:

T ′ = P−1T P−T . [14.3]

A 2-contravariant tensor T is symmetric (respectively, skew-symmetric) if:

∀Φ1,Φ2 ∈ T ∗, T(Φ1,Φ2) = T(Φ2,Φ1) (resp. T(Φ1,Φ2) = −T(Φ2,Φ1)),

hence:

T ij = T ji (resp. T ij = −T ji).

With the previous conventions, the contracted product of a 2-contravariant tensor
R and a 2-covariant tensor T is the dot product [7.5] of the matrices R and T gathering
their respective components:

R : T = RijTij = R : T.

The extension of tensor Algebra to vector valued tensors is straightforward. For
instance, a 1-covariant tensor T defined on the linear space T of dimension n with
vector values in the linear space R of dimension p is a linear map from T into R.
Let (�ej) be a basis of T and (ηi) a cobasis of R. If �V = T (�U), then because of the
linearity of T and ηi:

V i = ηi(T (U j�ej)) = T i
jU

j ,

where the np components T i
j = ηi(T (�ej)) of the tensor are the elements of the matrix

T representing the linear map in the considered basis. The contracted product of the
vector valued tensor:

T = T i
j �ηi ⊗ ej ,
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with the vector �U is the value of the linear map T for the vector �U:

T · �U = T (�U).

Let P (respectively, Q) be the transformation matrix of the change between (�ej)
and a new basis (�e′j) (respectively, (�ηi) and (�η′

i)). As the linear map is represented in
the new basis by the equivalent matrix [7.29]:

T ′ = Q−1TP, [14.4]

the transformation law of the tensor reads in indicial notation:

T ′r
s = (Q−1)riP

j
s T

i
j [14.5]

14.2.2. Affine tensors

An affine tensor is an object:

– that assigns a set of components to each affine frame f of an affine space AT of
finite dimension n;

– with a transformation law, when changing of frames, which is an affine or a
linear representation of Aff(n).

With this definition, the affine tensors are a natural generalization of the classical
tensors defined at the previous section and that we will call linear tensors, these last
ones being trivial affine tensors for which the affine transformation a = (C,P ) acts
through its linear part P = lin(a).

An affine tensor can be constructed as a map which is affine or linear with respect
to each of its arguments. As the linear tensors, the affine ones can be classified into
three families.

The basic p-covariant affine tensors (or covariant affine tensors of rank p) are the
multiaffine maps:

T :

p times︷ ︸︸ ︷
AT ×AT × · · ·AT → R : (a1, a2, · · · , ap) �→ T(a1, a2, · · · , ap).

The set of the p-covariant affine tensors is a linear space and is denoted by
(⊗qA∗T )⊗R or more simply by⊗qA∗T ifR = R. They generalize the affine forms
which are 1-covariant affine tensors. Other kinds of affine tensors can be generated
by taking linear parts. For instance, from a 2-covariant affine tensor T, we can derive
other 2-covariant affine tensors:
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– the two linear parts, lin1(T) : T ×AT → R and lin2(T) : AT × T → R such
that:

(lin1(T))(
−−→
a1b1, a2) = T(b1, a2)−T(a1, a2),

(lin2(T))(a1,
−−→
a2b2) = T(a1,b2)−T(a1, a2).

– by taking the linear part of lin1(T) as a function of its second argument (or the
linear part of lin2(T) as a function of its first argument), we obtain the bilinear part
of T, a 2-covariant linear tensor such that:

(lin12T)(
−−→
a1b1,

−−→
a2b2) = T(b1,b2)−T(b1,a2)−T(a1,b2) +T(a1, a2).

The basic q-contravariant affine tensors (or contravariant affine tensors of rank q)
are the multilinear maps:

T :

q times︷ ︸︸ ︷
A∗T ×A∗T × · · ·A∗T → R : (Ψ1,Ψ2, · · · ,Ψq) �→ T(Ψ1,Ψ2, · · · ,Ψq).

The set of the q-contravariant tensors is a linear space and is denoted by
(⊗qA∗∗T )⊗R or more simply by ⊗qA∗∗T if R = R. Particular attention is paid to
the most simple ones, the 1-contravariant affine tensors T with scalar values of which
the set is the dual A∗∗T = (A∗T )∗ of the affine dual space, then a linear space of
dimension (n + 1). As above, we claim that T (Ψ) = Ψ(T ). We denote by 1 the
constant function defined by 1(a) = 1. Among the elements of A∗∗T , we focus our
attention on the two following kinds:

– For any �U ∈ T , the map Û defined by Û(Ψ) = (lin(Ψ))( �U) is such that
1(Û) = Û(1) = 0 and verifies [14.1]. Hence, the vectors of T can be identified to
the elements of the linear subspace of equation 1(T ) = 0.

– For any a ∈ AT , the map â defined by â(Ψ) = Ψ(a) is such that 1(a) = 1 .
If b = a+ �U , we have

b̂(Ψ) = Ψ(a+ �U) = Ψ(a) + (lin(Ψ))( �U) = â(Ψ) + Û(Ψ) = (â+ Û)(Ψ)

As the affine form Ψ is arbitrary, this defines an action (â, Û) �→ â+ Û . Hence,
the points of AT can be identified to the elements of the affine subspace of equation
1(T ) = 1.

Unlike the bidual T ∗∗ which can be identified to T , the vector space
A∗∗T is distinct from the affine space AT but contains it, reason for which it is called
the vector hull of AT .
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The mixed p-covariant and q-contravariant affine tensors are the p-affine and
q-linear maps:

T :

p times︷ ︸︸ ︷
T × · · · T ×

q times︷ ︸︸ ︷
T ∗ × · · · T ∗ →R :

(�V1, · · · , �Vp,Φ1, · · · ,Φq) �→ T(�V1, · · · , �Vp,Φ1, · · · ,Φq).

The order in which the arguments appear in T must be specified. To simplify, we
choose here to order the arguments starting with all the points of AT and following
with all the forms of A∗T . The set of the p-covariant and q-contravariant affine tensors
is a linear space and is denoted by (⊗pA∗T ) ⊗ (⊗qA∗∗T ) ⊗ R or more simply by
(⊗pA∗T ) ⊗ (⊗qA∗∗T ) if R = R. For instance, the linear maps from A∗T into T ∗

are mixed 1-covariant and 1-contravariants affine tensors through the identification of
the linear map μ with the tensor μ̂ defined by:

μ̂(�U,Ψ) = (μ(Ψ))�U. [14.6]

The generalization to the affine tensors of the concepts of tensor product,
contracted tensor and product is straightforward. For instance, the tensor product of a
point a and a vector �U is the 2-contravariant affine tensor a ⊗ �U such that
(a⊗ �U) (Ψ1,Ψ2) = â(Ψ1) Û(Ψ2).

It is worth noting that putting for a 1-covariant affine tensor:

Ψ = χ1+Φie
i, [14.7]

we recover [7.36] with the convention:

ei(a) = ei(−−→a0a). [14.8]

Let us now consider a 2-covariant affine tensor T and an affine frame f of origin
a0 and basis S. Hence:

T (a1,a2) = T (a0 +
−−−→a0a1,a0 +

−−−→a0a2),

T (a1,a2) = T (a0,a0) + (lin1(T ))(−−−→a0a1,a0)

+ (lin2(T ))(a0,
−−−→a0a2) + (lin12(T ))(−−−→a0a1,

−−−→a0a2).

Taking into account −−−→a0a1 = U i
1�ei,

−−−→a0a2 = U i
2�ei and the linearity, we have:

T (a1,a2) = T00 + U i
1Ti0 + U j

2T0j + U i
1U

j
2Tij ,
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where:

T00 = T (a0,a0), Ti0 = (lin1(T ))(�ei,a0),

T0j = (lin2(T ))(a0, �ej), Tij = (lin12(T ))(�ei, �ei).

are called the components of the affine tensor. Observing that 1(a1) = 1(a2) = 1,
U i
1 = ei(a1) and U j

2 = ej(a2) with the convention [14.8], we obtain:

T = T00 1⊗ 1+ Ti0 e
i ⊗ 1+ T0j 1⊗ ej + Tij e

i ⊗ ej .

If the points a1 and a2 are, respectively, represented in a given affine frame f by
the (n+ 1)-columns:

Ũ1 =

(
1
U1

)
, Ũ2 =

(
1
U2

)
,

gathering the components of T into a (n + 1) × (n + 1) matrix T̃ , its value for
a1 = f(U1) and a2 = f(U2) is ŨT

1 T̃ Ũ2. Then, the transformation law reads in
matrix form:

T̃ ′ = P̃T T̃ P̃ .

A 2-covariant affine tensor T is skew-symmetric if:

∀a1, a2 ∈ AT , T(a1, a2) = −T(a2, a1).

In a similar way, we can study a 2-contravariant affine tensor T. Taking into
account the decomposition [14.7] and the linearity, its value reads:

T (Ψ, Ψ̄) = T (χ1+Φie
i, χ̄1+ Φ̄je

j)

T (Ψ, Ψ̄) = χχ̄ T 00 +Φiχ̄ T i0 + χΦ̄j T
0j +ΦiΦ̄j T

ij .

where we defined the components of T:

T 00 = T (1,1), T i0 = T (ei,1), T 0j = T (1, ej), T ij = T (ei, ej).

Observing that χ = Ψ(a0) = â0(Ψ) and Φi = Φ(�ei) = (lin(Ψ))(�ei) = êi(Ψ),
it holds:

T = T 00 a0 ⊗ a0 + T i0 �ei ⊗ a0 + T 0j a0 ⊗ �ej + T ij �ei ⊗ �ej .
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If the affine forms Ψ and Ψ̄ are, respectively, represented in a given affine frame
f by the (n+ 1)-rows:

Ψ̃ = (χ Φ) , ˜̄Ψ =
(
χ̄ Φ̄

)
,

gathering the components of T into a (n+1)× (n+1) matrix T̃ , its value is Ψ̃ T̃ ˜̄ΨT .
Then, the transformation law reads in matrix form:

T̃ ′ = P̃−1T̃ P̃−T . [14.9]

A 2-contravariant affine tensor T is skew-symmetric if:

∀Ψ1,Ψ2 ∈ A∗T , T (Ψ1,Ψ2) = −T (Ψ2,Ψ1).

The contracted product of a 2-contravariant affine tensor R and a 2-covariant affine
tensor T is the dot product [7.5] of the matrices R̃ and T̃ gathering their respective
components:

R : T = RijTij = R̃ : T̃ .

The readers can easily verify that mixed 1-covariant and 1-contravariants affine
tensors μ̂ defined by [14.6] can be decomposed with respect to the affine frame f
according to:

μ̂ = μ0i e
i ⊗ a0 + μj

i e
i ⊗ �ej ,

where the affine components of μ̂ are defined by:

μ0i = μ̂(�ei,1), μj
i = μ̂(�ei, e

j).

14.2.3. G-tensors and Euclidean tensors

A subgroup G of Aff(n) naturally acts onto the affine tensors by restriction to
G of their transformation laws. Let FG be a set of affine frames of which G is a
transformation group. The elements of FG are called G-frames. A G-tensor is an
object:

– that assigns a set of components to G-frame f ;

– with a transformation law, when changing of frames, which is an affine or a
linear representation of G.
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The corresponding basis of a G-frame is called a G-basis.

For instance, the linear tensors are GL(n)-tensors and the Euclidean tensors of R3

are E(3)-tensors. As they are often used, let us give some more details in a slightly
more general framework.

The (covariant) metric tensor G on a linear space T is a symmetric 2-covariant
tensor which is non-degenerate:

∀ �U ∈ T , G( �U , �V ) = 0 ⇔ �V = �0.

The value of the metric tensor for �U and �V is called their scalar product and is
denoted by �U · �V . The symmetric regular matrix G gathering the components Gij =
�ei · �ej is called Gram’s matrix. Thus, it holds:

G( �U , �V ) = �U · �V = UTGV,

where U and V are the columns gathering, respectively, the components of �U and �V .
The transformation law reads in matrix form:

G′ = PTGP.

A linear space equipped with a metric tensor is called an Euclidean space. For
instance, Rn and Mnn equipped with the dot product are Euclidean spaces.

To every vector �U is associated one and only one linear form �V �→ G( �U , �V )
denoted by U∗. The covariant components of U∗ depend on the contravariant
components of �U through the operation of lowering the index:

Ui = GijU
j . [14.10]

The elements Gij of the inverse G−1 of Gram’s matrix are the components of
a 2-contravariant tensor G−1 called contravariant metric tensor, hence the reverse
operation of raising the index:

U i = GijUj .

Let A be a linear map from an Euclidean space T0 into another one T . Its adjoint
(with respect to the scalar product) is the linear map A∗ from T into T0 such that:

∀ �U ∈ T0, ∀�V ∈ T , �U · (A �V ) = (A∗ �U) · �V .
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If A is represented by the matrix A in basis of T0 and T , A∗ is represented by:

A∗ = G−1
0 ATG. [14.11]

We verify that:

(A+A′)∗ = A∗ +A′∗, (AB)∗ = B∗A∗, (A∗)∗ = A.

In particular, if T0 = R, the linear map U : R → T : λ �→ λ �U can be identified
to the vector �U and U∗ is the unique linear form associated with �U with respect to
the metric since [14.11] degenerates into:

U∗ = UTG,

which is the matrix form of [14.10]. Another particular case of interest is when T0 = T
then [14.11] reads:

A∗ = G−1ATG. [14.12]

We verify that:

Tr(A∗) = Tr(A).

The linear map is self-adjoint (respectively, anti-self-adjoint) if:

A = A∗ (resp. A = −A∗).

An orthogonal basis is a basis for which Gram’s matrix is diagonal. The number p
(respectively, q = p− n) of positive (respectively, negative) elements of the diagonal
does not depend on the choice of the orthogonal basis. The couple (p, q) is called the
signature of the metric. An orthonormal basis is a basis for which the diagonal form
Δ of Gram’s matrix is compound of p elements equal to +1 and q elements equal to
−1 , the other ones vanishing. The set O(p, q) of the transformation matrices P such
that:

PTΔP = Δ,

is a subgroup of GL(n). The set of E(p, q) of the affine transformations a = (C,P )
where P ∈ O(p, q) is a subgroup of Aff(n). Considering the E(p, q)-frames f as
being the frames of which the linear part S = lin(f) is orthonormal, we define the
E(p, q)-tensors.

If the metric is positive (p = n), O(p, q) (respectively, E(p, q)) is simply denoted
by O(n) (respectively, E(n)), which allows us to recover as particular case the



Mathematical Tools 295

definition of Euclidean tensors. Therefore, in an orthonormal basis, Gram’s matrix is
the identity of Rn, which can read Gij = δij where the components of the identity
matrix are denoted by Kronecker’s covariant symbols δij , hence U i and Ui have the
same value.

14.3. Vector analysis

14.3.1. Divergence

Let A be a square matrix field such that def(A) ⊂ Rn, val(A) ⊂ Mnn. The
divergence of A is the field div A ∈ (Rn)∗ of n-rows such that for every uniform
vector field k(x) = Cte ∈ Rn:

(div A) k = div (Ak). [14.13]

Choosing k as the key-columns, we deduce:

div (A1, · · · , An) = (div A1, · · · , div An). [14.14]

For any scalar field λ, any vector fields u, v ∈ Rn and any square matrix field
A ∈Mnn, it holds:

div (Av) = (div A) v + Tr

(
A

∂v

∂x

)
, [14.15]

div (λA) = λ div A+
∂λ

∂x
A, [14.16]

div (uvT ) = (div u) vT + uT grad v [14.17]

div

(
∂v

∂x

)
=

∂

∂x
(div v). [14.18]

For any open domain V of Rn with suitable regularity assumptions and any C1

vector field v and square matrix field A, we have Green formulae (or divergence
formulae):∫

V
div v dV =

∫
∂V

nT v dS, [14.19]∫
V
div AdV =

∫
∂V

nTAdS, [14.20]

the column n representing the unit normal vector to ∂V , pointing away from V .
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The definition [14.13] of the divergence of a square matrix can be easily
generalized to matrices of arbitrary dimensions. Let A be a matrix field such that
def(A) ⊂ Rn, val(A) ⊂ Mnp. The divergence of A is the field div A ∈ (Rp)∗ of
p-rows such that for every uniform vector field k(x) = Cte ∈ Rp:

(div A) k = div (Ak).

Choosing k as the key-columns, we deduce:

div (A1, · · · , Ap) = (div A1, · · · , div Ap). [14.21]

For any vector field v ∈ Rp, and any matrix field A ∈Mnp, it holds:

div (Av) = (div A) v + Tr

(
A

∂v

∂x

)
, [14.22]

14.3.2. Laplacian

The laplacian of a scalar field is the scalar field:

�λ = div (grad λ).

Let v be a vector field, such that val(v), def(v) ⊂ Rn. Its laplacian is the vector
field:

�v = (div (grad v))T . [14.23]

14.3.3. Vector analysis in R3 and curl

For any matrix field x �−→ A(x) ∈ M33 of class C1, we call curl of A the matrix
field x �−→ curl A(x) ∈Mnn such that for any dx, δx:

(δx)T dA− (dx)T δA = (dx× δx)T curl A, [14.24]

where dA (respectively, δA) is the infinitesimal variation of A resulting from dx
(respectively, δx). Alternatively, curl A is the matrix field such that for any uniform
column field k(x) = Cte, it holds:

curl (Ak) = (curl A) k.
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Choosing k as the key-columns, we deduce:

curl (A1, A2, A3) = (curl A1, curl A2, curl A3). [14.25]

For any vector field x �−→ v(x) ∈ R3 and any matrix field x �−→ A(x) ∈ M33,
we have:

curl (j(v)) =
∂v

∂x
− (div v) 1R3 , [14.26]

curl

(
∂v

∂x

)
=

∂

∂x
(curl v), [14.27]

curl (grad v) = 0, [14.28]

Tr (curl A) = div (j−1(A−AT )). [14.29]

14.4. Derivative with respect to a matrix

Let f : Mnp → R : M �→ f(M) be a scalar valued matrix function of class C1.
Its derivative is a p× n matrix ∂f/∂M defined by:

df = Tr

(
∂f

∂M
dM

)
= Tr

(
dM

∂f

∂M

)
. [14.30]

For instance:

∂

∂M
(det(M)) = adj(M). [14.31]

If M is regular, Cramer’s rule [7.8] gives:

∂

∂M
(det(M)) = det(M)M−1. [14.32]

Also, differentiating [7.7] gives:

d(M−1) = −M−1dM M−1. [14.33]

14.5. Tensor analysis

14.5.1. Differential manifold

A manifold is an object which, locally, just looks like an open subset of Euclidean
space, but of which global topology can be quite different. Although many manifolds
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are realized as subsets of Euclidean spaces, the general definition is worth reviewing.
More precisely, a manifold M of dimension n and class Cp is a topological space
equipped with a collection of regular maps φ called coordinate charts of which
(Figure 14.1):

– the definition sets are connected open subsets of Rn,

– the value sets are open subsets ofM covering it,

– the composite overlap maps h = φ−1 ◦ φ′, called coordinate changes, are of
class Cp.

Figure 14.1. coordinate charts of a manifold

This allows us to define onM local coordinate systems:

X = φ−1(X) =

⎛⎜⎜⎜⎝
X1

X2

...
Xn

⎞⎟⎟⎟⎠ ∈ Rn.

One often expands the collection of coordinate charts to include all possible
compatible charts (in the sense that the coordinate changes X = h(X ′) are of class
Cp), the resulting maximal collection defining an atlas on the manifold M. In
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practice, it is convenient to omit explicit reference to the coordinate map and to
identify the points X with their local coordinate expressions X . Nevertheless,
objects living on manifolds must be defined intrinsically, independent of any choice
of local coordinates. Consequently, manifolds are suitable tools to develop a
coordinate-free approach to the study of their intrinsic geometry.

The basic examples of manifolds are obviously Rn or any open subset thereof,
which are covered by a single chart. Another example is provided by the unit sphere
Sn−1 = {X ∈ Rn s.t. ‖ X ‖= 1}, which is a manifold of dimension (n − 1).
It can be covered by two coordinate charts, obtained by omitting the north and south
poles respectively. The local coordinates are provided by a stereographic projection to
Rn−1. Alternatively, we can use spherical coordinates on Sn−1 which are valid away
from the poles. A submanifold of M is a subset which, equipped with the topology
induced by the one of M, is a manifold in its own right. The simplest examples of
submanifolds are curves (of dimension 1) and surfaces (of dimension 2).

A tangent vector toM at a point X0 ∈M is geometrically defined by the tangent
to a parameterized curve λ �→X = γ(λ) passing through X0 = γ(0). In a coordinate
chart φ, the curve is represented by γφ = φ−1 ◦ γ. We say that two curves γ and γ̄ are
in first order contact at X0 if

V = Dγφ(0) = Dγ̄φ(0) ∈ Rn.

This equivalence relation does not depend on the choice of the coordinate chart
and defines an equivalence class denoted [γ]. As the map
Sφ(X0) : V = Dγφ(0) �→ [γ] is regular, the set of equivalence classes is, by
structure transport, a vector space of dimension n called the tangent space to M at
X0 and is denoted TX0M. Its elements are called tangent vectors at X0. Hence
Sφ(X0) is a basis of the tangent space associated to the coordinate chart φ. The
assigment X �→ Sφ(X) defined on the definition set of φ is called a natural frame.
In contrast, an assignment of arbitrary basis which are not related to a coordinate
systems is called a moving frame. If φ′ is another coordinate chart, differentiating
γφ = h ◦ γφ′ with the chain rule provides the transformation law [7.24] of vectors
with:

P =
∂h

∂X ′ (X
′
0),

that is often simply denoted ∂X/∂X ′.

The set of linear forms on the tangent space is called the cotangent space and is
denoted T ∗

X0
M. The tangent space equipped with a structure of affine space is called

the affine tangent space and is denoted ATX0M. Its elements are called tangent points
at X0. The set of affine forms on the affine tangent space is denoted A∗TX0M. Of
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course, if the manifold M is a vector space (respectively an affine space), it can be
identified with the tangent space (respectively affine tangent space) at any of its points.

LetM andM be manifolds of respective dimensions n and n′. A map F :M→
M′ is of class Cp if for any coordinate charts φ of M and φ′ of M′, the map F =
φ′−1 ◦ F ◦ φ is of class Cp. The tangent map to F at X ∈M is the linear map:

∂F

∂X
: TXM→ TF (X)M′,

represented in the basis Sφ and Sφ′ by the n′ × n matrix:

∂F

∂X
(X) = S−1

φ′ ◦
∂F

∂X
◦ Sφ.

Let T be a field of p-covariant tensors on M′. Its pull-back by F is the field of
p-covariant tensor F ∗T onM defined by:

(F ∗T )(X)(
−−→
d1X,

−−→
d2X, · · · ,−−→dpX) = T (F (X))

(
∂F

∂X

−−→
d1X,

∂F

∂X

−−→
d2X, · · · , ∂F

∂X

−−→
dpX

)
.

14.5.2. Covariant differential of linear tensors

Let M be a manifold of dimension n and class C2. We call (linear) covariant
differential at X ∈M a map ∇ such that:

– if X �→ �T (X) is a tangent vector field and
−→
dX is a tangent vector at X ,∇−→

dX
�T

is a tangent vector at X;

– φ being a coordinate chart such that X = φ(X), there exists a linear map dX �→
Γ(dX) ∈Mnn such that:

∇−→
dX

�T = Sφ∇dXT with ∇dXT = dT + Γ(dX)T. [14.34]

Covariant differentials are also called connections. The covariant differential being
given by Γ′ in another coordinate chart φ′ such that X = φ′(X ′), this entails:

Γ′(dX ′) = P−1(Γ(P dX ′)P + dP ), [14.35]

with P = ∂X/∂X ′. By convention, the covariant differential of a scalar field is its
usual one. The covariant differential is additive:

∇−→
dX

( �T1 + �T2) = ∇−→
dX

�T1 +∇−→
dX

�T2,
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and, X �→ λ(X) being a scalar field:

∇−→
dX

(λ �T ) = dλ �T + λ∇−→
dX

�T .

When moving from X to the neighbour point X +
−→
dX , the infinitesimal motion

of vectors �eα of the basis Sφ is given by:

∇−→
dX

�eα = Sφ∇dXeα = Sφ(Γα(dX)) = Γβ
α�eβ . [14.36]

As Γ and dT , ∇dXT is linear with respect to dX . Hence there exists a field ∇ �T
of mixed 1-covariant and 1-contravariant tensors such that:

∇−→
dX

�T = (∇ �T ) · −→dX,

and represented in the basis Sφ by the matrix:

∇T =
∂T

∂X
+ Γ(T ). [14.37]

As Γ linearly depends on dX , we introduce Christoffel’s symbols Γα
μβ such that:

Γα
β(dX) = Γα

μβ dX
μ. [14.38]

A covariant differential is symmetric if:

∀dX ′, δX ′, Γ(dX ′) δX ′ − Γ(δX ′) dX ′ = 0,

or, equivalently:

Γα
μβ = Γα

βμ. [14.39]

In the following, the considered covariant differential are assumed symmetric.
Putting:

∇ �T = ∇βT
α �eα ⊗ eβ ,

one has:

∇βT
α =

∂Tα

∂Xβ
+ Γα

μβT
μ.
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The covariant divergence of the vector field T is the scalar field obtained by
contraction:

Div �T = Tr(∇ �T ) = ∇αT
α =

∂Tα

∂Xα
+ Γα

μαT
μ. [14.40]

The extension of the covariant differential to tensors of higher order is
straightforward thanks to the rule:

∇−→
dX

(T ⊗ T ′) = ∇−→
dX

T ⊗ T ′ + T ⊗∇−→
dX

T ′,

and by contraction:

∇−→
dX

(T · T ′) = (∇−→
dX

T ) · T ′ + T · (∇−→
dX

T ′). [14.41]

For instance, the covariant differential of a 2-contravariant tensor T = Tαβ �eα ⊗
�eβ results from the infinitesimal variation of its components and of the infinitesimal
motion of basis vectors when moving from X to the neighbour point X +

−→
dX:

∇−→
dX

T = dTαβ �eα ⊗ �eβ + Tαβ ∇−→
dX

�eα ⊗ �eβ + Tαβ �eα ⊗∇−→
dX

�eβ ,

∇−→
dX

T = dTαβ �eα ⊗ �e+ TαβΓμ
α �eμ ⊗ �eβ + TαβΓμ

β �eα ⊗ �eμ,

and, by renaming the dummy indices, we have:

∇−→
dX

T = ∇dXTαβ �eα ⊗ �eβ with ∇dXTαβ = dTαβ + Γα
μT

μβ + TαμΓβ
μ,

or in a matrix form:

∇dXT = dT + Γ(dX)T + T (Γ(dX))T .

if X �→ Φ(X) is a linear form field and φ is a coordinate chart such that X =
φ(X), ∇−→

dX
Φ is a linear form at X such that:

∇−→
dX

Φ = (∇dXΦ)S−1
φ with ∇dXΦ = dΦ− ΦΓ(dX).

The reason of this definition is to be consistent with the rule [14.41] because the
contracted product of a linear form and a vector is a scalar field then its covariant
differential is the usual one:

(∇dXΦ)V +Φ(∇dXV ) = ∇dX(ΦV ) = d (ΦV ).
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When moving from X to the neighbour point X +
−→
dX , the infinitesimal motion

of covectors eα of the cobasis S−1
φ is given by:

∇−→
dX

eα = (∇dXeα)S−1
φ = −(Γα(dX))S−1

φ = −Γα
βe

β . [14.42]

A Riemannian metric on a manifoldM is a field X �→ G(X) of covariant metric
tensor on the tangent spaces. A manifold equipped with a Riemannian metric is
called a Riemannian manifold. On a Riemannian manifold, there exists one and only
one symmetric covariant differential such that the covariant differential of the metric
vanishes. It is called Levi-Civita covariant differential or connection. Indeed the latter
condition reads in any coordinate system:

∇dXGαβ = dGαβ − Γμ
αGμβ −GαμΓ

μ
β = 0, [14.43]

or, considering the components of these differentials:

∂Gαβ

∂Xρ
= Γμ

ραGμβ +GαμΓ
μ
ρβ .

Writing the equations deduced from this latter relation by circular permutation of
indices, it holds, owing to [14.39] and the symmetry of the metric tensor:

[ρα, β] = Γμ
ραGμβ ,

where we put:

[ρα, β] =
1

2

(
∂Gαβ

∂Xρ
+

∂Gβρ

∂Xα
− ∂Gρα

∂Xβ

)
. [14.44]

As Gram’s matrix is regular, we obtain:

Γμ
αβ = Gμρ [αβ, ρ] . [14.45]

14.5.3. Covariant differential of affine tensors

The previous tensor analysis can be generalized to the affine tensors. An (affine)
covariant differential at X ∈M is a map ∇̃ such that:

– if X �→ a(X) is a tangent point field and
−→
dX is a tangent vector at X , ∇̃−→

dX
a

is a tangent vector at X;
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– V being the components of a in an affine frame fφ of which the basis Sφ is
its linear part, there exist a linear covariant differential ∇ and a linear map dX �→
ΓA(dX) ∈ Rn such that:

∇̃−→
dX

a = Sφ∇̃dXV with ∇̃dXV = ∇dXV + ΓA(dX).

The covariant differential being given by Γ′ and Γ′
A in another affine frame fφ′

obtained from fφ through the affine transformation a = (C,P ), this entails (14.35)
and:

Γ′
A(dX

′) = P−1(ΓA(P dX ′) + dC + Γ(P dX ′)C). [14.46]

Considering only linear transformations a = (0, P ) and taking into account the
linearity of the map ΓA, one has:

Γ′
A = P−1ΓAP,

Hence, there exists a mixed 1-covariant and 1-contravariant tensor field A
represented in Sφ by the matrix A = ΓA. Next we can deduce the general expression
of ΓA in any other affine frame obtained through an affine transformation a = (C,P )
thanks to its transformation law [14.46] which reads by inversion:

ΓA(dX) = P Γ′
A(dX

′)− (dC + Γ(dX)C) = P A′ dX ′ − (dC + Γ(dX)C),

or, in short:

ΓA(dX) = AdX −∇dXC. [14.47]

To be consistent, the symbol ∇̃ is identified to ∇ when applied to a linear tensor.
Moreover, the covariant differential is compatible with the action of the tangent
vectors onto the tangent points, according to:

∇̃−→
dX

(a+ �U) = ∇̃−→
dX

a+∇−→
dX

�U ,

or, equivalently:

∇̃−→
dX

a′ = ∇̃−→
dX

a+∇−→
dX

−−→
aa′.

The components of the origin a0 of the frame fφ vanishing, its infinitesimal motion
when moving from X to the neighbour point X +

−→
dX is given by:

∇̃−→
dX

a0 = SφΓA(dX) = Γα
A(dX)�eα. [14.48]
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Hence, the covariant differential of any tangent point field is:

∇̃−→
dX

a = ∇̃−→
dX

(a0 + V α�eα) = ∇̃−→
dX

a0 + dV α�eα + V α∇̃−→
dX

�eα,

that leads to:

∇̃−→
dX

a = ∇̃dX V α�eα, with ∇̃dX V α = ∇dX V α + Γα
A(dX).

There exists a field ∇̃a of mixed 1-covariant and 1-contravariant tensors such that:

∇̃−→
dX

�a = (∇̃a) · −→dX,

As ΓA linearly depends on dX , we introduce, by analogy with Christoffel’s
symbols–new symbols Γα

Aβ such that:

Γα
A(dX) = Γα

Aβ dX
β . [14.49]

Thus one obtains:

∇̃a = ∇̃βV
α �eα ⊗ eβ with ∇̃βV

α = ∇βV
α + Γα

Aβ ,

where, according to [14.47]:

Γα
Aβ = Aα

β −∇βC
α. [14.50]

The covariant divergence of the point field a is scalar field:

D̃iv a = Tr(∇̃a) = ∇̃αV
α = ∇αV

α + Γα
Aα.

The generalization of the covariant differential to affine tensors of higher order
results from the rule:

∇̃−→
dX

(T ⊗ T ′) = ∇̃−→
dX

T ⊗ T ′ + T ⊗ ∇̃−→
dX

T ′. [14.51]
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15

Affine Structure on a Manifold

15.1. Introduction

One of the cornerstone concepts of differential geometry is the tangent space. Its
modern definition leads to equip it with a structure of linear space by transport of the
corresponding one on Rn. Of course, it could also be equipped with the associated
canonical structure of affine space, but this approach is purely algebraic and does not
reveal the underlying differential structure on the manifold. It is this issue that we
would like to highlight here.

The ordinary structure of differential manifolds, is based on stating an atlas of
charts (or systems of coordinates) to which the tangent vector space is closely
connected. Through this atlas of chart, the manifold is locally perceived as a linear
space. The main features of this construction are well known but it seemed to us
useful recalling some details of the reasoning, in particular the method of structure
transport [BOU 70]. In section 15.2, we emphasize the method of transporting the
structure of linear space. In section 15.3, we show that the underlying differential
structure induced by an atlas of charts on the manifold allows equipping the tangent
space of a linear space structure due to the linear transport method of the previous
section.

This approach is scaled-down and we could enrich it by enhancing the concept of
chart. Our starting point arises from É. Cartan’s observation explained in his famous
thesis of 1923–1924 about the manifolds with affine connections [CAR 23],
[CAR 24]: “The affine space at point m could be seen as the manifold itself that
would be perceived in an affine manner by an observer located at m”. It is this
viewpoint that we hope to develop. In section 15.4, the transport method is presented
for affine spaces. In section 15.5, we equip the manifold with a differential structure
finer than the previous one, due to a set of one parameter smooth families of charts,
called a film library. Next, the tangent space is endowed with an affine space
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structure by transport. In section 15.6, we show how the fields of points of the affine
tangent space can be viewed as differential operators on the scalar fields. We recover
the concept of particle derivative, usual in the mechanics of continua.

15.2. Endowing the structure of linear space by transport

Linear frame. Let T be a real linear space of dimension n and (�eα)1�α�n be a
linear frame (or basis) of T . Then, any vector �v ∈ T can be expressed as:

�v =
n∑

α=1

V α�eα,

where V α ∈ Rn. This decomposition is unique. In other words, the correspondence
between �v ∈ T and the n-column V is one-to-one. This defines a one-to-one linear
map S : Rn → T : V �→ �v = S (V ). We say it is a linear frame [SOU 08].
Conversely, let S be a given linear frame and (eα)1�α�n be the canonical linear frame
of Rn of which the elements are the key-columns. Thus, the set of vectors �eα =
S (eα), with α = 1, . . . , n, is a linear frame of T .

Linear transport. We define a linear transport from a linear space T0 over a field
K into a set T as a set S of one-to-one maps S from T0 into T such that for any
S, S′ ∈ S , the map P = S−1 ◦ S′ from T0 into itself is linear.

THEOREM 15.1.– Let T be a set and T0 be a linear space over a field K. If S is a linear
transport from T0 into T , then T is endowed with a unique structure of linear space
for which the maps S ∈ S are linear. For this structure, the vector addition is:

∀�u, �v ∈ T , �u+ �v = S (S−1(�u) + S−1(�v)), [15.1]

and the scalar multiplication is:

∀λ ∈ K, ∀�u ∈ T , λ �u = S (λS−1(�u)). [15.2]

The definitions of these operations are independent of the choice of S.

If K = R and T0 = Rn, equipped with its canonical structure of linear space, any
S ∈ S is a linear frame.

PROOF.–

For the map S ∈ S being linear, its inverse S−1 must be linear, hence we need:

∀�u, �v ∈ T , S−1(�u+ �v) = S−1(�u) + S−1(�v),

∀λ ∈ K, ∀�u ∈ T , S−1(λ�u) = λS−1(�u).
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This allows defining the vector addition by [15.1] and the scalar multiplication by
[15.2].

As composition of one-to-one maps, any P = S−1 ◦ S′ is one-to-one and S′ =
S ◦ P , thus: S′−1 = P−1 ◦ S−1. Let us prove the definition of the sum vector is
independent of the choice of S:

S′−1(�u) + S′−1(�v) = P−1(S−1(�u)) + P−1(S−1(�v)).

Because P is a linear map:

S′−1(�u) + S′−1(�v) = P−1(S−1(�u) + S−1(�v)).

Then, it holds:

S′(S′−1(�u) + S′−1(�v)) = S (P (P−1(S−1(�u) + S−1(�v)))) = S(S−1(�u) + S−1(�v)),

that proves the independence of the definition [15.1] with respect to the choice of S.
The demonstration of [15.2] is similar.

Moreover, it is easy to verify that the zero vector of T is S (0) and the opposite of
�u ∈ T is S (−S−1(�u)). The verification of the axioms of the linear space structure
is straightforward. If K = R and T0 = Rn, any S ∈ S is a linear frame because it is
one-to-one and linear. �

COMMENT.– the structure of linear space of T could be defined due to a unique
one-to-one map S. The idea to introduce a set S of transport maps is motivated by the
fact that in the next section, all the maps S are simultaneously constructed. Theorem
15.1 states the conditions ensuring that any map S equips the set T with the same
linear space structure.

15.3. Construction of the linear tangent space

Differential structure. A differential manifold M of dimension n is a topological
space with some additional differential structure. A chart is a homomorphism from
an open subset Vφ of Rn into M. Its value set Uφ is called the domain of φ. In other
words, it is a one-to-one continuous map φ : Vφ → Uφ : x �→ m = φ (x) and
the inverse map φ−1 is continuous from Uφ into Vφ. If m ∈ Uφ, we call it a chart
around m. Let φ and φ′ be two charts with overlapping domains. The homomorphism
h = φ−1 ◦ φ′ from φ′−1(Uφ ∩Uφ′) into φ−1(Uφ ∩Uφ′) is called a transition function
or a coordinate change and the charts are said to be compatible. Thus, for any m ∈
Uφ ∩ Uφ′ , P = Dh (x′), where x′ = φ′−1(m), is a one-to-one linear map from Rn

into itself. An atlas A is a maximal set of compatible charts φ : Vφ → Rn whose
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domains cover M. For k = 1, 2, . . . ,+∞, if the transition functions are of class Ck,
the atlas defines a Ck differential structure andM is of class Ck.

Local expression of paths through charts. Let m0 ∈M and Λ be an open interval
of R containing zero, γ : Λ →M : λ �→ m = γ(λ) be a map of class C1 such that
γ (0) = m0, defining a smooth path passing through m0. If φ is a chart around m0,
the map γφ = φ−1 ◦ γ : Λ → Rn, suitably restricted, is the local expression of the
path γ with respect to the chart φ. Let φ′ be another chart around m0 and γφ′ be its
local expression with respect to the chart φ′. Then:

γφ = φ−1 ◦ γ = (φ−1 ◦ φ′) ◦ (φ′−1 ◦ γ) = h ◦ γφ′ .

Hence, it holds that:

Dγφ(0) = (Dh (x′
0)) ◦ (Dγφ′(0)), [15.3]

with x′
0 = φ′−1(m0). In this relation, Dh (x′

0) is a linear map from Rn into itself (in
other words, a n × n matrix ) while Dγφ(0) and Dγφ′(0) are linear maps from R

into Rn and can be identified to vectors of Rn. In the following, we will conserve the
notation ◦ of the composition product although, through this identification, we could
remove it in matrix calculus style.

First-order contact. For i = 1, 2, let γi : Λi → M be two smooth paths passing
through m0. We say these paths are in first-order contact at m0 if for a chart φ around
m0:

Dγ1,φ (0) = Dγ2,φ (0), [15.4]

where γi,φ = φ−1 ◦ γi. This definition does not depend on the choice of the chart,
owing to [15.3] and because the map Dh (x′

0) is one-to-one. First-order contact is
an equivalence relation that we denote by γ1 ∼ γ2. Let T be the set of equivalence
classes [γ] modulo first-order contact.

Structure transport. Let us arbitrarily choose a chart φ. For any V ∈ Rn, let γV be
the path defined by:

γV (λ) = φ (φ−1(m0) + λV ).

Then, to each chart γ around m0, we can associate:

Sφ(V ) = [γV ] ,
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which defines a map Sφ : Rn → T . Of course:

V = D (φ−1 ◦ γV ) (0).

Conversely, because of [15.4], V = D (φ−1 ◦γ) (0) does not depend on the choice
of the path γ inside the equivalence class [γ]. This defines the inverse mapping S−1

φ

by:

V = S−1
φ ( [γ] ) = D (φ−1 ◦ γ) (0) = Dγφ(0). [15.5]

Thus, the map Sφ is one-to-one. Moreover, let γ be a smooth path passing through
m0 and V = Dγφ (0) (respectively, V ′ = Dγφ′(0)) be its local expression with
respect to the chart φ (respectively, φ′). Owing to [15.3] and [15.5], we have:

S−1
φ ( [γ] ) = Dh (x′

0) ◦ S−1
φ′ ( [γ] ).

This entails:

P = S−1
φ ◦ Sφ′ = Dh (x′

0),

which is a one-to-one linear map from Rn into itself. In other words, the collection
(Sφ)φ∈A of maps indexed by the charts of the atlas is a linear transport from Rn into
T . Then, owing to theorem 15.1, the set T is endowed with a structure of linear space.
It is called the linear tangent space toM at m0 and is denoted by Tm0

M. Its elements
are called tangent vectors.

15.4. Endowing the structure of affine space by transport

Affine space. Let T be a linear space over a field K. An affine space AT modeled
on T is a set with a free and transitive action of T , viewed as an abelian group with
respect to the addition:

T ×AT → AT : (�u, q) �→ p = q + �u.

As the group T is abelian, the action is both right and left. We write AT = A (T )
and T = L (AT ). The elements of AT are called points. The unique vector �u such
that p = q + �u is denoted by �u = p− q. Of course, every linear space is canonically
an affine space modeled on itself with the action:

T × T → T : (�u, �v) �→ �w = �v + �u.

If T is of finite dimension n, we say that AT has the same dimension.
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Affine frame. Let (q,p1, . . . ,pn) be a set of (n+ 1) points of an affine space AT
of finite dimension n such that the set of the vectors �eα = pα − q is a linear frame.
We say that (q, (�eα)) is an affine frame of AT of origin q. For any p ∈ AT , the
decomposition:

p = q +

n∑
α=1

V α�eα,

is unique. We call V α the components of p. In other words, the correspondence
between p ∈ AT and the column V collecting the components V α is one-to-one.
This defines a one-to-one affine map f : Rn → AT : V �→ p = f (V ). We say it is
an affine frame. Conversely, let f be a given affine frame. It defines an affine frame
by:

q = f (0), pα = f (eα), �eα = f (eα)− q.

Affine transport. We define an affine transport from an affine space A (T0) modeled
on a linear space T0 over a field K into a set AT as a set F of one-to-one maps f from
A (T0) into AT such that:

1) there is a map lin : f �→ Sf = lin (f) from F into a linear transport S from
T0 into a set T ;

2) for any f, f ′ ∈ F , the map a = f−1 ◦ f ′ from A (T0) into itself is affine and
P = S−1

f ◦ Sf ′ is its linear part.

THEOREM 15.2.– Let AT be a set and T0 be a linear space over a field K. If F is an
affine transport from A (T0) into AT and S is its linear part, then AT is endowed with
a unique structure of affine space for which any map f ∈ F is affine and Sf = lin (f)
is its linear part. This structure is defined by the action:

∀q ∈ AT , ∀�u ∈ T , q + �u = f (f−1(q) + S−1
f (�u)), [15.6]

The definition of this action does not depend on the choice of f .

If K = R and T0 = Rn, any f ∈ F is an affine frame.

PROOF.– For the map f ∈ F being affine and Sf its linear part, its inverse f−1 must
be affine and S−1

f its linear part, hence we need:

f−1(q + �u) = f−1(q) + S−1
f (�u).

This allows defining the action by [15.6].
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Let q ∈ AT and �u, �v ∈ T . Let us verify that [15.6] defines a right action:

(q + �u) + �v = f (f−1(q + �u) + S−1
f (�u)) = f ((f−1(q) + S−1

f (�u)) + S−1
f (�v)).

As the action of T0 onto A (T0) is a right action, we have:

(q + �u) + �v = f (f−1(q) + (S−1
f (�u) + S−1

f (�u))).

Owing to theorem 15.1 and S being a linear transport, T is a linear space and Sf

is a linear map. Thus, it holds:

(q + �u) + �v = f (f−1(q) + S−1
f (�u+ �v)) = q + (�u+ �v).

Moreover, it holds:

q + �0 = f (f−1(q) + S−1
f (�0)) = f (f−1(q) + 0) = f (f−1(q)) = q.

Let us verify that the action is transitive. If p, q ∈ AT , then f−1(p), f−1(q) ∈
A (T0). As the action of T0 onto A (T0) is transitive, thus there exists x ∈ T0 such that:

f−1(p) = f−1(q) + x.

Putting: �u = Sf (x), we have:

f−1(p) = f−1(q) + S−1
f (�u).

Thus, there exists �u ∈ T such that:

p = f (f−1(q) + S−1
f (�u)) = q + �u.

Let us verify that the action is free. Let q ∈ AT and �u, �v ∈ T such that: q + �u =
q + �v. Thus:

f (f−1(q) + S−1
f (�u)) = f (f−1(q) + S−1

f (�v)).

As f is one-to-one, we have:

f−1(q) + S−1
f (�u) = f−1(q) + S−1

f (�v).

As the action of T0 onto A (T0) is free, it holds:

S−1
f (�u) = S−1

f (�v).
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Because S−1
f is one-to-one, �u = �v. Thus, we proved that [15.6] defines a transitive

and free action of the linear space T onto AT . In other words, AT is an affine space
modeled on T .

As composition of one-to-one maps, any a = f−1◦f ′ is one-to-one and f ′ = f ◦a,
thus: f ′−1 = a−1◦f−1. Let us prove the definition [15.6] is independent of the choice
of f :

f ′−1
(q) + S′−1

f (�u)) = a−1(f−1(q)) + P−1(S−1
f (�u)).

Because a−1 is an affine map and P−1 is its linear part:

f ′−1
(q) + S′−1

f (�u)) = a−1(f−1(q) + S−1
f (�u)).

Then, it holds:

f ′(f ′−1
(q) + S′−1

f (�u)) = f(a (a−1(f−1(q) + S−1
f (�u)))) = f(f−1(q) + S−1

f (�u)),

that proves the independence of the definition [15.6] with respect to the choice of f .

If K = R and T0 = Rn, any f ∈ F is an affine frame because it is affine and
one-to-one. �

REMARK.– As for any affine map f ∈ F , Sf = lin (f) is its linear part, we say the
transport S = lin (F) is the linear part of F .

15.5. Construction of the affine tangent space

Film. Let M be a topological space. We call film a one parameter smooth family
φ of charts. More precisely, let Λ be an open interval of R containing zero and V be
an open subset of Rn. The map:

φ : Λ× V →M : (λ, x) �→m = φ (λ, x),

is continuous and for any λ ∈ Λ, the map φλ(•) = φ (λ, •) is a homeomorphism.
Thus, φλ is a chart. If m ∈ Uφ0 , we say that φ is a film around m. We call film library
a set L of films φ such that:

1) for all λ ∈ Λ, the charts φλ coverM;

2) the set L contains the motionless films φ for which:
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∀λ ∈ Λ, ∀x ∈ V, φλ(x) = φ0(x).

If for all λ ∈ Λ the transition functions between the charts φλ are of class Ck and
for all x ∈ Vφ, the maps φ (• , x) are of class Ck, we say the film library defines a Ck

affine differential structure. Of course, the sublibrary of motionless films can be
identified to the atlas A of the charts φ0. In this sense, the underlying affine
differential structure on a manifold is finer than the usual one. We propose to say that
a set endowed with such a structure is an affine differential manifold.

Local expression of paths through films. Let m0 ∈ M and γ : Λ →M be a path
of class C1 passing through m0. If φ is a film around m0, the map γφ : Λ → Rn :
λ �→ x = (φ−1

λ ◦ γ) (λ), suitably restricted, is the local expression of the path γ with
respect to the film φ. Let φ′ be another film around m0. Let γφ′ : Λ→ Rn : λ �→ x =

(φ′−1
λ ◦γ) (λ) be the local expression of γ with respect to the film φ′. For convenience,

we introduce the one parameter family of transition functions, suitably restricted and
defined by:

H (λ, x′) = (φ−1
λ ◦ φ′

λ) (x
′).

Then, we have:

γφ(λ) = (φ−1
λ ◦ γ) (λ) = ((φ−1

λ ◦ φ′
λ) ((φ

′−1
λ ◦ γ)) (λ)) = H (λ, γφ′(λ)).

Hence, it holds that:

Dγφ(0) = (DH (0, •) (x′
0)) ◦ (Dγφ′(0)) +DH (• , x′

0) (0), [15.7]

with x′
0 = φ′−1

0 (m0) = γφ′(0). The essential point to underline is that Dγφ(0) is an
affine function of Dγφ′(0) through [15.7], while it was a linear function in [15.3].

First-order affine contact. For i = 1, 2 let γi : Λi → M be two smooth paths
passing through m0. We say these paths are in first-order affine contact at m0 if:

Dγ1,φ (0) = Dγ2,φ (0). [15.8]

where: γi,φ(λ) = (φ−1
λ ◦ γi) (λ). This definition does not depend on the choice of the

film, owing to [15.7] and because the map DH (0, •) (x′
0) is one-to-one. First-order

affine contact is an equivalence relation that we denote by γ1 ≈ γ2. Let AT be the set
of equivalence classes [[γ]] modulo first-order affine contact.

It is emphasized that γ1 ≈ γ2 whenever [15.8] is fulfilled for one given film. Since
motionless films are identified to charts, γ1 ≈ γ2 entails γ1 ∼ γ2 and conversely.
Hence, the set AT of equivalence classes [[γ]] modulo first-order affine contact is
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identical to the set T of equivalence classes [γ] modulo first-order contact, but it is
worthwhile to distinguish these two equivalence relations because each of them leads
to define different algebraic structures on this set.

Structure transport. For any V ∈ Rn, let γV be the path defined by:

γV (λ) = φλ (φ
−1
0 (m0) + λV ).

Then, to each film φ around m0, we can define the map fφ : Rn �→ AT by:

fφ(V ) = [[γV ]] ,

We can easily check:

V = D (φ−1
λ ◦ γV ) (0).

Conversely, because of [15.8], V = Dγφ(0) does not depend on the choice of γ
inside the equivalence class [[γ]]. This defines the inverse mapping f−1

φ by:

V = f−1
φ ( [[γ]] ) = Dγφ(0). [15.9]

Thus, the map fφ is one-to-one. Moreover, let γ be a smooth path passing through
m0 and V = Dγφ(0) (respectively, V ′ = Dγφ′(0)) be its local expression with
respect to the film φ (respectively, φ′). Owing to [15.7] and [15.9], we have:

f−1
φ ( [[γ]] ) = (DH (0, •) (x′

0)) ◦ (f−1
φ′ ( [[γ]] )) +DH (• , x′

0) (0).

This entails:

a (V ′) = (f−1
φ ◦ fφ′) (V ′) = P V ′ + C, [15.10]

with P = DH (0, •) (x′
0) and C = DH (• , x′

0) (0). Thus, a = f−1
φ ◦ fφ′ is a one-

to-one affine map from A (Rn) into itself. Moreover, its linear part is P = Dh0 (x
′
0)

where h0 = φ−1
0 ◦ φ′

0 is a transition function, then P = S−1
φ0
◦ Sφ′

0
, which suggests,

with the notations of section 15.3, to define the map lin (fφ) = Sφ0 . In other words,
the collection (fφ)φ∈L of maps indexed by the films of the library is an affine transport
from A (Rn) into AT . Its linear part is the linear transport from Rn into Tm0M
defined in section 15.3.

Then, owing to theorem 15.2, the set AT is endowed with a structure of affine
space modeled on the linear tangent space Tm0M. The set AT of the equivalence
classes modulo first-order affine contact is called the affine tangent space toM at m0

and is denoted by ATm0M. We say its elements are tangent points or more simply
points. According to the terminology of section 15.4, the elements V α of the column
V = Dγφ(0) are called the components of M = [[γ]] in the film φ.
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15.6. Particle derivative and affine functions

Scalar fields. Let M be an affine differential manifold. Any map g : M �→ R

of class Ck is called a scalar field. The restriction of g to a path γ is the composed
map g ◦ γ. Its local expression with respect to a film φ is given by a family of maps
gφ = g ◦ φλ. With the notations of the previous section, we have:

g ◦ γ = gφ ◦ γφ.

For convenience, we use the following notation:

ḡφ(λ, x) = g (φλ(x)).

Point fields as differential operators. Any map m �→ M ∈ ATmM of class Ck

onM is called a point field. For m ∈M, let γ be a path film passing through m such
that M = [[γ]]. The column V collects the components of M in the film φ around
m.

To each point field m �→ M , we can associate a map DM defined on the set of
the scalar fields with real values:

g �→ DMg = D (g ◦ γ) (0) = D (gφ ◦ γφ) (0).

It does not depend on the choice of the film. Differentiating the composed function
gives:

DMg = (D ḡφ(0, •) (x0)) ◦Dγφ(0) +D ḡφ (•, x0) (0).

We introduce simplified notations for the n-row:

Φ = D ḡφ(0, •) (x0), [15.11]

and the scalar:

χ = D ḡφ(•, x0) (0), [15.12]

Omitting the symbol ◦ as in the matrix calculus, we see that DMg is an affine
function with respect to V , denoted by Ψg,φ :

DMg = ΦV + χ = Ψg,φ(V ).

The function Ψg = Ψg,φ◦f−1
φ from ATmM into R is independent of the choice of

the film and is an affine function, as composed of two affine maps. Then as a function
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of M , DMg is an affine form. It can be easily verified that DM is a derivation on the
real algebra of the scalar fields:

DM (gh) = g DMh+ hDMg,

DMg is linear with respect to g (but affine with respect to M ).

This derivative operator with respect to a point field is the counterpart of the
derivative operator of a scalar field with respect to a vector field (when the manifold
is equipped with the ordinary differential structure). From this point of view, point
fields can be considered as differential operators.

Besides, to each scalar field g, we can associate an affine function Ψg defined
at m ∈ M. The set of such functions is naturally equipped with a structure of linear
space. In [DES 03], it is denoted by A∗TmM. In [GRA 04], it is called the dual vector
of the affine space.

Mechanical viewpoint. If the manifold is the physical space and the path
parameter λ is the time, we can easily recognize in DMg the material derivative or
total derivative commonly used in the mechanics of continua, especially in fluid
mechanics. In the literature, this object has a mechanical status, curiously out of the
scope of the differential geometry.



16

Galilean, Bargmannian and Poincarean
Structures on a Manifold

16.1. Toupinian structure

The set GAL of the affine Galilean transformations is a Lie subgroup of dimension
10 of Aff (4) called Galileo’s group. The subset GAL0 ⊂ GAL of the linear Galilean
transformations P given by [1.4] is a Lie subgroup of dimension 6 of GL(4).

The group GAL0 of linear Galilean transformations (or equivalently Galileo’s
group) equips the space–time with the structure proposed by Toupin [TOU 58], taken
up later on by Noll [NOL 73] and Künzle [KUN 72]. This modeling offers a
theoretical framework for the universal or absolute time and space.

DEFINITION 16.1.– We call a Galilean basis (respectively, frame) a GAL-basis (�eα)
(respectively, GAL-frame) in the meaning of section 14.2.3.

The Toupinian structure of the space–time is based on two canonical tensors:

1) A linear form, the time arrow e0 represented in any Galilean basis by the same
row [10.15]:

e0 =
(
1 0T

)
.

It could also be denoted by dt, hence the name of time arrow.

2) A symmetric 2-contravariant linear tensor γ represented in any Galilean basis
by the same matrix [10.16]:

γ =

(
0 0
0 1R3

)
.

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
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It can read:

γ = δij�ei ⊗ �ej ,

the subcobasis (ei) is orthonormal:

γ(ei, ej) = δij ,

and the time arrow is orthogonal to it:

e0 · γ = 0.

Then, it is not a contravariant metric but it is semi-positive in the sense that:

∀Φ ∈ T ∗
XM, γ(Φ,Φ) ≥ 0,

and for any linear form Φ �= 0, we have:

γ(Φ,Φ) = 0 ⇔ Φ is colinear to e0.

3) A volume 4-form vol = e0 ∧ e1 ∧ e2 ∧ e3.

Conversely, if a Toupinian structure (e0,γ,vol) is given, the linear
transformations preserving it are Galilean. Indeed, let us consider the transformation
matrix:

P =

(
α wT

u F

)
.

where α ∈ R, u,w ∈ R3 and F is a 3 × 3 matrix. Because of the transformation
law [7.28], e0 = e0P that leads to α = 1 and w = 0. Owing to the transformation
law [14.3], γ = P−1γ P−T that shows F is an orthogonal matrix. According to the
transformation law of 4 forms, det(P ) = 1 hence F is a rotation. This is just what we
did in theorem 1.1 but rephrased now in the tensor language.

THEOREM 16.1.– If a Toupinian structure is given, there exists a Galilean basis.

PROOF.– Equivalently, we prove the existence of the corresponding cobasis. We take
the time arrow e0 as first cobasis form and we can complete it by three other linear
forms ei to build a cobasis of the tangent space. As the ei are linearly independent of
e0, then:

γ(ei, ei) > 0,
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and for any non-vanishing linear combinations of them:

γ(Φ,Φ) > 0, [16.1]

in which case, we introduce the notation:

N(Φ) =| γ(Φ,Φ) |1/2,

but the subcobasis (ei) is not necessarily orthonormal, hence we apply Gram–Schmidt
process. The tensor γ is not exactly a metric but [16.1] is just we need to apply it. The
cobasis (e′α) with:

e′0 = e0, e′1 = (N(e1))−1 e1,

e′2 = (N(e2 − γ(e2, e′1) e′1))−1 (e2 − γ(e2, e′1) e′1),

e′3 = (N(e3 − γ(e3, e′1) e′1 − γ

(e3, e′2) e′2))−1 (e3 − γ(e3, e′1) e′1 − γ(e3, e′2) e′2).

is Galilean. �

16.2. Normalizer of Galileo’s group in the affine group

Once we have a Galilean basis and a corresponding Galilean affine frame, we
can deduce a family of Galilean frames by Galilean transformations. Now, we would
like to address the following issue: are there other similar families and how do we
make a change of family? To be more precise, let a = (C,P ) be an affine Galilean
transformation transforming the Galilean frame f ′ into another one f . Which are the
regular affine transformations au transforming the Galilean frame f̄ ′ into f ′ and the
Galilean frame f̄ into f such that the resulting transformation from f̄ ′ to f̄ is Galilean?
Hence, which are the au ∈ Aff(4) such that:

ã = aua a
−1
u , [16.2]

is a Galilean affine transformation? In other words, we aim to determine the
normalizer of Galileo’s group in the affine group:

NAff(4)(GAL) = {au ∈ Aff(4) s.t. au GAL = GAL au} .

The answer is given by the following proposition:
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THEOREM 16.2.– The normalizer of Galileo’s group in the affine group is the set
generated by the Galilean transformations and the transformations au = (Cu, Pu) of
which the linear part is a scaling:

Pu =

(
T 0
0 L1R3

)
.

PROOF.– Of course, the normalizer of a group contains the group itself then we have
to find the other transformations. If a = (C,P ) and au = (Cu, Pu), calculating
ãu = (C̃u, P̃u) by [16.2], we have to find Cu, C̃ ∈ R4, Pu ∈ GL(4) and P̃ ∈ GAL0

such that:

C̃ + P̃ Cu = Cu + PuC, P̃ Pu = PuP,

for all C ∈ R4 and P ∈ GAL0. The first equation is satisfied anyway. Moreover, if:

P =

(
1 0
u R

)
, P̃ =

(
1 0

ũ R̃

)
, Pu =

(
T wT

v M

)
.

we have to find T ∈ R, v, w, ũ ∈ R3, M ∈ gl(3) and R̃ ∈ SO(3) such that:

w · u = 0, w = RTw, T ũ+ R̃ v = v +M u, ũwT + R̃M = M R,

for all u ∈ R3 and R ∈ SO(3). The first two conditions are satisfied if w = 0. Thus,
the condition det(Pu) = T det(M) �= 0 enforces T �= 0 and det(M) �= 0. The next
condition can be satisfied anyway and the last condition becomes:

R̃M = M R.

As M is regular, we have to find M and R̃ = M RM−1 ∈ SO(3) for any R ∈
SO(3). The condition R̃ R̃T = 1R3 leads to:

∀R ∈ SO(3), R (MTM)−1RT = (MTM)−1,

then the matrix (MTM)−1 is isotropic and (MTM) so is. Because it is positive
definite, there exists L �= 0 such that MTM = L21R3 and it is possible to choose the
sign of L in order that M = LQ where Q is a rotation, hence:

Pu =

(
T 0
v LQ

)
=

(
1 0
v / T Q

) (
T 0
0 L1R3

)
,

that achieves the proof. �

We recover the scaling of section 1.3.5. This Theorem sheds a light on the
existence of different families of Galilean frames. Every one corresponds to a
particular choice of units of measuments of time and length.
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16.3. Momentum tensors

If you need to brush up on Lie groups, this would be a good time to consult
[CHE 06], for instance. All throughout this book, we used the concept of torsor, a
skew-symmetric 2-contravariant affine tensor but there is another one very relevant
for the mechanics that we call momentum. Let us consider a linear map μ̄ from the
space A∗TXM of affine forms into the one T ∗

XM of linear forms. It is a vector
valued affine tensor which can be identified with the scalar valued mixed 1-covariant
and 1-contravariant affine tensor μ defined by:

μ(�V,Ψ) = (μ̄(Ψ))�V.

It can be decomposed with respect to the affine frame f :

μ = eβ ⊗ (Fβ a0 + Lα
β �eα),

where the affine components of μ are defined by:

Fβ = μ(�eβ ,1), Lα
β = μ(�eβ , e

α).

Taking into account the bilinearity, its value for a vector and an affine form is:

μ(�V,Ψ) = μ(V β�eβ , χ1+Φαe
α) = (χFβ +Φα Lα

β )V
β ,

or, introducing the row F collecting the Fβ and the n× n matrix L of elements Lα
β :

μ(�V,Ψ) = (χF +ΦL)V,

that reads in compact form:

μ(�V,Ψ) = Ψ̃ μ̃ V

by introducing the matrix:

μ̃ =

(
F
L

)
. [16.3]

According to the usual rules of the tensorial calculus, the transformation laws [7.24]
of the vectors and [7.37] of the affine forms induces:

μ̃ = P̃ μ̃′ P−1.
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Owing to [7.35] and [16.3], it is equivalent to:

F = F ′ P−1, L = (P L′ + C F ′)P−1. [16.4]

It is a left action of the affine group onto the space of momentum components. If
the action is restricted to the Lie subgroup G, the momentum is a G-tensor.

On the other hand, have a look to the Lie algebra g of G, that is the set of
infinitesimal generators Z = da = (dC, dP ) with a ∈ G. Let us identify the space of
the momentum components μ = (F,L) to the dual g∗ of the Lie algebra thanks to the
dual pairing :

μZ = μda = (F,L) (dC, dP ) = F dC + Tr(LdP ) [16.5]

We know that the group acts on its Lie algebra by the adjoint representation (18.1):

Ad(a) : g→ g : Z ′ �→ Z = Ad(a)Z ′ = aZ ′ a−1.

As G is a group of affine transformations, any infinitesimal generator Z is
represented by:

Z̃ = dP̃ = d

(
1 0
C P

)
=

(
0 0
dC dP

)
.

Then Z̃ = P̃ Z̃ ′ P̃−1 leads to:

dC = P (dC ′ − dP ′ P−1C), dP = P dP ′ P−1. [16.6]

This adjoint representation induces the coadjoint representation of G in g∗ defined
by:

(Ad∗(a)μ′)Z = μ′ (Ad(a−1)Z).

Taking into account [16.5], one finds that the coadjoint representation [18.2]:

Ad∗(a) : g∗ → g∗ : μ′ �→ μ = Ad∗(a)μ′

is given by:

F = F ′ P−1, L = (P L′ + C F ′)P−1.

It is noteworthy to observe that the transformation law [16.4] of momentum
tensors is nothing else but the coadjoint action.
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Although elegant, this mathematical construction is, however, not relevant for the
addressed physical applications and this brings us to consider a map θ from G into g∗

and a more general transformation law:

μ = a · μ′ = Ad∗(a)μ′ + θ(a), [16.7]

which is an affine representation of G in g∗:

∀a′, a ∈ G, θ(a′a) = θ(a′) +Ad∗(a′) θ(a). [16.8]

Hence, the affine tensor nature of the map μ is preserved. The only change is that
the space g∗ is considered now with its affine structure. By the way, we should denote
it by Ag∗ but we will follow to forget the A out of habit. It is worth observing that
there are obvious solutions of equation [16.8] in θ:

θμ0(a) = Ad∗(a)μ0 − μ0, [16.9]

with constant μ0 ∈ g∗.

DEFINITION 16.2.– The momentum G-tensor μ of a particle is a mixed 1-covariant
and 1-contravariant affine tensor:

μ : TXM×A∗TXM→ R : (�V ,Ψ) �→ μ(�V ,Ψ),

of which the components μ = (F,L) ∈ g∗ are modified according to an affine
representation of which the linear part is the coadjoint representation:

μ = a · μ′ = Ad∗(a)μ′ + θ(a). [16.10]

This action induces a structure of affine space on the set of components of
momentum tensors. Let π : F → M be a G-principal bundle of affine frames with
the free action (a, f) �→ f ′ = a · f on each fiber. Then, we can build the associated
G-principal bundle:

π̂ : g∗ ×F → (g∗ ×F)/G : (μ, f) �→ μ = orb(μ, f)

for the free action:

(a, (μ, f)) �→ (μ′, f ′) = a · (μ, f) = (a · μ, a · f)

where the action on g∗ is [16.7]. Clearly, the orbit μ = orb(μ, f) can be identified to
the momentum G-tensor μ of components μ in the G-frame f .
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16.4. Galilean momentum tensors

16.4.1. Coadjoint representation of Galileo’s group

Let us put:

F =
(
−e pT

)
,

L =

(
ζ −qT
−w −E

)

where e, ζ ∈ R, p, q, w ∈ R3 and E ∈M33. Then, for a Galilean transformation [1.9],
the coadjoint representation [16.4] reads:

e = e′ + u · (Rp′), p = Rp′, q = R (q′ − τ0 p
′), [16.11]

ζ = ζ ′ − e′ τ0 + u · (R (q′ − τ0p
′)),

E = RE′ RT − k (Rp′)T + u (Rq′)T ,

w = Rw′ − ζ ′ u+ e′ k −
[
RE′ RT − k (Rp′)T + u (Rq′)T

]
u.

Moreover, considering an infinitesimal generator of Galileo’s group:

dC =

(
dτ0
dk

)
, dP =

(
0 0
du j(d�)

)
,

Introducing:

l = j−1(E − ET ),

and using [7.3] and [7.13], the dual pairing [16.5] reads:

μZ = l · d� − q · du+ p · dk − e dτ0. [16.12]

As ζ, w and the symmetric part of E are masked by the dual pairing, we will not
consider it in the sequel. To obtain the coadjoint representation of Galileo’s group, we
only need to remember [16.11] and the derived relation:

l = R l′ − u× (Rq′) + k × (Rp′).
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16.4.2. Galilean momentum transformation law

We are now able to determine the Galilean momentum transformation law of the
form [16.7].

THEOREM 16.3.– The most general affine representation of Galileo’s group into the
space of momentum components of which the linear part is the coadjoint
representation is given by:

θ(a)Z = lθ(a) · d� − qθ(a) · du+ pθ(a) · dk − eθ(a) dτ0,

with:

– ♦ pθ(a) = mu +Rp0 − p0,

– ♥ eθ(a) =
1
2 m ‖ u ‖2 +e1 τ0 + u · (Rp0),

– ♠ qθ(a) = m (k − τ0 u) +Rq0 − q0 − τ0uRp0,

– ♣ lθ(a) = mk × u+ s u+R l0 − l0 − u× (Rq0) + k × (Rp0),

where m, s, e1 ∈ R and p0, q0, l0 ∈ R3 are constants.

PROOF.– We have to solve equation [16.8]. Some calculations are rather lengthy and
we give only the sketch of the demonstration.

– Step 1: demonstrating ♦. We start with p because its transformation law by the
coadjoint representation does not involve other components. Condition [16.8] together
with [16.11] provides:

pθ(a
′a) = pθ(a

′) +Rpθ(a). [16.13]

The difficulty lays in the nonlinear feature of this equation. To skirt the pitfall, we
differentiate with respect to u′, which gives, taking into account Galileo’s group law
[1.14]:

∂pθ(a
′a)

∂u
+ τ0

∂pθ(a
′a)

∂k
=

∂pθ(a
′)

∂u
,

next, we consider the limit as a′ approaches e:

∂pθ(a)

∂u
+ τ0

∂pθ(a)

∂k
=

∂pθ(e)

∂u
, [16.14]

where the right-hand member is a constant matrix that we denote by M0. Repeating
this procedure but differentiating with respect to k:

∂pθ(a)

∂k
=

∂pθ(e)

∂k
, [16.15]
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where the right-hand member is a constant matrix M1, and differentiating with respect
to τ0:

∂pθ(a)

∂τ0
=

∂pθ(e)

∂τ0
, [16.16]

where the right-hand member is a constant column p1. Integrating [16.14] gives:

pθ(a) = (M0 − τ0M1)u+ p̃(k, τ0, R),

where p̃ is an arbitrary function. Introducing it in [16.15] gives:

pθ(a) = (M0 − τ0M1)u+M1 k + p̂(τ0, R).

Putting it into [16.16] leads to:

pθ(a) = M0 u+M1 k + p1 τ0 + p̄(R).

Introducing this expression into [16.13] gives, after simplification:

M1 τ0u
′ + (M0R

′ −R′M0)u+ (M1R
′ −R′M1) k + τ0(p1 −R′ p1)

+ p̄(R′R)− p̄(R′)−R′ p̄(R) = 0,

which is satisfied if and only if:

– M0R
′ = R′M0, then the matrix M0 is isotropic: M0 = m 13

R
,

– M1 = 0,

– p1 = R′ p1, then p1 = 0,

– and :

p̄(R′R) = p̄(R′) +R′ p̄(R). [16.17]

The latter condition shows that the map f : SO(3)→ SE(3) represented in GL(4)
by:

f̃(R) =

(
1 0
p̄(R) R

)
,

is a group homomorphism. Clearly Ker(f) = {e} and the map f is injective. If H is
the value set of f , dim(H) = dim(SO(3)) = 3. As SO(3) is compact, there exists a
Haar’s measure on it and we define for x ∈ R3:

x0 =

∫
SO(3)

(f(R))(x) dR.
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For any a ∈ H , there exists Q ∈ SO(3) such that a = f(Q) and because Haar’s
measure is left invariant:

a(x0) =

∫
SO(3)

(f(Q)f(R))(x) dR

=

∫
SO(3)

(f(QR))(x) dR

=

∫
SO(3)

(f(R))(x) dR

= x0,

and a belongs to the isotropy group of x0, then H ⊂ iso(x0). But a = (k,R) ∈ SE(3)
leaves x0 invariant if k = x0 − Rx0 then dim(iso(x0)) = 3 = dim(H) that proves
H = iso(x0) and H is conjugate to SO(3) in SE(3):(

1 0
p̄(R) R

)
=

(
1 0
−p0 Q0

)(
1 0
0 R′

)(
1 0
−p0 Q0

)−1

,

then:

R = QR′ QT , p̄(R) = QR′ QT p0 − p0,

that gives the general solution of equation [16.13]:

p̄(R) = Rp0 − p0, p0 ∈ R3,

and leads to ♦:

pθ(a) = mu+Rp0 − p0.

– Step 2: demonstrating ♥. Condition [16.18] together with [16.11] provides:

eθ(a
′a) = eθ(a

′) + eθ(a) + u′ · (R′ pθ(a)). [16.18]

The resolution method is similar to the one used for pθ. Taking into account ♦,
differentiating with respect to u′, k′ and τ ′0, next considering the limit as a′ approaches
e, we obtain:

∂eθ(a)

∂u
+ τ0

∂eθ(a)

∂k
=

∂eθ(e)

∂u
+ (mu+Rp0 − p0)

T ,

∂eθ(a)

∂k
=

∂eθ(e)

∂k
,

∂eθ(a)

∂τ0
=

∂eθ(e)

∂τ0
.
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Integrating successively with respect to u, k and τ0 leads to:

eθ(a) =
1

2
m ‖ u ‖2 +u · (w0 +Rp0) + w1 · k + e1 τ0 + ē(R)

where w0, w1 ∈ R3, e1 ∈ R are constants. Then, [16.18] is satisfied by the previous
expression if and only if w0 = w1 = 0 and ē is a group homomorphism from SO(3)
into the additive group R:

ē(R′R) = ē(R′) + ē(R),

thus its kernel is a normal subgroup of SO(3). As it is a simple group, the only normal
subgroups are {e} or SO(3) itself but this former case is absurd because ē would be
injective while dim(SO(3)) > dim(R). Then ē = 0 and we prove ♥:

eθ(a) =
1

2
m ‖ u ‖2 +e1 τ0 + u · (Rp0).

– Step 3: demonstrating ♠. Condition [16.8] together with [16.11] provides:

qθ(a
′a) = qθ(a

′) +R′ (qθ(a)− τ ′0 pθ(a)). [16.19]

Similarly to the previous steps, we deduce:

∂qθ(a)

∂u
+ τ0

∂qθ(a)

∂k
=

∂qθ(e)

∂u
,

∂qθ(a)

∂k
=

∂qθ(e)

∂k
,

∂qθ(a)

∂τ0
=

∂qθ(e)

∂τ0
− (mu+Rp0 − p0).

By integration, we obtain:

qθ(a) = N0u+N1k −mτ0u+ (q1 −Rp0) τ0 + q̄(R),

depending on constant quantities N0, N1 ∈ M33 and q1 ∈ R3, and replacing these
expression into [16.19], it holds after identification:

N0 = n 1R3 , N1 = m 1R3 , q1 = 0,

and:

q̄(R′R) = q̄(R′) +R′ q̄(R).



Galilean, Bargmannian and Poincarean Structures on a Manifold 333

Similarly to the first step, we conclude that q̄(R) = Rq0 − q0, that leads to:

qθ(a) = m (k − τ0u) + nu+Rq0 − q0 − τ0Rp0. [16.20]

Latter on, it will appear that, in fact, n vanishes and ♠ will be proved.

– Step 4: demonstrating ♣. Condition [16.8] together with [16.11] provides:

lθ(a
′a) = lθ(a

′) +R′ lθ(a) + j(R′ qθ(a))u′ − j(R′ pθ(a)) k′. [16.21]

Similarly to the previous steps, we deduce:

∂lθ(a)

∂u
+ τ0

∂lθ(a)

∂k
=

∂lθ(e)

∂u
+ j(qθ(a)),

∂lθ(a)

∂k
=

∂lθ(e)

∂k
− j(pθ(a)),

∂lθ(a)

∂τ0
=

∂θ(e)

∂τ0
. [16.22]

Combining the two former conditions, introducing the constant quantities:

P0 =
∂lθ(e)

∂u
, P1 =

∂lθ(e)

∂k
, l1 =

∂lθ(e)

∂τ0
,

and taking into account ♦ and ♥ leads to:

∂lθ(a)

∂u
= P0 − τ0P1 + j(mk + nu+Rq0 − q0 − τ0p0).

which is a linear system of partial differential equations. First of all, let us examine
the system of 9 scalar equations and 3 unknown components of lθ:

∂lθ(a)

∂u
= n j(u).

According to [14.28] and [14.26], it is integrable provided:

curlu (gradu lθ) = −n curlu (j(u)) = 2n 1R3 = 0

thus n = 0 and, owing to [16.20], we prove ♠. By integration of the general system,
we obtain:

lθ(a) = (P0 − τ0P1)u+ j(mk +Rq0 − q0 − τ0p0)u+ l̃(k, τ0, R).

Introducing this expression into the second equation [16.22] and integrating leads
to:

l̃(k, τ0, R) = (P1 − j(Rp0 − p0)) k + l̂(τ0, R).
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Hence, by integration of the latter equation [16.22], one has:

lθ(a) = mk × u+ (P0 + j(Rq0 − q0))u+ (P1 − j(Rp0 − p0)) k + l1τ0 + l̄(R).

Replacing this expression into [16.21], it holds after identification that:

P0 = s 1R3 + j(q0), P1 = −j(p0), l1 = 0, l̄(R) = R l0 − l0,

and ♣ is proved. �

It is worth noting that the general solution θ given by theorem 16.3 contains
solutions of the form [16.9] with:

μ0 Z = l0 · d� − q0 · du+ p0 · dk − e0 dτ0.

If we forget these obvious solution, the action [16.7] reads:

p = Rp′ +mu, q′ = R (q′ − τ0p
′) +m (k − τ0u),

l = R l′ − u× (Rq′) + k × (Rp′) +mk × u+ s u,

e = e′ + u · (Rp′) +
1

2
m ‖ u ‖2 +e1τ0.

Taking into account [1.19], the inverse law restitues the transformation laws [3.6],
[3.7], [3.8] of the components of the dynamical torsor, provided s = 0 and m is the
particle mass. On the other hand, if we put p′ = mv′, according to [3.17], the last
relation is nothing else the transformation law of the energy [14.3], provided e1 =
0. Hence the most general action [16.7] useful for the physical applications we are
concerned is:

p = Rp′ +mu, q = R (q′ − τ0p
′) +m (k − τ0u), [16.23]

l = R l′ − u× (Rq′) + k × (Rp′) +mk × u, [16.24]

e = e′ + u · (Rp′) + 1
2 m ‖ u ‖2 . [16.25]

Taking into account [16.4], the transformation law [16.10] of the Galilean
momentum tensor μ reads:

F = F ′ P−1 + Fm(C,P ), L = (P L′ + C F ′)P−1 + Lm(C,P ). [16.26]
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where Fm and Lm are the components of θ. In particular, one has:

Fm(C,P ) = m

(
−1

2
‖ u ‖2, uT

)
. [16.27]

16.4.3. Structure of the orbit of a Galilean momentum torsor

We saw in section 16.3 that the momentum G-tensor μ is identified to the orbit
μ = orb(μ, f) and, disregarding the frames for simplification, we can identify μ to
the orbit orb(μ) in g∗, i.e. the set of μ′ that can be obtained by applying a Galilean
transformation to μ. As submanifold of g∗, it can be defined by either a family of
equations or a local coordinates system. To reveal its structure, let us construct its
representations by two ways.

– Representation of the orbit by equations. To obtain them, we have to determine
a functional basis. The first step is to calculate their number. According to the method
presented in section 18.2, we start determining the isotropy group of μ. The analysis
will be restricted to massive particles: m �= 0. The components p, q, l, e being given,
we have to solve the following system:

p = Rp+mu, [16.28]

q = Rq − τ0(Rp+mu) +mk, [16.29]

l = R l − u× (Rq) + k × (Rp) +mk × u, [16.30]

u · (Rp) +
1

2
m ‖ u ‖2= 0, [16.31]

with respect to τ0, k, R, u. Owing to [16.28], the boost u can be expressed with respect
to the rotation R by:

u =
1

m
(p−Rp), [16.32]

that allows automatically satisfying [16.31]. Next, owing to [16.28], equation [16.29]
can be simplified as follows:

q = Rq − τ0p+mk,

that allows us to determine the spatial translation k with respect to R and the clock
change τ0:

k =
1

m
(q −Rq + τ0p). [16.33]
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Finally, because of [16.28], equation [16.30] is simplified as follows:

l = R l − u× (Rq) + k × p.

Substituting [16.33] into the last relation gives:

l = R l − u× (Rq) +
1

m
q × p− 1

m
(Rq)× p.

Owing to [16.28] and the definition [3.13] of the spin angular momentum l0 leads
to:

l0 = R l0. [16.34]

These quantities being given, we have to determine the rotations satisfying the
previous relation. It turns out that two cases must be considered. Generic orbits :
massive particle with spin or rigid body. If l0 does not vanish, the solutions of [16.34]
are the rotations of an arbitrary angle θ about the axis l0. We know by [16.32] and
[16.33] that u and k are determined in a unique manner with respect to R and τ0. The
isotropy group of μ can be parametrized by θ and τ0. It is a Lie group of dimension 2.
According to [18.6], the dimension of the orbit of μ is 10 − 2 = 8. Owing to [18.7],
the maximum number of independent invariant functions is 10 − 8 = 2. A possible
functional basis is composed of:

s0 =‖ l0 ‖, [16.35]

e0 = e− 1

2m
‖ p ‖2, [16.36]

of which the values are constant on the orbit which represents a massive particle with
spin or a rigid body (seen from a long way off).

1) Singular orbits: spinless massive particle. In the particular case l0 = 0, all
the rotations of SO(3) satisfy [16.34], then the isotropy group is of dimension 4. By
similar reasoning to the case of non-vanishing l0, we conclude that dimension of the
orbit is 6 and the number of invariant functions is 4. A possible functional basis is
composed of e0 and the three null components of l0.

For the orbits with m = 0, the readers are referred to [GUI 84b] (pages 440 and
441). As an exercise, we leave to the readers the calculation of the dimension of the
orbits and functional basis of invariants of the torsor of a particle by Lie group method
[DES 11]. The calculations are very similar to the one of the boost method (section
3.1.1) which can be seen as a heuristic method inspired by Lie group technics but
easier to teach to undergraduates. The dimension of generic orbits is also equal to 8
but the invariant e0 is replaced by m.
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–Parametrization of the orbit. Let us consider the generic orbits of dimension 8.
Comparing to the expression [5.39] given by König’s second theorem, taking into
account pB = mBẋB and leaving out the index B, formula [16.36] reads:

e− 1

2m
‖ p ‖2= e− m

2
‖ ẋ ‖2= e0,

with:

e0 =
1

2
� · (J �).

Taking into account [16.35], let us put:

l0 = s0n,

where n is the unit vector giving the spin angular momentum direction. As we prove
in section 5.2.3 that the moment of inertia matrix J is definite positive, it is regular
and:

e0 =
s20
2
n · (J−1 n).

Hence, each generic orbit describing a particle of mass m, spin s0 and inertia J
can be parametrized by 8 coordinates, the 3 components of q, the 3 components of p
and the 2 independent components of n defining the spin direction, due to the map:

ψ : R3 × R3 × S2 → g∗ : (q, p, n) �→ μ = ψ(q, p, n),

such that:

l =
1

m
q × p+ s0n, e =

1

2m
‖ p ‖2 +

s20
2
n · (J−1 n).

A singular orbit of dimension 6, representing a spinless particle of mass m,
corresponds to the particular case l0 = 0 then n = 0. It can be parametrized by 6
coordinates, the 3 components of q and the 3 components of p due to the map:

ψ : R3 × R3 → g∗ : (q, p) �→ μ = ψ(q, p),

such that:

l =
1

m
q × p, e =

1

2m
‖ p ‖2 .
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16.5. Galilean coordinate systems

16.5.1. G-structures

LetM be a differentiable manifold of dimension n and the corresponding principal
fiber bundle π : L(M) → M of basis with structure group GL(n). Let G be a Lie
subgroup of GL(n). By a G-structure onM, we mean a differentiable subbundle LG

of L(M) with structure group G [KOB 72]. Then, the fiber over X ∈ M is the set
of G-basis at X . A G-structure LG is integrable if every point X of M has a chart
φ : Vφ �→ Uφ around X with local coordinate system X such that the cross-section
X �→ Sφ(X) over Uφ is a cross-section of LG over Uφ. In other words, X �→ Sφ(X)
is a natural frame and X is said to be G-admissible. If X ′ is a G-admissible local
coordinate system over Uφ′ , then the Jacobian matrix ∂X ′/∂X belongs to G at each
point of Uφ ∩ Uφ′ :

∂X ′

∂X
= P−1 ∈ G. [16.37]

We say that X �→ X ′ is a G-morphism. Although in general G-structures are
not integrable – in particular in the important case of the Riemannian geometry, the
obstruction being the curvature –, it is worth to notice that the Galilean structures are
integrable, as it will be proved further on.

16.5.2. Galilean coordinate systems

We hope to find the GAL0-admissible coordinate systems called Galilean
coordinate systems by determining the GAL0-morphisms X �→ X ′ called
galileomorphisms. The partial derivative system [16.37]:

∂X ′

∂X
= P−1 =

(
1 0
−RTu RT

)
∈ GAL0, [16.38]

involves (4× 4 = 16) equations for 4 unknowns (X ′α). It is overdetermined and has
generally no solutions, except if the equations satisfy suitable compatibility
conditions. To discover them, we apply Frobenius method. If a solution exists, we
may verify, for any perturbations dX and δ X , the Lie bracket of vector fields δX ′

and dX ′ vanishes:

[δ, d]X ′ = δ(dX ′)− d(δX ′) = 0, [16.39]

As it can be easily checked:

δ(dX ′) = δ(P−1dX) = δ(P−1)dX + P−1δ(dX).
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By skew-symmetrization with respect to δ and d, we have:

[δ, d]X ′ = δ(P−1)dX − d(P−1)δX + P−1 [δ, d]X, [16.40]

and owing to [δ, d]X = 0, equation [16.39] becomes:

[δ, d]X ′ = δ(P−1)dX − d(P−1)δX = 0. [16.41]

THEOREM 16.4.– Any galileomorphism X �→ X ′ is compound of a rigid body
motion:

x′ = (R (t))T (x− x0 (t)), [16.42]

and a clock change:

t′ = t+ τ0, [16.43]

where t �→ R (t) ∈ SO(3) and t �→ x0(t) ∈ R3 are smooth mappings, and τ0 ∈ R.
Then, the velocity of transport is given by [3.29]:

u = � (t)× (x− x0 (t)) + ẋ0 (t), [16.44]

where � is Poisson’s vector defined by [3.25]:

ṘRT = j(�). [16.45]

PROOF.– Taking into account equation [16.38], it holds that:

δ(P−1)dX =

(
0 0
−δ RTu−RT δ u δ RT

) (
d t
d x

)
=

(
0
δ RT d x− (δ RTu+RT δ u) d t

)
.

The compatibility condition δ (d t′) = d (δ t′) is automatically satisfied. On the
other hand, any infinitesimal rotation has the form:

δ R = j (δ ψ)R,

where δ ψ ∈ R3. The second compatibility condition reads:

δ (d x′)− d (δ x′) = −RT [ j (δ ψ) d x− j (dψ) δ x

−j (δ ψ d t− dψ δ t)u+ δ u d t− d u δ t ] = 0.
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The matrix R being regular, we have:

j (δ ψ) d x− j (dψ) δ x− j (δ ψ d t− dψ δ t)u+ δ u d t− d u δ t = 0. [16.46]

The perturbations δ ψ being infinitesimal, they linearly depend on δ t and δ x:

δ ψ =
∂ ψ

∂ x
δ x+

∂ ψ

∂ t
δ t = Aδ x+� δ t, δ u =

∂ u

∂ x
δ x+

∂ u

∂ t
δ t = B δ x+a δ t.[16.47]

Introducing the expressions [16.47] into the compatibility condition [16.46] gives
after simplifying:

(Aδ x)× d x+ δ x× (Adx) + j (�) (d x δ t− δ x d t)− (A (δ x d t− d x δ t))

×u+B (δ x d t− d x δ t) = 0.

After some algebraic handlings, we have:

(Tr (A) 1R3 −A)T δ x× d x+ (j (�)− j (u)A−B) (d x δ t− δ x d t) = 0.

The perturbations dX, δ X being arbitrary, it holds:

Tr (A) 1R3 = A, j (�) = j (u)A+B. [16.48]

The first condition leads to:

A =
∂ ψ

∂ x
= 0, [16.49]

that entails ψ is independent of the position: ψ = ψ (t), then integrating:

� =
∂ ψ

∂ t
= ψ̇ (t),

Hence, � does not depend on the position: � = � (t). Owing to [16.49], the
second condition [16.48] gives:

∂ u

∂ x
= B = j (� (t))

There exists an arbitrary column u0 (t) ∈ R3 such that the velocity of transport
has the following form:

u = � (t)× x+ u0 (t). [16.50]
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Finally, integrating the differential system:

dR = j (dψ)R = j (� (t))Rd t, [16.51]

we see that the rotation R does not depend on the position: R = R (t), the column �
being Poisson’s vector defined by [16.45].

In short, we showed that the compatibility conditions [16.41] are satisfied if and
only if R does not depend on the position and the velocity of transport has the form
[16.50]. Under these conditions, we can integrate the equation system [16.38]:

∂ t′

∂ t
= 1,

∂ t′

∂ x
= 0,

∂ x′

∂ x
= RT (t),

∂ x′

∂ t
= −RT (t) (� (t)×x+u0 (t)).[16.52]

The integration of the first two equations leads to [16.43] where τ0 ∈ R is an
arbitrary constant representing a clock change. Integrating the third equation
introduces a column x0 (t) ∈ R3 such that the new position takes the form [16.42].
Introducing [16.42] in the last equation [16.52] and taking into account [16.51], we
have:

u0 = ẋ0 −� × x0.

Therefore, the velocity of transport [16.50] is given by expression [16.44]. �

In section 3.2, we introduced directly the galileomorphisms as rigid body motions.
It is straightforward to verify that the Jacobian matrix of these coordinate changes is
a linear Galilean transformation. The present theorem is the converse proposition.

16.6. Galilean curvature

In general relativity, it is well known that space–time is curved due to gravitation.
But what happens in Galilean mechanics? Is space–time flat or curved? To answer
these questions, we have to calculate the Riemann–Christoffel curvature tensor. Using
[18.10] is tedious but shows the only non-vanishing components are:

Ri
0j0 = −Ri

j00 =
∂gi

∂xj
+

∂Ωi
j

∂t
+Ωi

k Ω
k
j , [16.53]

Ri
kj0 = −Ri

jk0 =
∂Ωi

j

∂xk
− ∂Ωi

k

∂xj
, Ri

k0j = −Ri
0kj =

∂Ωi
j

∂xk
. [16.54]
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Another way consists of applying [18.9]. By differentiation of [3.38] and
antisymmetrization, we obtain:

dΓ(δX)− δΓ(dX) =(
0 0(
∂Ω
∂x

dx
)× δx+ dx× (

∂Ω
∂x

δx
)− (

∂g
∂x

+ j
(
∂Ω
∂t

))
(dx δt− δx dt) j

(
∂Ω
∂x

(dx δt− δx dt)
)
)

,

where, taking into account [7.19] and [14.26]:(
∂Ω

∂x
dx

)
× δx+ dx×

(
∂Ω

∂x
δx

)
=

(
Tr

(
∂Ω

∂x

)
1R3 − ∂Ω

∂x

)T

dx× δx = curl (j(v)) δx× dx.

On the other hand, owing to [3.38] and after simplification:

Γ(dX) Γ(δX)− Γ(δX) Γ(dX) =

(
0 0

(j(Ω))
2
(δx dt− dx δt) 0

)
.

Hence, the Galilean curvature tensor is:

R(dX, δX) =(
0 0(

∂g
∂x

+ j
(
∂Ω
∂t

)
+ (j(Ω))2

)
(δx dt− dx δt) + curl (j(Ω)) δx× dx j

(
∂Ω
∂x

(dx δt− δx dt)
)
)

.

It can be checked this fits [16.53] and [16.54].

A noticeable fact is that Ri
jkm = 0 where Latin indices run over the

spacial coordinate labels, which means the slices t = Cte representing the
3-dimensional space are flat subspaces, while the space–time is curved, even in
classical mechanics.

THEOREM 16.5.– If the Galilean curvature is null and there are no other forces, there
exists a Galilean coordinate system in which the material particles with constant mass
are in uniform straight motion (USM).

PROOF.– From [16.55], it results that in any Galilean coordinate system X the
Galilean curvature tensor vanishes if and only if:

∂Ω

∂x
= 0, curl (j(Ω)) = 0,

∂g

∂x
+ j

(
∂Ω

∂t

)
+ (j(Ω))

2
= 0.
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The former equation means that Ω depends only on the time and the second
condition is, therefore, automatically satisfied. Integrating the latter equation leads to:

g = g0(t)−
(
j
(
Ω̇(t)unexpected′′inmath

)
+ (j(Ω(t)))

2
)
(x− x0(t)),

where g0(t) and x0(t) are arbitrary smooth functions. We have to find a Galilean
coordinate change X �→ X ′, given by smooth functions x0(t) ∈ R3, R(t) ∈ SO(3)
and corresponding Poisson’s vector �(t), such that g′ = Ω′ = 0. Considering the
transformation law [3.51] of the spinning, we enforce Ω′ = 0 by choosing � = −Ω,
which is possible because Ω is uniform and gives R(t) by integrating [16.45]. The
gravity becomes:

g = g0 + �̇ × (x− x0)−� × (� × (x− x0)).

Besides, considering the transformation law [3.62] of the gravity and the
expression [3.29] of the velocity of transport, we have:

g = ẍ0 − 2� × ẋ0 + �̇ × (x− x0)−� × (� × (x− x0)) +Rg′.

Comparing the latter two conditions shows that g′ = 0 by picking:

g0 = ẍ0 − 2� × ẋ0,

which is possible because g0 is uniform. According to law 3.4, the equation of motion
[3.78] in the new coordinate system X ′ shows, if there are no other forces, that the
linear momentum is constant and the velocity so is, which achieves the proof. �

For the Newtonian gravitation (law 3.3), the curvature tensor reads:

R(dX, δX) =

(
0 0
∂g

∂x
0

)
,

where:

∂g

∂x
= − kg m

′

‖x− x′ ‖3
[
1R3 − 3

x− x′

‖x− x′ ‖
(x− x′)T

‖x− x′ ‖

]
�= 0.

Hence, the space–time is curved and no USM is possible.

We obtained previously the transformation law of the Galilean gravitation
composed of g and Ω (theorem 3.2) and the one of the Galilean gravitation potentials
φ and A (theorem 6.1). Incidentally, we obtained a Galilean invariant of these
potentials, I0 given by [6.24]. Let us now construct a Galilean joint invariant of the
gravitation and its potentials.
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THEOREM 16.6.– The quantity:

I = div g − 2 ‖ Ω ‖2 +2A · curlΩ.

is a Galilean invariant.

PROOF.– We start with the transformation law of the gravity g in the form [6.25]
which can be written:

g′ = RT

(
g − ∂u

∂t
− j(�)u− 2 j(Ω)u

)
.

Applying [6.26] to g′ gives, using [7.42]:

∂g′

∂x′ =
∂g′

∂x
R = RTM R,

with:

M =
∂g

∂x
− ∂2u

∂t∂x
− j(�)

∂u

∂x
− 2 j(Ω)

∂u

∂x
+ 2 j(u)

∂Ω

∂x
.

Hence, we have:

div x′ g′ = Tr

(
∂g′

∂x′

)
= Tr(RTM R) = Tr(RRTM) = Tr(M),

div x′ g′ = div g − ∂

∂t
(div u)− Tr

(
j(�)

∂u

∂x

)
− 2Tr

(
j(Ω)

∂u

∂x

)
+ 2Tr

(
j(u)

∂Ω

∂x

)

Taking into account [6.27], the velocity of transport is divergence free:

div u = Tr (j(�)) = 0.

Moreover, the latter three terms have the same form and can be transformed as the
following generic expression, using the definition [7.43] of curl and [7.13]:

Tr

(
j(v)

∂w

∂x

)
= Tr

(
j(v)

1

2

(
∂w

∂x
−
(
∂w

∂x

)T
))

=
1

2
Tr (j(v) j(curl w)) = −v · curl w.
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Hence:

div x′ g′ = div g + (� + 2Ω) · curl u− 2u · curlΩ,

which becomes, owing to [6.28]:

div x′ g′ = div g + 2 ‖ � ‖2 +4� · Ω− 2u · curlΩ. [16.55]

On the other hand, the transformation law [3.51] of the spinning gives together
with [7.20]:

‖ Ω′ ‖2=‖ RT (Ω +�) ‖2=‖ Ω+� ‖2=‖ Ω ‖2 +2Ω ·�+ ‖ � ‖2 . [16.56]

Moreover, using [7.43], applying [6.26] to Ω′, owing to [3.51] and [7.23], we have:

j(curl x′ Ω′) =
∂Ω′

∂x′ −
(
∂Ω′

∂x′

)T

= RT

[
∂Ω

∂x
−
(
∂Ω

∂x

)T
]

R = RT j(curlΩ)R = j(RT curlΩ),

As j is a regular map:

curl x′ Ω′ = RT curlΩ.

Thus, using the latter result, the transformation law [6.22] of A and [7.20], we
have:

A′ · curl x′ Ω′ = (A+ u) · curlΩ. [16.57]

Taking into account [16.55], [16.56] and [16.57], we show after simplification that:

div x′ g′ − 2 ‖ Ω′ ‖2 +2A′ · curl x′ Ω′ = div g − 2 ‖ Ω ‖2 +2A · curlΩ,

which achieves the proof. �

On the other hand, it is worth noting that we know a Galilean invariant of the
stress–mass tensor representing the matter, the mass density ρ, according to [10.35].
This suggests the claim that the two Galilean invariants are proportional:

div g − 2 ‖ Ω ‖2 +2A · curlΩ = −4π kgρ, [16.58]
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where kg is a constant. In particular, if we suppose that A = 0, then g = −grad φ and
Ω = 0 according to [6.14] and the previous condition reduces to Poisson’s equation:

Δφ = 4π kgρ. [16.59]

of which the solution is:

φ(x, t) = −
∫

kg ρ(x
′, t)

‖ x− x′ ‖ dV(x
′),

for an integrable density. For a mass m′ concentrated to the position x′(t) at time t,
using Dirac’s distribution at x′, we obtain:

φ(x, t) = − kg m
′

‖ x− x′(t) ‖

which restitutes the Newtonian gravitation (section 3.4), kg being the gravitational
constant.

Nevertheless, it is worth noting that [16.59] has no expected Galilean
covariance. The general equation compatible with Galileo’s principle of relativity is
[16.58].

16.7. Bargmannian coordinates

The set B of the affine Bargmannian transformations is a Lie subgroup of
dimension 11 of Aff (5) called Bargmann’s group. The subset B0 ⊂ B of the linear
Bargmannian transformations P̂ given by [1.4] is a Lie subgroup of dimension 6 of
GL(5).

In section 13.8, we considered a 5-dimensional space Û of which the space–time U
is a submanifold. As Û is equipped with a metric, it is a Riemannian manifold. Then,
the B-structure is non-integrable. In other words, the orthonormal frames are (non-
integrable) moving frames. We would like to find a basis change onto (integrable)
natural frames.

Differentiating the expression [13.5] of P̂ and accounting for [3.24], an
infinitesimal Bargmannian transformation around the identity reads:

dP̂ =

⎛⎝ 0 0 0
du j(dψ) 0
0 duT 0

⎞⎠ . [16.60]
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By theorem 3.1, we know that du and dψ have the form [3.42]:

Γ̂(dX̂) =

⎛⎝ 0 0 0
j(Ω) dx− g dt j(Ω) dt 0

0 (j(Ω) dx− g dt)T 0

⎞⎠ , [16.61]

The general expression of the torsion 2-form in a moving frame is:

T̂ (δX̂, dX̂) = Γ̂(δX̂) dX̂ − Γ̂(dX̂) δX̂ − [δ, d] X̂, [16.62]

For the connection being symmetric, the torsion must vanish:

[δ, d] X̂ = Γ̂(δX̂) dX̂ − Γ̂(dX̂) δX̂,

which gives, for the connection [16.61]:

[δ, d]X = 0, [δ, d] z = 2Ω · (dr × δr)− g · (δr dt− dr δt). [16.63]

Now, we are able to find a coordinate chart ψ̂ and the corresponding natural frame
Ŝψ̂ . Applying formula [16.40] on the manifold Ûunexpected′′inmath of dimension
5:

[δ, d] X̂ ′ = δ(P̂−1)dX̂ − d(P̂−1)δX̂ + P̂−1 [δ, d] X̂,

using [14.33] and enforcing this Lie bracket to vanish, we obtain:

[δ, d] X̂ = δP̂ P̂−1dX̂ − dP̂ P̂−1δX̂,

where P̂ is the unknown of the equation. We try a solution of the form:

dP̂ =

(
1R4 0
Φ(X) 1

)
,

where the 4-row Φ is:

Φ(X) = (−φ,AT ),

with φ ∈ R and A ∈ R3. Thus, the equation gives:

[δ, d] z = (curl A) · (dx× δx) +

(
grad φ+

∂A

∂t

)
· (δx dt− dx δt).
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Comparing with [16.63] leads to:

g = −grad φ− ∂A

∂t
, Ω =

1

2
curl A.

that is just the definition [6.14] of the Galilean gravitation potentials. We recovered
the basis change of section 13.8 with the transformation matrix [13.72] previously
obtained in a heuristic way and X ′ being what we called Bargmannian coordinates.

DEFINITION 16.3.– We call a Bargmannian basis (respectively, frame) a B-basis (�eα)
(respectively, B-frame) in the meaning of section 14.2.3.

Bargmannian bases are in fact orthonormal bases then (non-integrable) moving
frames. They do not correspond to Bargmannian coordinate charts. Now, let us
consider a Bargmanian basis Ŝ and two Bargmannian coordinate charts ψ̂, ψ̂∗ with
associated natural frames:

Sψ̂ = Ŝ P̂ , Sψ̂∗ = Ŝ P̂ ∗.

What is the form of the corresponding Bargmannian coordinate change X̂ �→ X̂∗?
Necessarily, we have:

∂X̂∗

∂X̂
= P̂ ∗P̂−1 =

According to the Frobenius method, the coordinate change is a solution of this
system provided that the following compatibility conditions hold:

∂ΔΦα

∂Xβ
=

∂ΔΦβ

∂Xα
,

hence, there exists locally a function X �→ f(X) ∈ R such that:

ΔΦ =
∂f

∂X
,

which is just the gauge transformation [6.16]:

φ∗ = φ− ∂f

∂t
, A∗ = A+ grad f.
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16.8. Bargmannian torsors

DEFINITION 16.4.– The Bargmannian torsor τ̂ of a particle is a 2-contravariant skew-
symmetric affine tensor:

τ̂ : A∗TX̂ Û ×A∗TX̂ Û → R : (Ψ̂1, Ψ̂2) �→ τ̂ (Ψ̂1, Ψ̂2),

represented in a Bargmannian frame by a skew-symmetric 6× 6 matrix:

τ̃ =

(
0 T̂T

−T̂ Ĵ

)
, [16.64]

where T̂ ∈ R5, Ĵ ∈ Mskew
55 and of which the components, under the Bargmannian

transformation [13.7], are modified according to the transformation law:

τ̃ = P̃ τ̃ ′P̃T . [16.65]

Taking into account the structure of the space–time, T̂ and Ĵ are decomposed by
blocks:

T̂ =

⎛⎝m
p
e

⎞⎠ , Ĵ =

⎛⎝ 0 −qT −β
q −j (l) w
β −wT 0

⎞⎠ , [16.66]

where m, e, β ∈ R are scalar and p, q, l, w ∈ R3. As Galileo’s group is a subgroup
of Bargmann’s one, m is the mass, p is the linear momentum, q is the passage and l
is the angular momentum. Now, we would like to reveal the physical meaning of the
remaining components e, β and w by applying the transformation law of the torsor
[16.65] or, equivalently, its inverse one:

τ̃ ′ = P̃−1τ̃ P̃−T . [16.67]

Accounting for [13.7], it itemizes in the transformation laws [3.5], [3.6] , [3.7],
[3.8] of the components m, p, q, l of the Galilean torsor and:

e′ = e− u · p+ m

2
‖ u ‖2, [16.68]
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β′ = β − u · q − τ ′0 e
′ +mη′, [16.69]

w′ = RT
[
w + l × u+ 1

2 ‖ u ‖2 q − η′ p+ (β′ + τ ′0 e
′)u

]
+ e′ k′, [16.70]

Owing to [3.6], it is easy to see that [16.68] is nothing other than the inverse of
the transformation law [13.3], then e is interpreted as the kinetic energy. The last two
components are more puzzling. In the spirit of the boost method initiated in section
3.1.2, we consider a Bargmannian frame f̂ in which the torsor field τ̂ has a reduced
form:

τ̃ =

⎛⎜⎜⎝
0 m 0 0
−m 0 0 0
0 0 −j (l0) 0
0 0 0 0

⎞⎟⎟⎠ , [16.71]

and we claim that it represents a particle at rest. Now, we perform two steps:

– Step 1: next, we consider another Bargmannian frame f̂ ′ obtained from the
previous one through a Galilean boost u = −v combined with translations k′ = x and
η′ = z. Applying the inverse transformation law of [16.67] for a spinless particle and
removing the primes, we have:

p = mv, q = mx, l = q × v,

e =
m

2
‖ v ‖2, β = mz, w =

m

2
‖ v ‖2 x−mz v.

We recover the definition of the kinetic energy. Taking into account [13.4], we
have:

dβ = mdz = e dt,

where e is the Lagrangian of the free particle (see section 6.2.1), which reveals the
meaning of the component β as the action. With this interpretation, the last component
reads:

w = e x− β v,

or a lot better, replacing the kinetic energy by the Lagrangian:

w = Lx− β v.
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We call it the Lagrangian-action momentum.

– Step 2: for the new observer, the particle is moving in USM as it was gravitation
free. To embed it into the gravitation field, we consider the linear transformation:

Q̃−1 =

(
1 0

0 Q̂−1

)
,

where Q̂−1 is given by [13.72] in order to work with a Bargmannian coordinate system
in which the new components are given by τ̃ ′ = P̃−1τ̃ P̃−T . After calculating and
removing the primes, we see that the components m, p, q, l of the Galilean torsor
remain unchanged while:

L =
m

2
‖ v ‖2 −mφ+mA · v, [16.72]

β = m (z +A · x), w =
m

2
‖ v ‖2 x−mz v − φ q +A× l. [16.73]

We recover the general form [6.13] of the Lagrangian in the gravitation field.
Because of the additional quantity in β, we call it augmented action. Besides,
observing that l = mx× v and using the vector triple product [7.15] leads to:

w = Lx− β v,

and we recover the expression of the Lagrangian-action momentum.

DEFINITION 16.5.– The Bargmannian torsor is structured into two components:

– the linear 4-momentum T̂ , itself substructured into:

1) the mass m;

2) the linear momentum p;

3) the Lagrangian L.

– and the angular 4-momentum ˆJ , itself substructured into:

1) the passage q;

2) the angular momentum l;

3) the augmented action β;

4) the Lagrangian-action momentum w.
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In matrix form, the Bargmannian torsor reads:

τ̃ =

⎛⎜⎜⎝
0 m pT L
−m 0 −qT −β
−p q −j(l) w
−L β −wT 0

⎞⎟⎟⎠ . [16.74]

16.9. Bargmannian momenta

In section 16.4, we showed that the general action of Galileo’s group on the
momentum tensors useful for physical applications is affine. For Bargmann’s group,
it is not so. In fact, as we will see in section 17.6, Bargmann’s group is constructed
just for the translation part θ in [16.10] to be null. Therefore, the considered action of
Bargmann’s group on the momentum tensors is just the coadjoint one:

F̂ ′ = F̂ P̂ , L̂′ = (P̂−1 L̂+ Ĉ ′ F̂ ) P̂ . [16.75]

The Bargmannian momentum tensor μ̂ of a particle is a mixed 1-covariant and
1-contravariant affine tensor:

μ̂ : TX̂ Û ×A∗TX̂ Û → R : ( �̂V , Ψ̂) �→ μ̂( �̂V , Ψ̂),

Every Bargmannian linear transformation P̂ preserves the metrics [13.8] of the
5-dimensional space, then taking into account [13.9]:

P̂ ∗P̂ = 1R5 ,

and differentiating, we have:

dP̂ ∗P̂ = −P̂ ∗dP̂ .

Considering the limit when P̂ approaches the identity, we see that any infinitesimal
generator dP̂ of the Lie algebra b0 of B0 is anti-self-adjoint:

dP̂ ∗ = −dP̂ .

Taking into account [16.5], the dual pairing reads:

μ̂ Ẑ = μ̂ dâ = (F̂ , L̂) (dĈ, dP̂ ) = F̂ dĈ + Tr(L̂ dP̂ ). [16.76]
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For any dP̂ ∈ b0, the last term is transformed as follows:

Tr(L̂ dP̂ ) = −Tr(L̂ dP̂ ∗) = −Tr(dP̂ ∗L̂) = −Tr((L̂∗dP̂ )∗) = −Tr(L̂∗dP̂ ),

then L̂ is anti-self-adjoint:

L̂∗ = −L̂.

The structure of Euclidean space (and of Riemannian manifold) induces strong
properties. In particular, it allows us to generate new tensors by lowering or raising
the indices. This suggests to generate the Bargmannian momenta from the torsors,
according to the rule:

F̂β = ĜβμT̂
μ, L̂α

β =
1

2
ĜβμĴ

αμ,

or in matrix form:

F̂ = T̂T Ĝ, L̂ =
1

2
Ĵ Ĝ. [16.77]

Conversely, we have:

T̂ = Ĝ−1F̂T , Ĵ = 2 L̂ Ĝ−1. [16.78]

Let us remark that if Ĵ is skew-symmetric, L̂ is anti-self-adjoint. Indeed, owing to
[14.12], we have:

L̂∗ = Ĝ−1

(
1

2
Ĵ Ĝ

)T

Ĝ =
1

2
ĴT Ĝ = −1

2
Ĵ Ĝ = −L̂.

Now, we have to verify that the law of transformation of torsors:

T̂ ′ = P̂−1 T̂ , Ĵ ′ = P̂−1Ĵ P̂−T + Ĉ ′(P̂−1T̂ )T − (P̂−1T̂ ) Ĉ ′T , [16.79]

is consistent with the one [16.75] of momenta.

LEMMA 16.1.– If L̂ is anti-self-adjoint, the transformation law [16.75] is recast as:

F̂ ′ = F̂ P̂ , L̂′ =
[
P̂−1 L̂+

1

2

(
Ĉ ′ F̂ − P̂−1Ĝ−1F̂T Ĉ ′T P̂T Ĝ

)]
P̂ . [16.80]
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PROOF.– As 2-covariant tensor, the metric tensor is transformed as:

Ĝ′ = P̂T Ĝ P̂ . [16.81]

Because L̂ is anti-self-adjoint, we have:

L̂ =
1

2
(L̂+ L̂) =

1

2
(L̂− L̂∗), [16.82]

and similarly:

L̂′ =
1

2
(L̂′ − L̂′∗) =

1

2
(L̂′ − Ĝ′−1L̂′T Ĝ′).

Taking into account [16.75] and [16.81], we have:

L̂′ =
1

2

[
(P̂−1 L̂+ Ĉ ′ F̂ ) P̂ − P̂−1Ĝ−1 (L̂T P̂−T + F̂T Ĉ ′T ) P̂T Ĝ P̂

]
.

Owing to [14.12], it holds that:

L̂′ =
[
P̂−1 1

2
(L̂− L̂∗) +

1

2

(
Ĉ ′ F̂ − P̂−1Ĝ−1F̂T Ĉ ′T P̂T Ĝ

)]
P̂ ,

which achieves the proof, owing to [16.82]. �

THEOREM 16.7.– The transformation laws [16.79] and [16.75] of Bargmannian
torsors and momenta are equivalent through [16.77] and [16.78].

PROOF.– Taking into account [16.81], the transformation law of F is equivalent to the
one of T :

F̂ ′ = T̂ ′T Ĝ′ = (P̂−1 T̂ )T P̂T Ĝ P̂ = T̂T Ĝ P̂ = F̂ P̂ .

Likewise, the transformation law of F derives from the ones of T and J because:

L̂′ =
1

2
Ĵ ′ Ĝ′ =

1

2

[
P̂−1Ĵ P̂−T + Ĉ ′(P̂−1T̂ )T − (P̂−1T̂ ) Ĉ ′T

]
P̂T Ĝ P̂ .

After simplification, it holds that:

L̂′ =
[
P̂−1

(
1

2
Ĵ Ĝ

)
+

1

2

(
Ĉ ′ (T̂T Ĝ)− P̂−1Ĝ−1(Ĝ T̂ ) Ĉ ′T P̂T Ĝ

)]
P̂ .

Taking into account [16.77] leads to [16.80] and we conclude with lemma 16.1. �
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It is worth noting that this construction is valid only if there exists
a Euclidean structure on the tangent space and thus a Riemannian structure on the
manifold. It cannot be, for instance, applied in the Galilean framework where the
space–time is not Riemannian.

Taking into account the expression [13.73] of the metric embedded in the
gravitation field, we obtain the one of F̂ by [16.77]:

F̂ =
(
m pT L

) ⎛⎝−2φ AT −1
A 1R3 0
−1 0 0

⎞⎠ =
(
−H πT −m

)
,

with:

H = L+ 2mφ− p ·A, π = p+mA.

Taking into account the expression [16.72] of the Lagrangian and p = mv, we
recover the expression [6.18] of the Hamiltonian:

H =
1

2
m ‖ v ‖2 +mφ.

It is worth to observe that we obtained it not by Legendre’s transform but by
lowering the index of an Euclidean tensor. Besides, we recognized the expression
[6.17] of the generalized linear momentum.

Likewise, we deduce the expression of L̂ from the one of Ĵ :

L̂ =
1

2

⎛⎝ 0 −qT −β
q −j(l) w
β −wT 0

⎞⎠ ⎛⎝−2φ AT −1
A 1R3 0
−1 0 0

⎞⎠ =
1

2

⎛⎝α −qT 0
−w1 −S −q
−γ −wT

2 0

⎞⎠ ,

with:

α = β − q ·A, w1 = w + l ×A+ 2φ q,

γ = 2β φ+ w ·A, S = j(l)− q AT , w2 = w − β A.

Taking into account [16.73] and the expression [6.18] of the Hamiltonian, we see
that α is the action and:

w1 = H x− α v,
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which we call the Hamiltonian-action momentum and is expanded as:

w1 =

(
1

2
m ‖ v ‖2 +mφ

)
x−mz v,

It is worth comparing it to the rather similar but distinct expression [3.75] of
Laplace–Runge–Lenz vector:

wL = v × l +mφx = v × (x×mv) +mφx =
(
m ‖ v ‖2 +mφ

)
x−m (x · v) v.

Moreover, in the absence of gravitation, the Hamiltonian H is reduced to the
kinetic energy e, π to the usual linear momentum p and S = j(l).

F̂ =
(
−e pT −m

)
, L̂ =

1

2

⎛⎝α −qT 0
−w −j(l) −q
0 −wT 0

⎞⎠ .

Considering an infinitesimal generator of Bargmann’s group:

dĈ =

⎛⎝dτ0
dk
dη

⎞⎠ , dP̂ =

⎛⎝0 0 0
du j(d�) 0
0 duT 0

⎞⎠ ,

and using [7.3] and [7.13], the dual pairing [16.76] reads:

μ̂ Ẑ = l · d� − q · du+ p · dk − e dτ0 −mdη.

Comparing with [16.12], we recover the Galilean momenta l, q, p, e and we
discover an extra Bargmannian momentum, the mass m.

As for the torsors, it is possible to extend the definition of the momentum tensors
to represent the behavior of continua. We have just to give them a vector value. As the
space–time U is a submanifold of the 5-dimensional space Û , an event X ∈ U also
belongs to Û . We consider a field X �→ μ̂ where μ̂(X) is Bargmannian momentum
tensor with vector value in the tangent space to the space–time at X:

μ̂ : TX Û ×A∗TX Û → TXU : ( �̂V , Ψ̂) �→ μ̂( �̂V , Ψ̂).

Fixing the value of the argument Ψ̂ to the affine function 1̂ of constant value equal
to 1, let us consider the vector valued 1-covariant tensor on Û defined by:

T̂ : TX Û → TXU : �̂V �→ T̂ ( �̂V ) = μ̂( �̂V , 1̂).

We recover the definition 13.5 in the chapter on thermodynamics and its extension
[13.79] in the presence of gravitation. For this reason, it is named momentum tensor
too.
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16.10. Poincarean structures

According to Klein’s Erlangen program [KLE 72], a geometry is a transformation
group (or symmetry group). All the way along this book, we have seen that a physics
such as Galileo’s is also a transformation group then the corresponding space is
equipped with its underlying geometry. That of the Galilean mechanics is atypical
because of the loss of space–time metrics but many geometrical tools remain useful,
in particular the covariant derivative at the root of the principle of relativity. On the
other hand, the classical thermodynamics is governed by Bargmann’s group, a set of
affine transformations which preserve the metrics [13.8] of the 5-dimensional space.
The corresponding geometry is Riemannian.

By opposition to Galilean relativity, that of Lorentz–Poincaré–Einstein is based on
the experimental fact that the speed of the light – even if it is huge – has a finite value
c for every observer. Which are the underlying transformation group and geometry?
In the absence of gravitation, the light rays are straight lines and the particles of light
– the photons – move at the constant velocity c in any coordinate system X where the
observer takes measures to identify the events. Hence, we are interested in determining
the coordinate changes X ′ �→ X preserving the straight lines in the space–time:

dx = v dt,

with ‖ v ‖= c. Equivalently, they preserve the relation:

‖ dx ‖2 −c2dt2 = 0.

thus, Minkowski’s metrics G defined by Gram’s matrix:

G =

(
c2 0
0 −1R3

)
. [16.83]

DEFINITION 16.6.– The affine transformations dX = P dX ′ + C preserving the
metrics:

P ∗P = 1R4 , [16.84]

are called Poincarean transformations. Their set is a Lie subgroup of Aff(4) of
dimension 10 called Poincaré’s group and is denoted by P. Its linear part P0 is called
Lorentz group and its elements are Lorentzian transformations.

By a choice of an orthonormal basis, we see that the metrics signature is (1, 3) then
P = E(1, 3) and P0 = O(1, 3). From a physical point of view, these transformations
can be parametrized due to the following result:
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THEOREM 16.8.– The Lorentzian transformations can be unically decomposed as the
product:

P = PuPR,

of two Lorentzian transformations, Pu associated with a boost u and PR associated
with an orthogonal transformation R ∈ O(3):

Pu =

⎛⎜⎝γ
1

c2
γ uT

γ u 1R3 +
1

c2
γ2

γ + 1
uuT

⎞⎟⎠ , PR =

(
ε 0
0 ε′ R

)
, [16.85]

where γ =| 1− ‖ u ‖2 / c2 |−1/2, ε, ε′ ∈ {−1, 1}.

For the proof, the readers are referred to [VAL 78]. For simplicity, we put ε =
ε′ = 1 in the sequel. Organizing the calculus as in section 1.3.4 by working in R5, a
Poincarean transformation is represented by the 5× 5 matrix:

Pu =

⎛⎜⎜⎜⎝
1 0 0

τ0 γ
1

c2
γ uTR

k γ u R+
1

c2
γ2

γ + 1
uuTR

⎞⎟⎟⎟⎠ . [16.86]

The extension of the torsor concept to Poincaré–Einstein relativity is
straightforward:

DEFINITION 16.7.– The Poincarean torsor τ of a particle is a skew-symmetric
2-contravariant affine tensor:

τ : A∗TXM×A∗TXM→ R : (Ψ1,Ψ2) �→ τ (Ψ1,Ψ2),

represented in a Poincarean frame by a skew-symmetric 5× 5 matrix:

τ̃ =

(
0 TT

−T J

)
, [16.87]

where T ∈ R4, J ∈ Mskew
44 and of which the components, under the Poincarean

transformation, are modified according to the transformation law:

τ̃ = P̃ τ̃ ′P̃T . [16.88]
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Decomposing T and J by blocks as in [3.3], we claim that in a Poincarean
coordinate system X ′ where a particle of mass m0 and spin l0 is at rest at the
position x′ = 0 at time t′ = 0, the torsor reads:

τ̃ ′ =

⎛⎝ 0 m0 0
−m0 0 0
0 0 −j(l0)

⎞⎠ .

In the spirit of the boost method of section 3.1.2, let us consider another coordinate
system X = PX ′ + C with a boost u = v and a translation of the origin at k = x0

(hence, τ0 = 0 and R = 1R3). Applying the transformation law [16.88] with the
Poincarean transformation [16.86] gives the torsor components in the new coordinate
system:

m = γ m0, p = γ m0v = mv,

q = γ

(
m0x0 +

1

c2
v × l0

)
,

l = Adj

(
1R3 +

1

c2
γ2

γ + 1
v vT

)
l0 + x0 ×mv,

where γ =| 1− ‖ v ‖2 / c2 |−1/2.

Unlike the Galilean relativity where the mass is invariant by Galilean
transformation, the mass m, equal to m0 when the particle is at rest, increases with
the velocity up to the infinity when the velocity approaches the speed of the light.
The linear momentum p is equal to the product of the mass by the velocity as in
Galilean relativity but now with a mass depending on the velocity. The first term of q
is similar to the Galilean passage but there is a correction by the spin. The angular
momentum l is decomposed into the spin component (but which is now depending on
the velocity) and the orbital one.

It is worth noting that the linear 4-momentum:

T = m0U, [16.89]

where:

U =

(
γ
γ v

)
, [16.90]
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represents the velocity vector �U , relativistically analogous to the Galilean one [1.12]
which it approaches when c approaches the infinity. It verifies the condition:

U∗( �U) = UTGU = c2. [16.91]

Due to the Riemannian structure of the space–time, we can build the Poincarean
momentum tensor likewise [16.77]:

F = TTG =
(
e,−pT

)
, L =

1

2
J G =

1

2

(
0 qT

c2q −j(l)

)
, [16.92]

where the energy is given by:

e = mc2,

a formula that has already caused a lot of ink to flow. It appears here as a simple index
lowering:

F0 = G00T
0.

Let us remark that the proof of lemma 16.1 is valid for any Euclidean structure,
independently of the space dimension. Then, Poincarean momentum tensors are
governed by the transformation law:

F ′ = F P, L′ =
[
P−1 L+

1

2

(
C ′ F − P−1G−1FTC ′TPTG

)]
P.

Because the first relation [16.92] reads F = T ∗, for any Poincarean
transformation, P−1 = P ∗ and PTGP = G, hence the previous relation becomes:

F ′ = F P, L′ = P ∗ LP +
1

2
(C ′ (P ∗T )∗ − (P ∗T )C ′∗) . [16.93]

Let us achieve this quick review of relativity by a smidgen of thermodynamics of
continua. The motivation in Galilean relativity to introduce the momentum tensor T̂ of
definition 13.5 was to obtain, according to theorem 13.2, the balance of both the mass
and energy as expression of the first principle of thermodynamics 13.1. In Lorentz–
Poincaré–Einstein relativity, we just saw that mass and energy are identical, the factor
c2 aside. It is not necessary to use the artifact of the fifth dimension and we work in
the space–time only with the temperature 4-vector �W represented by a column:

W ′ =
(
β
0

)
,
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in a coordinate system X ′ where the elementary volume is at rest. In another
coordinate system X obtained from X ′ by a boost v, the temperature vector reads:

W = P W ′ =

⎛⎜⎝γ
1

c2
γ vT

γ v 1R3 +
1

c2
γ2

γ + 1
v vT

⎞⎟⎠ (
β
0

)
=

(
γ β
γ β v

)
.

Then, the absolute temperature is transformed as:

θ′ =
θ

γ
= θ | 1− ‖ v ‖2 / c2 |1/2 .

According to Planck’s theory, when the velocity of the elementary volume
increases with respect to the observer, the temperature measured by her or him
decreases.

In general relativity, we use Levi–Civita connection associated with the
Riemannian structure. The Poincarean friction tensor is the self-adjoint 1-covariant
and 1-contravariant tensor:

f =
1

2

(
∇ �W +

(
∇ �W

)∗)
.

The Poincarean momentum tensor is a self-adjoint 1-covariant and
1-contravariant tensor T on the space–time. The relativistic version of the first
principle of the thermodynamics claims that it is covariant divergence free:

Div T = 0.

Inspiring from the second principle of the thermodynamics 13.2, the relativistic
version claims that the local production of entropy:

Φ = Div
(
T �W + ζ �N

)
− 1

c2

(
U∗(f( �U))

) 1

c2

(
U∗(TI( �U))

)
≥ 0,

of a continuous medium characterized by fields of Planck’s potential ζ, velocity
vector �U , mass flux vector �N , temperature vector �W and momentum tensor T is
non-negative and vanishes if and only if the process is reversible. The reason is that
when the speed of the light approaches the infinite, the linear form U∗ represented by
the 4-row:

UTG =
(
γ, γ vT

) ( c2 0
0 −1R3

)
= c2

(
γ,− 1

c2
γ vT

)
,

approaches c2e0 where e0 is the time arrow. Hence we recover the expression [13.56]
of the Galilean local production of the entropy. The readers interested in the relativistic
thermodynamics of continua are referred to [VAL 78, VAL 81].
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16.11. Lie group statistical mechanics

In order to discover the underlying geometric structure of the statistical mechanics,
we are interested in the affine maps Θ on the affine space of momentum tensors,
represented by an affine function Θ from g∗ into R:

Θ(μ) = Θ(μ) = z + μZ,

where z = Θ(0) = Θ(μ0) and Z = lin(Θ) ∈ g are the affine components of Θ. If
the components of the momentum tensors are modified according to [16.7], the change
of affine components of Θ is given by the induced action:

z = z′ − θ(a)Ad(a)Z ′, Z = Ad(a)Z ′. [16.94]

Then, Θ is a G-tensor. In [SOU 70, SOU 97b], Souriau proposed a statistical
mechanics model using geometric tools of Lie group theory. Let dλ be a measure on
μ = orb (μ) and a Gibbs probability measure p dλ with:

p = e−Θ(μ) = e−(z+μZ .

The normalization condition
∫
orb(μ)

p dλ = 1 links the components of Θ, allowing
us to express z in terms of Z:

z(Z) = ln

∫
orb(μ)

e−μZ dλ. [16.95]

The corresponding entropy and mean momenta are:

s = −
∫
orb(μ)

p ln p dλ = z +M Z, M =

∫
orb(μ)

μ p dλ = − ∂z

∂Z
, [16.96]

M satisfying the same transformation law as the one [16.7] of μ. Hence, M are
the components of a momentum tensor M which can be identified to the orbit
orb(M), which defines a map μ �→ M , i.e. a correspondence between two orbits.
This construction is formal and, for reasons of integrability, the integrals will be
performed only on a subset of the orbit according to a heuristic way explained later
on.

People generally consider that the definition of the entropy is relevant for
applications insofar the number of particles in the system is very huge. For instance,
the number of atoms contained in one mole is Avogadro’s number equal to 6 × 1023.
It is worth noting that Vallée and Lerintiu proposed a generalization of the ideal gas
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law based on convex analysis and a definition of entropy which does not require the
classical approximations (Stirling’s formula) [VAL 05].

Now, let us reveal the link between Lie group statistical mechanics in the classical
Galilean context and the thermodynamics of continua of Chapter 13. In other words,
how do we deduce the momentum tensor T from M and Planck’s potential ζ from z?
We work in five steps:

1) Step 1: modeling the deformation. Let us consider N identical particles
contained in a box of finite volume V , large with respect to the particles
but representing the volume element of the continuum thermodynamics. For the
coordinate change [10.6], [10.7]:

t = t′ + τ0, x = ϕ(t′, s′),

the Jacobean matrix is given by [10.3]:

∂X

∂X ′ = P =

(
1 0
v F

)
,

Moreover, we suppose that the box of initial volume V0 is at rest in the considered
coordinate system (v = 0) and the deformation gradient F is uniform in the box, then
dx = F ds′. According to [16.27] and the transformation law [16.26] of the Galilean
momentum tensor without boost (u = 0), the linear momentum is transformed through
p = F−T p′. The measure becomes:

dλ = d3x d3p d2n = d3s′ d3p′ d2n.

Replacing the orbit by the subset V0 ×R3 × S2 and integrating [16.95] gives for a
particle after leaving out the primes:

z =
1

2
ln(det(C))− 3

2
lnβ + Cte, [16.97]

where the value of the constant is not relevant in the following.

2) Step 2: identification. It is based on the following result.

THEOREM 16.9.– The transformation law of the temperature vector �̂W is the same
as the one of affine maps Θ on the affine space of momentum tensors through the
identification:

Z = (−W, 0), z = mζ,

PROOF.– First, let us verify that the form Z = (−W, 0) does not depend on the choice
of the affine frame. Indeed, starting from Z ′ = (−W ′, 0) and applying the adjoint
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representation [16.6] with dC ′ = −W ′ and dP ′ = 0, we find that dC = −W and
dP = 0 with:

W = P W ′.

Moreover, using the notations of [16.26] and 16.94] gives:

z = z′ − θ(a)Ad(a)Z ′ = z′ + FmP W ′.

On the other hand, let Ŵ be the 5-column [13.10] representing the temperature
vector:

Ŵ =

(
W
ζ

)
=

⎛⎝ β
w
ζ

⎞⎠ .

Taking into account [1.4] and [16.27], it is easy to verify that its transformation
law Ŵ = P̂ Ŵ ′ with the linear Bargmannian transformation [13.5] can be recast as:(

W
ζ

)
=

(
P 0

F1P 1

) (
W ′

ζ ′

)
,

which is the transformation law of the affine map Θ provided that z = mζ , which
achieves the proof. �

For the box at rest in the coordinate system X , we put:

W =

(
β
0

)
.

– Step 3: boost method. A new coordinate system X̄ in which the box has the
velocity v can be deduced from X = P X̄ + C by applying a boost u = −v (hence,
k = 0, τ0 = 0 and R = 1R3 ). The transformation law of vectors gives the new
components W̄T = (β, β vT ) and [16.94] leads to:

z̄ = z +
mβ

2
‖ v ‖2= z +

m

2β
‖ w ‖2 .

Taking into account [16.97] and leaving out the bars:

z =
1

2
ln(det(C))− 3

2
lnβ +

m

2β
‖ w ‖2 +Cte.
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It is clear from [16.96] that s is Legendre conjugate of −z, then, introducing the
internal energy:

eint = e− 1

2m
‖ p ‖2,

the entropy is:

s =
3

2
ln eint +

1

2
ln(det(C)) + Cte,

and, by Z = ∂s / ∂M , we derive the corresponding momenta:

β =
∂s

∂e
=

3

2 eint
, w = −grad p s =

3

2 eint

p

m
.

3) Step 4: link between z and ζ. Planck’s potential ζ is given by theorem 16.9:

ζ =
z

m
=

1

2m
ln(det(C))− 3

2m
lnβ +

1

2β
‖ w ‖2 +Cte.

From [13.42] and [13.36], we obtain the linear 4-momentum Π = (HR,−pT ) and
Cauchy’s stresses:

HR = ρ

(
3

2

kBT

m
+

1

2
‖ v ‖2

)
, p = ρv, σ = −q 1R3 ,

where, from the expression of the pressure, we recover the ideal gas law:

q =
ρ

m
kBT =

N

V
kBT.





17

Symplectic Structure on a Manifold

17.1. Symplectic form

If you need to brush up on symplectic techniques, this would be a good time to
consult, for instance, [GUI 84b], [LIB 87], [SOU 70] and [SOU 70].

DEFINITION 17.1.– Let η �→ ω be a smooth field of 2-form on a manifold N such
that:

– Ker ω = {dη ∈ TηN s.t. ι(dη)ω = 0} has a constant dimension;

– ω is closed: dω = 0.

Then, we say thatN is a presymplectic manifold and ω is a symplectic form. It can
be proved that the rank of ω is even. If rankω = dimN , N is called a symplectic
manifold.

To motivate this definition, let us illustrate it by a simple example. The motion of
a spinless particle of mass m, position x at time t and velocity v can be described in
the “phase space” by the point:

η =

⎛⎝ t
x
v

⎞⎠ ∈ N = R7.

If it is subjected to a Galilean gravitation field, it can be described in Galilean
coordinate systems by the skew-symmetric 2-covariant tensor or 2-form:

ω(dη, δη) = m [(dv − g dt) · (δx− v δt)− (δv − g δt)

·(dx− v dt)− 2Ω · (δx× dx)] . [17.1]

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
© ISTE Ltd 2016. Published by ISTE Ltd and John Wiley & Sons, Inc.
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It is represented by the 7× 7 matrix:

ω̃ = m

⎛⎝ 0 gT −vT
−g 2 j(Ω) 1R3

v −1R3 0

⎞⎠ ,

such that:

ω(dη, δη) = δηT ω̃ dη.

In short notations of exterior calculus, the 2-form reads:

ω = m [(dvi − gi dt) ∧ (dxi − vi dt)− 2Ωij dxi ∧ dxj ] , [17.2]

where – for simplicity’s sake – all the indices are lowered, the standard convention of
summation on the repeated indices is used and Ωij is the element at the intersection
of the i-th row and the j-th column of the matrix j(Ω):

– From a mechanical viewpoint, the equation ι(dη)ω = 0 is interpreted as the
equation of motion. Indeed, it reads:

∀δη, (ι(dη)ω)(δη) = ω(dη, δη) = 0,

that, taking into account [17.1], leads to:

dx

dt
= v,

dv

dt
= g − 2Ω× dx

dt
, [17.3]

v · dv
dt

=
d

dt

(
1

2
‖ v ‖2

)
= g · dx

dt
, [17.4]

which, by elimination of the velocity, provides the equation of motion [3.46].
Moreover, the last condition is the balance of power. As it is a consequence of the
previous one, rank ω = 7 − 1 = 6. Hence, the manifold N is presymplectic and the
leaves are the trajectories of particles.

– Let us now examine the consequences of the closure condition dω = 0.
Expanding [17.2] and owing to dt ∧ dt = 0, we have:

ω = m [dvi ∧ dxi − vi dvi ∧ dxi − gi dt ∧ dxi − 2Ωij dxi ∧ dxj ] , [17.5]

and differentiating:

dω = m [−dvi ∧ dvi ∧ dxi −
(
∂gi
∂t

dt+
∂gi
∂xj

dxj

)
∧ dt ∧ dxi

−2
(
∂Ωij

∂t
dt+

∂Ωij

∂xk
dxk

)
∧ dxi ∧ dxj ]. [17.6]
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The first terms vanish because same factors are repeated and it remains:

dω = m

[
−
(
∂gi
∂xj

+ 2
∂Ωij

∂t

)
dxi ∧ dxj ∧ dt− 2

∂Ωij

∂xk
dxk ∧ dxi ∧ dxj

]
,

or, assembling the similar terms:

dω = m [

(
∂g3
∂x2

− ∂g2
∂x3

+ 2
∂Ω1

∂t

)
dx2 ∧ dx3 ∧ dt

+

(
∂g1
∂x3

− ∂g3
∂x1

+ 2
∂Ω2

∂t

)
dx3 ∧ dx1 ∧ dt

+

(
∂g2
∂x1

− ∂g1
∂x2

+ 2
∂Ω3

∂t

)
dx1 ∧ dx2 ∧ dt

−2
(
∂Ω1

∂x1
+

∂Ω2

∂x2
+

∂Ω3

∂x3

)
dx1 ∧ dx2 ∧ dx3]. [17.7]

Hence, ω is closed provided that:

curl g + 2
∂Ω

∂t
= 0, divΩ = 0,

and we recover the conditions [6.15] of existence of the potential of the Galilean
gravitation.

It is worth noting that to define the Bargmannian coordinate systems, we claim
that the Bargmannian connection is symmetric. Now, we prove a result which states a
link between this fact and the closure of the Galilean symplectic form [17.1].

THEOREM 17.1.– If the Bargmannian connection is symmetric, the Galilean 2-form
[17.1] is closed.

PROOF.– Combining [16.61] and [16.63], we see that the the four former components
of the vector valued torsion 2-form, namely T̂ 0 corresponding to the time and T̂ i

corresponding to the space coordinates, are automatically null while:

[δ, d] z + T̂ 4(δX̂, dX̂) = −g · (δx dt− dx δt) + 2Ω · (dx× δx).

On the other hand, expanding [17.1] gives:

ω(dη, δη) = m [(dv · δx− δv · dx)− v · (δt dv − dt δv)

−g · (dt δx− δt dx) + 2Ω · (dx× δx)], [17.8]
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then:

ω(dη, δη) = m
(
(dv · δx− δv · dx)− v · (δt dv − dt δv) + [δ, d]z + T̂ 4(δX̂, dX̂)

)
.

By exterior differentiation, we have:

dω(Δη, dη, δη) = m
(
([Δ, [δ, d]] + [δ, [d,Δ]] + [d, [Δ, δ]]) z + dT̂ 4(ΔX̂, δX̂, dX̂)

)
,

in which the former term vanishes because of Jacobi’s identity, hence:

dω = mdT̂ 4,

that achieves the proof. �

17.2. Symplectic group

DEFINITION 17.2.– A Lie group G smoothly left acting on N and preserving the
symplectic form:

∀a ∈ G, L∗
aω = ω,

is called a symplectic group. We say that the action is a symplectic action.

For instance, Galileo’s group acts on N according to [1.8] and [1.13]:

t = t′ + τ0, x = Rx′ + u t′ + k, v = Rv′ + u, [17.9]

and, differentiating with respect to η′:

dt = dt′, dx = Rdx′ + u dt′, dv = Rdv′,

δt = δt′, δx = Rδx′ + u δt′, δv = Rδv′.

Let us prove that Galileo’s group is symplectic by substituting these expressions
into the 2-form [17.8], which leads to:

ω(dη′, δη′) = m [(dv′ · δx′ − δv′ · dx′)− v′ · (δt′ dv′ − dt′ δv′)

−(RT (g − 2Ω× u)) · (dt′ δx′ − δt′ dx′)

+2 (RTΩ) · (dx′ × δx′)], [17.10]
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Observing that Galilean transformations are particular cases of Galilean coordinate
changes [3.27]:

x = R(t′)x′ + x0(t
′),

where τ0 = 0, R is time-independent (then � = 0) and x0(t
′) = u t′ + k, the

transformation laws of the Galilean gravitation components [3.51] and [3.62] give:

g′ = RT (g − 2Ω× u), Ω′ = RTΩ,

that proves Galileo’s group is symplectic.

17.3. Momentum map

We denote by Z · η the infinitesimal action of Z ∈ g at η. For instance, if G is
Galileo’s group, differentiating [17.9] at constant η′ and considering the limit when a
approaches the identity, η′ approaches η and we obtain the expression of δη = Z · η:

δt = δτ0, δx = δ� × x+ δu t+ δk, δv = δ� × v + δu. [17.11]

All the way along this book, we have seen that integrals of the motion are important
tools to integrate the equations. We would now like to show how they are linked to
symmetry groups.

DEFINITION 17.3.– A map ψ : N → g∗ such that:

∀η ∈ N , ∀Z ∈ g, ι(Z · η)ω = −d(ψ(η)Z).

is called a momentum map of G.

The momentum map is the quantity involved in Noether’s theorem:

THEOREM 17.2.– Let N be a presymplectic manifold with symplectic group G and
ψ be a momentum map. Then, ψ is constant on each leaf of N .

PROOF.– It is sufficient to prove for any Z ∈ g that ψ(η)Z is an integral of the
motion. In other words, Ker ω ⊂ Ker d(ψ(η)Z) or, according to the definition of a
momentum map, Ker ω ⊂ Ker (ι(Z · η)ω), that is:

ι(δη)ω = 0 ⇒ ω(Z · η, δη) = 0,

which is true because ω is skew-symmetric, which achieves the proof. �



372 Galilean Mechanics and Thermodynamics of Continua

Let us illustrate this result by revisiting Kepler’s problem solved in section 3.4. In
a Newtonian coordinate system X , the spinning Ω vanishes and the gravity g given by
[3.65] with x′ = 0 is collinear to x. After swapping dη and δη, the symplectic 2-form
[17.8] is reduced to:

ω(δη, dη) = m [(δv · dx− dv · δx)− v · (dt δv − δt dv)

−g · (δt dx− dt δx)]. [17.12]

Now, we are able to find momentum maps:

– Considering only the infinitesimal generator δτ0:

δη =

⎛⎝ δτ0
0
0

⎞⎠ ,

we find the corresponding momentum map:

η �→ −e = −
(
1

2
m ‖ v ‖2 +mφ

)
.

and we recover the total energy [3.74] as integral of the motion because:

ι(δη)ω = mδτ0 (v · dv − grad φ) = −d

– Considering the generator δ�:

δη =

⎛⎝ 0
δ� × x
δ� × v

⎞⎠ ,

we have, because g is collinear to x:

ι(δη)ω = mδ� · (dx× v + x× dv) = −d

and we recover the angular momentum as momentum map.

For the use of the momentum map, in particular in the problems of the spherical
pendulum, Euler’s top and Lagrange top’s, the readers can consult [CUS 97].
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17.4. Symplectic cohomology

THEOREM 17.3.– Let N be a connected presymplectic manifold with symplectic
group G and η �→ μ = ψ(η) be a momentum map. Then:

♦ there exists a smooth map θ of G into g∗ defined by:

θ(a) = ψ(a · η)−Ad∗(a)ψ(η) ;

♥ θ verifies: θ(a′a) = θ(a′) + Ad∗(a′) θ(a); ♠ the derivative f = Dθ(e) is a
2-form of the Lie algebra g such that:

f(Z, [Z ′, Z ′′]) + f(Z ′, [Z ′′, Z]) + f(Z ′′, [Z,Z ′]) = 0,;

♣ we have:

(Dψ(η))(Z · η) = ψ(η) ◦ ad(Z) + ι(Z)f,

ω(Z · η, Z ′ · η) = μ[Z,Z ′] + f(Z,Z ′).

For the proof, the readers are referred, for instance, to Souriau [SOU 70, p. 109]
(theorem 11.17), or [SOU 97] for its English translation. Replacing η by a−1 · η in
condition ♦, this formula reads:

ψ(η) = Ad∗(a)ψ′(η) + θ(a),

where ψ �→ ψ′ = a·ψ is the induced action of the one of G onN . It is worth observing
that it is nothing else [16.10] with μ = ψ(η) and μ′ = ψ′(η).

In this sense, the values of the momentum map are just the momentum
G-tensor components of definition 16.2!

Hence, the condition ♦ can be recast saying that ψ is equivariant:

L∗
aψ = a · ψ.

The previous theorem suggests the following notions.

DEFINITION 17.4.– We call symplectic cocycle of G a smooth map cocs from G into
g∗ such that:

♦ cocs(a′a) = cocs(a′) +Ad∗(a′) cocs(a);

♥ dcocs = D cocs (e) is skew-symmetric.
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Formula ♦ is called the symplectic cocycle identity.

Let μ0 ∈ g∗. We call symplectic coboundary of G a smooth map cobsμ0 of G into
g∗ such that:

cobsμ0(a) = Ad∗(a)μ0 − μ0.

The symplectic coboundaries are the obvious solutions of equation [16.8]
encountered in section 16.3, hence solutions of the symplectic cocycle identity ♦.

As maps valued in the linear space g∗, the symplectic cocycles form a linear
space and the symplectic coboundaries form a linear subspace thereof. The relation
“cocs1 and cocs2 differs by a coboundary” is an equivalence relation and the set of
equivalence classes is a linear space called the space of classes of symplectic
cohomology. The class of symplectic cohomology does not depend on the choice of
the momentum map but only on the structure of the Lie group G. Let us determine
the one of Galileo’s group GAL.

THEOREM 17.4.– The most general symplectic cohomology of Galileo’s group is
defined by:

cocs(a)Z ′ = l(a) · d�′ − q(a) · du′ + p(a) · dk′ − e(a) dτ ′0, [17.13]

where the components are:

p(a) = mu, e(a) =
1

2
m ‖ u ‖2, [17.14]

q(a) = m (k − τ0u), l(a) = mk × u. [17.15]

The space of symplectic cohomology of Galileo’s group is of dimension 1.

PROOF.– We know by theorem 16.3 that, modulo a symplectic coboundary, the most
general solution of equation ♦ of definition 17.4 is [17.13] of components:

p(a) = mu, e(a) =
1

2
m ‖ u ‖2 +e1 τ0,

q(a) = m (k − τ0u), l(a) = mk × u+ s u.

By differentiation, the components of D coc (e) are:

dp = mdu, de =
1

2
mu · du+ e1 dτ0,

dq = m (dk − τ0 du− dτ0 u), dl = m (dk × u+ k × du) + s du.
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that leads to:

dcocs (Z,Z ′) = m (du · dk′ − dk · du′) + s du · d�′ − e1dτ0 dτ
′
0, [17.16]

As the 2-form is skew-symmetric, s = e1 = 0, which achieves the proof. �

With [17.14] and [17.15], we recover the action on the Galilean momentum tensors
defined by [16.23], [16.24] and [16.25] according to physical arguments.

In the following, we also need the following result:

THEOREM 17.5.– Let N be a presymplectic manifold with symplectic group G and
η �→ α(η) be a field of 1-forms such that ω = dα and:

∀a ∈ G, L∗
aα = α.

Then, G is a symplectic group and there exists a momentum map ψ of G defined
by:

∀Z ∈ g, ψ(η)Z = ω(Z · η).

Its class of symplectic cohomology is null.

For the proof, the readers are referred, for instance, to Souriau [SOU 70, p. 107]
(theorem [11.10]), or [SOU 97] for its English translation.

17.5. Central extension of a group

Bargmann’s group was introduced in section 13.2 by heuristic arguments. Now, we
would like to construct it in link with the symplectic cohomology. Let us start recalling
elements of group extension theory.

DEFINITION 17.5.– Let G be a group and N be an abelian group with the operation
denoted additively. A map from G×G into N is called a N -cocycle of G if:

∀a, a′, a′′ ∈ G, coc (a, a′) + coc (aa′, a′′) = coc (a, a′a′′) + coc (a′, a′′) . [17.17]

This condition is called the N -cocycle identity.

DEFINITION 17.6.– Let θ be a map from a group G into an abelian group N . The map
cobθ from G×G into N defined by:

cobθ (a, a
′) = θ (a) + θ (a′)− θ (aa′) ,

is called an N -coboundary of G.
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As maps valued in the abelian group N , the N -cocycles form an abelian group and
the coboundaries form a normal subgroup thereof. The relation “coc1 and coc2 differs
by a coboundary” is an equivalence relation and the set of equivalence classes is a
group, called the N -cohomology group of G. Now, Schreier’s theorem is presented in
a simplified version, strictly useful for our needs.

THEOREM 17.6.– Let G be a group, N be an abelian group and a given N -cocycle
coc of G. Then, the product Ĝ = G×N with the operation:

∀a, a′ ∈ G, ∀θ, θ′ ∈ N, (a, θ) (a′, θ′) = (aa′, θ + θ′ + coc (a, a′)) ,[17.18]

is a group with normal subgroup N . Ĝ is called an extension of G by N . Two
equivalent N -cocycles of G endow underlying group structures which are
isomorphic.

For the demonstration and a more general formulation, the readers are referred to
[HAL 53], sections 15.1 and 15.2. The cocycle identity is motivated by the need for
the operation of Ĝ being associative. It is easy to verify that the identity of Ĝ is (e, 0)
and the inversion is given by:

(a, θ)
−1

=
(
a−1,−θ − coc

(
a, a−1

))
. [17.19]

If G and N are Lie groups and the map coc is smooth, the extension Ĝ with
the operation [17.18] is a Lie group. Its dimension is the sum of the ones of G and
N . The Lie algebra of Ĝ (respectively, G, N ) is denoted by ĝ (respectively, g,n).
As N is abelian, its adjoint representation is obviously the identity of n. The adjoint
representation of G being known, we now want to determine the one of its extension
Ĝ. Let us consider two arbitrary elements of Ĝ, namely â = (a, θ), â′ = (a′, θ′).
Owing to [17.18] and [17.19], we have:

â−1â′â =
(
a−1,−θ − coc

(
a, a−1

))
(a′a, θ′ + θ + coc (a′, a))

=
(
a−1a′a, θ′ + coc (a′, a) + coc

(
a−1, a′a

)
− coc

(
a, a−1

))
.

If Z ∈ g, Y ∈ n, we can write Ẑ = (Z, Y ) ∈ ĝ. Differentiating both members of
the previous relation with respect to â′ = (a′, θ′) at â′ = e and taking into account
[18.1], we obtain:

Ad
(
â−1

)
Ẑ =

(
Ad

(
a−1

)
Z, Y + (D coc (e, a)) (Z, 0) +

(
D coc

(
a−1, a

))
(0, Za)

)
.

Introducing the linear map:

B : g→ n : Z �→ Y = (D coc (e, a)) (Z, 0)+
(
D coc

(
a−1, a

))
(0, Za)[17.20]
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the adjoint representation of the extension Ĝ is given by:

Ad
(
â−1

)
Ẑ =

(
Ad

(
a−1

)
Z, Y +B (a)Z

)
. [17.21]

Now, we want to determine the co-adjoint representation of the extension. If μ ∈
g∗, η ∈ n∗, we can write μ̂ = (μ, η) ∈ ĝ∗. Let C (a) : n∗ → g∗ be the transpose map
t (B (a)) such that:

∀Z ∈ g, ∀η ∈ n∗, η (B (a)Z) = (C (a) η)Z.

Taking into account [17.21], we have:

μ̂
(
Ad

(
â−1

)
Ẑ
)
= (Ad∗ (a)μ+ C (a) η)Z + ηY.

Owing to definition [18.2], the co-adjoint representation of the extension Ĝ has the
form:

Ad∗ (â) μ̂ = (Ad∗ (a)μ+ C (a) η, η) . [17.22]

17.6. Construction of a central extension from the symplectic cocycle

Our aim is now to understand the link between the group extension cocycles and
symplectic cocycles. Before presenting the main result, we need two results.

LEMMA 17.1.– If coc is an N -cocycle of G, C is the map from n∗ into g∗ defined in
the previous section and η ∈ g∗, then C (•) η verifies the symplectic cocycle identity.

PROOF.– The starting idea is introducing the map g from G × G into N defined by
g (a, b) = coc (b, a)+coc

(
a−1, ba

)
, so that the map B defined in the previous section

satisfies:

∀Z ∈ g, B (a)Z = (Dg (e, a)) (Z, 0) . [17.23]

On the other hand, using the N -cocycle identity, we obtain the following three
relations:

coc (b, aa′) = coc (b, a) + coc (ba, a′)− coc (a, a′) , [17.24]

coc
(
a′−1a−1, baa′

)
= coc

(
a′−1, a−1baa′

)
[17.25]

+coc
(
a−1, baa′

)
− coc

(
a′−1, a−1

)
,

coc
(
a−1, baa′

)
= coc

(
a−1ba, a′

)
+ coc

(
a−1, ba

)
− coc (ba, a′) . [17.26]
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Introducing [17.26] into [17.26], next adding member to member the resulting
relation to [17.24], we find:

g (b, aa′) = coc (b, a)− coc (a, a′) + coc
(
a′−1, a−1baa′

)
+ coc

(
a−1ba, a′

)
+ coc

(
a−1, ba

)
− coc

(
a′−1, a−1

)
.

Differentiating both members and taking into account [17.23] leads to:

B (aa′)Z = (Dcoc (e, a)) (Z, 0) +
(
Dcoc

(
a′−1, a′

)) (
0,
(
Ad

(
a−1

)
Z
)
a′
)

+ (Dcoc (e, a′))
((
Ad

(
a−1

)
Z
)
, 0
)
+
(
Dcoc

(
a−1, a

))
(0, Za) .

Owing to the definition [17.20] of the map B, we have:

B (aa′)Z =
(
B (a) +B (a′) ◦Ad

(
a−1

))
Z.

As Z is arbitrary, we have:

B (aa′) = B (a) +B (a′)Ad
(
a−1

)
.

By transposition, we obtain:

C (a′a) = C (a) +Ad∗ (a)C (a′) .

Taking the value of each member for η ∈ g∗ shows the symplectic cocycle identity
(definition 17.4, formula♦) is verified by the map cocs (•) = C (•) η, which achieves
the proof. �

LEMMA 17.2.– If cob is an N -coboundary of G, then C (•) η is a symplectic
coboundary.

PROOF.– Let cob be associated with the map θ from G into N :

cob (a, a′) = θ (a) + θ (a′)− θ (aa′) .

Differentiating both members gives:

(Dcob (a′, a)) (Z ′, Z) = (Dθ (a′a)) (Z ′a+ a′Z)− (Dθ (a′)) (Z ′)− (Dθ (a)) (Z) .

Owing to the definition [17.20] of the map B, we have:

B (a)Z = (Dcob (e, a)) (Z, 0) +
(
Dcob

(
a−1, a

))
(0, Za) ,

B (a)Z = (Dθ (e))
(
Ad

(
a−1

)
Z
)
− (Dθ (e)) (Z) .
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Transposing and taking the value for η ∈ g∗ of each member shows that cob (•) =
C (•) η is the symplectic coboundary associated with μ = t (Dθ (e)) η. �

Now, we can state and prove the main result.

THEOREM 17.7.– Let M be a connected symplectic manifold with 2-form ω, G be
a Lie group with a symplectic action x �→ x′ = a · x on M, ψ : M → g∗ be a
momentum map and cocs be an element of its class of symplectic cohomology. Let be
given a principal N -bundle π : M̂ → M, a 1-form α̂ on M̂, invariant by the action
of Ĝ and such that π∗ω = dα̂. If:

a) the Lie group Ĝ is a central extension of G by N with the N -cocycle coc,

b) Ĝ acts on M̂ in such way that:

â · π (x̂) = π (â · x̂) , ; [17.27]

c) Ĝ acts onM by:

∀â = (a, θ) ∈ Ĝ = G×N, ∀x ∈M, â · x = a · x, [17.28]

then:

1) ♦ for the symplectic form ω̂ = dα̂, for any μ ∈ g∗ and η ∈ n∗, the map:

ψ̂ : M̂ → ĝ∗ : x̂ �→ ψ̂ (x̂) = (ψ (π (x̂)) + μ, η) , [17.29]

is a momentum map;

2) ♥ modulo a symplectic coboundary, we have:

C (a) η = cocs (a) . [17.30]

PROOF.– As dα̂ is the pull-back of ω by π, we have for any tangent vectors δx̂ and dx̂
to M̂ at x̂:

(dα̂) (δx̂, dx̂) = ω (Dπ (δx̂) , Dπ (dx̂)) = (ι (Dπ (δx̂))ω) (Dπ (dx̂)) .

In particular, for any Ẑ ∈ ĝ:

(dα̂) (Ẑ · x̂, dx̂) = (ι(Dπ (Ẑ · x̂))ω) (Dπ (dx̂)). [17.31]

Let us transform the left-hand member. As α̂ is conserved by the symplectic action,
its Lie derivative with respect to the tangent vector Ẑ · x̂ vanishes:

LẐ·x̂ α̂ = 0.
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Using Cartan’s formula gives:

d(ι(Ẑ · x̂) α̂) = −ι(Ẑ · x̂) dα̂.

Hence:

(dα̂) (Ẑ · x̂, dx̂) = −d (α̂(Ẑ · x̂)).

As the action of Ĝ on M̂ is symplectic, it has a momentum map ψ̂ : M̂ → ĝ∗

such that:

ψ̂ (x̂) Ẑ = α̂ (Ẑ · x̂),

with a null class of symplectic cohomology because of theorem 17.5. Owing to the
decomposition Ẑ = (Z, Y ) ∈ ĝ = g× n, we put:

ψ̂ (x̂) Ẑ = φ (x̂)Z + χ (x̂)Y.

Finally, the left-hand member of [17.31] becomes:

(dα̂) (Ẑ · x̂, dx̂) = −d [φ (x̂)Z + χ (x̂)Y ] . [17.32]

Next, let us transform the right-hand member of [17.31]. Combining [17.27] and
[17.28] gives:

π (â · x̂) = â · π (x̂) = a · π (x̂) . [17.33]

Differentiating with respect to â at â = e in the direction dâ = Ẑ = (Z, Y ) gives:

Dπ (Ẑ · x̂) = Z · π(x̂).

Thus:

(ι(Dπ (Ẑ · x̂))ω) (Dπ (dx̂)) = (ι(Z · π(x̂))ω) (Dπ (dx̂)).

As ψ :M→ g∗ is a momentum map, the right-hand member of [17.31] becomes:

(ι(Dπ (Ẑ · x̂))ω) (Dπ (dx̂)) = −D(ψ(π(x̂))Z) (Dπ(dx̂)),

or:

(ι(Dπ (Ẑ · x̂))ω) (Dπ(dx̂)) = −d(ψ(π(x̂))Z). [17.34]
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Introducing [17.32] and [17.34] into [17.31] gives:

d (φ (x̂)− ψ (π (x̂)))Z.+ d (χ (x̂))Y = 0.

As Ẑ = (Z, Y ) is arbitrary, we obtain:

φ (x̂) = ψ (π (x̂)) + μ, χ (x̂) = η,

where μ ∈ g∗ and η ∈ n∗ are arbitrary constants of integration, which proves the
structure of the momentum map ψ̂ is given by [17.29].

Finally, we know the class of symplectic cohomology of Ĝ is null. Owing to
[17.22], [17.33] and [17.29], the symplectic cocycle of ψ̂ is for â = (a, θ):

cocs (â) = ψ̂ (â · x̂)−Ad∗ (â) ψ̂ (x̂)

= (ψ (a · π (x̂)) + μ, η)− (Ad∗ (a) (ψ (π (x̂)) + μ) + C (a) η, η) .

Putting x = π (x̂), we have:

cocs (â) = (ψ (a · x)−Ad∗ (a)ψ (x)− C (a) η −Ad∗ (a)μ+ μ, 0) .

Owing to ♦ of theorem 17.3 and definition [17.4] of the symplectic coboundary,
we obtain:

cocs (â) = (cocs (a)− C (a) η − cobsμ (a) , 0) .

As the class of symplectic cohomology vanishes and the choice of the symplectic
coboundary is arbitrary, we can impose that the symplectic cocycle of ψ̂ is null, hence
we have:

cocs (a) = C (a) η + cobsμ (a) .

The left-hand member is a symplectic cocycle and, because of lemma 17.1, so is
the first term of the right-hand member. Hence, we prove that, modulo a symplectic
coboundary, we have:

C (a) η = cocs (a) ,

which achieves the proof. �

The main interest of theorem 17.7 is when the manifold M is given with a
symmetry group G ofM of which the class of symplectic cohomology cocs does not
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vanish. To obtain a suitable cocycle, we have to satisfy condition [17.30]. Let us
apply this method to find a central extension of Galileo’s group by R which has a null
class of symplectic cohomology. Let (an)n=1,...,10 the system of local coordinates on
GAL composed of τ0, ki, ui, Ri

j . Hence, condition [17.30] leads to a system of 10
partial derivative equations with the right-hand member composed of second-order
polynomial functions of the local coordinates. We try a polynomial function coc
which is linear with respect to the second argument:

coc (a, a′) = Tr (Λ (a)R′)− χ (a)
T
u′ + π (a)

T
k′ − ε (a) τ ′0. [17.35]

Now, we have to determine Λ (a) ∈ M33, χ (a) ∈ R3, π (a) ∈ R3 and ε (a) ∈ R

by identification. Introducing the general expression of Galileo’s symplectic cocycle
given by theorem 17.4 and [17.35] into [17.30] gives the system of equations:

j−1 ((RΛ (a))
a
)− u× χ

(
a−1

)
+ k × π

(
a−1

)
= −k × u, [17.36]

− k + χ
(
a−1

)
− τ0π

(
a−1

)
= − (k − τ0u) , [17.37]

π
(
a−1

)
= −u, [17.38]

ε
(
a−1

)
=

1

2
‖ u ‖2, [17.39]

where (A)
a is the skew-symmetric part of the matrix A. Condition [17.39] gives

ε
(
a−1

)
and, taking into account [1.15]:

ε (a) =
1

2
‖ u ‖2 .

Also, condition [17.38] gives π
(
a−1

)
and, taking into account [1.15]:

π (a) = RTu.

Finally, condition [17.37] entails that χ vanishes and so is Λ because of condition
[17.36]. Hence, the extension cocycle [17.35] becomes:

coc (a, a′) = uTRk′ +
1

2
‖ u ‖2 τ ′0. [17.40]

Owing to the linearity of coc with respect to the second argument, we let the
readers verify that the elements of the central extension Ĝ are affine transformations
which can be represented by the matrix P̂ given by [13.7].

The central extension of Galileo’s group GAL obtained by theorem
17.7 is nothing else but the Bargmann’s group B and its class of symplectic
cohomology is null.
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The original extension cocycle proposed by Bargmann [BAR 54]:

cocB (a, a′) =
1

2

(
uTRk′ − kTRu′ + uTRu′ τ ′0

)
,

can be deduced from [17.40] by adding the coboundary associated with the map:

θ (a) =
1

2
kTu.

Although the result is already known since Bargmann’s pioneering work
[BAR 54], the present method seems to be simpler to handle. Moreover, studying the
momentum map of the extended group, we emphasized the link between the
extension cocycles and the symplectic ones.

Reformulated in cohomological terms, Simms result [SIM 68] says that if the
second cohomology space H2(g; n) is null, then the second cohomology group
H2(G;N) so is, with the trivial action of G into N . Without such restrictive
condition on the cohomology space, the present method is based on a family of
homomorphisms from H2(G;N) into the first cohomology group H1(G; g∗) with
the coadjoint representation of G. These homomorphisms are linearly depending on
η ∈ n∗.

17.7. Coadjoint orbit method

There is another way to introduce the symplectic form. Inspiring from the
Hamiltonian formalism of sections 6.1 and 6.2.2, we introduce Cartan 1-form:

α = πi dxi −H dt,

of which the components are the generalized linear momentum [6.17] and the
Hamiltonian [6.18] of a particle:

πi = m (vi +Ai), H =
m

2
vivi +mφ.

Its external differential:

dα = dπi ∧ dxi − dH ∧ dt, [17.41]

is expanded as:

dα = m

[(
dvi +

∂Ai

∂xj
dxj +

∂Ai

∂t
dt

)
∧dxi − vi dvi ∧ dt− ∂φ

∂xi
dxi ∧ dt− ∂φ

∂t
dt ∧ dt

]
,
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where the last term vanishes, then:

dα = m

[
dvi ∧ dxi − vi dvi ∧ dt+

(
∂φ

∂xi
+

∂Ai

∂t

)
dt ∧ dxi +

∂Aj

∂xi
dxi ∧ dxj

]
,

that, according to [6.14], leads to [17.5], hence the symplectic form ω is the exterior
differential of Cartan 1-form:

ω = dα.

In addition, it is worth noting that [17.41] is expanded as:

dα = dπi ∧ dxi −
(
∂H
∂xi

dxi +
∂H
∂πi

dπi +
∂H
∂t

dt

)
∧ dt,

where the last term vanishes, which can be recast as:

dα = dπi ∧ dxi +
∂H
∂xi

dt ∧ dxi −
∂H
∂πi

dπi ∧ dt− ∂H
∂xi

∂H
∂πi

dt ∧ dt,

that leads to the new expression of the symplectic form:

ω = dα =

(
dπi +

∂H
∂xi

dt

)
∧
(
dxi −

∂H
∂πi

dt

)
. [17.42]

as factorization of symplectic form into the canonical equations [6.19] and [6.21].

It is this kind of construction that we aim to extend in a more general context for
the classical dynamics, as in the previous example, and the relativist one. We wish
the formulation of the equation of motion to be covariant, which is natural in
relativity but less obvious in classical mechanics. To develop some intuition of a
suitable generalization, we consider the usual case where A = 0 for which the
factorized symplectic form reduces to:

ω = (dpi − gidt) ∧
(
dxi −

pi
m
dt
)
.

Our starting point is to spot the linear momentum p and the gravity g as basic
ingredients. Hence, the construction lays in three steps:

– the linear momentum is generalized as the momentum affine tensor;

– in relativity’s spirit, the gravity is generalized as an affine connection;

– the momentum and the connection are factorized to give a symplectic form.
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Now, we need an important result, Kirillov–Kostant–Souriau theorem, revealing
the orbit symplectic structure:

THEOREM 17.8.– Let G be a Lie group and an orbit of the coadjoint representation
orb (μ) ⊂ g∗. Then:

♦ The inclusion map orb (μ)→ g∗ is a regular imbedding. A vector dμ ∈ Tμg
∗

is tangent to the orbit if there exists Zd ∈ g such that:

dμ = μ ◦ ad (Zd) + dcocs (Zd) = −ad∗(Zd)μ+ dcocs (Zd).

♥ The orbit orb (μ) is a symplectic manifold of which the symplectic form is
defined by:

ωKKS(dμ, δμ) = μ [Zd, Zδ] + dcocs (Zd, Zδ),

The dimension of the orbit is even.

♠ G is a symplectic group and any μ ∈ g∗ is its own momentum.

The readers can find a demonstration in [SOU 70, pp. 116–118] (theorem 11.34).

DEFINITION 17.7.– Let η �→ ω(η) be a smooth field of 2-forms on a bundle π : N →
B. If each fiber is a presymplectic (respectively, symplectic) manifold, we say that N
is a presymplectic bundle (respectively, a symplectic bundle).

For instance, g∗ carrying the orbit symplectic structure is a symplectic bundle.

Closer to the present formulation, we can cite two groups of papers. The first ones
use the concept of “mechanical connection”, implicitly in [SMA 70a], [SMA 70b],
[ABR 78], and explicitly in [KUM 81], [GUI 84a], [SHA 89], [SIM 91], [MON 90]
and [MAR 92]. The second group is composed of works in relation with the theory
of Yang-Mills fields: [STE 78a, STE 78b, GUI 84b, CUR 85, DUV 80, DUV 82a,
DUV 82b].

17.8. Connections

Let π : F → M be a G-principal bundle of affine frames with the free action
(a, f) �→ f ′ = a · f on each fiber. In section 16.3, we built the associated G-principal
bundle:

π̂ : g∗ ×F → (g∗ ×F)/G : (μ, f) �→ μ = orb(μ, f),
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for the free action:

(a, (μ, f)) �→ (μ′, f ′) = a · (μ, f) = (a · μ, a · f),

where the action on g∗ is [16.7]. Clearly, the orbit μ = orb(μ, f) can be identified
to the momentum G-tensor μ of components μ in the G-frame f . The orbit space
(g∗ × F)/G is sometimes denoted by g∗ ×G F . The manifold g∗ × F plays the role
of the “phase space” considered in the elementary example of the introduction.

Let verf = Ker (Dπ) the vertical space at f . An Ehresmann connection on the
G-principle bundle F is a field of supplementary subspaces horf in TfF :

TfF = verf ⊕ horf .

The decomposition df = dfv + dfh is unique and the map hor : TfF → horf :
df �→ dfh is called the horizontal projection.

Alternatively, a connection can be defined by a field of g-valued 1-forms Γ̃ on F
such that horf = Ker Γ̃ and:

♦ Γ̃ is vertical: ∀dfh ∈ horf , Γ̃(dfh) = 0;

♥ Γ̃(Z · f) = Z;

♠ Γ̃ is Ad-equivariant: LaΓ̃ = Ad(a) Γ̃ where Ad(a) is the adjoint
representation.

The covariant derivative ∇̃−→
dX

μ of a momentum field X �→ μ(X) in a moving
frame X �→ f(X) is defined by:

∇̃dXμ = dμ− (Γ̃(df)) · μ, [17.43]

that can read:

∇̃−→
dX

μ = orb(∇̃dXμ, f) = orb(dμ− (Γ̃(df)) · μ, f). [17.44]

As G is a subgroup of Aff(n), the connection is decomposed as Γ̃ = (ΓA,Γ)
where:

– The gl(n)-valued 1-form Γ is a classical linear connection describing the
infinitesimal motion of the basis S = lin(f). In general relativity, it represents the
gravitation.

– The Rn-valued 1-form ΓA is the affine part of the connection describing the
infinitesimal motion of the origin of the affine frame f . Its physical meaning is not so
strong as the gravitation but it represents the observer, as discussed in section 5.3.2.
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It is worth noting that usual connections are defined for a right action of G on the
components: μ · a = a−1 · μ and, differentiating around the identity, there is a sign
change in the infinitesimal action of g: μ · Z = −Z · μ. Hence, the rule to swap the
usual connections Γ̃′ for the corresponding ones Γ̃ considered here is:

Γ̃′ = −Γ̃. [17.45]

For more details on connections and in particular on affine connections, the readers
are referred, for instance, to [KOB 63].

17.9. Factorized symplectic form

According to the dual pairing [16.5], we can put momenta and connections into
duality:

μ Γ̃ = F ΓA + Tr (LΓ).

This suggests to introduce the factorized 2-form:

ω = 1
2 dμ ∧ Γ̃, [17.46]

exterior product of the g∗-valued 1-form dμ and the g-valued 1-form Γ̃, hence a scalar
valued 1-form.

We begin with a preliminary result.

LEMMA 17.3.– Let f �→ Γ̃ be a field of connection 1-form on a G-principal bundle
π : F →M. The group G left acts on the dual g∗ of the Lie algebra of G and on the
associated G-principal bundle: π̂ : g∗ × F → (g∗ × F)/G by: a · η = a · (μ, f) =
(a · μ, a · f). Then:

– The tangent space to g∗ ×F at η is a direct sum:

Tη(g
∗ ×F) = verη ⊕ horη,

where verη = Ker (Dπ̂) is the space of vertical vectors and horη = g∗×horf is the
space of horizontal vectors.

– Any tangent vector dη = (dμ, df) can be decomposed in a unique way as dη =
dηv + dηh, where:

dηv = (Γ̃(df)) · η,
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dηh = (∇dX μ, hor (df)), with: Dπ(df) =
−→
dX.

PROOF.– When Zd spans g, the vector dηv = Zd · η generates the whole space verη .
As the action of G on F is free, its isotropy group at η is reduced to the unity. Thus:

dim (verη) = dim (orb (η)) = dimG− dim (iso (η)) = dimG.

Clearly, the corresponding infinitesimal action: τη : g → verη is one-to-one. On
the other hand, it holds:

dim (horη) = dim g∗ + dim (horf ) = dim g∗ + dimM.

Besides, we have:

dim (g∗ ×F) = dim g∗ + dimM + dimG = dim (verη) + dim (horη).

Hence, let us consider: dη ∈ verη ∩ horη , and: Zd = τ−1
η (dη) ∈ g. Since df is

vertical and horizontal, then: Zd = 0, and: dμ = Zd · μ = 0. Finally, dη vanishes.
Consequently:

Tη(g
∗ ×F) = verη ⊕ horη.

Now, we can give an algorithm to determine the direct factors of any tangent
vectors, by calculating:

– the infinitesimal generator: Zd = Γ̃(df);

– the vertical part: dηv = (dμv, dfv), with: dμv = Zd · μ, dfv = Zd · f ;

– the horizontal part: dηh = (dμh, dfh), by:

dμh = dμ− dμv = dμ− (Γ̃(df)) · μ = ∇dXμ,

with: Dπ(df) =
−→
dX ,

dfh = df − dfv = df − (Γ̃(df)) · f = hor (df).

that achieves the proof. �

We can now state the main result:
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THEOREM 17.9.– Let f �→ Γ̃ be a field of connection 1-form on a G-principal bundle
π : F →M. The group G left acts on g∗ by the affine representation [16.10]:

μ′ = a · μ = Ad∗(a)μ+ cocs(a), [17.47]

and on the G-principal bundle π̂ : g∗ × F → (g∗ × F)/G by: a · η = a · (μ, f) =
(a · μ, a · f). Let η → ω be a smooth field of 2-form on g∗ ×F defined by:

ω =
1

2
dμ ∧ Γ̃.

Then:

♦ Let μ = orb(μ, f) be an orbit in g∗×F , and ψμ = pr1 ◦ 1μ be the projection
on the first component η = (μ, f) �→ μ, restricted to the orbit. Then, the smooth map
ψμ is a submersion.

♥We have:

ω(δη, δη) =
1

2
(dμZδ − δ μZd) with: Zd = Γ̃(df), Zδ = Γ̃(δf).

On each orbit, ω is the pull-back of Kirillov–Kostant–Souriau symplectic form
ωKKS by ψμ:

ω = ψ∗
μ (ωKKS),

and is invariant by left action:

L∗
a ω = ω.

The G-principal bundle g∗ ×F is a presymplectic bundle of symplectic form ω.

♠ ψμ is a momentum map and:

ψμ ◦ La = Ad∗(a)ψμ + cocs(a).

♣ The equation of motion is:

dη ∈ Ker(ω) ⇔ ∇̃dXμ = dμ+ ad∗(Γ̃)μ− dcocs (Γ̃) = 0, [17.48]

and the momentum μ = orb(μ, f) is parallel-transported:

∇̃−→
dX

μ = 0.
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PROOF.– The action of G on μ being free, the corresponding infinitesimal action:
τη : g → Tημ, is one-to-one. The tangent map to ψμ is clearly: Dψμ : dηv �→
dμv = Zd · μ, with: Zd = τ−1

η (dηv), and: μ = pr1(η). When Zd spans g, the vector
dμv = Zd · μ generates the whole space verμ. Thus, Dψμ is surjective and ψμ is a
submersion at η, which proves ♦.

Lemma 17.3 claims that each tangent vector to g∗ × F admits a unique
decomposition into vertical and horizontal parts:

dη = dηv + dηh, δη = δηv + δηh, dηv, δηv ∈ verη, d ηh, δηh ∈ horη.

By linearity, it holds:

ω(dη, δη) = ω(dηv, δη v) + ω(dηv, δηh) + ω(dηh, δηv) + ω(dηh, δηh).

Taking into account the properties ♦ and ♥ of the connection 1-form, we have:

ω(dηv, δηv) =
1

2
(dμv Γ̃(Zδ · f)− δ μv Γ̃(Zd · f)) =

1

2
(dμv Zδ − δ μv Zd),

[17.49]

ω(dηv, δηh) =
1

2
(dμv Γ̃(δfh)− δμh Γ̃(Zd · f)) = −

1

2
δμh Zd, [17.50]

ω(dηh, δηv) =
1

2
(dμh Γ̃(Zδ · f)− δμv Γ̃(dfh)) =

1

2
dμh Zδ, [17.51]

ω(dηh, δηh) =
1

2
(dμh Γ̃(δfh)− δμh Γ̃(dfh)) = 0. [17.52]

It follows that:

ω(dη, δη) =
1

2
(dμv Zδ − δμv Zd + dμh Zδ − δμh Zd).

Recombining vertical and horizontal parts, we obtain:

ω(dη, δη) =
1

2
(dμZδ − δ μZd). [17.53]

Now, let us suppose that δη and dη are both vertical vectors, i.e. tangent to the
orbit. Since G acts on g∗ by the affine representation [17.47], it can be written that:

dμ = μ ◦ ad (Zd) + (D cocs(e))Zd, δ μ = μ ◦ ad (Zδ) + (D cocs(e))Zδ.
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Consequently, we have:

ω(δη, dη) = μ [Zd, Zδ] + dcocs (Zd, Zδ) = ωKKS(dμ, δμ),

which allows us to identify ω and ωKKS . In other words, ω is the pull-back of
Kirillov–Kostant–Souriau symplectic form ωKKS by ψμ on each orbit. By the way,
it is worth to notice that the two terms of expression [17.53] are equal:

ω(dη, δη) = dμZδ = −δ μZd. [17.54]

Let us now consider:

L∗
a ω =

1

2
L∗
a (dμ ∧ Γ̃) =

1

2
L∗
a (dμ) ∧ L∗

a (Γ̃).

As a is constant, we have:

L∗
a (dμ) = DLa(dμ) = d (a · μ) = d (Ad∗(a)μ+ cocs(a)) = Ad∗(a) dμ.

Because of the property ♠ of the connection 1-form Γ̃, it holds:

L∗
a ω =

1

2
(Ad∗(a) dμ ) ∧ (Ad (a) Γ̃).

By the definition of the coadjoint representation, we have:

L∗
a ω =

1

2
dμ ∧ (Ad (a−1)Ad (a) Γ̃) =

1

2
dμ ∧ Γ̃ = ω.

ω is invariant by left action.

Next, we wish to prove that ω is a symplectic form. Let us consider any
dηv ∈ Ker ω ∩ verη . The motion equation of ω, restricted to the orbit μ is:
∀δηv ∈ verη, (ι (dηv)ω) δηv = ω(dηv, δηv) = ωKKS(dμv, δμv) = 0.

Owing to [17.54], ∀Zδ ∈ g, dμv Zδ = 0, to be satisfied by: dμv = Zd · μ = 0.
The infinitesimal generator Zd belongs to the Lie algebra of the isotropy group iso (μ),
denoted by hμ. We have:

dηv ∈ Ker ω ∩ verη = KerDψμ = {dηv = (0, Zd · f), Zd ∈ hμ } .

Consequently, dim (Ker ω) = dim hμ = dim (iso (μ)) = dimG−dim (orb (μ))
is constant since the orbit of μ is an immersed manifold in g∗. Besides, as the orbit
of μ is symplectic, ωKKS is closed and: dω = d (ψ∗

μ ωKKS) = ψ∗
μ (dωKKS) = 0.
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Each orbit in g∗ ×F , which is a fiber of the bundle, is presymplectic. Hence, g∗ ×F
is a presymplectic G-principal bundle, which proves ♥.

Because μ is its own momentum (point ♠ of Theorem 17.8), one has for any
Zd ∈ g:

ι (Zd · η)ω = ι (Dψμ(Zd · η))ωKKS = ι (Zd · μ)ωKKS

= − d (μZd) = − d (ψμ(η)Zd).

Then, ψμ is a momentum map on g∗ × F . As G acts on g∗ by the coadjoint
representation:

ψμ(a · η) = ψμ(a · μ, a · f) = a · μ = Ad∗(a)μ+ cocs(a)

= Ad∗(a)ψμ(η) + cocs(a),

that proves ♠.

Finally, let us deduce the motion equation, starting from:

∀ δη ∈ Tη(g
∗ ×F), (ι (dη)ω) δη = ω(dη, δη) =

1

2
(dμZδ − δμZd) = 0.

First, let us choose δη horizontal. Then: Zδ = 0, and: δμ = δμh ∈ g∗. Thus, one
has:

∀ δμ ∈ g∗, (ι (dη)ω) δη = −1

2
δμZd = 0. [17.55]

Consequently, Zd = Γ̃(df) = 0 and dη is horizontal. Next, by choosing δη
vertical, it holds:

∀Zδ ∈ g, (ι (dη)ω) δη =
1

2
dμZδ = 0. [17.56]

Hence, dμ = dμh = 0, and by lemma 17.3:

dμh = ∇dX μ = 0,

and, owing to [17.44], the momentum is parallel-transported. Taking into account
[17.43] and ♦ of theorem 17.8, we obtain [17.48]:

∇dX μ = dμ+ ad∗(Γ̃)μ− dcocs (Γ̃) = 0,

that achieves the proof. �
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Using the swap rule [17.45], Equation [17.48] reads:

∇dX μ = dμ− ad∗(Γ̃′)μ+ dcocs (Γ̃′) = 0. [17.57]

It is worth to remark that, if dcocs = 0, it is nothing else Euler-Poincaré equation
[POI 01]. In fact, [17.57] generalizes this equation when the class of symplectic
cohomology of the group is not null, especially for the important case of Galileo’s
group.

17.10. Application to classical mechanics

Its symmetry group is Galileo’s one, GAL. Owing to [16.26], the action [16.7]
reads:

F = F ′ P−1 + Fm(C,P ), L = (P L′ + C F ′)P−1 + Lm(C,P ),

where the symplectic cocycle coc has components Fm and Lm. Differentiating
arround the identity, one has:

Z · μ = (dC, dP ) · (F,L),

Z · μ = (−F dP + (DFm(e))(dC, dP ),

dP L− LdP + dC F + (DFm(e))(dC, dP )).

Applying [17.43] and using [17.45] gives ∇̃μ = (∇̃F, ∇̃L) with:

∇̃F = dF − F Γ′ + (DFm(e))(Γ′
A,Γ

′) = ∇F + (DFm(e))(Γ′
A,Γ

′),

∇̃L = dL+ Γ′L− LΓ′ + Γ′
AF + (DLm(e))(Γ′

A,Γ
′)

= ∇L+ Γ′
AF + (DLm(e))(Γ′

A,Γ
′).

The Galilean connection Γ′ is given by [3.38] and Γ′
A by [5.56] that reads with the

standard notations of the differential geometry:

Γ′
A(dX) = dX −∇dX C,

where:

C =

(
0
x

)
.
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Let us detail the calculation for the component F . Taking into account the
expression [3.38] of the Galilean gravitation, the linear covariant derivative reads:

∇F =
(
−de, dpT

)
−
(
−e, pT

) ( 0 0
j(Ω) dx− g dt j(Ω) dt

)
,

∇F =
(
−de− p · (Ω× dx− g dt), (dp+Ω× p dt)T

)
.

Moreover, the most general symplectic cocycle, given by theorem 17.4, is given
by [16.27]:

Fm(C,P ) = m

(
−1

2
‖ u ‖2, uT

)
.

Owing to [3.42], one has:

(DFm(e))(Γ′
A,Γ

′) =
(
0,m duT

)
=
(
0,m (Ω× dx− g dt)T

)
.

Owing to theorem 17.4 and p = mv, the equation of motion ♣ of theorem 17.9
reads:

– balance of energy:

∇̃e = de+ p · (Ω× dx− g dt) = de− p · g dt = 0,

– balance of linear momentum:

∇̃p = dp+Ω× p dt+m (Ω× dx− g dt) = dp−m (g − 2Ω× v) dt = 0.

Likewise, owing to [5.60], the explicit calculation of the affine covariant derivative
of the component L gives:

– balance of passage:

∇̃q = dq +Ω× (q −mx) dt− p dt = 0,

– balance of angular momentum:

∇̃l = dl +Ω× l dt− q × (g dt− Ω× dx) + p× (Ω× x) dt = 0.

The terms resulting from the non-null class of symplectic cohomology of
Galileo’s group are underlined and absolutely necessary to find the expected equation
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fitting the experiments of classical dynamics. After dividing by dt and some
simplifications, we can recast them as:

ė = g · p, ṗ = m (g − 2Ω× v),

q̇ = p, l̇ +Ω× l0 = x× m (g − 2Ω× v).

We recover the equations of motion [5.59], [5.63] and [5.64] in absence of other
forces, excepted that the balance of mass is replaced by the one of energy.

It is possible to obtain these equations of motion by using [17.57]. Considering the
representation of a Galilean transformation a by a 5 × 5 matrix [1.18], we have by
differentiation around the identity:

Zd = dP̃ =

⎛⎝ 0 0 0
dτ0 0 0
dk du j(d�)

⎞⎠ .

Applying [18.4] gives the Lie bracket of two infinitesimal Galilean
transformations:

[Zd, Zδ] =⎛⎝ 0 0 0
0 0 0
dτ0 δu− δτ0 du+ δ� × dk − d� × δk δ� × du− d� × δu j(δ� × d�)

⎞⎠ .

Owing to [18.5], we obtain the infinitesimal coadjoint representation of Galileo’s
group μ′ = ad∗(Zd)μ represented by:

e′ = −du · p, p′ = −d� × p,

q′ = −d� × q + dτ0p, l′ = −d� × l + du× q − dk × p.

On the other hand, dcocs is given for Galileo’s group by [17.16] with s = e1 = 0.
Hence, applying [17.57] and combining with the expressions [3.38] and [5.56] of
the Galilean connection allows to recover once again the balance of energy, linear
momentum, passage and angular momentum.

It is worth verifying that the dimension of the kernel of the symplectic form is equal
to 1, then the leaves of the null foliation of ω are curves representing the trajectories.
Indeed, the dimension of Galileo’s group GAL is 10. The one of the dual gal∗ of its
Lie algebra so is. The dimension of the GAL-frame bundle F is the dimension of the
space-timeM plus the one of GAL. Thus the dimension of the “phase space” is:

dim (gal∗ ×F) = 2 dim (GAL) + dimM = 2× 10 + 4 = 24.
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On the other hand the equation of motion ♣ of theorem 17.9 is equivalent to 2 ×
dim (GAL) = 20 scalar ’canonical equations’ [17.55] and [17.56]. Moreover, there
are 3 extra equations to satisfy p = mv that have to be added to the 20 canonical
equations to give 23 equations. The dimension of the Kernel of ω is, as expected,
equal to 24− 23 = 1.

17.11. Application to relativity

A noteworthy fact is that the class of symplectic cohomology of Poincaré’s group
is null. Then, the corresponding equation of motion is more simple. For the right action
of the Poincaré’s group on the momentum tensors, the transformation law is given by
[16.94]:

F ′ = F P, L′ = P ∗ LP +
1

2
(C ′ (P ∗T )∗ − (P ∗T )C ′∗) .

Replacing P by P−1 = P ∗, we deduce the corresponding left action:

F ′ = F P ∗, L′ = P LP ∗ +
1

2
(C ′ (P T )∗ − (P T )C ′∗) .

The affine covariant derivative of the momentum tensor is given by [17.43]:

∇̃F = dF − F Γ∗, ∇̃L = dL− ΓL− LΓ∗ − 1

2
(ΓAT

∗ − T Γ∗
A) .

To work with the usual connections, we apply the swap rule [18.45] and next,
leaving out the primes, we obtain:

∇̃F = dF + F Γ∗, ∇̃L = dL+ ΓL+ LΓ∗ +
1

2
(ΓAT

∗ − T Γ∗
A) .

Moreover, differentiating [16.84], we see that the elements of the Lie algebra p0
of Lorentz group are anti-self-adjoint. As the connection 1-form takes its values in p0,
one has:

Γ∗ = −Γ,

and ♣ of theorem 17.9 leads to:

∇̃F = ∇F = 0, ∇̃L = ∇L+
1

2
(ΓAT

∗ − T Γ∗
A) = 0, [17.58]

where the usual linear covariant derivatives occur:

∇F = dF − F Γ, ∇L = dL+ ΓL− LΓ.
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For Levi-Civita connection, we have in tensor notations, because of [14.43]:

∇Fβ = ∇(GβμT
μ) = Gβμ∇Tμ = 0,

and because Gram’s matrix is regular, we conclude that:

∇T = 0.

Hence the first relation in [17.58] is the classical equation of the motion for “test
particles” in relativity while the second one is new and gives a covariant form of the
balance of angular momentum.

Once again, we can determine the dimension of the kernel of the symplectic form.
Likewise Galileo’s group, the dimension of the “phase space” is:

pdim (p∗ ×F) = 2 dimP+ dimM = 2× 10 + 4 = 24.

Moreover, there are 4 extra equations [16.90] to satisfy but under the condition
[16.92], then in fact only 4 − 1 = 3 independant equations that have to be added to
the 20 canonical equations to give 23 equations and the dimension of the Kernel of ω
is, as expected, equal to 24− 23 = 1.
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Advanced Mathematical Tools

18.1. Vector fields

For the sake of simplicity, all the objects considered in this chapter are assumed to
be of class C∞ and are qualified of smooth.

A vector field
−→
V can be seen as a derivation operator on the smooth scalar fields f

according to:

−→
V (f) = df

−→
V .

The flow generated by a vector field
−→
V is the curve t �→X ′ = ϕt(X) solution of

the ordinary differential equation:

d

dt
(ϕt(X)) =

−→
V (ϕt(X)),

with the initial condition ϕ0(X) = X .

The Lie derivative of the tensor field T with respect to the vector field
−→
δX is the

vector field:

L−→
δX

T = lim
t→0

1

t
(ϕ∗

tT − T ) ,

where ϕt is the flow generated by
−→
δX .

The Lie bracket of two vector fields
−→
δX and

−→
dX is the vector field [

−→
δX,

−→
dX] such

that for any smooth scalar field f :

−−−−→
[δ, d]X = [

−→
δX,

−→
dX] =

−→
δX(

−→
dX(f))−−→dX(

−→
δX(f)).

Galilean Mechanics and Thermodynamics of Continua, First Edition. Géry de Saxcé.
© ISTE Ltd 2016. Published by ISTE Ltd and John Wiley & Sons, Inc.
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The Lie bracket is skew-symmetric and verifies Jacobi’s identity:

[Δ, [δ, d]] + [δ, [d,Δ]] + [d, [Δ, δ]] = 0.

Moreover, we have:

L−→
δX

−→
dX = [

−→
δX,

−→
dX].

18.2. Lie group

A Lie group is a differential manifold G which is also a group, such that the group
multiplication (a, a′) �→ a a′ and inversion a �→ a−1 are smooth maps.

The tangent space TeG to a Lie group G at the identity is called its Lie algebra
and is denoted by g. It is a linear space of finite dimension.

Any Lie group G left linearly acts on its Lie algebra g by the adjoint
representation:

Ad (a) : g→ g : Z �→ Z ′ = aZa−1. [18.1]

G left linearly acts on the dual g∗ of g by the coadjoint representation Ad∗ such that:

∀Z ∈ g, ∀μ ∈ g∗, (Ad∗(a)μ) (Z) = μ
(
Ad

(
a−1

)
Z
)
. [18.2]

For all Y, Z ∈ g, we define the Lie bracket [Y, Z] as the infinitesimal adjoint
representation:

ad(Y )Z = De(Ad(•)Y )Z, [18.3]

that is an element of g. The Lie bracket is a bilinear skew-symmetric map verifying
Jacobi’s identity:

[Z, [Z ′, Z ′′]] + [Z ′, [Z ′′, Z]] + [Z ′′, [Z,Z ′]] = 0.

For a matrix group G, [18.3] gives:

ad(Y )Z = d(aY a−1),

where we differentiate at Y = Cte, a = e in the direction da = Z, which gives:

ad(Y )Z = [Y, Z],
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with:

[Y, Z] = ZY − Y Z. [18.4]

The infinitesimal coadjoint representation ad∗ is defined by differentiating [18.2]
at constant μ and Z, a = e in the direction da = Y :

(ad∗(Y )μ) (Z) = −μ (Ad (Y )Z) = −μ[Y, Z]. [18.5]

As the formula is true for all Z, it reads in short:

ad∗(Y )μ = −μ ◦ ad(Y ).

Let G be a Lie group smoothly acting on a manifold M. The orbit space M /G
is a manifold for which the canonical map π : M → M /G is a submersion if and
only the set of the couples (X,Y ) of points belonging to the same orbit is a closed
submanifold of the product manifoldM×M.

A Lie group (and any of its subgroups) naturally acts onto itself by translation
(a · a′ = a a′). For any Lie subgroup H , the orbit manifold G/H exists, G smoothly
acts onto G/H and:

dim(G/H) = dim(G)− dim(H).

If a point X ∈ M is such that its orbit orb(X) is a locally closed subset of M,
then orb(X) is a submanifold ofM for which the canonical map fX : G/ iso(X)→
orb(X) is a diffeomorphism and:

dim(orb(X)) = dim(G)− dim(iso(X)). [18.6]

An invariant function (or invariant) by the group G is a constant function on the
orbits of M. If the functions f1(X), . . . , fp(X) are invariant, for any function
h(y1, . . . , yp), the function h′(X) = h(f1(X), . . . , fp(X)) is invariant. We say that
f1, . . . , fp generate h′ and that h′ is functionally dependent on f1, . . . , fp. A
functional basis of the orbit is a minimal set of independent invariant functions
f1, . . . , fp generating all the invariant functions and the maximum number of
independent invariants is p.

If the dimension of the orbit of X is m, it is locally defined inM of dimension n
by (n − m) independent equations f1(X) = 0, . . . , fn−m(X) = 0, then the set
{f1, . . . , fn−m} is a functional basis of the orbit and the maximum number of
independent invariants is:

ninv = dim(M)− dim(orb(X)). [18.7]
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Generally, the dimension of the orbits is varying when X is running inM and the
orbits of maximum dimension are called generic orbits while the other ones are called
singular orbits.

As example, let us consider the group SO(3) acting on R3 by (R, x) �→ R · x =
Rx.

– Generic orbits. If x �= 0, the orbit is the sphere of radius ‖ x ‖. The isotropy
group of x is composed of the rotations of axis x. The rule [18.6] gives dim(orb(x)) =
3 − 1 = 2 and allows us to recover the fact that the orbit is a surface. According to
[18.7], the functional basis contains 3 − 2 = 1 invariant, for instance ‖ x ‖. All the
other invariant functions have the form h (‖ x ‖).

– Singular orbits. If x = 0, the orbit is {0}. The isotropy group is composed of all
the rotations. The rule [18.6] gives dim(orb(x)) = 3−3 = 0 and allows us to recover
the fact that the orbit is a point. According to [18.7], the functional basis contains
3 − 0 = 3 invariant functions. The invariant functions of the basis are, for instance,
x1 = x2 = x3 = 0.

18.3. Foliation

Let M be a manifold and X �→ T (X) ⊂ TXM be a field of vector spaces. An
integral manifold of this field is a manifold N embedded into M such that at any
X ∈ N the tangent space to N is T (X). The field X �→ T (X) is a foliation of M
if every X ∈M belongs to an integrable manifold. A field X �→ T (X) is a foliation
if and only if for any tangent vector fields X �→ −→

dX and X �→ −→
δX:

−→
dX,

−→
δX ∈ T (X) ⇔

[−→
dX,

−→
δX

]
∈ T (X).

Then,M has a partition in connected integral manifolds called leaves.

18.4. Exterior algebra

Let (i1, . . . , ip) and (j1, . . . , jp) be two p-uples of integers
1 ≤ i1, . . . , ip, j1, . . . , jp ≤ n. The Kronecker symbol is defined by:

ε
i1,...,ip
j1,...,jp

=

⎧⎪⎨⎪⎩
1 if (i1, . . . , ip) is an even permutation of (j1, . . . , jp)
−1 if (i1, . . . , ip) is an odd permutation of (j1, . . . , jp)
0 otherwise

.
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Let us now consider tensors over the tangent space T = TXM to a manifold of
dimension n. The anti-symmetrization of a p-covariant tensor T is the tensor T a =
Alt(T ) such that:

T a(
−−→
d1X, . . . ,

−−→
dpX) = ε

i1,...,ip
1,...,p T (

−−−→
di1X, . . . ,

−−−→
dipX),

where the sum over the multi-index (i1, . . . , ip) is taken over the group of
permutations of (1, . . . , p).

A p-form (or exterior form of degree p) is an anti-symmetric p-covariant tensor
of which the sign changes by swapping two arguments. It is preserved by Alt. The
degree of ω is denoted by deg(ω). The 0-forms are scalars and the 1-forms are linear
forms. The set of p-forms is a linear space denoted by ∧pT ∗ . If (ei) is a cobasis, the
set of p-forms:

ei1 ∧ . . . ∧ eip = Alt(ei1 ⊗ . . .⊗ eip),

is a basis of ∧pT ∗, then:

dim(∧pT ∗) =
(
n
p

)
=

n!

p! (n− p)!
.

The exterior product of a p-form ω and a q-form θ is the (p+ q)-form:

ω ∧ θ = Alt(ω ⊗ θ).

It is:

– associative: (ω ∧ θ) ∧ ϕ = ω ∧ (θ ∧ ϕ);

– distributive: ω ∧ (θ + ϕ) = ω ∧ θ + ω ∧ ϕ;

– anticommutative: ω ∧ θ = (−1)deg(ω) deg(θ) θ ∧ ω.

Equipped with the sum and operation ∧, the set ∧T ∗ = ∧0T ∗⊕ . . .⊕∧nT ∗ is an
algebra called the exterior algebra.

The interior product of a vector
−→
dX and a p-form ω is the (p − 1)-form ι(

−→
dX)ω

defined by:

(ι(
−→
dX)ω) (

−−→
d1X, . . . ,

−−−−→
dp−1X) = ω (

−→
dX,

−−→
d1X, . . . ,

−−−−→
dp−1X),

with the convention that if p = 0, ι(
−→
dX)ω = 0. If p = 1, ι(

−→
dX)ω is the value of the

linear form ω for the vector
−→
dX . The properties of the interior product are:
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– ι(
−→
dX)(ω + θ) = ι(

−→
dX)ω + ι(

−→
dX)θ;

– ι2 = 0;

– ι(
−→
dX)(ω ∧ θ) = (ι(

−→
dX)ω) ∧ θ + (−1)deg(ω) ω ∧ (ι(

−→
dX)θ).

The exterior derivative of a smooth field of p-forms X �→ ω(X) is a smooth field
of (p+ 1)-forms X �→ dω(X) such that:

dω (
−−→
d0X,

−−→
d1X, . . . ,

−−→
dpX) = Alt(((Dω)

−−→
d0X) (

−−→
d1X, . . . ,

−−→
dpX)).

If f is a field of 0-forms (i.e. a scalar field), df is its usual derivative. The properties
of the exterior derivative are:

– d(ω + θ) = dω + dθ ;

– d2 = 0;

– d(ω ∧ θ) = (dω) ∧ θ + (−1)deg(ω) ω ∧ (dθ).

If F :M→M is a smooth map, the properties of the pull-back of exterior forms
are:

– F ∗(ω ∧ θ) = (F ∗ω) ∧ (F ∗θ);

– F ∗(dω) = d(F ∗ω).

The fundamental relation between the interior product, the exterior derivative and
the Lie derivative is given by Cartan’s formula:

L−→
δX

ω = d (ι(
−→
δX)ω) + ι(

−→
δX)dω.

Many properties of exterior forms can be extended to vector valued forms. Let
R be a linear space of finite dimension. For instance, the exterior product of an R∗-
valued 1-form ω and anR-valued 1-form θ is the scalar valued 2-form:

ω ∧ θ = Alt(ω ⊗ θ).

with:

∀−−→d1X,
−−→
d2X ∈ T , (ω ⊗ θ)(

−−→
d1X,

−−→
d2X) = (ω(

−−→
d1X)) θ(

−−→
d2X).
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18.5. Curvature tensor

Linear spaces are intuitively perceived as flat. In the framework of differential
geometry, this fact can be expressed by noting that a linear space is naturally
equipped with a covariant differential Γ vanishing in the coordinate systems X
associated with the basis. However, it is worth remarking that in any other coordinate
system X ′ deduced from X by a non-affine coordinate change (“curvilinear
coordinates”), the transformation law [14.35] of the covariant differential shows that
Γ′ is not null.

A manifold is said to be flat if there exist coordinate systems covering the manifold
and in which the covariant differential vanishes. Conversely, let M be a manifold of
dimension n equipped with a (not necessarily null) covariant differential Γ given in
some coordinate systems X . Is this manifold flat? If the answer is yes, there exist
new coordinate systems X ′ for which Γ′ = 0. Owing to [14.35], the Jacobian matrix
P = ∂X/∂X ′ is solution of the differential system:

dP = −Γ(dX)P. [18.8]

As the covariant differential is symmetric, there are n2(n+1)/2 independent scalar
equations in n2 unknowns Pα

β . In general, this system is overdetermined and has no
solution, unless the compatibility condition:

δ (dP ) = d (δP ),

is fulfilled, that is taking into account [18.8] and differentiating:

δ (dP )− d (δP ) = (dΓ(δX)− δΓ(dX))P + Γ(δX) dP − Γ(dX) δP = 0.

Using [18.8] once again, it holds:

δ (dP )− d (δP ) = R (dX, δX)P = 0,

with:

R (dX, δX) = dΓ(δX)− δΓ(dX) + Γ(dX) Γ(δX)− Γ(δX) Γ(dX). [18.9]

The matrix P being regular, the manifold is flat if the compatibility condition:

R (dX, δX) = 0.

is satisfied. Conversely, if this quantity does not vanish, the manifold is curved and
[18.9] characterizes the manifold curvature. The map R is bilinear, skew-symmetric
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and is valued in the linear space Mnn of the n × n matrices. It represents a vector-
valued linear tensor R, called Riemann–Christoffel curvature tensor. By the choice of
a basis of the tangent space, we have the decomposition:

Rδ
γ(dX, δX) = Rδ

αβγdX
αδXβ ,

where the components of the curvature tensor read:

Rδ
αβγ = Γδ

αμΓ
μ
βγ − Γδ

βμΓ
μ
αγ +

∂Γδ
βγ

∂Xα
−

∂Γδ
αγ

Xβ
, [18.10]

and are skew-symmetric in α and β.
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