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Preface

The book collects some of the main mathematical concepts, results and
applications in the particularly flourishing field of differential equations
whose solutions are constrained to live in a given set. In other words, the
problem is to find the proper theoretical conditions in order that certain
phenomena evolve within some bounds imposed by the objective we intend
to reach. The cases of an aircraft which has to stay in a pre-assigned air-
tunnel, or of the concentration of a substance which, on the long term of its
evolution, must obey some requirements, are specific examples of this sort
of problems. We may also think at two competing species living within the
same region and whose densities have to be kept within some given limits.

The monograph is intended as an almost self-contained presentation of
the most important concepts and results in viability and invariance. The
viability of a set K with respect to a given function or multi-function, F ,
defined on it, describes the property of the differential equation driven by
that function or multi-function, i.e., u′(t) ∈ F (u(t)), that for each initial
data in K there exists at least one solution. The invariance of a set K
with respect to a function or multi-function, F , defined on a set D strictly
larger that K, is the property which asserts that each solution (if there is
any), of the differential equation or inclusion driven by F , which starts in
K remains in K, at least for a short time.

The book includes the most important necessary and sufficient condi-
tions for viability starting with Nagumo’s Viability Theorem for ordinary
differential equations with continuous right-hand sides and continuing with
the corresponding extensions either to differential inclusions or to semilin-
ear or even fully nonlinear evolution equations, systems and inclusions. In
the latter cases (i.e., multi-valued), the results, due to the authors, are very
recent, completely new and extend significantly, in several directions, their
well-known classical counterparts.

We present here a thorough study of viability problems involving multi-
functions by means of some new tangency concepts, such that as the one of
tangent set, or of A-quasi-tangent set to a set K at a point ξ ∈ K, with A
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a given, possible nonlinear, operator. Recently introduced by the authors,
these concepts are multi-valued extensions of the Bouligand–Severi tangent
vectors. More than this, they prove to be more natural and appropriate,
when handling with evolution problems with multi-valued right-hand sides,
than the just mentioned Bouligand–Severi tangent vectors. We notice that
the tangency conditions based on tangent, or A-quasi tangent sets are nec-
essary and sufficient for viability in more general settings than the usual
tangency conditions expressed in terms of vectors. Furthermore, the use of
A-quasi-tangent sets, in the study of a general controllability problem for
semilinear evolutions, is almost imposed by the problem, and proves very
elegant and efficient. See Section 13.7.

Apart from the general abstract viability and invariance results, we
include various applications showing the power of the abstract developed
theory. For instance, we prove several comparison results referring to linear,
or even nonlinear partial differential equations and systems of parabolic
type. See Sections 13.3∼13.6. We also prove an existence result of positive
solutions for a pseudo-parabolic problem by reducing it to an ordinary
differential equation which is under the incidence of a simple extension to
infinite dimensions of the Nagumo Viability Theorem. See Section 7.5.

The book is divided into two parts. In Part 1 we confined ourselves
merely to the study of viability and invariance problems for ordinary dif-
ferential equations and inclusions, while in Part 2 we focused our attention
on the more general situation of differential evolution equations and inclu-
sions. We include below a short presentation of both parts.

Chapter 1 has an introductory character and it may be skipped by any-
one with a reasonable training in Linear Functional Analysis and Evolution
Equations. Chapter 2, also introductory, differs from the preceding one in
that it contains several general results very precisely circumvented to the
topic of the book. Therefore, its careful reading would be of great help for
anyone wishing to make the reading of the whole book run smoothly. We
insist on the importance of Sections 2.1, 2.3 (containing completely new
concepts and results on tangent sets) and 2.7 in the construction and, of
course, in the easy understanding of the whole book. Chapter 3 contains
the main viability results referring to both autonomous and nonautonomous
ordinary differential equations, driven by continuous functions defined on
locally closed subsets, in general Banach spaces. Chapter 4 is mainly de-
voted to general sufficient conditions of invariance, also in the specific case
of ordinary differential equations in general Banach spaces. Chapter 5 recon-
siders the viability problems studied in Chapter 3 in the more general frame
of nonautonomous ordinary differential equations driven by Carathéodory
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functions defined on cylindrical domains. We notice that the constraint
on the domain is somehow dictated by the simple observation that in the
general, i.e., noncylindrical case, the a.e. tangency condition is not enough
for viability no matter how smooth the right-hand side of the equation is.
Chapter 6 contains an extension of the viability theory developed for or-
dinary differential equations to ordinary differential inclusions driven by
upper semicontinuous multi-functions with nonempty convex and weakly
compact values. Here, taking advantage of the notion of tangent set, we
were able to rebuild the whole existing viability theory in the single-valued
case to work similarly in the multi-valued u.s.c., nonempty, convex and
weakly compact valued case as well. We did not touch upon the lower semi-
continuous case simply because, thanks to the Michael Selection Theorem,
this reduces to the single-valued continuous one. Also, in order to keep the
book under reasonable lenght limits, we decided not to consider the general
Carathéodory multi-valued case. We notice that the latter requires a sharp
mathematical apparatus involving rather difficult and laborious technical-
ities. Chapter 7 (the last in the first part) collects several applications of
the viability and invariance results referring to: viability of an epigraph, the
existence of monotone solutions, the existence of positive solutions for some
pseudo-parabolic partial differential equations, the Hukuhara Theorem, the
Kneser Theorem, the existence of Lyapunov functions, the characteristics
method for a class of first order partial differential equations.

Part 2 starts with Chapter 8 which is devoted to the study of the via-
bility of a given set with respect to a single-valued continuous perturbation
of an infinitesimal generator of a C0-semigroup. We added here significant
extensions of the viability theory built in Chapter 3 to this more general
setting, as well as several viability results referring to semilinear reaction-
diffusion systems. In Chapter 9, taking advantage of the concept of A-quasi
tangent vector to a set K at a point ξ ∈ K, we extended the previous theory
to the case of nonempty, convex and weakly compact-valued u.s.c. pertur-
bations of infinitesimal generators of C0-semigroups. Chapter 10 is mainly
concerned with the viability of a given set K with respect to a vector field
of the form A + f , with A an m-dissipative (possibly) nonlinear and (pos-
sibly) multi-valued operator and f a given continuous function. Here we
also discuss several situations concerning reaction-diffusion nonlinear sys-
tems. Again, using the concept of A-quasi tangent vector (this time with
A nonlinear), in Chapter 11, we develop a viability theory handling the
general case of nonempty, convex and weakly compact-valued u.s.c. per-
turbations of m-dissipative operators. In order to give the reader an idea
of what happens in the fully nonlinear Carathéodory case, in Chapter 12
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we proved several viability results concerning nonlinear evolution equations
driven by Carathéodory perturbations of m-dissipative operators. Like in
Chapter 5, we confined ourselves merely to the particular case of a cylin-
drical domain. Chapter 13 includes more applications to concrete partial
differential equations and systems. Here we included several new results:
the existence of orthogonal solutions for a class of first-order hyperbolic
systems, the existence of Lyapunov pairs ensuring the asymptotic stabil-
ity of certain semilinear evolution systems, several comparison results for
solutions of linear (and even nonlinear) partial differential equations and
systems of parabolic (and even degenerate) type, sufficient conditions for
null controllability of abstract semilinear parabolic equations and sufficient
conditions for the existence of periodic solutions for fully nonlinear evolu-
tion equations.

Each chapter also contains a set of problems, with detailed solutions
at the end of the book in the section entitled “Solutions to the proposed
problems”. The book ends with a Bibliographical Notes and Comments
section, a Bibliography, a Name Index, a Subject Index and a Notation
Index.

Acknowledgements. The research done during the writing of this
monograph was partially supported by the Projects CERES 4-194/2004,
CEx05-DE11-36/05.10.2005 and the CNCSIS Grant A 1159/2006.

We take this opportunity to thank Professor Mihai Turinici and our
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CHAPTER 1

Generalities

The aim of this chapter is to put together most of the frequently used auxiliary
notions and results which are needed for a good understanding of the whole book.
Therefore, we included here basic facts about Banach spaces, the Bochner integral
and usual function spaces, compactness theorems including the infinite dimensional
version of Arzelà–Ascoli Theorem, C0-semigroups, m-dissipative operators and the
nonlinear evolutions governed by them, m-dissipative possibly nonlinear partial
differential operators, differential and integral inequalities.

1.1. Basic facts on Banach spaces

Throughout this book, X is a real Banach space1 with norm ‖ · ‖ and X∗ is
its topological dual, i.e., the vector space of all linear continuous functionals
from X to R, which, endowed with the dual norm ‖x∗‖ = sup‖x‖≤1 |(x, x∗)|,
for x∗ ∈ X∗ is, in its turn, a real Banach space too. Here and thereafter,
if x ∈ X and x∗ ∈ X∗, (x, x∗) denotes x∗(x). We denote by Fin (X∗) the
class of all finite subsets in X∗. Let F ∈ Fin (X∗). Then, the function
‖ · ‖F : X → R, defined by

‖x‖F = max{|(x, x∗)|; x∗ ∈ F}
for each x ∈ X, is a seminorm on X.

The family of seminorms {‖ · ‖F ; F ∈ Fin (X∗)} defines the so-called
weak topology and X, endowed with this topology, is a locally convex topo-
logical vector space.

Whenever we refer to weak topology concepts, we shall use the name of
the concept in question preceded, or followed, by the word weak (weakly).
For instance, a subset B in X is called weakly closed if it is closed in the
weak topology. If B is norm or strongly closed, we simply say that B is
closed.

1Sometimes, we will merely assume that X is a real vector space, but in all those
cases we will clearly specify that.

1
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Theorem 1.1.1. The weak closure of a convex subset in a Banach
space coincides with its strong closure.

See Hille–Phillips [107], Theorem 2.9.3, p. 36.

Corollary 1.1.1. If limn xn = x weakly in X, then there exists (yn)n,
with yn ∈ conv {xk; k ≥ n}, such that limn yn = x.

See Hille–Phillips [107], Corollary to Theorem 2.9.3, p. 36.

Definition 1.1.1. A Banach space X is uniformly convex if for each
ε ∈ (0, 2 ] there exists δ(ε) > 0 such that, for each x, y ∈ X with ‖x‖ ≤ 1,
‖y‖ ≤ 1 and ‖x− y‖ ≥ ε, we have ‖x + y‖ ≤ 2(1− δ(ε)).

Definition 1.1.2. A Banach space X is reflexive if the natural mapping
x 7→ x∗∗ defined by (x∗, x∗∗) = (x, x∗) for each x∗ ∈ X∗ is an isomorphism
between X and X∗∗ — the topological dual of X∗.

Theorem 1.1.2. A Banach space is reflexive if and only if its topolog-
ical dual is reflexive.

See Hille–Phillips [107], Corollary 2, p. 38.

Theorem 1.1.3. Every uniformly convex space is reflexive.

See Yosida [185], Theorem 2, p. 127. An immediate consequence of
Theorems 1.1.2 and 1.1.3 is

Corollary 1.1.2. A Banach space whose topological dual is uniformly
convex is reflexive.

We recall that the duality mapping2 J : X ; X∗ is defined by

J(x) =
{
x∗ ∈ X∗ ; (x, x∗) = ‖x‖2 = ‖x∗‖2

}

for each x ∈ X. In view of the Hahn–Banach Theorem, it follows that, for
each x ∈ X, J(x) is nonempty.

Theorem 1.1.4. If the dual of X is uniformly convex, then the duality
mapping J : X ; X∗ is single-valued and uniformly continuous on bounded
subsets in X.

See Barbu [10], Proposition 1.5, p. 14.

2Whenever F is a multi-valued mapping from a set D to a set E, i.e., F : D → 2E ,
we denote this by F : D ; E.
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1.2. The Bochner integral and Lp spaces

A measure space (Ω,Σ, µ) is called σ-finite if there exists {Ωn; n ∈ N} ⊆ Σ
such that µ(Ωn) < +∞ for each n ∈ N and Ω = ∪n∈NΩn. It is called finite
if µ(Ω) < ∞. The measure space (Ω, Σ, µ) is called complete if the measure
µ is complete, i.e., if each subset of a null µ-measure set is measurable, i.e.,
belongs to the σ-field Σ.

Let X be a Banach space with norm ‖ · ‖ and (Ω, Σ, µ) a measure space
with a σ-finite and complete measure.

Definition 1.2.1. A function x : Ω → X is called:
(i) countably-valued if there exist two families: {Ωn; n ∈ N} ⊆ Σ and

{xn; n ∈ N} ⊆ X, with Ωk ∩ Ωp = ∅ for each k 6= p, Ω = ∪n≥0Ωn,
and such that x(θ) = xn for all θ ∈ Ωn ;

(ii) measurable if there exists a sequence of countably-valued functions
convergent to x µ-a.e. on Ω.

Theorem 1.2.1. A function x : Ω → X is measurable if and only if
there exists a sequence of countably-valued functions from Ω to X which is
uniformly µ-a.e. convergent on Ω to x.

See Vrabie [175], Theorem 1.1.3, p. 3 and Remark 1.1.2, p. 4.
Since the two families {Ωn; n ∈ N} and {xn; n ∈ N} in the definition

of a countably-valued function are not unique, in the sequel, a pair of sets,

({Ωn; n ∈ N}, {xn; n ∈ N}) ,

with the above properties, is called a representation of the countably-valued
function x. Since Ω has σ-finite measure, for each countably-valued function
x : Ω → X there exists at least one representation such that, for each n ∈ N,
µ(Ωn) < +∞. A representation of this sort is called σ-finite representation.

Definition 1.2.2. Let x : Ω → X be a countably-valued function and
let R = ({Ωn; n ∈ N}, {xn; n ∈ N}) be one of its σ-finite representations.
We say that R is Bochner integrable (B-integrable) on Ω with respect to µ,
if

∞∑

n=0

µ(Ωn)‖xn‖ < +∞.

Remark 1.2.1. If R and R′ are two σ-finite representations of the
very same countably-valued function x : Ω → X, the series

∑∞
n=0 µ(Ωn)xn

and
∑∞

n=0 µ(Ω′n)x′n are either both convergent, or both divergent, and, in
the former case, they have the same sum. So, R is B-integrable on Ω with
respect to µ if and only if R′ does.
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This remark enables us to introduce:

Definition 1.2.3. The countably-valued function x : Ω → X is called
Bochner integrable on Ω with respect to µ if it has a σ-finite representation

R = ({Ωn; n ∈ N}, {xn; n ∈ N})
which is B-integrable on Ω with respect to µ. In this case, the vector

∞∑

n=0

µ(Ωn)xn =
∫

Ω
x(θ) dµ(θ) =

∫

Ω
x dµ,

which does not depend on the choice of R (see Remark 1.2.1), is called the
Bochner integral on Ω of the function x with respect to µ.

Definition 1.2.4. A function x : Ω → X is Bochner integrable on Ω
with respect to µ if it is measurable and there exists a sequence of countably-
valued functions (xk)k, Bochner integrable on Ω with respect to µ, such that

lim
k

∫

Ω
‖x(θ)− xk(θ)‖ dµ(θ) = 0.

Proposition 1.2.1. If x : Ω → X is Bochner integrable on Ω with
respect to µ and (xk)k is a sequence with the properties in Definition 1.2.4,
then there exists

lim
k

∫

Ω
xk dµ

in the norm topology of X. In addition, if (yk)k is another sequence of
countably-valued functions with the property that

lim
k

∫

Ω
‖x(θ)− yk(θ)‖ dµ(θ) = 0,

then

lim
k

∫

Ω
xk(θ) dµ(θ) = lim

k

∫

Ω
yk(θ) dµ(θ).

See Vrabie [175], Proposition 1.2.1, p. 5.

Definition 1.2.5. Let x : Ω → X be a Bochner integrable function on
Ω. The vector

lim
k

∫

Ω
xk dµ =

∫

Ω
x(θ) dµ(θ) =

∫

Ω
x dµ

which, according to Proposition 1.2.1, exists and does not depend on the
choice of the sequence (xk)k in Definition 1.2.4, is called the Bochner integral
of the function x on Ω with respect to µ.
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Theorem 1.2.2. A function x : Ω → X is Bochner integrable on Ω
with respect to µ if and only if x is measurable and the real function ‖x‖ is
integrable on Ω with respect to µ.

See Vrabie [175], Theorem 1.2.1, p. 6.
We denote by Lp(Ω, µ ; X) the set of all functions f : Ω → X which

are measurable on Ω and ‖f‖p is integrable on Ω with respect to µ. Let us
define ‖ · ‖Lp(Ω,µ ;X) : Lp(Ω, µ ;X) → R+ by

‖f‖Lp(Ω,µ ;X) =
(∫

Ω
‖f‖p dµ

)1/p

for each f ∈ Lp(Ω, µ ; X). This is a seminorm on Lp(Ω, µ ; X). The relation
“∼” defined by f ∼ g if f(θ) = g(θ) µ-a.e. for θ ∈ Ω is an equivalence
on Lp(Ω, µ ; X). Let Lp(Ω, µ ; X) be the quotient space Lp(Ω, µ ;X)/ ∼. If
f ∼ g, then ‖f‖Lp(Ω,µ ;X) = ‖g‖Lp(Ω,µ ;X). As a consequence, the mapping
‖ · ‖Lp(Ω,µ ;X) : Lp(Ω, µ ; X) → R+, given by ‖f̂‖Lp(Ω,µ ;X) = ‖f‖Lp(Ω,µ ;X)

for each f̂ ∈ Lp(Ω, µ ; X), is well-defined (i.e. it does not depend on the
choice of f ∈ f̂) and is a norm on Lp(Ω, µ ;X). Endowed with this norm,
Lp(Ω, µ ; X) is a Banach space.

Next, let L∞(Ω, µ ;X) be the space of all functions f : Ω → X satisfying

‖f‖L∞(Ω,µ ;X) = inf{α ∈ R; ‖f(θ)‖ ≤ α, a.e. θ ∈ Ω} < +∞.

The mapping ‖ · ‖L∞(Ω,µ ;X) : L∞(Ω, µ ; X) → R+, defined as above, is
a seminorm. Let L∞(Ω, µ ;X) = L∞(Ω, µ ; X)/ ∼, where “∼” is the µ-a.e.
equality on Ω and let ‖ · ‖L∞(Ω,µ ;X) : L∞(Ω, µ ; X) → R+, given by

‖f̂‖L∞(Ω,µ ;X) = ‖f‖L∞(Ω,µ ;X)

for each f̂ ∈ L∞(Ω, µ ;X). Obviously ‖ · ‖L∞(Ω,µ ;X) is well-defined and, in
addition, is a norm on L∞(Ω, µ ; X), with respect to which this is a Banach
space. For simplicity, we denote by f either a fixed element in Lp(Ω, µ ; X)
or its corresponding equivalence class in Lp(Ω, µ ;X).

Theorem 1.2.3. Let (fn)n be a sequence in L1(Ω, µ ; X) with

lim
n

fn(θ) = f(θ)

µ-a.e. for θ ∈ Ω. If there exists ` ∈ L1(Ω, µ ;R) such that

‖fn(θ)‖ ≤ `(θ)

for n = 1, 2, . . . and µ-a.e. for θ ∈ Ω, then f ∈ L1(Ω, µ ; X) and limn fn = f
in the norm of L1(Ω, µ ; X).
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For the proof of Theorem 1.2.3, known as the Lebesgue Dominated
Convergence Theorem, see Dinculeanu [85].

We also need the following specific form of the Fatou Lemma.

Lemma 1.2.1. Let (Ω, Σ, µ) be a σ-finite and complete measure space
and let (fn)n be a sequence of measurable functions from Ω to R+, but not
necessarily µ-integrable. Then

lim sup
k

∫

Ω
fk(θ) dµ(θ) ≤

∫

Ω
lim sup

k
fk(θ) dµ(θ).

See Dunford–Schwartz [90], Theorem 19, p. 52.
The next result gives a simple but precise description of the topological

dual of Lp(Ω, µ ; X) for certain classes of Banach spaces.

Theorem 1.2.4. If either X is reflexive, or X∗ is separable, then, for
each p ∈ [ 1,+∞), (Lp(Ω, µ ; X))∗ can be identified with Lq(Ω, µ ; X∗), where
1
p + 1

q = 1 if p > 1 and q = ∞ if p = 1.

See Dinculeanu [85], Corollary 1, p. 252. Some extensions and variants
of Theorem 1.2.4 can be found in Edwards [91], Theorem 8.18.2, p. 588,
Remarks, p. 589 and Theorem 8.20.5, p. 607.

A remarkable consequence of Theorem 1.2.4 is stated below.

Corollary 1.2.1. If X is reflexive and p ∈ (1, +∞), then Lp(Ω, µ ; X)
is reflexive. If X is separable, then, for each p ∈ [ 1, +∞), Lp(Ω, µ ; X) is
separable.

Now, let (Ωi, Σi, µi), i = 1, 2, be two measure spaces and let us define the
product measure space (Ω,Σ, µ) as the measure space for which Ω = Ω1×Ω2,
Σ is the smallest σ-field containing all the sets E1×E2 with Ei ∈ Σi, i = 1, 2,
and such that µ(E1 × E2) = µ1(E1)µ2(E2) for each Ei ∈ Σi, i = 1, 2.

Theorem 1.2.5. Let (Ωi, Σi, µi), i = 1, 2, be finite measure spaces and
let (Ω, Σ, µ) be their product space. Let X be a Banach space and let f ∈
L1(Ω, µ;X). Then, for µ1-a.e. s ∈ Ω1, t 7→ f(s, t) belongs to L1(Ω2, µ2;X),
the function s 7→ ∫

Ω2
f(s, t) dµ2(t) belongs to L1(Ω1, µ1; X) and

∫

Ω1

∫

Ω2

f(s, t) dµ2(t) dµ1(s) =
∫

Ω
f(θ) dµ(θ).

For the proof of this result, known as the Fubini Theorem, see Dunford–
Schwartz [90], Theorem 9, p. 190.

In the theorem below, µ is the Lebesgue measure on Rn. In order to
simplify the notation, whenever Ω is a Lebesgue measurable subset in Rn

and µ is the Lebesgue measure on Ω, we denote by Lp(Ω;X) = Lp(Ω, µ ; X).
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If, in addition, X = R, a further simplification is made, i.e., we denote by
Lp(Ω) = Lp(Ω;R). Finally, if Ω = [ τ, T ], we simply write Lp(τ, T ; X)
instead of Lp([ τ, T ]; X).

Theorem 1.2.6. If Ω ⊆ Rn is nonempty, bounded and Lebesgue mea-
surable, n ≥ 1, and p ∈ (1, +∞), then the space Lp(Ω), endowed with its
usual norm, is uniformly convex.

See Ciorănescu [64], Teorema 4.1, p. 113.
We conclude this section with a differentiability result.

Theorem 1.2.7. Let X be a Banach space and let f ∈ L1(τ, T ;X).
Then, for a.a. t ∈ (τ, T ), we have

lim
h↓0

1
h

∫ t+h

t
‖f(θ)− f(t)‖ dθ = 0.

See Bochner [20] or Diestel–Uhl [83], Theorem 9, p. 49.

1.3. Compactness theorems

Here we gather several compactness results which will be used later.

Definition 1.3.1. A subset C of a topological space (X, T) is called:
(i) relatively compact, if each generalized sequence in C has at least

one generalized convergent subsequence;
(ii) compact, if it is relatively compact and closed;
(iii) sequentially relatively compact, if each sequence in C has at least

one convergent subsequence;
(iv) sequentially compact, if it is sequentially relatively compact and

closed.
If (X, d) is a metric space, C ⊆ X is called precompact, or totally

bounded, if for each ε > 0 there exists a finite family of closed balls of
radius ε whose union includes C.

Remark 1.3.1. As each metric space satisfies the First Axiom of
Countability, i.e., each point has an at most countable fundamental sys-
tem of neighborhoods, in a metric space, a subset is (relatively) compact if
and only if it is sequentially (relatively) compact.

Remark 1.3.2. Clearly, a subset C ⊆ X is precompact if and only if,
for each ε > 0 there exists a finite family of closed balls centered in points
of C and having radii ε, whose union includes C.

Theorem 1.3.1. If (X, d) is a complete metric space, then a subset of
it is sequentially relatively compact if and only if it is precompact.
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Problem 1.3.1. Let X be a Banach space. If C ⊆ X is compact
and {S(t) : C → X; t ≥ 0} is a family of possibly nonlinear operators
satisfying :

(i) there exists a continuous function ` : R+ → R+ such that

‖S(t)ξ − S(t)η‖ ≤ `(t)‖ξ − η‖
for each t ∈ R+ and ξ, η ∈ C and

(ii) lim
h↓0

S(h)ξ = ξ for each ξ ∈ C,

then
lim
h↓0

S(h)ξ = ξ

uniformly for ξ ∈ C.

Theorem 1.3.2. The closed convex hull of a (weakly) compact subset
in a Banach space is (weakly) compact.

See Dunford–Schwartz [90], Theorem 6, p. 416 and Theorem 4, p. 434.
Let us also recall the Schauder Fixed Point Theorem, i.e.,

Theorem 1.3.3. Let X be a Banach space. If K ⊆ X is nonempty,
closed and convex, the mapping P : K → K is continuous and P (K) is
relatively compact, then P has at least one fixed point ξ ∈ K, i.e. there
exists ξ ∈ K such that P (ξ) = ξ.

See Dunford–Schwartz [90], Theorem 5, p. 456.

Theorem 1.3.4. A subset in a Banach space is weakly compact if and
only if it is weakly sequentially compact.

See Edwards [91],Theorem 8.12.1, p. 549 and Theorem 8.12.7, p. 551.

Theorem 1.3.5. Let X be reflexive. A subset in X is weakly relatively
sequentially compact if and only if it is norm-bounded.

See Hille–Phillips [107], Theorem 2.10.3, p. 38.

Problem 1.3.2. If X is reflexive and B, C are two nonempty, closed,
bounded and convex subsets in X, then B +C is nonempty, closed, bounded
and convex.

Lemma 1.3.1. Let X be a Banach space, K a compact subset in X
and let F be a family of Bochner integrable functions from [ τ, T ] to K.
Then {∫ T

τ
f(t) dt ; f ∈ F

}

is relatively compact in X.
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The compactness Lemma 1.3.1 is an extension, from continuous to
Lebesgue integrable functions, of Vrabie [176], Lemma A.1.3, p. 295. For a
further extension and proof, see also Lemma 1.5.1 in Section 1.5.

The next result is an infinite dimensional version of the well-known
ArzeÃlà–Ascoli Theorem.

Theorem 1.3.6. Let X be a Banach space. A subset F in C([ τ, T ]; X)
is relatively compact if and only if:

(i) F is equicontinuous on [ τ, T ];
(ii) there exists a dense subset D in [ τ, T ] such that, for each t ∈ D,

F(t) = {f(t); f ∈ F} is relatively compact in X.

See Vrabie [175], Theorem A.2.1, p. 296.

Problem 1.3.3. Let X be a Banach space and let (un)n be a sequence
of continuous functions from [ τ, T ] to X such that there exist a sequence
εn ↓ 0 and a function m : [ 0, T − τ ] → R+, with limh↓0 m(h) = m(0) = 0
such that

‖un(t)− un(t̃)‖ ≤ m(|t− t̃|) + εn

for each n ∈ N and each t, t̃ ∈ [ τ, T ]. Then {un; n ∈ N} is equi-uniformly
continuous on [ τ, T ].

Definition 1.3.2. A subset F ⊆ L1(Ω, µ; X) is called uniformly inte-
grable3 if for each ε > 0 there exists δ(ε) > 0 such that∫

E
‖f(t)‖ dµ(t) ≤ ε

for each f ∈ F and each E ∈ Σ satisfying µ(E) ≤ δ(ε).

Remark 1.3.3. It is easy to see that, whenever ` ∈ L1(Ω, µ), the
set F` = {f ∈ L1(Ω, µ; X) ; ‖f(t)‖ ≤ `(t), a.e. for t ∈ Ω} is uniformly
integrable.

Problem 1.3.4. Prove that if F ⊆ L1(τ, T ; X) is uniformly integrable,
then it is bounded.

Theorem 1.3.7. Let (Ω, Σ, µ) a finite measure space and let X be a
reflexive Banach space. Then F ⊆ L1(Ω, µ;X) is weakly compact if and
only if it is bounded and uniformly integrable.

See Diestel–Uhl [83], Theorem 1, p. 101.

3Some authors, as for instance Roub́ıček [150], use for this notion the name of equi-
absolutely-continuous which, in fact, is more adequate. However, for tradition reasons, we
prefer the most widely circulated term of uniformly integrable. See, for instance Diestel-
Uhl [83], Definition 10, p. 74.
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Theorem 1.3.8. Let (Ω, Σ, µ) be a finite measure space and let X be a
Banach space. Let F ⊆ L1(Ω, µ; X) be bounded and uniformly integrable. If
for each ε > 0 there exist a weakly compact subset Cε ⊆ X and a measurable
subset Eε ∈ Σ with µ(Ω \ Eε) ≤ ε and f(Eε) ⊆ Cε for all f ∈ F, then F is
weakly relatively compact in L1(Ω, µ;X).

See Diestel [82], or Diestel–Uhl [83], p. 117.

Corollary 1.3.1. If C ⊆ X is weakly compact, then

{f ∈ L1(τ, T ; X); f(t) ∈ C a.e. for t ∈ [ τ, T ]}
is weakly relatively compact in L1(τ, T ; X).

1.4. C0-semigroups

Let X be a Banach space and let L(X) be the Banach space of all linear
bounded operators from X to X endowed with the operator norm ‖ ·‖L(X),
defined by ‖U‖L(X) = sup‖x‖≤1 ‖Ux‖ for each U ∈ L(X).

Definition 1.4.1. A family of operators, {S(t) : X → X; t ≥ 0}, in
L(X) is a C0-semigroup on X, if :

(i) S(0) = I ;
(ii) S(t + s) = S(t)S(s) for each t, s ≥ 0 ;
(iii) lim

t↓0
S(t)x = x, for each x ∈ X.

A family {S(t) : X → X; t ∈ R} in L(X), satisfying (i), (ii) for each
t, s ∈ R and (iii) with t → 0 instead of t ↓ 0, is called a C0-group.

Definition 1.4.2. By definition, the infinitesimal generator, or simply
generator, of the semigroup of linear operators {S(t) : X → X; t ≥ 0} is
the operator A : D(A) ⊆ X → X, defined by

D(A) =
{

x ∈ X ; ∃ lim
t↓0

1
t

(S(t)x− x)
}

and Ax = lim
t↓0

1
t

(S(t)x− x) .

Equivalently, we say that A generates {S(t) : X → X; t ≥ 0}.
Theorem 1.4.1. If {S(t) : X → X; t ≥ 0} is a C0-semigroup, then

there exist M ≥ 1, and a ∈ R such that

‖S(t)‖L(X) ≤ Meat (1.4.1)

for each t ≥ 0.

See Vrabie [175], Theorem 2.3.1, p. 41.
A C0-semigroup satisfying (1.4.1) is called of type (M, a). If M = 1

and a = 0 the C0-semigroup is called of contractions or of nonexpansive
mappings.
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Theorem 1.4.2. Let {S(t) : X → X; t ≥ 0} be a C0-semigroup of
type (M, a). Then there exists a norm on X, equivalent to the initial one,
such that, with respect to this new norm, the C0-semigroup is of type (1, a).

See Vrabie [175], Lemma 3.3.1, p. 57.

Theorem 1.4.3. Let A : D(A) ⊆ X → X be the infinitesimal generator
of a C0-semigroup {S(t) : X → X; t ≥ 0}. Then :

(i) for each x ∈ X and each t ≥ 0, we have

lim
h↓0

1
h

∫ t+h

t
S(τ)x dτ = S(t)x ;

(ii) for each x ∈ X and each t > 0, we have
∫ t

0
S(τ)x dτ ∈ D(A) and A

(∫ t

0
S(τ)x dτ

)
= S(t)x− x ;

(iii) for each x ∈ D(A) and each t ≥ 0, we have S(t)x ∈ D(A). In
addition, the mapping t 7→ S(t)x is of class C1 on [ 0, +∞) and
satisfies

d

dt
(S(t)x) = AS(t)x = S(t)Ax ;

(iv) for each x ∈ D(A) and each 0 ≤ s ≤ t < +∞, we have
∫ t

s
AS(τ)x dτ =

∫ t

s
S(τ)Axdτ = S(t)x− S(s)x.

Theorem 1.4.4. Let A : D(A) ⊆ X → X be the infinitesimal generator
of a C0-semigroup {S(t) : X → X; t ≥ 0}. Then D(A) is dense in X, and
A is a closed operator.

If A : D(A) ⊆ X → X is a linear operator, the resolvent set ρ(A) is the
set of all numbers λ, called regular values, for which the range of λI − A,
i.e., R(λI −A) = (λI −A)(D(A)) is dense in X and R(λ;A) = (λI −A)−1

is continuous from R(λI −A) to X.

Theorem 1.4.5. A linear operator A : D(A) ⊆ X → X is the infini-
tesimal generator of a C0-semigroup of contractions if and only if :

(i) A is densely defined and closed and
(ii) (0, +∞) ⊆ ρ(A) and, for each λ > 0, we have

‖R(λ;A)‖L(X) ≤
1
λ

.

See Vrabie [175], Theorem 3.1.1, p. 51.
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Theorem 1.4.6. The linear operator A : D(A) ⊆ X → X is the
infinitesimal generator of a C0-semigroup of type (M, a) if and only if :

(i) A is densely defined and closed, and
(ii) (a,+∞) ⊆ ρ(A) and, for each λ > a and each n ∈ N, we have

‖R(λ;A)n‖L(X) ≤
M

(λ− a)n
.

See Vrabie [175], Theorem 3.3.1, p. 56.
Let J : X ; X∗ be the duality mapping on X.

Definition 1.4.3. A linear operator A : D(A) ⊆ X → X is dissipative
if for each x ∈ X there exists x∗ ∈ J(x) such that (Ax, x∗) ≤ 0.

Theorem 1.4.7. A linear operator A : D(A) ⊆ X → X is dissipative
if and only if, for each x ∈ D(A) and λ > 0, we have

λ‖x‖ ≤ ‖(λI −A)x‖. (1.4.2)

See Vrabie [175], Theorem 3.4.1, p. 59.

Theorem 1.4.8. Let A : D(A) ⊆ X → X be a densely defined linear
operator. Then A generates a C0-semigroup of contractions on X if and
only if

(i) A is dissipative, and
(ii) there exists λ > 0 such that λI −A is surjective.

Moreover, if A generates a C0-semigroup of contractions, then λI − A is
surjective for any λ > 0, and we have (Ax, x∗) ≤ 0 for each x ∈ D(A) and
each x∗ ∈ J(x).

See Vrabie [175], Theorem 3.4.2, p. 60.

1.5. Mild solutions

In this section we include some facts referring to the relationship between
C0-semigroups and ordinary differential equations in Banach spaces.

First, let us observe that, from (iii) in Theorem 1.4.3, it follows that,
if A : D(A) ⊆ X → X is the infinitesimal generator of a C0-semigroup
{S(t) : X → X ; t ≥ 0}, then, for each τ ≥ 0 and ξ ∈ D(A), the function
u : [ τ, +∞) → X, defined by u(t) = S(t− τ)ξ for each t ≥ τ , is the unique
C1-solution of the homogeneous abstract Cauchy problem{

u′(t) = Au(t)
u(τ) = ξ.

(1.5.1)

For this reason, it is quite natural to consider that, for each ξ ∈ X, the
function u, defined as above, is a solution for (1.5.1) in a generalized sense.
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The aim of this section is to extend this concept of generalized solution to
the nonhomogeneous problem{

u′(t) = Au(t) + f(t)
u(τ) = ξ,

(1.5.2)

where A is as before, ξ ∈ X and f ∈ L1(τ, T ; X).

Definition 1.5.1. The function u : [ τ, T ] → X is called classical or
C1-solution of the problem (1.5.2), if u is continuous on [ τ, T ], continuously
differentiable on (τ, T ], u(t) ∈ D(A) for each t ∈ (τ, T ] and it satisfies
u′(t) = Au(t) + f(t) for each t ∈ (τ, T ] and u(τ) = ξ.

Definition 1.5.2. The function u : [ τ, T ] → X is called absolutely
continuous, or strong solution, of the problem (1.5.2), if u is absolutely
continuous on [ τ, T ], u′ ∈ L1(τ, T ; X), u(t) ∈ D(A) a.e. for t ∈ (τ, T ), and
it satisfies u′(t) = Au(t) + f(t) a.e. for t ∈ (τ, T ) and u(τ) = ξ.

Remark 1.5.1. Each classical solution of (1.5.2) is a strong solution
of the same problem, but not conversely.

The next result, known as the Duhamel Principle, is fundamental in
understanding how to extend the concept of generalized solution to nonho-
mogeneous problems of the form (1.5.2).

Theorem 1.5.1. Each strong solution of (1.5.2) is given by so-called
variation of constants formula

u(t) = S(t− τ)ξ +
∫ t

τ
S(t− s)f(s) ds, (1.5.3)

for each t ∈ [ τ, T ]. In particular, each classical solution of the problem
(1.5.2) is given by (1.5.3).

See Vrabie [175], Theorem 8.1.1, p. 184.
Simple examples show that, when X is infinite-dimensional and A is

unbounded, the problem (1.5.2) may fail to have any strong solution, no
matter how regular the datum f is. See Vrabie [175], Example 8.1.1, p. 185.
This observation justifies why, in the case of infinite-dimensional spaces X,
the variation of constants formula can be promoted to the rank of definition.
Namely, we introduce

Definition 1.5.3. The function u : [ τ, T ] → X, defined by (1.5.3), is
called mild solution of the problem (1.5.2) on [ τ, T ].

We will next recall a necessary and sufficient condition in order that a
given set of mild solutions be relatively compact in C([ τ, T ]; X).
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Definition 1.5.4. The operator Q : X × L1(τ, T ; X) → C([ τ, T ]; X),
defined by Q(ξ, f) = u, where u is the unique mild solution of the problem
(1.5.2), corresponding to ξ ∈ X and f ∈ L1(τ, T ; X), is called the mild
solution operator attached to the problem (1.5.2).

Remark 1.5.2. The operator Q is Lipschitz with constant Me|a|(T−τ),
where M ≥ 1 and a ∈ R are given by Theorem 1.4.1, and therefore it maps
bounded subsets in X × L1(τ, T ; X) into bounded subsets in C([ τ, T ]; X).

Theorem 1.5.2. Let A : D(A) ⊆ X → X be the generator of a C0-
semigroup {S(t) : X → X; t ≥ 0}, let D be a bounded subset in X, and
F a uniformly integrable subset in L1(τ, T ;X). Then Q(D, F) is relatively
compact in C([ θ, T ]; X) for each θ ∈ (τ, T ), if and only if there exists a
dense subset D in [ τ, T ] such that, for each t ∈ D, the t-section of Q(D, F),
i.e., Q(D, F)(t) = {Q(ξ, f)(t) ; (ξ, f) ∈ D×F}, is relatively compact in X.
Moreover, if the latter condition is satisfied and τ ∈ D, then Q(D,F) is
relatively compact even in C([ τ, T ]; X).

See Vrabie [175], Theorem 8.4.1, p. 194.

Definition 1.5.5. The C0-semigroup {S(t) : X → X ; t ≥ 0} is called
compact if for each t > 0, S(t) is a compact operator.

A very useful consequence of Theorem 1.5.2 is the following sufficient
condition of relative compactness of the set Q(D,F) in C([ τ, T ]; X).

Theorem 1.5.3. Let A : D(A) ⊆ X → X be the generator of a compact
C0-semigroup, let ξ ∈ X, D = {ξ} and let F be a uniformly integrable subset
in L1(τ, T ; X). Then Q(D,F) is relatively compact in C([ τ, T ];X).

See Vrabie [175], Theorem 8.4.2, p. 196.
We conclude with a useful extension of Lemma 1.3.1.

Lemma 1.5.1. Let K ⊆ X be compact, let F be a family of Lebesgue
integrable functions from [ τ, T ] to K and let {S(t) : X → X; t ≥ 0} be a
C0-semigroup on X. Then, for every t ∈ [ τ, T ], the set

{∫ t

τ
S(t− s)f(s) ds ; f ∈ F

}

is relatively compact in X.

Proof. Since (s, x) 7→ S(s)x is continuous from R+ × X to X and
[ 0, t − τ ] ×K is compact, it follows that {S(s)x ; (s, x) ∈ [ 0, t − τ ] ×K}
is compact. The conclusion follows from the simple observation that{∫ t

τ
S(t− s)f(s)ds ; f ∈ F

}
⊆ 1

t− τ
conv{S(s)x ; (s, x) ∈ [ 0, T − τ ]×K}
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while, by Theorem 1.3.2, the latter set is compact. ¤

1.6. Evolutions governed by m-dissipative operators

Let X be a Banach space and let ‖ · ‖ be the norm on X. If x, y ∈ X, we
denote by [x, y ]+ the right directional derivative of the norm calculated at
x in the direction y, i.e.

[x, y ]+ = lim
h↓0

‖x + hy‖ − ‖x‖
h

and by (x, y)+ the right directional derivative of 1
2‖ · ‖2 calculated at x in

the direction y, i.e.

(x, y)+ = lim
h↓0

‖x + hy‖2 − ‖x‖2

2h
.

Analogously, we denote by [x, y ]− the left directional derivative of the norm
calculated at x in the direction y, i.e.

[x, y ]− = lim
h↑0

‖x + hy‖ − ‖x‖
h

and by (x, y)− the left directional derivative of 1
2‖ ·‖2 calculated at x in the

direction y, i.e.

(x, y)− = lim
h↑0

‖x + hy‖2 − ‖x‖2

2h
.

Exercise 1.6.1. Show that :
(i) (x, y)± = ‖x‖[ x, y ]± ;
(ii) |[ x, y ]±| ≤ ‖y‖ ;
(iii) |[ x, y ]± − [ x, z ]±| ≤ ‖y − z‖ ;
(iv) [ x, y ]+ = −[−x, y ]− = −[ x,−y ]− ;
(v) [ ax, by ]± = b[x, y ]± for a, b > 0 ;
(vi) [ x, y+z ]+ ≤ [ x, y ]++[ x, z ]+ and [x, y+z ]− ≥ [x, y ]−+[ x, z ]− ;
(vii) [ x, y+z ]+ ≥ [ x, y ]++[ x, z ]− and [x, y+z ]− ≤ [x, y ]−+[ x, z ]+ ;
(viii) [ x, y + ax ]± = [ x, y ]± + a‖x‖ for a ∈ R ;
(ix) if u : [ τ, T ] → X is differentiable from the right at t ∈ [ τ, T )

(differentiable from the left at t ∈ (τ, T ]), then both s 7→ ‖u(s)‖
and s 7→ ‖u(s)‖2 are differentiable from the right (left) at t and

d±
dt (‖u(·)‖)(t) = [u(t), u′±(t) ]±

d±
dt (‖u(·)‖2)(t) = 2(u(t), u′±(t))±,

where u′±(t) = d±
dt (u(·))(t) ;
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(x) ‖ · ‖ is Gâteaux differentiable at each x ∈ X, x 6= 0, if and only if,
for each x ∈ X \ {0} and each y ∈ X, we have

[ x, y ]+ = −[−x, y ]+.

We recall that J : X ; X∗ denotes the duality mapping on X.

Proposition 1.6.1. For each x, y ∈ X, we have :
(i) there exists x∗+ ∈ J(x) such that

‖x‖[x, y ]+ = sup{(y, x∗); x∗ ∈ J(x)} = (y, x∗+) ;

(ii) there exists x∗− ∈ J(x) such that

‖x‖[x, y ]− = inf{(y, x∗); x∗ ∈ J(x)} = (y, x∗−).

See Miyadera [129], Theorem 2.5, p. 16.
If A : X ; X, we say that A is an operator or multi-function and we

write A : D(A) ⊆ X ; X, to signify that A(x) 6= ∅ if and only if x ∈ D(A).
For simplicity, for each x ∈ D(A), we denote Ax = A(x). Whenever A is
single-valued on D(A), we shall identify A with a function defined on D(A),
i.e., with its unique selection and we shall write A : D(A) ⊆ X → X and
Ax = y instead of A : D(A) ⊆ X ; X and of Ax = {y}. Obviously,
each function f : D(f) ⊆ X → X can be identified with a single-valued
operator whose domain is D(f). If A : D(A) ⊆ X ; X is an operator, then
R(A) = ∪x∈D(A)Ax. If A and B are operators and λ ∈ R, then R(A), A−1,
A + B, AB and λA are defined in the usual sense of relations in X ×X.

We say that the operator A : D(A) ⊆ X ; X is dissipative if

(x1 − x2, y1 − y2)− ≤ 0

for each xi ∈ D(A) and yi ∈ Axi, i = 1, 2, and m-dissipative if it is dissipa-
tive and, for each λ > 0, or equivalently for some λ > 0, R(I − λA) = X.

Let A : D(A) ⊆ X ; X be an m-dissipative operator, let ξ ∈ D(A),
f ∈ L1(τ, T ;X) and let us consider the differential equation

u′(t) ∈ Au(t) + f(t). (1.6.1)

Definition 1.6.1. A function u : [ τ, T ] → X is called a strong solution
of (1.6.1) on [ τ, T ] if :

(S1) u(t) ∈ D(A) a.e. for t ∈ (τ, T );
(S2) u(t) ∈ W 1,1

loc ((τ, T ]; X) and there exists g ∈ L1
loc((τ, T ]; X), such

that {
g(t) ∈ Au(t) a.e. for t ∈ (τ, T )
u′(t) = g(t) + f(t) a.e. for t ∈ (τ, T ).
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A strong solution of (1.6.1) on [ τ, T ) is a function, u : [ τ, T ) → X, whose
restriction to each interval of the form [ τ, T0 ], with τ < T0 < T , is a strong
solution of (1.6.1) on [ τ, T0 ].

Since whenever X is infinite dimensional, the problem (1.6.1) may have
no strong solution, another general concept was introduced. Namely:

Definition 1.6.2. A C0-solution of the problem (1.6.1) is a function u
in C([ τ, T ]; X) satisfying : for each τ < c < T and ε > 0 there exist

(i) τ = t0 < t1 < · · · < c ≤ tn < T, tk − tk−1 ≤ ε for k = 1, 2, . . . , n ;

(ii) f1, . . . , fn ∈ X with
n∑

k=1

∫ tk

tk−1

‖f(t)− fk‖ dt ≤ ε ;

(iii) v0, . . . , vn ∈ X satisfying :
vk − vk−1

tk − tk−1
∈ Avk + fk for k = 1, 2, . . . , n and such that

‖u(t)− vk‖ ≤ ε for t ∈ [ tk−1, tk), k = 1, 2, . . . , n.
A function vε : [ τ, tn ] → D(A), defined by vε(t) = vk for t ∈ [ tk−1, tk),

k = 1, 2, . . . , n, where tk, vk and fk, for k = 1, 2, . . . , n, are as above, is
called an ε-difference scheme-solution, or briefly, ε-DS-solution.

Theorem 1.6.1. Let X be a Banach space and let A : D(A) ⊆ X ; X

be m-dissipative. Then, for each ξ ∈ D(A) and f ∈ L1(τ, T ; X), there
exists a unique C0-solution u : [ τ, T ] → D(A), of (1.6.1), which satisfies
u(τ) = ξ.

See Lakshmikantham-Leela [119], Theorem 3.6.1, p. 116.

Definition 1.6.3. Let C be a nonempty and closed subset in X. A
family {S(t) : C → C; t ≥ 0} is a semigroup of nonexpansive mappings or
semigroup of contractions on C, if :

(i) S(0) = I ;
(ii) S(t + s) = S(t)S(s) for all t, s ∈ [0,∞) ;
(iii) for each ξ ∈ C the function s 7→ S(s)ξ is continuous at s = 0 ;
(iv) ‖S(t)ξ − S(t)η‖ ≤ ‖ξ − η‖ for all t ≥ 0 and ξ, η ∈ C.

Exercise 1.6.2. Prove that if {S(t) : C → C; t ≥ 0} is a semigroup
of nonexpansive mappings, then the mapping (t, ξ) 7→ S(t)ξ is continuous
from R+ × C to C.

Remark 1.6.1. In the case in which A is single-valued, linear and, of
course, m-dissipative, u is a C0-solution of (1.6.1) on [ τ, T ] in the sense
of Definition 1.6.2 if and only if u is a mild solution on [ τ, T ] in the sense
of Definition 1.5.3. This is an easy consequence of the fact that in the
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linear case, each mild solution can be approximated uniformly with strong
solutions of some suitably chosen approximate problems.

See Vrabie [173], Theorem 1.8.2, p. 29.
We denote by u(·, τ, ξ, f) : [ τ, T ] → D(A) the unique C0-solution of

(1.6.1) satisfying u(τ, τ, ξ, f) = ξ.

Theorem 1.6.2. Let X be a Banach space, let A : D(A) ⊆ X ; X

be m-dissipative, let ξ, η ∈ D(A), f, g ∈ L1(τ, T ; X) and let ũ = u(·, τ, ξ, f)
and ṽ = u(·, τ, η, g). We have

‖ũ(t)− ṽ(t)‖ ≤ ‖ξ − η‖+
∫ t

τ
[ ũ(s)− ṽ(s), f(s)− g(s) ]+ ds (1.6.2)

and

‖ũ(t)− ṽ(t)‖2 ≤ ‖ξ − η‖2 + 2
∫ t

τ
(ũ(s)− ṽ(s), f(s)− g(s))+ ds, (1.6.3)

for each t ∈ [ τ, T ]. Moreover, for each τ ≤ ν ≤ t ≤ T , we have

u(t, τ, ξ, f) = u(t, ν, u(ν, τ, ξ, f), f
∣∣
[ ν,T ]). (1.6.4)

See Vrabie [173], Section 1.7.
The relation (1.6.4) is known under the name of evolution property.

Exercise 1.6.3. Prove that {S(t) : D(A) → D(A), t ≥ 0}, where, for
each t ≥ 0 and ξ ∈ D(A), S(t)ξ = u(t, 0, ξ, 0), is a semigroup of nonexpan-
sive mappings (called the semigroup of nonexpansive mappings generated
by A on D(A)).

Exercise 1.6.4. If A : D(A) ⊆ X ; X is m-dissipative, ξ, η ∈ D(A)
and f, g ∈ L1(τ, T ; X), then ũ = u(·, τ, ξ, f) and ṽ = u(·, τ, η, g) satisfy

‖ũ(t)− ṽ(t)‖ ≤ ‖ξ − η‖+
∫ t

τ
‖f(s)− g(s)‖ ds, (1.6.5)

for each t ∈ [ τ, T ].

Theorem 1.6.3. Let X be a Banach space, let A : D(A) ⊆ X ; X

be m-dissipative, ξ ∈ D(A) and f ∈ L1(τ, T ; X). Then ũ : [ τ, T ] → D(A)
coincides with u(·, τ, ξ, f) if and only if it is continuous and

‖ũ(t)− x‖2 ≤ ‖ũ(s)− x‖2 + 2
∫ t

s
(ũ(θ)− x, f(θ) + y)+ dθ

for each x ∈ D(A), each y ∈ Ax and each τ ≤ s ≤ t ≤ T .

See, for instance, Lakshmikantham-Leela [119], Theorem 3.5.1, p. 104
and Miyadera [128], Theorem 5.18, p. 157.
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Definition 1.6.4. The semigroup {S(t) : D(A) → D(A), t ≥ 0} is
compact if, for each t > 0, S(t) is a compact operator.

Problem 1.6.1. If X is a Banach space and C is a nonempty subset
of X for which there exists a family {S(t) : C → X ; t > 0} of compact
operators such that

lim
t↓0

S(t)ξ = ξ

for each ξ ∈ C, then C is separable. As a consequence, if the semigroup
{S(t) : D(A) → D(A), t ≥ 0} is compact then D(A) is separable.

We have the following two compactness results.

Theorem 1.6.4. Let X be a Banach space, let A : D(A) ⊆ X ; X be
an m-dissipative operator, ξ ∈ D(A) and G a uniformly integrable subset
in L1(τ, T ; X). Then the following conditions are equivalent :

(i) the set {u(·, τ, ξ, g) ; g ∈ G} is relatively compact in C([ τ, T ]; X) ;
(ii) there exists a dense subset E in [ τ, T ] such that, for each t ∈ E,

{u(t, τ, ξ, g) ; g ∈ G} is relatively compact in X.

See Vrabie [172] or Vrabie [173], Theorem 2.3.1, p. 45.
A very useful consequence of Theorem 1.6.4 is :

Theorem 1.6.5. Let X be a Banach space, let A : D(A) ⊆ X ; X
be an m-dissipative operator and let us assume that A generates a compact
semigroup. Let ξ ∈ D(A) and let G be uniformly integrable in L1(τ, T ;X).
Then the set {u(·, τ, ξ, g) ; g ∈ G} is relatively compact in C([ τ, T ]; X).

See Baras [8] or Vrabie [173], Theorem 2.3.3, p. 47.
An extension of Theorem 1.6.5 is stated below.

Theorem 1.6.6. Let X be a Banach space, let A : D(A) ⊆ X ; X
be an m-dissipative operator and let us assume that A generates a compact
semigroup. Let B ⊆ D(A) be bounded and let G be uniformly integrable
in L1(τ, T ; X). Then, for each δ ∈ (τ, T ), the set {u(·, τ, ξ, g) ; (ξ, g) ∈
B×G} is relatively compact in C([ δ, T ];X). If, in addition, B is relatively
compact, then {u(·, τ, ξ, g) ; (ξ, g) ∈ B × G} is relatively compact even in
C([ τ, T ]; X).

See Vrabie [173], Theorems 2.3.2 and 2.3.3, pp. 46–47.

1.7. Examples of m-dissipative operators

To fix the idea, let us first recall some notations. If Ω is a nonempty and
open subset in Rn with boundary Γ, we denote by C∞

0 (Ω) the space of
C∞- real functions with compact support in Ω. Further, if 1 ≤ p < ∞
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and m ∈ N, Wm,p(Ω) denotes the space of all functions u : Ω → R which,
together with their partial derivatives up to the order m, in the sense of
distributions over Ω, belong to Lp(Ω). Endowed with the norm

‖u‖W m,p(Ω) =


 ∑

0≤|κ|≤m

‖Dκu‖p
Lp(Ω)




1/p

,

Wm,p(Ω) is a separable real Banach space, densely and continuously imbed-
ded in Lp(Ω). Here, as usual, if κ = (κ1, κ2, . . . , κn) is a multi-index, we
denote by

Dκu =
∂κ1+κ2+···+κnu

∂xκ1
1 ∂xκ2

2 . . . ∂xκn
n

,

where the partial derivatives are in sense of distributions over Ω. We denote
by Wm,p

0 (Ω) the closure of C∞
0 (Ω) in Wm,p(Ω), by H1(Ω) = W 1,2(Ω),

H1
0 (Ω) = W 1,2

0 (Ω), H−1(Ω) = [H1
0 (Ω) ]∗ and H2(Ω) = W 2,2(Ω).

Finally, we make the conventional notation W 0,p(Ω) = Lp(Ω).

Theorem 1.7.1. Let Ω be a nonempty, open and bounded subset in Rn

whose boundary Γ is of class C1. Let m ∈ N and p, q ∈ [ 1,∞).
(i) If mp < n and q < np

n−mp , then Wm,p(Ω) is compactly imbedded in
Lq(Ω).

(ii) If mp = n and q ∈ [ 1,∞), then Wm,p(Ω) is compactly imbedded
in Lq(Ω).

(iii) If mp > n, then Wm,p(Ω) is compactly imbedded in C(Ω).

Example 1.7.1. The Laplace operator in L2(Ω). Let Ω be a nonempty
and open subset in Rn, let X = L2(Ω), and let us consider the operator A
on X, defined by:

{
D(A) = {u ∈ H1

0 (Ω); ∆u ∈ L2(Ω)}
Au = ∆u, for each u ∈ D(A).

Theorem 1.7.2. The Laplace operator ∆ with homogeneous Dirichlet
boundary conditions on L2(Ω), i.e., the linear operator A, defined above,
is the infinitesimal generator of a C0-semigroup of contractions. If Ω is
bounded with C1 boundary, then the C0-semigroup generated by A on L2(Ω)
is compact.

See Vrabie [175], Theorem 4.1.2, p. 79.

Example 1.7.2. The Laplace operator in L1(Ω). Let Ω be a nonempty,
bounded and open subset in Rn with C2 boundary Γ, let X = L1(Ω), and
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let us consider the operator A on X, defined by:{
D(A) = {u ∈ W 1,1

0 (Ω); ∆u ∈ L1(Ω)}
Au = ∆u, for each u ∈ D(A).

Theorem 1.7.3. The Laplace operator ∆ with homogeneous Dirichlet
boundary conditions on L1(Ω), i.e., the linear operator A, defined above, is
the infinitesimal generator of a compact C0-semigroup of contractions on
L1(Ω).

See Vrabie [175], Theorem 7.2.7, p. 160 and Remark 4.1.3, p. 82.
We also mention the following consequence of the maximum principle

for elliptic equations.

Theorem 1.7.4. Let Ω be a nonempty, bounded and open subset in Rn

with C2 boundary Γ, let f ∈ L1(Ω), λ ≥ 0 and let u be the unique solution
of the elliptic problem {

λu−∆u = f in Ω
u = 0 on Γ.

If f(x) ≥ 0 a.e. for x ∈ Ω, then u(x) ≥ 0 a.e. for x ∈ Ω.

See Protter–Weinberger [148], Theorem 6, p. 64.
We also need the following corollary of the maximum principle for par-

abolic equations.

Theorem 1.7.5. Let Ω be a nonempty, bounded and open subset in Rn

with C2 boundary Γ and let {S(t) : L1(Ω) → L1(Ω), t ≥ 0} be the C0-
semigroup generated by the Laplace operator with homogeneous Dirichlet
boundary conditions on L1(Ω). If η1, η2 ∈ L1(Ω) satisfy η1(x) ≤ η2(x) a.e.
for x ∈ Ω, then, for each t ≥ 0, we have [ S(t)η1 ](x) ≤ [ S(t)η2 ](x) a.e. for
x ∈ Ω.

This is a consequence of Protter–Weinberger [148], Theorem 5, p. 173.

Example 1.7.3. Let X = Lp(Rn), with 1 ≤ p < ∞, and let a ∈ Rn.
Let us define the operator A : D(A) ⊆ X → X by





D(A) = {u ∈ X; a∇u ∈ X}
Au = a∇u =

n∑

i=1

ai
∂u

∂xi
, for u ∈ D(A),

where the partial derivatives are in the sense of distributions over Rn.

Theorem 1.7.6. The operator A defined as above is the infinitesimal
generator of the C0-group of isometries {G(t) : X → X; t ∈ R}, given by

[ G(t)f ](x) = f(x + ta)
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for each f ∈ X, t ∈ R and x ∈ Rn.

See Vrabie [175], Theorem 4.4.1, p. 88.

Example 1.7.4. As before, the operator ∆ is, in this example, the
Laplace operator in the sense of distributions over Ω. If ϕ : D(ϕ) ⊆ R ; R,
and u : Ω → D(ϕ), we denote by

Sϕ(u) = {v ∈ L1(Ω); v(x) ∈ ϕ(u(x)), a.e. for x ∈ Ω}.
We say that ϕ : D(ϕ) ⊆ R ; R is maximal monotone4 if −ϕ is m-

dissipative.

Theorem 1.7.7. Let Ω be a nonempty, bounded and open subset in Rn

with C1 boundary Γ and let ϕ : D(ϕ) ⊆ R ; R be maximal monotone with
0 ∈ ϕ(0). Then the operator ∆ϕ : D(∆ϕ) ⊆ L1(Ω) ; L1(Ω), defined by

{
D(∆ϕ) = {u ∈ L1(Ω); ∃v ∈ Sϕ(u) ∩W 1,1

0 (Ω), ∆v ∈ L1(Ω)}
∆ϕ(u) = {∆v; v ∈ Sϕ(u) ∩W 1,1

0 (Ω)} ∩ L1(Ω) for u ∈ D(∆ϕ),

is m-dissipative on L1(Ω). If, in addition, ϕ : R → R is continuous on R
and C1 on R \ {0} and there exist two constants C > 0 and a > 0 if n ≤ 2
and a > (n− 2)/n if n ≥ 3 such that

ϕ′(r) ≥ C|r|a−1

for each r ∈ R \ {0}, then ∆ϕ generates a compact semigroup.

See Vrabie [173], Theorem 2.7.1, p. 70 and Lemma 2.7.2, p. 71.

Theorem 1.7.8. In the hypotheses of Theorem 1.7.7, if q > 1 is such
that Lq(Ω) ⊆ H−1(Ω), then, for each arbitrary but fixed ξ ∈ Lq(Ω), the
mapping f 7→ u(·, τ, ξ, f) is weakly-strongly sequentially continuous from
L1(τ, T ; Lq(Ω)) to C([ τ, T ]; L1(Ω)).

See Diaz–Vrabie [80].
From Theorem 1.7.8, we deduce

Theorem 1.7.9. In the hypotheses of Theorem 1.7.7, for each arbi-
trary but fixed ξ ∈ L1(Ω), the mapping f 7→ u(·, τ, ξ, f) is weakly-strongly
sequentially continuous from L1(τ, T ;L1(Ω)) to C([ τ, T ]; L1(Ω)).

4The name comes from the property that, in the case of a Hilbert space H, an
operator A : D(A) ⊆ H ; H, with −A dissipative, is called monotone and an operator
B is m-dissipative if and only if it is maximal dissipative, i.e., if its graph is not strictly
contained in the graph of another dissipative operator.
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Proof. Let ξ ∈ L1(Ω), let f ∈ L1(τ, T ;L1(Ω)) and let (fn)n be a se-
quence in L1(τ, T ;L1(Ω)) such that limn fn = f weakly in L1(τ, T ; L1(Ω)).
As, by Fubini Theorem 1.2.5, L1([ τ, T ] × Ω) = L1(τ, T ; L1(Ω)), we have
that limn fn = f weakly in L1([ τ, T ]×Ω). Let k ∈ N be arbitrary but fixed
and let us define Pk : L1([ τ, T ]× Ω) → L1([ τ, T ]× Ω) by

Pk(g)(t, x) =
{

g(t, x) if |g(t, x)| ≤ k
0 if |g(t, x)| > k

for each g ∈ L1([ τ, T ] × Ω). Clearly, (fn)n is bounded in L1([ τ, T ] × Ω),
say by M > 0. Throughout this proof, we denote by ‖ · ‖L1 the norm of
L1([ τ, T ]× Ω) and by ‖ · ‖L∞ the norm of L∞([ τ, T ]× Ω). Since

kµ({(s, y) ∈ [ τ, T ]× Ω; |fn(s, y)| > k}) ≤
∫

|fn(t,x)|>k
|fn(s, y)|ds dy ≤ M,

we get

µ({(s, y) ∈ [ τ, T ]× Ω; |fn(s, y)| > k}) ≤ M

k
for n, k = 1, 2, . . . . Further, since

‖Pkfn − fn‖L1 =
∫

|fn(t,x)|>k
|fn(s, y)|ds dy (1.7.1)

for each k, n ∈ N and, by Theorem 1.3.7, {fn; n ∈ N} is uniformly inte-
grable, from (1.7.1) we deduce

lim
k

Pkfn = fn (1.7.2)

strongly in L1([ τ, T ] × Ω), uniformly for n = 1, 2, . . . . Since limn fn = f ,
weakly in L1([ τ, T ] × Ω), from (1.7.2), it follows that, for each arbitrary
but fixed element g in the dual of L1([ τ, T ]×Ω), i.e., g ∈ L∞([ τ, T ]×Ω),
we have

lim
n→∞
k→∞

|(Pkfn − Pkf, g)| = 0. (1.7.3)

Indeed, let us observe that

|(Pkfn − Pkf, g)| ≤ |(Pkfn − fn, g)|+ |(fn − f, g)|+ |(f − Pkf, g)|
≤ [ ‖Pkfn − fn‖L1 + ‖f − Pkf‖L1 ]‖g‖L∞ + |(fn − f, g)|,

and thus (1.7.2) and limn fn = f , weakly in L1([ τ, T ]× Ω), imply (1.7.3).
Next, take (ξp)p in Lq(Ω) with limp ξp = ξ strongly in L1(Ω). We have

‖u(t, τ, ξ, fn)− u(t, τ, ξ, f)‖ ≤ ‖u(t, τ, ξ, fn)− u(t, τ, ξp, fn)‖
+‖u(t, τ, ξp, fn)− u(t, τ, ξp, Pkfn)‖+ ‖u(t, τ, ξp, Pkfn)− u(t, τ, ξp, Pkf)‖

+‖u(t, τ, ξp, Pkf)− u(t, τ, ξp, f)‖+ ‖u(t, τ, ξp, f)− u(t, τ, ξ, f)‖
≤ 2‖ξ − ξp‖+ ‖u(t, τ, ξp, fn)− u(t, τ, ξp, Pkfn)‖
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+‖u(t, τ, ξp, Pkfn)− u(t, τ, ξp, Pkf)‖+ ‖u(t, τ, ξp, Pkf)− u(t, τ, ξp, f)‖,
where ‖ · ‖ stands for the norm in L1(Ω). Let ε > 0. Fix p = p(ε) such that

‖ξ − ξp‖ ≤ ε.

In view of (1.7.3) and Theorem 1.7.8, for this fixed p, we can find n1(ε) ∈ N
such that

‖u(t, τ, ξp, Pkfn)− u(t, τ, ξp, Pkf)‖ ≤ ε

for each n, k ∈ N, n ≥ n1(ε) and k ≥ n1(ε). Furthermore, in view of (1.7.2),
for the very same ε > 0 and p = p(ε), there exists n2(ε) ∈ N, such that we
have both

‖u(t, τ, ξp, fn)− u(t, τ, ξp, Pkfn)‖ ≤ ‖fn − Pkfn‖L1 ≤ ε,

‖u(t, τ, ξp, Pkf)− u(t, τ, ξp, f)‖ ≤ ‖f − Pkf‖L1 ≤ ε

for each k ∈ N, k ≥ n2(ε) and each n ∈ N. Set n(ε) = max{n1(ε), n2(ε)}.
We have

‖u(t, τ, ξ, fn)− u(t, τ, ξ, f)‖ ≤ 5ε

for each n ∈ N, n ≥ n(ε), and this completes the proof. ¤

A nonlinear variant of Theorem 1.7.4 is stated below.

Theorem 1.7.10. Let Ω be a nonempty, bounded and open subset in
Rn with C1 boundary Γ and let ϕ : D(ϕ) ⊆ R ; R be maximal monotone
with 0 ∈ ϕ(0). Let 




ui −∆vi = fi in Ω
vi ∈ ϕ(ui) in Ω
ui = 0 on Γ,

for i = 1, 2. If f1, f2 ∈ L1(Ω) satisfy f1(x) ≤ f2(x) a.e. for x ∈ Ω, then
u1(x) ≤ u2(x) a.e. for x ∈ Ω.

See Benilan [17].

1.8. Differential and integral inequalities

Let us first introduce

Definition 1.8.1. A function ω : R+ → R+ which is continuous, non-
decreasing and the only C1-solution of the Cauchy problem

{
x′(t) = ω(x(t))
x(0) = 0

is x ≡ 0 is called a uniqueness function.
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Remark 1.8.1. If ω : R+ → R+ is a uniqueness function, then, for
each m > 0, mω is a uniqueness function too. Clearly, mω is continuous
and nondecreasing. To conclude, we have merely to observe that x = x(t)
is a solution of x′(t) = ω(x(t)) on [ 0, T ) if and only if y = y(s) = x(ms) is
a solution of the equation y′(s) = mω(y(s)) on [ 0, T

m).
Similarly, if m > 0, x 7→ ω(mx) is a uniqueness function too.

Lemma 1.8.1. Let ω : R+ → R+ be a uniqueness function and let (bk)k

be strictly decreasing to 0 and (ak)k decreasing to 0. Then there exists T > 0
such that, for k = 1, 2, . . . , each noncontinuable solution zk : [ 0, Tk) → R+,
of the Cauchy problem

{
z′(t) = ω(z(t)) + ak

z(0) = bk,

is defined at least on [ 0, T ], i.e., T < Tk, and, for any such sequence (zk)k,
we have

zk+1(t) < zk(t)

for k = 1, 2, . . . , and each t ∈ [ 0, T ].

Proof. We observe that, for k = 1, 2, . . . and t ∈ [ 0,min{Tk, Tk+1}),
zk+1(t) < zk(t). (1.8.1)

Indeed, if this is not the case, there would exist t0 ∈ (0, min{Tk, Tk+1})
such that {

zk(t) > zk+1(t) for each t ∈ [ 0, t0)
zk(t0) = zk+1(t0).

Hence
0 = zk(t0)− zk+1(t0) = bk − bk+1

+
∫ t0

0
[ω(zk(s))− ω(zk+1(s))] ds + t0(ak − ak+1)

≥ bk − bk+1 + t0(ak − ak+1) > 0,

i.e., 0 > 0. This contradiction can be eliminated only if zk+1(t) < zk(t) for
each t ∈ [ 0, min{Tk, Tk+1}). In order to complete the proof, it suffices to
show that, for k = 1, 2, . . . , we have Tk ≤ Tk+1 and so, we can take T any
number in (0, T1). To this aim, let us assume by contradiction that there
exists k = 1, 2, . . . , such that Tk > Tk+1. Since Tk+1 is finite and zk+1 is
nondecreasing on [ 0, Tk+1), it follows that limt↑Tk+1

zk+1(t) = +∞. See for
instance Vrabie [176], Theorem 2.4.3, p. 69. From (1.8.1), we deduce

+∞ = lim
t↑Tk+1

zk+1(t) ≤ zk(Tk+1) < +∞
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which is absurd. Hence the supposition that there exists k = 1, 2, . . . satis-
fying Tk > Tk+1 is false and the proof is complete. ¤

Lemma 1.8.2. Let ω : R+ → R+ be a uniqueness function and let (γk)k

be strictly decreasing to 0. Let (xk)k be a bounded sequence of measurable
functions, from [ 0, T̃ ] to R+, such that

xk(t) ≤ γk +
∫ t

0
ω(xk(s)) ds

for k = 1, 2, . . . and for each t ∈ [ 0, T̃ ]. Then there exists T ∈ (0, T̃ ] such
that limk xk(t) = 0 uniformly for t ∈ [ 0, T ].

Proof. Let

yk(t) = γk +
∫ t

0
ω(xk(s)) ds

for k = 1, 2, . . . and t ∈ [ 0, T̃ ]. Clearly yk is absolutely continuous and,
since xk(t) ≤ yk(t) and ω is nondecreasing, we have

{
y′k(t) ≤ ω(yk(t))
yk(0) = γk.

By Lemma 1.8.1, there exists T ∈ (0, T̃ ] such that each noncontinuable
solution zk : [ 0, Tk) → R+ of the Cauchy problem

{
z′(t) = ω(z(t))
z(0) = bk,

where bk = 2γk, is defined at least on [ 0, T ] and, for any such sequence
(zk)k, we have zk+1(t) < zk(t) for each k ∈ N and each t ∈ [ 0, T ]. In
addition, we have

0 ≤ xk(t) ≤ yk(t) ≤ zk(t) (1.8.2)
for k = 1, 2, . . . and t ∈ [ 0, T ]. The first inequality is ensured by hypothesis,
the second one by the definition of yk, while the third one follows by con-
tradiction. Indeed, if we assume that for some t1 ∈ (0, T ], yk(t1) > zk(t1)
(we notice that t1 cannot be 0 because yk(0) = γk < 2γk = bk = zk(0)),
then there would exist t0 ∈ (0, t1) such that yk(t) < zk(t) for t ∈ [ 0, t0) and
yk(t0) = zk(t0). But, in this case, since ω is nondecreasing, we deduce

yk(t0) ≤ γk +
∫ t0

0
ω(yk(s)) ds

< 2γk +
∫ t0

0
ω(zk(s)) ds = bk +

∫ t0

0
ω(zk(s)) ds = zk(t0) = yk(t0),

i.e., yk(t0) < yk(t0), which is impossible.
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Since (zk)k is nonincreasing, it is uniformly bounded on [ 0, T ]. So,
(ω(zk))k, i.e., (z′k)k, is uniformly bounded on [ 0, T ] and thus (zk)k is
equicontinuous on [ 0, T ]. As it is nonincreasing, it is uniformly conver-
gent to a solution z of the Cauchy problem z′(t) = ω(z(t)), z(0) = 0. But
ω is a uniqueness function, and therefore we get z ≡ 0. Passing to the limit
in (1.8.2) for k → ∞, we get limk xk(t) = limk yk(t) = 0 uniformly for
t ∈ [ 0, T ] and this completes the proof. ¤

Problem 1.8.1. Let ω : R+ → R+ be a uniqueness function. Prove
that if x : [ 0, T ] → R+ is absolutely continuous and

{
x′(t) ≤ ω(x(t))
x(0) = 0

a.e. for t ∈ [ 0, T ], then x ≡ 0 on [ 0, T ].

Definition 1.8.2. By a Carathéodory uniqueness function we mean a
function ω : I × R+ → R+ satisfying :

(i) for each x ∈ R+, t 7→ ω(t, x) is measurable ;
(ii) a.e. for t ∈ I, x 7→ ω(t, x) is continuous and nondecreasing ;
(iii) there exist ` ∈ L1(I) and ϕ ∈ C(R+) such that ω(t, x) ≤ `(t)ϕ(x)

a.e. for t ∈ I and for each x ∈ R+ ;
(iv) for each τ ∈ I, the only absolutely continuous solution of the

Cauchy problem, {
x′(t) = ω(t, x(t))
x(τ) = 0,

is x ≡ 0.

Using similar arguments as those in the proof of Lemma 1.8.2, we deduce

Lemma 1.8.3. Let ω : [ τ, T̃ ]×R+ → R+ be a Carathéodory uniqueness
function and let (γk)k be strictly decreasing to 0. Let (xk)k be a bounded
sequence of measurable functions from [ τ, T̃ ] to R+ such that

xk(t) ≤ γk +
∫ t

τ
ω(s, xk(s)) ds

for k = 1, 2, . . . and for each t ∈ [ τ, T̃ ]. Then there exists T ∈ (τ, T̃ ] such
that limk xk(t) = 0 uniformly for t ∈ [ τ, T ].

Problem 1.8.2. Let ω : [ τ, T ]×R+ → R+ be a Carathéodory unique-
ness function. Prove that if x : [ τ, T ] → R+ is absolutely continuous and

{
x′(t) ≤ ω(t, x(t))
x(τ) = 0
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a.e. for t ∈ [ τ, T ], then x ≡ 0 on [ τ, T ].

If x : [ τ, T ] → R, we denote by [D+x ](t) the right lower Dini derivative
of the function x at t, i.e.

[D+x](t) = lim inf
h↓0

x(t + h)− x(t)
h

. (1.8.3)

Proposition 1.8.1. If x : [ τ, T ] → R is continuous and [D+x](t) ≤ 0
for each t ∈ [ τ, T ), then x is nonincreasing on [ τ, T ].

See Hobson [109], p. 365.
We conclude this section with a slight extension of the Gronwall Lemma

to measurable functions.

Lemma 1.8.4. Let m ∈ R and let x, k : [ τ, T ) → R be measurable
with k ∈ L1(τ, T ) and k(s) ≥ 0 a.e. for s ∈ [ τ, T ). Let us assume that
s 7→ k(s)x(s) is locally integrable on [ τ, T ) and

x(t) ≤ m +
∫ t

τ
k(s)x(s) ds

for every t ∈ [ τ, T ). Then

x(t) ≤ me
t
τ k(s) ds

for every t ∈ [ τ, T ).

Problem 1.8.3. Prove Lemma 1.8.4.

∫



CHAPTER 2

Specific preliminary results

Unlike Chapter 1, which was mainly concerned with a general background, our aim
here is to gather some concepts and results which, although general, are essentially
focused on the specific topic of the book. After proving the Brezis-Browder Order-
ing Principle, we discuss a basic lemma ensuring the existence of projections. Then,
we introduce and study the concept of tangent set at a point to a given set and
continue with an excursion to various types of tangent cones: Bouligand, Federer,
Clarke and Bony. Further on, we state and prove some fundamental results on l.s.c.
and u.s.c. multi-functions and add several technical results referring to measures
of noncompactness. Finally, we prove some infinite variants and consequences of
Scorza Dragoni type theorems.

2.1. Brezis-Browder Ordering Principle

The goal of this section is to prove a general and very simple principle con-
cerning preorder relations. This principle, similar to Zorn’s Lemma, unifies
a number of various results in nonlinear functional analysis, and is based
on

The Axiom of Dependent Choice. Let S be a nonempty set and let
R ⊆ S×S be a binary relation with the property that, for each ξ ∈ S, the set
{η ∈ S ; ξRη} is nonempty. Then, for each ξ ∈ S, there exists a sequence
(ξk)k in S such that ξ0 = ξ and ξkRξk+1 for each k ∈ N.

To begin with, let us recall some definitions and notations. Let S be a
nonempty set. A binary relation ¹⊆ S×S is a preorder on S if it is reflexive,
i.e., ξ ¹ ξ for each ξ ∈ S, and transitive, i.e., ξ ¹ η and η ¹ ζ imply ξ ¹ ζ.

Definition 2.1.1. Let S be a nonempty set, ¹⊆ S × S a preorder on
S, and let N : S → R ∪ {+∞} be an increasing function. An N-maximal
element is an element ξ ∈ S satisfying N(ξ) = N(ξ), for every ξ ∈ S with
ξ ¹ ξ.

We may now proceed to the statement of the main result in this section,
i.e., Brezis-Browder Ordering Principle.

29
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Theorem 2.1.1. Let S be a nonempty set, ¹⊆ S × S a preorder on S

and let N : S → R ∪ {+∞} be a function. Suppose that :
(i) each increasing sequence in S is bounded from above ;
(ii) the function N is increasing.

Then, for each ξ0 ∈ S, there exists an N-maximal element ξ ∈ S satisfying
ξ0 ¹ ξ.

Proof. Suppose first that the function N is bounded from above. For
each ξ ∈ S, let us denote

S(ξ) = {η ∈ S ; ξ ¹ η}
and

β(ξ) = sup{N(η) ; η ∈ S(ξ)}.
Let us consider a fixed element ξ0 ∈ S. On S(ξ0), we introduce the binary
relation, R, as follows : ξRη if η ∈ S(ξ) and

N(η) >
1
2

(N(ξ) + β(ξ)) .

Suppose by contradiction that the conclusion of the theorem would be
false for ξ0, i.e., no point of S(ξ0) is N-maximal. It follows that, for each
ξ ∈ S(ξ0), we have β(ξ) > N(ξ); therefore, there exists η ∈ S(ξ) satisfying

N(η) > β(ξ)− β(ξ)−N(ξ)
2

,

that is, ξRη. We can apply the Axiom of Dependent Choice to deduce the
existence of a sequence (ξk)k in S(ξ0) such that ξk ¹ ξk+1 and

N(ξk+1) >
1
2

(N(ξk) + β(ξk)) (2.1.1)

(and therefore N(ξk+1) > N(ξk)), for k = 1, 2, . . . .
We have thus constructed an increasing sequence (ξk)k with the prop-

erty that the sequence (N(ξk))k is strictly increasing. By the assumption
(i), (ξk)k is bounded from above in S, i.e., there exists ξ ∈ S such that
ξk ¹ ξ for every k ∈ N. We show that ξ is N-maximal. Indeed, let η ∈ S(ξ)
be arbitrary fixed, hence η ∈ S(ξk) for each k ∈ N. Since N is bounded from
above, the sequence (N(ξk))k is bounded from above, and thus convergent.
Moreover, by the assumption (ii),

lim
k

N(ξk) ≤ N(ξ) ≤ N(η). (2.1.2)

On the other hand, from (2.1.1) we have

2N(ξk+1)−N(ξk) ≥ βk ≥ N(η),
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for k = 1, 2, . . . . Passing to the limit as k →∞, we obtain

N(ξ) ≥ lim
k

N(ξk) ≥ N(η),

which combined with (2.1.2) shows that ξ is N-maximal. This contradicts
our initial hypothesis about the elements of the subset S(ξ0), and completes
the proof of theorem under the extra-condition that N is bounded from
above.

Consider now the general case, and let us define the auxiliary function
N1 : S → (−π

2 , π
2 ] by

N1(ξ) =

{
arctan(N(ξ)) if N(ξ) < +∞

π

2
if N(ξ) = +∞.

The function N1 is increasing and bounded from above. Therefore there
exists an element ξ ∈ S which verifies the conclusion with N1 instead of N.
But N1(ξ) = N1(ξ) if and only if N(ξ) = N(ξ), which completes the proof
in the general case. ¤

Here and thereafter, dist (x; D) is the distance from the point x ∈ X to
the set D ⊆ X, i.e., dist (x; D) = infy∈D ‖x− y‖.

Problem 2.1.1. Let X be a Banach space and M a closed subset in
X. Let {S(t) : M → M ; t ≥ 0} be a semigroup of nonexpansive mappings
on M . Let K be a nonempty and closed subset in M . Suppose that

lim inf
t↓0

1
t

dist (S(t)x; K) = 0, (2.1.3)

for all x ∈ K. Then, S(t)x ∈ K for all x ∈ K and t ≥ 0.

2.2. Projections

Let X be a real Banach space with norm ‖ · ‖. We say that ξ ∈ X has
projection on K if there exists η ∈ K such that ‖ξ − η‖ = dist (ξ;K). Any
η ∈ K enjoying the above property is called a projection of ξ on K, and
the set of all projections of ξ on K is denoted by ΠK(ξ).

Definition 2.2.1. A subset K ⊆ X is locally closed if for every ξ ∈ K
there exists ρ > 0 such that K ∩D(ξ, ρ) is closed.

Definition 2.2.2. A subset K ⊆ X is locally compact if for every ξ ∈ K
there exists ρ > 0 such that K ∩D(ξ, ρ) is compact.

Remark 2.2.1. Obviously every closed set is locally closed. Further-
more, every open set D is locally closed. There exist however locally closed
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sets which are neither open, nor closed, as for example an open half plane
in R3.

Problem 2.2.1. Show that if K is closed relative to an open set D, it
is locally closed. Conversely, if K is locally closed, there exists an open set
D such that K ⊆ D and K is closed relative to D.

The next lemma will prove useful in the sequel.

Lemma 2.2.1. Let X be a Banach space and let K ⊆ X be locally
compact. Then the set of all ξ ∈ X for which ΠK(ξ) is nonempty is a
neighborhood of K.

Proof. Let ξ ∈ K. Since K is locally compact, there exists ρ > 0 such
that K ∩ D(ξ, ρ) is compact. To complete the proof, it suffices to show
that, for each η ∈ X satisfying ‖η− ξ‖ < ρ/2, ΠK(η) is nonempty. Let η as
above. There exists a sequence (ζk)k in K such that (‖ζk − η‖)k converges
to dist (η; K). Since dist (η; K) ≤ ‖η−ξ‖ < ρ/2, we have ‖ζk−η‖ < ρ/2 for
all k ∈ N sufficiently large. Therefore, ‖ζk − ξ‖ < ρ for k sufficiently large.
Since K ∩D(ξ, ρ) is compact, we can suppose, by taking a subsequence if
necessary, that (ζk)k converges to a point ζ ∈ K∩D(ξ, ρ). Thus ζ ∈ ΠK(η),
and this completes the proof. ¤

If X is finite dimensional, each locally closed set is locally compact and
so we have

Corollary 2.2.1. Let X be a finite dimensional Banach space and let
K ⊆ X be locally closed. Then the set of all ξ ∈ X for which ΠK(ξ) is
nonempty is a neighborhood of K.

Definition 2.2.3. A set K ⊆ X is called proximal if there exists a
neighborhood V (called proximal neighborhood) of K such that ΠK(ξ) 6= ∅
for each ξ ∈ V . If V is a proximal neighborhood of K, any single-valued
selection πK of ΠK is called a projection subordinated to V .

In this terminology, Lemma 2.2.1 is actually saying that every locally
compact set in a Banach space is proximal. Other examples of proximal
sets are weakly closed sets in Hilbert spaces. In this case, V is the whole
space. In particular, each nonempty, strongly closed and convex set K, in a
Hilbert space, is proximal. In addition, in this case, i.e., when K is convex,
then ξ 7→ ΠK(ξ) is single-valued from V to K and thus it can be identified
with a function.

2.3. Tangent sets

We begin by introducing a tangency concept which will prove useful in the
study of existence properties for differential inclusions. Here and thereafter,
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if C and D are subsets in X, dist (C; D) denotes the usual distance between
C and D, i.e.

dist (C;D) = inf
x∈C,y∈D

‖x− y‖.
Also, if x ∈ X and C ⊆ X, we denote by

x + C = {y ∈ X; there exists z ∈ C such that y = x + z}.

Definition 2.3.1. Let K ⊆ X and ξ ∈ K. The set E ⊆ X is tangent
to the set K at the point ξ if, for each ρ > 0, we have

lim inf
h↓0

1
h

dist (ξ + hE; K ∩D(ξ, ρ)) = 0. (2.3.1)

We denote by TSK(ξ) the class of all sets which are tangent to K at the
point ξ.

The next problem will prove very useful later.

Problem 2.3.1. Let K ⊆ X, ξ ∈ K and E ⊆ X. Prove that the
following conditions are equivalent :

(i) E ∈ TSK(ξ) ;
(ii) there exist two sequences, (hn)n in R+ with hn ↓ 0 and (ηn)n in E

such that limn hnηn = 0, and lim infn 1
hn

dist (ξ + hnηn; K) = 0 ;
(iii) for each ε > 0, ρ > 0 and δ > 0 there exist h ∈ (0, δ), p ∈ D(0, ε)

and η ∈ E such that ξ + hη + hp ∈ K ∩D(ξ, ρ) ;
(iv) there exist three sequences, (hn)n in R+ with hn ↓ 0, (ηn)n in E

with limn hnηn = 0 and (pn)n in X with limn pn = 0, such that
ξ + hnηn + hnpn ∈ K for n = 1, 2, . . . .

Let us denote by B(X) the class of all bounded subsets in X.

Problem 2.3.2. Let K ⊆ X, ξ ∈ K and E ∈ B(X). Prove that the
following conditions are equivalent :

(i) E ∈ TSK(ξ) ;
(ii) lim infh↓0 1

h dist (ξ + hE; K) = 0 ;
(iii) there exist two sequences, (hn)n in R+ with hn ↓ 0 and (ηn)n in

E, such that lim infn 1
hn

dist (ξ + hnηn;K) = 0 ;
(iv) for each ε > 0 there exist η ∈ E, δ ∈ (0, ε) and p ∈ X with

‖p‖ ≤ ε, such that ξ + δη + δp ∈ K ;
(v) there exist three sequences, (hn)n in R+ with hn ↓ 0, (ηn)n in E

and (pn)n in X with limn pn = 0, such that ξ + hnηn + hnpn ∈ K
for n = 1, 2, . . . .
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Remark 2.3.1. One may ask why we are not simply defining the tan-
gent set E by merely imposing (ii) in Problem 2.3.2 instead of (2.3.1). See
Definition 2.3.1. To answer this question we have to observe that, whenever
E is unbounded, (ii) in Problem 2.3.2 is not enough to keep the local char-
acter of the tangency concept, i.e. TSK(ξ) = TSK∩D(ξ,ρ)(ξ) for each ρ > 0.
To justify this observation, let us analyze the example below.

Example 2.3.1. Let X = R2, E = {(x, λ) ∈ R × R; f(x) ≤ λ} and
K = {(x, µ) ∈ R× R; g(x) ≥ µ}, where

f(x) =





0, |x| ≥ 2

2− |x|, |x| < 2
, g(x) =





0, |x| ≥ 1

−|x|, |x| < 1,

and ξ = (0, 0) ∈ K. See Figure 2.3.1. Then, although (ii) in Problem 2.3.2
is satisfied, (2.3.1) is not, unless ρ ≥ 1.

E

K

0

Figure 2.3.1

Definition 2.3.2. The Hausdorff-Pompeiu distance between the sets
B, C ∈ B(X) is defined by distHP (B; C) = max {e(B; C), e(C;B)}, where,
for each B, C ∈ B(X), e(B; C) is the excess of B over C, defined by
e(B;C) = supx∈B dist (x;C).

Problem 2.3.3. Prove that, for each B, C ∈ B(X), we have

distHP (B; C) = inf {ε > 0;B ⊆ C + D(0, ε), C ⊆ B + D(0, ε)} .

Problem 2.3.4. Prove that, for each B, C ∈ B(X), we have

distHP (B;C) = sup
x∈X

|dist (x;B)− dist (x;C)|.
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See Beer [13], Section 3.2.

Problem 2.3.5. Let K ⊆ X, ξ ∈ K and E ∈ B(X). Prove that :
(i) if 0 ∈ E, then E ∈ TSK(ξ) ;
(ii) {0} ∈ TSK(ξ) ;
(iii) if E ∈ TSK(ξ) and E ⊆ D then D ∈ TSK(ξ) ;
(iv) E ∈ TSK(ξ) if and only if E ∈ TSK(ξ) ;
(v) if E ∈ TSK(ξ), then for each λ > 0, we have λE ∈ TSK(ξ);
(vi) for each ξ ∈ K, the set TSK(ξ) is closed from the left with respect to

the excess e, i.e., if E ∈ B(X) and (En)n is a sequence in TSK(ξ)
such that limn e(En;E) = 0, then E ∈ TSK(ξ). In particular, for
each ξ ∈ K, the set TSK(ξ) is closed with respect to the Hausdorff-
Pompeiu distance.

Remark 2.3.2. One may ask whether or not, there are tangent sets
E which do not contain “tangent vectors”, i.e. E ∈ TSK(ξ) but, for each
η ∈ E, {η} /∈ TSK(ξ). The answer to this question is in the affirmative,
even though E is bounded and closed. See Examples 2.4.1 and 2.4.2 and
Problem 2.4.3 in the next section.

2.4. Bouligand–Severi tangent vectors

In this section we introduce several concepts of tangent vectors to a set K
at a point ξ ∈ K. We begin with the most natural one.

Definition 2.4.1. Let K ⊆ X and ξ ∈ K. The vector η ∈ X is tangent
in the sense of Bouligand–Severi to the set K at the point ξ if

lim inf
h↓0

1
h

dist (ξ + hη; K) = 0. (2.4.1)

We denote by TK(ξ) the set of all vectors which are tangent in the sense of
Bouligand–Severi to the set K at the point ξ. See Figure 2.4.1.

Remark 2.4.1. By the natural injection η 7→ {η}, TK(ξ) is identified
with a subclass of TSK(ξ). Therefore, in the sequel, by TK(ξ) ⊆ TSK(ξ) we
mean the natural inclusion induced by the injection above.

Problem 2.4.1. Prove that whenever K is a closed cone, TK(0) = K.

Problem 2.4.2. Prove that whenever E is compact, E ∈ TSK(ξ) if and
only if E ∩ TK(ξ) 6= ∅.

We may ask whether the result above remains true if E is merely weakly
compact. The answer to this question is in the negative, even though K is
compact. More precisely, we give below an example of a compact set K,
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K

TK (ξ)

ξ

Figure 2.4.1

a point ξ ∈ K and a weakly compact set E, in a reflexive Banach space
(in fact even a Hilbert space), such that E ∈ TSK(0) but, nevertheless,
E ∩ TK(0) = ∅.

Example 2.4.1. Let X = `2 be the space of all real sequences (xk)k,
with

∑∞
k=1 x2

k < ∞, endowed with its usual norm ‖ · ‖, defined by

‖(xk)k‖ =

( ∞∑

k=1

x2
k

)1/2

for each (xk)k ∈ `2. Let {e1, e2, . . . } be the standard orthonormal basis in
`2, ξ ∈ `2 with ‖ξ‖ = 2, let (hk)k be a sequence in (0, 1 ], hk ↓ 0, fn = ξ+en,
for n = 1, 2, . . . , let E = ξ + D(0, 1) and K = {hnfn ; n = 1, 2, . . . } ∪ {0}.
Clearly K is compact, fn ∈ E, for n = 1, 2, . . . , and

dist (hnE; K) = 0,

for n = 1, 2, . . . . Thus E ∈ TSK(0). However, TK(0) = {0}. Indeed, the
inclusion {0} ⊆ TK(0) is obvious. Now, if we assume by contradiction that
there exists η ∈ `2, η 6= 0, with η ∈ TK(0), then there would exist (tn)n in
(0, 1) with tn ↓ 0 and a sequence of natural numbers (kn)n, such that

lim
n

1
tn
‖tnη − hknfkn‖ = 0,

or equivalently

lim
n

∥∥∥∥η − hkn

tn
fkn

∥∥∥∥ = 0. (2.4.2)
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Let us observe that (kn)n cannot have constant subsequences. Indeed, if we
assume that (kn)n has a constant subsequence, denoted for simplicity again
by (kn)n = (k̃)n, then, since ‖f

k
‖ = ‖ξ + e

k
‖ ≥ ‖ξ‖ − ‖e

k
‖ ≥ 1, we deduce

lim
n

∥∥∥∥η − h
k

tn
f

k

∥∥∥∥ ≥ lim
n

(
h

k

tn

∥∥f
k

∥∥− ‖η‖
)

= ∞,

which contradicts (2.4.2). Therefore we have kn →∞ as n →∞.
A similar argument shows that (hkn

tn
)n is necessarily bounded. Hence,

we may assume, without loss of generality, that it is convergent. In addition,

lim
n

hkn

tn
= m > 0,

because otherwise, in view of (2.4.2), we would get a contradiction, i.e.,
‖η‖ = 0. Therefore, again by (2.4.2), we get limn ‖η −mfkn‖ = 0, which
shows that fkn → 1

mη. But this is impossible because (fn)n cannot have
strongly convergent subsequences. To justify the last assertion, it suffices
to observe that ‖fi − fj‖ =

√
2, for i, j = 1, 2, . . . , i 6= j. The contradiction

fkn → 1
mη can be eliminated only if η /∈ TK(0). Thus TK(0) = {0} and

since each f ∈ E satisfies ‖f‖ ≥ 1, E ∩ TK(0) = ∅, as claimed.

In the example below, we allow K to be a noncompact, closed cone.
More precisely, we have

Example 2.4.2. Let X = `2 and {e1, e2, . . . } be as in Example 2.4.1,
let

H = {(xk)k ∈ `2; 0 ≤ xk ≤ 1, k = 1, 2, . . . }
and

G = conv{en; n = 1, 2, . . . }.
Obviously, G ⊆ H. Let (yk)k ∈ `2 be such that yk > 0 for k = 1, 2, . . . and
let

E = y + G ⊆ y + H = {(xk)k ∈ `2; yk ≤ xk ≤ yk + 1, k = 1, 2, . . . }.
Let fn = y + en + 1

nen, n = 1, 2, . . . , and let us define

K = {λfn; λ ≥ 0, n = 1, 2, . . . }.
Clearly K is a cone. In addition, if λkfnk

→ µ, then, either λk → 0, or
λk → λ 6= 0, case in which (fnk

)k must be almost constant, i.e., there exists
k0 = 1, 2, . . . such that, for each p,m ≥ k0, we have fnp = fnm . In both
cases, we have µ ∈ K which shows that K is a closed cone. Accordingly,
TK(0) = K. See Problem 2.4.1.

We next prove that E ∈ TSK(0). To this aim, let hn ↓ 0 and let us
choose ηn = y + en and pn = 1

nen. We have hnηn + hnpn = hnfn ∈ K. In

˜
˜

˜ ˜

˜
˜

˜
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view of the equivalence between (i) and (v) in Problem 2.3.2, it follows that
E ∈ TSK(0)1.

Finally, we will show that E ∩ TK(0) = ∅. To this aim, we will prove
that TK(0) ⊆ X \ E. So, let λfn ∈ TK(0) = K. We have

λfn = λy + λ

(
1 +

1
n

)
en

= λy1e1 + λy2e2 + · · ·+ λ

(
yn + 1 +

1
n

)
en + . . . .

We distinguish between two cases: λ ∈ [ 0, 1) and λ ∈ [ 1,∞). If λ ∈ [ 0, 1),
then λy1 < y1 and therefore λfn /∈ y + H. Since E ⊆ y + H, this shows
that λfn /∈ E. If λ ∈ [ 1,∞), then λ

(
yn + 1 + 1

n

)
> yn + 1. Accordingly,

λfn /∈ y + H, which implies that λfn /∈ E. Hence E ∩ TK(0) = ∅ and this
completes the proof.

Problem 2.4.3. Let X = C([ 0, 1 ]) which, endowed with the usual sup-
norm, defined by ‖f‖ = supt∈[ 0,1 ] |f(t)| for f ∈ C([ 0, 1 ]), is a nonreflexive
Banach space. Let

K = {f ∈ C([ 0, 1 ]) ; there exists t ∈ [ 0, 1 ] with f(t) ≤ 0},
E = {f ∈ C([ 0, 1 ]) ; t ≤ f(t) ≤ 1 for all t ∈ [ 0, 1 ] and f(0) = f(1) = 1}.
Let ξ = 0 ∈ K. Show that E ∈ TSK(ξ) but, nevertheless, E ∩ TK(ξ) = ∅.

Proposition 2.4.1. For each ξ ∈ K, the set TK(ξ) is a closed cone.

Proof. Let ξ ∈ K. According to Definition 2.4.1, η ∈ TK(ξ) if (2.4.1)
holds true. So, let s > 0 and let us observe that

lim inf
t↓0

1
t

dist (ξ + tsη; K) = s lim inf
t↓0

1
ts

dist (ξ + tsη; K)

= s lim inf
τ↓0

1
τ

dist (ξ + τη; K) = 0.

Hence sη ∈ TK(ξ). In order to complete the proof, it remains to be shown
that TK(ξ) is a closed set. To this aim let (ηk)k be a sequence of elements
in TK(ξ), convergent to η. We have

1
t

dist (ξ + tη; K) ≤ 1
t
‖t(η − ηk)‖+

1
t

dist (ξ + tηk; K)

1In fact, we have proved a stronger result, i.e., that

lim
h↓0

1

h
dist (ξ + hE; K) = 0.
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= ‖η − ηk‖+
1
t

dist (ξ + tηk; K)

for k = 1, 2, . . . . So lim inft↓0 1
t dist (ξ + tη;K) ≤ ‖η − ηk‖ for k = 1, 2, . . . .

Since limk ‖η−ηk‖ = 0, it follows that (2.4.1) holds true, and this completes
the proof. ¤

Problem 2.4.4. Give another proof to Proposition 2.4.1 by using (vi)
in Problem 2.3.5.

The cone TK(ξ) is called the contingent cone to K at ξ.

Proposition 2.4.2. A vector η ∈ X belongs to the cone TK(ξ) if and
only if for every ε > 0 there exist h ∈ (0, ε) and p ∈ D(0, ε) with the
property

ξ + h(η + p) ∈ K.

Proof. Obviously η ∈ TK(ξ) if and only if, for every ε > 0, there exist
h ∈ (0, ε) and z ∈ K such that 1

h‖ξ + hη − z‖ ≤ ε. Now, let us define
p = 1

h(z − ξ − hη), and let us observe that we have both ‖p‖ ≤ ε, and
ξ + h(η + p) = z ∈ K, thereby completing the proof. ¤

A simple but useful consequence is

Corollary 2.4.1. A vector η ∈ X belongs to the cone TK(ξ) if and only
if there exist two sequences (hm)m in R+ and (pm)m in X with hm ↓ 0,
limm pm = 0 and such that ξ + hm(η + pm) ∈ K for each m ∈ N.

Remark 2.4.2. We notice that, if ξ is an interior point of the set K,
then TK(ξ) = X. Indeed, in this case there exists ρ > 0 with D(ξ, ρ) ⊂ K
and, therefore, for t > 0 sufficiently small, ξ + tη ∈ D(ξ, ρ) ⊆ K. Obviously,
for such numbers t > 0, we have dist (ξ + tη;K) = 0, from where it follows
the condition in Definition 2.4.1.

Problem 2.4.5. Let r > 0, Σ = {x ∈ X; ‖x‖ = r} and ξ ∈ Σ. Prove
that η ∈ TΣ(ξ) if and only if (ξ, η)+ = 0. Further, prove that η ∈ TD(0,r)(ξ)
if and only if (ξ, η)+ ≤ 0.

Proposition 2.4.3. If η ∈ TK(ξ) then, for every function h 7→ ηh from
(0, 1) to X satisfying lim

h↓0
ηh = η, we have

lim inf
h↓0

1
h

dist (ξ + hηh; K) = 0. (2.4.3)

If there exists a function h 7→ ηh from (0, 1) to X satisfying both lim
h↓0

ηh = η

and (2.4.3), then η ∈ TK(ξ).
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Proof. Let η ∈ TK(ξ) and let h 7→ ηh be any function satisfying
lim
h↓0

ηh = η. Since

dist (ξ + hηh; K) ≤ h‖ηh − η‖+ dist (ξ + hη; K)

for each h ∈ (0, 1), (2.4.1) implies (2.4.3) and this completes the first asser-
tion.

Next, let us assume that there exists h 7→ ηh from (0, 1) to X such that
lim
h↓0

ηh = η and satisfying (2.4.3). Since

dist (ξ + hη;K) ≤ h‖η − ηh‖+ dist (ξ + hηh; K)

for each h ∈ (0, 1), it follows that (2.4.1) holds also true and this complete
the proof. ¤

An immediate consequence of Proposition 2.4.3 is

Proposition 2.4.4. A necessary and sufficient condition in order that
a vector η ∈ X to belong to the cone TK(ξ) is to exist a function h 7→ ηh

from (0, 1) to X satisfying both lim
h↓0

ηh = η and (2.4.3).

Theorem 2.4.1. Let K1,K2 ⊆ X be locally closed. If ξ ∈ K1 ∩K2 is
an interior point of K1 ∪K2, then we have

TK1∩K2(ξ) = TK1(ξ) ∩ TK2(ξ).

Proof. Obviously, for each ξ ∈ K1∩K2, TK1∩K2(ξ) ⊆ TK1(ξ)∩TK2(ξ).
To prove that, whenever, in addition, ξ is in the interior of K1 ∪ K2, the
converse inclusion holds true, let ξ ∈ K1 ∩K2 and let η ∈ TK1(ξ)∩ TK2(ξ).
By Corollary 2.4.1, there exist four sequences (hm)m, (h̃m)m in R+, (pm)m

and (p̃m)m in X with hm ↓ 0, h̃m ↓ 0, limm pm = 0, limm p̃m = 0 and such
that ξ + hm(η + pm) ∈ K1 and ξ + h̃m(η + p̃m) ∈ K2 for each m ∈ N.
Now, since ξ is in the interior of K1 ∪ K2, there exists ρ > 0 such that
D(ξ, ρ) ⊆ K1 ∪ K2. Since K1 and K2 are locally closed, diminishing ρ >
0 if necessary, we may assume that both K1 ∩ D(ξ, ρ) and K2 ∩ D(ξ, ρ)
are closed. Let m0 ∈ N be such that, for each m ≥ m0, we have both
ξm = ξ + hm(η + pm) ∈ D(ξ, ρ) and ξ̃m = ξ + h̃m(η + p̃m) ∈ D(ξ, ρ). As a
consequence, if m ≥ m0, the line segment [ ξm, ξ̃m ] ⊆ D(ξ, ρ) ⊆ K1 ∪K2.
Since D(ξ, ρ) is connected, while D(ξ, ρ)∩K1 and D(ξ, ρ)∩K2 are closed,
there exists ηm ∈ [ ξm, ξ̃m ] ∩ K1 ∩ K2. Since ηm ∈ [ ξm, ξ̃m ], there exists
θm ∈ [ 0, 1 ] such that ηm = (1− θm)ξm + θmξ̃m. So, denoting

tm = (1− θm)hm + θmh̃m and qm =
(1− θm)hm

tm
pm +

θmh̃m

tm
p̃m,
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we have
ηm = ξ + tm(η + qm) ∈ K1 ∩K2.

Finally, observing that tm ↓ 0 and limm qm = 0, and using Corollary 2.4.1,
we get the conclusion. ¤

Definition 2.4.2. Let K ⊆ X and ξ ∈ K. The vector η ∈ X is tangent
in the sense of Federer to the set K at the point ξ if

lim
h↓0

1
h

dist (ξ + hη;K) = 0.

We denote by FK(ξ) the set of all points η ∈ X which are tangent in
the sense of Federer to K at ξ.

Remark 2.4.3. One may easily see that FK(ξ) is a cone which is
included in TK(ξ).

As we will next show, if K is proximal, f : K → X is continuous
and the norm of X is Gâteaux differentiable at each ξ ∈ X, ξ 6= 0, the
following surprising equivalence holds true: f(ξ) ∈ TK(ξ) for each ξ ∈ K if
and only if f(ξ) ∈ FK(ξ) for each ξ ∈ K, and this in spite of the fact that
FK(ξ) 6= TK(ξ).

2.5. Other types of tangent vectors

The proximal normal cone. The next concept depends on the norm
considered, in the sense that it is not preserved by equivalent norms.

Definition 2.5.1. Let ξ ∈ K. We say that ν ∈ X is metric normal to
K at ξ if there exist η ∈ X and ρ > 0 such that D(η, ρ) contains ξ on its
boundary, its interior has empty intersection with K, and ν = η − ξ.

Remark 2.5.1. In the case in which V is a proximal neighborhood of
K, ν ∈ X is metric normal to K at ξ if and only if there exist η ∈ V and
λ > 0 such that ξ ∈ ΠK(η) and ν = λ(η − ξ).

We emphasize that this concept is essentially dependent of the norm
considered. More precisely, it may happen that a set K has a normal vector
with respect to a given norm, but doesn’t have normal vectors with respect
to another norm, even though the two norms are equivalent. Figure 2.5.1
illustrates a point ξ at which there is one metric normal vector with respect
to the `∞ norm on R2, i.e. ‖(x, y)‖∞ = max{|x|, |y|}, but there is no metric
normal vector with respect to the usual Euclidian norm.

Definition 2.5.2. The proximal normal cone to K at ξ ∈ K is the set
of all ζ ∈ X of the form ζ = λν, where ν is metric normal to K at ξ and



42 Specific preliminary results

K

η

ξ

Figure 2.5.1

λ ≥ 0, whenever such a metric normal ν exists, and {0} if there is no metric
normal to K at ξ. We denote this cone by NK(ξ).

Remark 2.5.2. We have

NK(ξ) = {ν; ∃λ > 0, dist (ξ + λν; K) = λ‖ν‖} .

The use of the term “cone” in Definition 2.5.2 is justified by the simple
observation that, for each ξ ∈ K, NK(ξ) is a cone in the usual sense, i.e.,
for each ζ ∈ NK(ξ) and λ > 0, we have λζ ∈ NK(ξ).

Let now SK(ξ) be the set of all η ∈ X such that η−ξ is metric normal to
K at ξ whenever such a metric normal exists, and SK(ξ) = {ξ} otherwise.
Let η ∈ SK(ξ), and let E(ξ, η) = {ζ ∈ X ; ‖η − ζ‖ ≥ ‖η − ξ‖}. Since
K ⊆ E(ξ, η), for each η ∈ SK(ξ), we have

TK(ξ) ⊆ BK(ξ), (2.5.1)

where
BK(ξ) =

⋂

η∈SK(ξ)

TE(ξ,η)(ξ).

One may easily see that BK(ξ) is a cone in X.

Definition 2.5.3. The set BK(ξ), defined as above, is called the Bony
tangent cone to K at ξ ∈ K, and its elements are tangents in the sense of
Bony to K at ξ.

Remark 2.5.3. Taking into account the definitions of both E(ξ, η) and
[ ·, · ]+, we easily deduce that ζ ∈ TE(ξ,η)(ξ) if and only if [ ξ − η, ζ ]+ ≥ 0.
Therefore, ζ ∈ BK(ξ) if and only if [−ν, ζ ]+ ≥ 0 for each ν which is metric
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normal to K at ξ. In particular, when X is a Hilbert space with inner
product 〈·, ·〉, taking into account that

[x, y ]+ =





〈x, y〉
‖x‖ if x 6= 0

‖y‖ if x = 0,

we easily deduce that, for each ξ ∈ K and each η ∈ SK(ξ), TE(ξ,η)(ξ) is a
closed half-space having the exterior normal η − ξ. Therefore, in this case,
we have

BK(ξ) = (NK(ξ))∗,
where (NK(ξ))∗ is the so-called conjugate cone of NK(ξ) i.e.,

(NK(ξ))∗ = {η ∈ X ; 〈ν, η〉 ≤ 0, for each ν ∈ NK(ξ)}.
Remark 2.5.4. If there is no metric normal vector to K at ξ, we may

easily see that BK(ξ) = X. See Figure 2.5.2.

K

ξ

Figure 2.5.2

The Clarke’s tangent cone. We are now ready to study another useful
tangency concept.

Definition 2.5.4. Let K ⊆ X and ξ ∈ K. The vector η ∈ X is tangent
in the sense of Clarke to the set K at the point ξ if

lim
h↓0
µ→ξ
µ∈K

1
h

dist (µ + hη; K) = 0.
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We denote by CK(ξ) the set of all vectors η ∈ X which are tangent to
ξ ∈ K in the sense of Clarke. We can easily verify that CK(ξ) is a closed
convex cone.

Remark 2.5.5. One may easily see that, for each K and each ξ ∈ K,
we have

CK(ξ) ⊆ FK(ξ) ⊆ TK(ξ) ⊆ BK(ξ).

The inclusions above may be strict as the following example shows.

Example 2.5.1. Let K ⊆ R2 be defined as K = K1 ∪K2, where

K1 = {(x, y) ; (x, y) ∈ R2, y ≤ |x|}
and

K2 = {(0, 1/2m) ; m ∈ N}
and let ξ = (0, 0) ∈ K. Then, one may easily verify that





CK(ξ) = {0}
FK(ξ) = K1

TK(ξ) = K1 ∪ {(0, y) ; y ≥ 0}
BK(ξ) = R2.

For a multi-function F : K ; X, we define

lim inf
ξ→ξ0
ξ∈K

F (ξ) =



η ∈ X ; lim

ξ→ξ0
ξ∈K

dist (η; F (ξ)) = 0



 .

Lemma 2.5.1. If the norm ‖·‖ is Gâteaux differentiable at each x ∈ X,
x 6= 0, and K ⊆ X is proximal2, then, for each ξ0 ∈ K, we have

lim inf
ξ→ξ0
ξ∈K

BK(ξ) ⊆ CK(ξ0). (2.5.2)

Proof. Let η 6= 0, η ∈ lim infξ→ξ0
ξ∈K

BK(ξ). It follows that, for each ε > 0,

there exists θ > 0 such that, for each φ ∈ K ∩D(ξ0, θ), we have

D(η, ε) ∩BK(φ) 6= ∅. (2.5.3)

Take a sufficiently small θ so that, for all ξ ∈ K∩D(ξ0,
θ
4) and t ∈ [ 0, θ

4‖η‖ ],
we have ΠK(ξ + tη) 6= ∅. Since K is proximal, this is always possible. With
ξ and t as above, let us define g(t) = dist (ξ + tη; K). In order to prove that
η ∈ CK(ξ0), it suffices to show that g(t) ≤ εt for each t ∈ [ 0, θ

4‖η‖ ]. Further,

2See Definition 2.2.3.
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since g(0) = 0, it suffices to show that g′(t) ≤ ε, whenever g′(t) exists and
g(t) 6= 0. Indeed, since g is Lipschitz and g(0) = 0, we have

g(t) =
∫

[ 0,t ]\E
g′(s) ds,

where E = {s ∈ [ 0, t ]; g(s) = 0}, because
∫
E g′(s) ds = 0.

So, let t ∈ [ 0, θ
4‖η‖ ] with g(t) 6= 0. Then there exists φ ∈ ΠK(ξ + tη),

with φ 6= ξ + tη. Let us observe that we have φ ∈ K ∩D(ξ0, θ). Indeed,

‖φ− ξ0‖ ≤ ‖ξ + tη − φ‖+ ‖ξ + tη − ξ0‖ ≤ 2‖ξ + tη − ξ0‖ ≤ θ,

as claimed. Now, for a sufficiently small h > 0, we obtain

g(t + h)− g(t) ≤ ‖ξ + tη + hη − φ‖ − ‖ξ + tη − φ‖.
Dividing by h and letting h ↓ 0, we get

g′(t) ≤ [ξ + tη − φ, η]+. (2.5.4)

Taking into account that φ ∈ ΠK(ξ + tη), from Definition 2.5.1, we deduce
that ξ + tη − φ is metric normal to K at φ. In view of (2.5.3), there exists
w ∈ BK(φ) with ‖η − w‖ ≤ ε.

Since ‖ · ‖ is Gâteaux differentiable at each x ∈ X, x 6= 0, by (x) in
Exercise 1.6.1, we know that, for each x ∈ X \{0} and each y ∈ X, we have
[x, y ]+ = −[−x, y ]+. Since ξ + tη−φ 6= 0, from the observation above and
Remark 2.5.3, we conclude that

[ξ + tη − φ,w]+ ≤ 0.

Using (ii) in Exercise 1.6.1 and the fact that ‖η − w‖ ≤ ε, we deduce

[ξ + tη − φ, η]+ ≤ [ξ + tη − φ, η − w]+ + [ξ + tη − φ,w]+ ≤ ε.

From this inequality and (2.5.4), we get g′(t) ≤ ε, as claimed. Thus (2.5.2)
holds and this completes the proof. ¤

Problem 2.5.1. Show that if X is finite dimensional then

CK(ξ0) ⊆ lim inf
ξ→ξ0
ξ∈K

TK(ξ).

If, in addition, K is locally closed and ‖ · ‖ is Gâteaux differentiable, we
have also

lim inf
ξ→ξ0
ξ∈K

BK(ξ) = CK(ξ0).

Proposition 2.5.1. Let K ⊆ X be proximal and let f : K → X be
continuous. Let us assume that the norm ‖ · ‖ is Gâteaux differentiable at
each x ∈ X, x 6= 0. Then, the following conditions are equivalent :
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(i) for each ξ ∈ K, f(ξ) ∈ CK(ξ) ;
(ii) for each ξ ∈ K, f(ξ) ∈ TK(ξ) ;
(iii for each ξ ∈ K, f(ξ) ∈ BK(ξ).

In general, if G : K ; X is such that CK(ξ) ⊆ G(ξ) ⊆ BK(ξ) for each
ξ ∈ K, then each one of the conditions above is equivalent to

(iv) for each ξ ∈ K, f(ξ) ∈ G(ξ).

Proof. In view of Remark 2.5.5, it suffices to show that (iii) implies (i).
But this easily follows from Lemma 2.5.1 and this completes the proof. ¤

2.6. Multi-functions

In this section we include several basic notions and results referring to
multi-functions, i.e., to functions whose values are sets. Let K and X be
topological spaces and let F : K ; X be a given multi-function, i.e., a
function F : K → 2X .

Definition 2.6.1. The multi-function F : K ; X is lower semicon-
tinuous (l.s.c.) at ξ ∈ K if for every open set V in X with F (ξ) ∩ V 6= ∅
there exists an open neighborhood U of ξ such that F (η) ∩ V 6= ∅ for each
η ∈ U ∩K. We say that F is lower semicontinuous (l.s.c.) on K if it is l.s.c.
at each ξ ∈ K.

By a selection of the multi-function F : K ; X we mean a function
f : K → X satisfying f(x) ∈ F (x) for each x ∈ K.

Theorem 2.6.1. Let K be a metric space, X a Banach space and let
F : K ; X be a l.s.c. multi-function with nonempty, closed and convex
values. Then, for each ξ ∈ K and each η ∈ F (ξ), there exists a continuous
selection f : K → X of F such that f(ξ) = η.

For the proof of this result, known as Michael Continuous Selection
Theorem, see Deimling [77], Theorem 24.1, p. 303.

Definition 2.6.2. The multi-function F : K ; X is upper semicon-
tinuous (u.s.c.) at ξ ∈ K if for every open neighborhood V of F (ξ) there
exists an open neighborhood U of ξ such that F (η) ⊆ V for each η ∈ U∩K.
We say that F is upper semicontinuous (u.s.c.) on K if it is u.s.c. at each
ξ ∈ K.

Problem 2.6.1. Let fi : R → R, i = 1, 2, be two bounded functions
with f1 l.s.c. and f2 u.s.c. in the usual sense, i.e., for each y ∈ R we
have lim infx→y f1(x) = f1(y) and lim supx→y f2(x) = f2(y). Let Ω be a
nonempty, open and bounded subset in Rn. Prove that the multi-function
F : L1(Ω) ; L1(Ω), defined by taking F (u) as the set of all functions
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f ∈ L1(Ω) satisfying f1(u(x)) ≤ f(x) ≤ f2(u(x)) a.e. for x ∈ Ω, has
nonempty, convex and weakly compact values and is strongly-weakly u.s.c.
on L1(Ω), in the sense of Definition 2.6.2.

The next two lemmas will prove useful later.

Lemma 2.6.1. If F : K ; X is a nonempty and (weakly) compact
valued, (strongly-weakly) u.s.c. multi-function, then, for each compact sub-
set C of K, ∪ξ∈CF (ξ) is (weakly) compact. In particular, in both cases, for
each compact subset C of K, there exists M > 0 such that ‖η‖ ≤ M for
each ξ ∈ C and each η ∈ F (ξ).

Proof. Let C be a (weakly) compact subset in K and let {Dσ ; σ ∈ Γ}
be an arbitrary (weakly) open covering of ∪ξ∈CF (ξ). Since F is (weakly)
compact valued, for each ξ ∈ C there exists n(ξ) ∈ N such that

F (ξ) ⊆
⋃

1≤k≤n(ξ)

Dσk
.

But F is (strongly-weakly) u.s.c. and therefore there exists a (weakly) open
neighborhood U(ξ) of ξ such that

F (U(ξ) ∩K) ⊆
⋃

1≤k≤n(ξ)

Dσk
.

The family {U(ξ) ; ξ ∈ C} is an (weakly) open covering of C. As C is
compact, there exists a finite family {ξ1, ξ2, . . . , ξp} in C such that

F (C) ⊆
⋃

1≤j≤p

F (U(ξj) ∩K) ⊆
⋃

1≤j≤p

⋃

1≤k≤n(ξj)

Dσk
,

and this completes the proof. ¤
Lemma 2.6.2. Let X be a Banach space and K a nonempty sub-

set in X. Let F : K ; X be a nonempty, closed and convex valued,
strongly-weakly u.s.c. multi-function3, and let um : [ 0, T ] → K and fm ∈
L1(0, T ; X) be such that fm(t) ∈ F (um(t)) for each m ∈ N and a.e. for
t ∈ [ 0, T ].

If limm um(t) = u(t) a.e. for t ∈ [ 0, T ] and limm fm = f weakly in
L1(0, T ; X), then f(t) ∈ F (u(t)) a.e. for t ∈ [ 0, T ].

Proof. By Corollary 1.1.1, there exists a sequence (gm)m of convex
combinations of {fk ; k ≥ m}, i.e., gm ∈ conv{fm, fm+1, . . . } for each
m ∈ N, which converges strongly in L1(0, T ; X) to f . By a classical result

3Of course if F is strongly-strongly u.s.c. it is strongly-weakly u.s.c. too and thus
the conclusion of Lemma 2.6.2 holds true also in this case.
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due to Lebesgue, we know that there exists a subsequence (gmp) of (gm)
which converges almost everywhere on [ 0, T ] to f . Denote by T the set of
all s ∈ [ 0, T ] such that both

(
gmp(s)

)
p

and (um(s))m are convergent to
f(s) and to u(s) respectively and, in addition, fm(s) ∈ F (um(s)) for each
m ∈ N. Clearly [ 0, T ]\T has null measure. Let s ∈ T and let E be an open
half-space in X including F (u(s)). Since F is strongly-weakly u.s.c. at u(s),
(um(s))m converges to u(s) and E is a weak neighborhood of F (u(s)), there
exists m(E) belonging to N, such that F (um(s)) ⊆ E for each m ≥ m(E).
From the relation above, taking into account that fm(s) ∈ F (um(s)) for
each m ∈ N and a.e. for s ∈ [ 0, T ], we easily conclude that

gmp(s) ∈ conv


 ⋃

m≥m(E)

F (um(s))




for each p ∈ N with mp ≥ m(E). Passing to the limit for p → +∞ in
the relation above we deduce that f(s) ∈ E. Since F (u(s)) is closed and
convex, it is the intersection of all closed half-spaces which include it. So,
inasmuch as E was arbitrary, we finally get f(s) ∈ F (u(s)) for each s ∈ T

and this completes the proof. ¤

2.7. Measures of noncompactness

Let X be a Banach space and let B(X) the family of all bounded subsets
of X. Let ε > 0 and let us denote by

Bε(X) = {B ∈ B(X); diam (B) ≤ ε} ,

where, as expected, diam (B) is the diameter of the set B, i.e.

diam (B) = sup{‖x− y‖; x, y ∈ B}.

Definition 2.7.1. The function α : B(X) → R+, defined by

α(B) = inf



ε > 0;∃B1, B2, . . . , Bn(ε) ∈ Bε(X), B ⊆

n(ε)⋃

i=1

Bi





is called the Kuratowski measure of noncompactness on X.

Definition 2.7.2. The function β : B(X) → R+, defined by

β(B) = inf



ε > 0;∃x1, x2, . . . , xn(ε) ∈ X, B ⊆

n(ε)⋃

i=1

D(xi, ε)




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is called the Hausdorff measure of noncompactness on X.

Remark 2.7.1. One may easily see that, for each B ∈ B(X) and r > 0
with B ⊆ D(0, r), we have

β(B) ≤ r.

Remark 2.7.2. Clearly α(B) = 0 (β(B) = 0) if and only if B is
relatively compact. Therefore, since whenever X is finite dimensional, B(X)
coincides with the class of relatively compact subsets of X, by the definition
of both α and β, it follows that, in this case, α ≡ β ≡ 0. Therefore, in
that follows we will assume that X is infinite dimensional, case in which
either of the two functions α and β estimates the “magnitude of the lack
of compactness”.

Problem 2.7.1. Let γ : B(X) → R+ be either α or β. Prove that :
(i) γ(B) ≤ diam (B) and γ(B) = γ(B) ;
(ii) γ(B) = 0 if and only if B is relatively compact ;
(iii) γ(λB) ≤ |λ|γ(B) for each λ ∈ R and B ∈ B(X) ;
(iv) γ(B + C) ≤ γ(B) + γ(C) for each B, C ∈ B(X) ;
(v) if B ⊆ C then γ(B) ≤ γ(C) ;
(vi) γ(B ∪ C) = max{γ(B), γ(C)} ;
(vii) γ(conv (B)) = γ(B) ;
(viii) γ is Lipschitz continuous with respect to the Hausdorff-Pompeiu

distance. More precisely, |γ(B)−γ(C)| ≤ LdistHP (B;C) for each
B, C ∈ B(X), where L = 2 if γ = α and L = 1 if γ = β.

See Deimling [77], Proposition 7.2, p. 41.

Problem 2.7.2. Let Y be a subspace in X. If B ∈ B(X), we define

βY (B) = inf



ε > 0;∃x1, x2, . . . , xn(ε) ∈ Y, B ⊆

n(ε)⋃

i=1

D(xi, ε)



 .

Show that for each B ∈ B(Y ) we have

β(B) ≤ βY (B) ≤ α(B) ≤ 2β(B).

For details see Akhmerov–Kamenskii–Potapov–Rodkina–Sadovskii [3],
Theorem 1.1.7, p. 4 and Mönch [130].

Lemma 2.7.1. Let X be a separable Banach space. Then for each
sequence of finite dimensional subspaces (Xn)n, with Xn ⊆ Xn+1 for all
n ∈ N and X = ∪nXn, and for every bounded and countable set {xm; m ∈
N}, we have

β({xm; m ∈ N}) = lim
n

lim sup
k

dist (xk;Xn).
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Proof. We begin by proving the inequality

β({xm; m ∈ N}) ≤ lim
n

lim sup
k

dist (xk; Xn).

To this aim, let n ∈ N and ε > 0 be arbitrary, and let

rn = lim sup
k

dist (xk; Xn).

Let us choose k(ε, n) ∈ N such that

dist (xk; Xn) ≤ rn + ε

for each k ∈ N, k ≥ k(ε, n). Let us define

P =
⋃

k≥k(ε,n)

{u ∈ Xn; dist (xk; Xn) = ‖xk − u‖}.

Then, the set Q = {xk; 1 ≤ k ≤ k(ε, n)} ∪ P is relatively compact. So,
there exists a finite set {ui; i = 1, 2, . . . , n(ε)} such that

Q ⊆
n(ε)⋃

i=1

D(ui, ε).

Then

{xm; m ∈ N} ⊆ Q
⋃ ⋃

u∈P

D(u, rn+ε) ⊆
⋃

u∈Q

D(u, rn+ε) ⊆
n(ε)⋃

i=1

D(ui, rn+2ε)

and consequently
β({xm; m ∈ N}) ≤ rn + 2ε.

Since ε > 0 is arbitrary and Xn ⊆ Xn+1 for each n ∈ N, we deduce

β({xm; m ∈ N}) ≤ inf
n

lim sup
k

dist (xk; Xn) = lim
n

lim sup
k

dist (xk; Xn).

Next, we will prove the converse inequality, i.e.,

β({xm; m ∈ N}) ≥ lim
n

lim sup
k

dist (xk; Xn).

To this end, let ε > 0 be arbitrary and let r = β({xm; m ∈ N}). Then
there exists a finite set {ui; i = 1, 2, . . . , m(ε)} such that

{xm; m ∈ N} ⊆
m(ε)⋃

i=1

D(ui, r + ε).

Since ∪nXn is dense in X, and Xn ⊆ Xn+1 for each n ∈ N, there exists
n(ε) ∈ N such that

sup{dist (ui; Xn); i = 1, 2, . . . , m(ε)} ≤ ε
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for each n ∈ N, n ≥ n(ε). Accordingly,

dist (xk; Xn) ≤ inf{‖xk − ui‖; i = 1, 2, . . . , m(ε)}
+sup{dist (ui;Xn); i = 1, 2, . . . , m(ε)} ≤ r + ε + ε

for each n ∈ N, n ≥ n(ε). Hence

2ε + β({xm; m ∈ N}) ≥ lim sup
k

dist (xk; Xn).

Since the right hand side is decreasing as a function of n, we can pass to
the limit for n →∞ and, since ε > 0 is arbitrary, we get

β({xm; m ∈ N}) ≥ lim
n

lim sup
k

dist (xk; Xn),

as claimed. ¤
Lemma 2.7.2. Let X be a separable Banach space and {Fm; m ∈ N}

a subset in L1(τ, T ;X) for which there exists ` ∈ L1(τ, T ;R+) such that

‖Fm(s)‖ ≤ `(s)

for each m ∈ N and a.e. for s ∈ [ τ, T ]. Then the mapping

s 7→ β({Fm(s); m ∈ N})
is integrable on [ τ, T ] and, for each t ∈ [ τ, T ], we have

β

({∫ t

τ
Fm(s) ds; m ∈ N

})
≤

∫ t

τ
β({Fm(s); m ∈ N}) ds. (2.7.1)

Proof. Let {xn; n ∈ N} ⊆ X be a countable and dense set in X. For
n ∈ N, let us define Xn as the space spanned by {x1, x2, . . . , xn}. Clearly
Xn is finite dimensional, and ∪nXn = X. So, we are in the hypotheses of
Lemma 2.7.1, and therefore, for a.a. s ∈ [ 0, T ], we have

β({Fm(s); m ∈ N}) = lim
n

lim sup
k

dist (Fk(s); Xn).

Since for each n,m ∈ N, the distance function x 7→ dist (x; Xn) is Lipschitz
and Fm is measurable, this shows that s 7→ β({Fm(s); m ∈ N}) is measur-
able. Moreover, we have β({Fm(s); m ∈ N}) ≤ `(s) a.e. for s ∈ [ 0, T ] and
thus, s 7→ β({Fm(s); m ∈ N}) is integrable.

For each n ∈ N and x ∈ X let us fix xn ∈ Xn such that

dist (x; Xn) = ‖x− xn‖.
Since Xn is a subspace in X, for each x, y ∈ X and a ∈ R, we have
xn + yn ∈ Xn and axn ∈ Xn. Hence

dist (x + y; Xn) ≤ ‖(x + y)− (xn + yn)‖
≤ ‖x− xn‖+ ‖y − yn‖ = dist (x;Xn) + dist (y; Xn)
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and
dist (ax;Xn) ≤ ‖ax− axn‖ = |a|dist (x; Xn).

A simple argument, involving Riemann sums and the two inequalities above,
shows that, for each n,m ∈ N, we have

dist
(∫ t

τ
Fm(s) ds;Xn

)
≤

∫ t

τ
dist (Fm(s);Xn) ds.

From Lemma 2.7.1 and this inequality, we deduce

β

({∫ t

τ
Fm(s) ds; m ∈ N

})
= lim

n
lim sup

k
dist

(∫ t

τ
Fk(s) ds;Xn

)

≤ lim
n

lim sup
k

∫ t

τ
dist (Fk(s);Xn) ds.

By the Fatou Lemma 1.2.1 and the Lebesgue Dominated Convergence The-
orem 1.2.3, we get

lim
n

lim sup
k

∫ t

τ
dist (Fk(s); Xn) ds ≤ lim

n

∫ t

τ
lim sup

k
dist (Fk(s);Xn) ds

=
∫ t

τ
lim
n

lim sup
k

dist (Fk(s);Xn) ds.

Using once again Lemma 2.7.1, we obtain
∫ t

τ
lim
n

lim sup
k

dist (Fk(s);Xn) ds =
∫ t

τ
β({Fm(s); m ∈ N}) ds,

from where the conclusion. ¤

Remark 2.7.3. If X is not separable, there is a simple trick which may
very often be useful. Namely, let {Fm; m ∈ N} be a subset in L1(τ, T ; X)
for which there exists ` ∈ L1(τ, T ;R+) such that

‖Fm(s)‖ ≤ `(s)

for each m ∈ N and a.e. for s ∈ [ τ, T ]. In view of Theorem 1.2.1, there
exists a separable and closed subspace Y of X such that Fm ∈ L1(τ, T ;Y )
for m = 1, 2, . . . . Let us observe that the restriction of the mapping βY

— see Problem 2.7.2 — to B(Y ) coincides with the Hausdorff measure of
noncompactness on Y . Then, from Lemma 2.7.2, it follows that the function
s 7→ βY ({Fm(s); m ∈ N}) is integrable on [ τ, T ] and, for each t ∈ [ τ, T ],
we have

βY

({∫ t

τ
Fm(s) ds; m ∈ N

})
≤

∫ t

τ
βY ({Fm(s); m ∈ N}) ds.
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Lemma 2.7.3. Let (un)n be a bounded sequence in X such that

lim
k

β({un; n ≥ k}) = 0.

Then {un; n ∈ N} is relatively compact.

Proof. In view of (vi) in Problem 2.7.1, we have

β({un; n ≥ k}) = β({un; n ∈ N}) = 0

for k = 0, 1, . . . , and this completes the proof. ¤
Although extremely simple, the result above is a very useful compact-

ness argument and therefore we decided to display it as a lemma.

2.8. Scorza Dragoni type theorems

We denote by λ the Lebesgue measure on R, and by L the class of all
Lebesgue measurable subsets in R. Furthermore, if X is a topological space,
we denote by B(X), or simply B, the class of all Borel measurable subsets
in X.

Definition 2.8.1. Let X and Y be Banach spaces, K a nonempty
subset in X and I an open interval. A function f : I × K → Y is a
Carathéodory function if :

(C1) for each ξ ∈ K, t 7→ f(t, ξ) is measurable on I;
(C2) for a.a. t ∈ I, u 7→ f(t, u) is continuous on K;
(C3) for each ρ > 0, there exists `ρ ∈ L1

loc(I) such that

‖f(t, u)‖ ≤ `ρ(t)

for a.a. t ∈ I and for all u ∈ D(0, ρ) ∩K.
A function f : I ×K → Y satisfying (C1), (C2) and
(C4) for each ξ ∈ K there exist ρ > 0 and ` ∈ L1

loc(I) such that

‖f(t, u)‖ ≤ `(t)

for a.a. t ∈ I and for all u ∈ D(ξ, ρ) ∩K

is called a locally Carathéodory function.

First we recall the following result of Scorza Dragoni [152] type.

Theorem 2.8.1. Let X and Y be two separable metric spaces and let
f : I×X → Y be a function such that f(·, u) is measurable for every u ∈ X
and f(t, ·) is continuous for almost every t ∈ I. Then, for each ε > 0, there
exists a closed set A ⊆ I such that λ(I \A) < ε and the restriction of f to
A×X is continuous.

See Kucia [117].
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Remark 2.8.1. The conclusion of Theorem 2.8.1 remains true in the
case Y = R, the function f(t, ·) is lower semicontinuous (or upper semicon-
tinuous) for almost every t ∈ I and f(·, ·) is L⊗B measurable. It also holds
if I is replaced by any Lebesgue measurable subset in R.

Theorem 2.8.2. Let X be a real Banach space, K a nonempty and
separable subset in X and f : I ×K → X a Carathéodory function. Then
there exists a negligible subset Z of I such that, for each t ∈ I \Z and each
function u : R+ × I → K which is continuous with respect to the second
variable and such that there exists u(t) = lim(h,s)↓(0,t) u(h, s), we have

lim
h↓0

1
h

∫ t+h

t
‖f(s, u(h, s))− f(t, u(t))‖ ds = 0. (2.8.1)

Proof. Since I can be represented as an at most countable union of
finite length intervals, it suffices to consider the case when I is of finite
length. For each γ > 0, we shall obtain a set Lγ ⊂ I, with λ(I \ Lγ) < γ,
and such that (2.8.1) holds for all t ∈ Lγ . Finally, since λ(I \ Lγ) < γ, it
will suffice to consider Z = ∩m(I \ L1/m).

Let γ > 0 and let us observe that, by virtue of Theorem 2.8.1, it follows
that there exists a compact set Aγ ⊆ I such that λ(I \ Aγ) < γ, and the
restriction of f to Aγ ×K is continuous.

We define Lγ ⊆ Aγ as the set of density points of Aγ which are
also Lebesgue points of the functions ˜̀

m : I → R, given by ˜̀
m(t) =

`m(t)χI\Aγ
(t), where `m is given by (C3), m = 1, 2, . . . . It is known that

λ(Lγ) = λ(Aγ) and so, by the definition of a density point, for t ∈ Lγ , we
have

lim
λ(J)→0

λ(Aγ ∩ J)
λ(J)

= 1, lim
λ(J)→0

1
λ(J)

∫

J
|˜̀m(s)− ˜̀

m(t)|ds = 0, (2.8.2)

where J denotes arbitrary intervals of positive length containing t.
Let t ∈ Lγ and let us consider a function u : R+ × I → K which

is continuous in the second variable and such that there exists the limit
u(t) = lim(h,s)↓(0,t) u(h, s). Let ε > 0 be arbitrary. Then there exists δ > 0
such that, for all θ ∈ Aγ ∩ [ t, t + δ ] and h ∈ (0, δ),

‖f(θ, u(h, θ))− f(t, u(t))‖ ≤ ε

3
. (2.8.3)

Moreover, there exists m ≥ 1 such that ‖u(h, θ)‖ < m for all θ ∈ [t, t + δ]
and h ∈ (0, δ). By taking a smaller δ if necessary, in view of (2.8.2), we can
also assume that both inequalities

1
h

∫

[ t,t+h ]\Aγ

`m(θ)dθ ≤ ε

3
, (2.8.4)
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and
λ([ t, t + h ] \Aγ)

h
‖f(t, u(t))‖ ≤ ε

3
(2.8.5)

hold true for every h ∈ (0, δ). Then, by (2.8.3), for h ∈ (0, δ), we have

1
h

∫

[ t,t+h ]∩Aγ

‖f(θ, u(h, θ))− f(t, u(t))‖dθ ≤ ε

3
λ([ t, t + h ] ∩Aγ)

h
≤ ε

3
,

while by (2.8.4) and (2.8.5) we have

1
h

∫

[ t,t+h ]\Aγ

‖f(θ, u(h, θ))− f(t, u(t))‖dθ

≤ 1
h

∫

[ t,t+h ]\Aγ

(`m(θ) + ‖f(t, u(t))‖)dθ

≤ 1
h

∫

[ t,t+h ]\Aγ

`m(θ)dθ +
λ([ t, t + h ] \Aγ)

h
‖f(t, u(t))‖ ≤ 2

3
ε.

Finally, we have

1
h

∫ t+h

t
‖f(θ, u(h, θ))− f(t, u(t))‖dθ ≤ ε,

for all h ∈ (0, δ) and this completes the proof. ¤

The case of a locally Carathéodory function is analyzed below. First we
need the following Carathéodory variant of a Dugundji [89] type extension
result.

Theorem 2.8.3. Let X, Y be Banach spaces, let C ⊆ X be a closed
set and I a nonempty and open interval and let f : I × C → Y be a
locally Carathéodory function. Then f has a locally Carathéodory extension,
F : I×X → Y such that F (t, u) ∈ conv (f(t, C)) a.e. for t ∈ I and for each
u ∈ X. In particular, F satisfies the inequality (C3) with the very same
function ` as f does.

To prove Theorem 2.8.3 consider the first variable, t, as a parame-
ter and just repeat the arguments in the proof of Theorem 7.2, p. 44 in
Deimling [77], by observing that the resulting extension is a Carathéodory
function.

Theorem 2.8.4. Let X, Y be Banach spaces, K a nonempty, locally
closed and separable subset in X and f : I×K → Y a locally Carathéodory
function. Then, for each ξ ∈ K there exist ρ > 0 and a negligible subset Z
of I such that, for each t ∈ I \Z and each u : R+× I → D(ξ, ρ)∩K which
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is continuous with respect to the second variable and for which there exists
u(t) = lim(h,s)↓(0,t) u(h, s), we have

lim
h↓0

1
h

∫ t+h

t
‖f(s, u(h, s))− f(t, u(t))‖ ds = 0. (2.8.6)

Proof. Since K is locally closed and f is locally Carathéodory it follows
that for each ξ ∈ K there exist ρ > 0 and ` ∈ L1

loc(I) such that D(ξ, ρ)∩K
is closed and

‖f(t, u)‖ ≤ `(t)

a.e. for t ∈ I and for all u ∈ D(ξ, ρ) ∩K. Now, let f̃ : I × X → Y be an
extension of f|I×[D(ξ,ρ)∩K] to I×X which is measurable with respect to the
first variable and continuous with respect to the second one. The existence
of such an extension is ensured by Theorem 2.8.3. Let r : X → D(ξ, ρ) be
defined by

r(u) =





u if u ∈ D(ξ, ρ)

ξ +
ρ

‖u− ξ‖(u− ξ) if u ∈ X \D(ξ, ρ)

and let f̂ : I × X → Y be given by f̂(t, u) = f̃(t, r(u)) for t ∈ I and for
all u ∈ X. Clearly f̂ is Carathéodory and thus Theorem 2.8.2 applies. But
f̂|I×[D(ξ,ρ)∩K] = f|I×[D(ξ,ρ)∩K] and this completes the proof. ¤

In order to extend Theorem 2.8.4, the following topological result is
needed.

Proposition 2.8.1. Each open covering of a separable metric space
has at least one finite or countable subcovering.4

See for instance Engelking [92], Corollary, p. 177.

Theorem 2.8.5. Let X and Y be real Banach spaces, K a nonempty,
locally closed and separable subset in X and f : I × K → Y a locally
Carathéodory function. Then, there exists a negligible subset Z of I such
that, for each t ∈ I \ Z and each u : R+ × I → K which is continu-
ous with respect to the second variable and for which there exists u(t) =
lim(h,s)↓(0,t) u(h, s), we have

lim
h↓0

1
h

∫ t+h

t
‖f(s, u(h, s))− f(t, u(t))‖ ds = 0. (2.8.7)

4In fact Proposition 2.8.1 says that each separable metric space is a Lindelöf space.
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Proof. Since K is locally closed, for each ξ ∈ K, there exists ρ > 0
such that D(ξ, ρ) ∩ K is closed. Next, we apply Theorem 2.8.4, and get
a negligible subset Zρ in I such that, for each u : R+ × I → D(ξ, ρ) ∩K
which is continuous in the second variable and for which there exists u(t) =
lim(h,s)↓(0,t) u(h, s), we have

lim
h↓0

1
h

∫ t+h

t
‖f(s, u(h, s))− f(t, u(t))‖ ds = 0.

Since K is a metric and separable space, thanks to Proposition 2.8.1, the
covering ∪ξ∈KD(ξ, ρ) of K has a countable subcovering ∪n∈ND(ξn, ρn). So,
the negligible set Z = ∪n∈NZρn satisfies the conclusion of Theorem 2.8.5.

¤

Corollary 2.8.1. Let K be a nonempty separable subset of a Banach
space X, {S(t) : X → X; t ≥ 0} a C0-semigroup on X and f : I ×K → X
a Carathéodory function. Then there exists a negligible subset Z of I such
that, for each t ∈ I \ Z and each function u : R+ × I → K which is
continuous with respect to the second variable and such that there exists
u(t) = lim(h,s)↓(0,t) u(h, s), we have

lim
h↓0

1
h

∫ t+h

t
S(t + h− s)f(s, u(h, s))ds = f(t, u(t)). (2.8.8)

Proof. We take the same Z as in Theorem 2.8.2. Fix t ∈ I \ Z and
observe that, since s 7→ S(s)f(t, u(t)) is continuous, we have

lim
h↓0

1
h

∫ t+h

t
S(t + h− s)f(t, u(t))ds = f(t, u(t)).

Next, for h small, with M ≥ 1 and a ∈ R given by Theorem 1.4.1, we have
∥∥∥∥

1
h

∫ t+h

t
S(t + h− s)f(s, u(h, s))ds− 1

h

∫ t+h

t
S(t + h− s)f(t, u(t))ds

∥∥∥∥

≤ Me(t+1)|a| 1
h

∫ t+h

t
‖f(s, u(h, s))− f(t, u(t))‖ds.

The conclusion follows from Theorem 2.8.2. ¤

Corollary 2.8.2. Let K be a nonempty locally closed and separable
subset of a Banach space X, {S(t) : X → X; t ≥ 0} a C0-semigroup on X
and f : I ×K → X a locally Carathéodory function. Then, for each ξ ∈ K,
there exist ρ > 0 and a negligible subset Z of I such that, for each t ∈ I \Z
and each function u : R+×I → D(ξ, ρ)∩K which is continuous with respect
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to the second variable and for which there exists u(t) = lim(h,s)↓(0,t) u(h, s),
we have

lim
h↓0

1
h

∫ t+h

t
S(t + h− s)f(s, u(h, s))ds = f(t, u(t)). (2.8.9)

Proof. Just repeat the proof of Corollary 2.8.1 by using Theorem 2.8.4
instead of Theorem 2.8.2. ¤



Part 1

Ordinary differential equations
and inclusions





CHAPTER 3

Nagumo type viability theorems

The aim of this chapter is to introduce the reader to the fundamentals of the
viability theory for ordinary differential equations in general Banach spaces. We
notice that here we confine ourselves to consider only ordinary differential equa-
tions driven by continuous right-hand sides. After explaining what viability exactly
means, we prove a necessary condition for viability expressed in the terms of the
Nagumo Tangency Condition. We then pass to the statement of the main sufficient
(in fact necessary and sufficient) conditions for viability. Next, we prove a technical
lemma ensuring the existence of a sequence of approximate solutions and continue
with the complete proofs of the sufficient conditions for viability. We show how to
get viability in the nonautonomous case, by using the already established theory in
the autonomous one. We conclude with several results concerning noncontinuable
and global solutions.

3.1. Necessary conditions for viability

Let X be a real Banach space, K a nonempty subset in X, f : K → X a
given function and let us consider the Cauchy problem

{
u′(t) = f(u(t))
u(0) = ξ.

(3.1.1)

Definition 3.1.1. A solution of (3.1.1) on [ 0, T ] is an everywhere
differentiable function u : [ 0, T ] → K satisfying u′(t) = f(u(t)) for each
t ∈ [ 0, T ] and u(0) = ξ. A solution of (3.1.1) on the semi-open interval
[ 0, T ) is defined by analogy.

Definition 3.1.2. The set K is viable with respect to f if for each
ξ ∈ K there exist T > 0 and a solution u : [ 0, T ] → K of (3.1.1).

Remark 3.1.1. In the case in which f is continuous on K, the function
u in Definition 3.1.2 is a fortiori of class C1. So, whenever f is continuous,
K is viable with respect to f if and only if for each ξ ∈ K there exists

61
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T > 0 such that the Cauchy problem (3.1.1) has at least one C1 solution
u : [ 0, T ] → K.

We can now proceed to the main result in this section, i.e., a necessary
condition for viability.

Theorem 3.1.1. If K is viable with respect to f : K → X, then, for
each ξ ∈ K, we have f(ξ) ∈ FK(ξ).

Proof. Let ξ ∈ K. We have to prove that

lim
h↓0

1
h

dist (ξ + hf(ξ);K) = 0.

See Definition 2.4.2. Since K is viable with respect to f , there exists a
differentiable function u : [ 0, T ] → X with u(s) ∈ K for all s ∈ [ 0, T ]
and satisfying both u′(s) = f(u(s)) for every s ∈ [ 0, T ] and u(0) = ξ.
Consequently, we have

dist (ξ + hf(ξ);K) ≤ ‖ξ + hf(ξ)− u(h)‖ = h

∥∥∥∥f(u(0))− u(h)− u(0)
h

∥∥∥∥ .

Therefore

0 ≤ lim
h↓0

1
h

dist (ξ + hf(ξ);K) ≤ lim
h↓0

∥∥∥∥f(u(0))− u(h)− u(0)
h

∥∥∥∥ = 0,

i.e. f(ξ) ∈ FK(ξ) and this achieves the proof. ¤

Corollary 3.1.1. If K is viable with respect to f : K → X then we
have

f(ξ) ∈ TK(ξ), (3.1.2)

for each ξ ∈ K.

Proof. The conclusion follows from Remark 2.4.3. ¤

From Corollary 3.1.1 and Proposition 2.4.3, we deduce

Theorem 3.1.2. If K is viable with respect to f : K → X then, for
each family of functions {fh; h ∈ (0, 1)}, fh : K → X, satisfying

lim
h↓0

fh(x) = f(x),

pointwise on K, we have

lim inf
h↓0

1
h

dist (ξ + hfh(ξ);K) = 0

for each ξ ∈ K.
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We notice that, in Theorem 3.1.1, we don’t need to assume that K
has some special topological properties, or that f is continuous. However,
as we can see from the example below, if X is infinite dimensional and f
is merely continuous, the tangency condition f(ξ) ∈ TK(ξ) (and even the
stronger one f(ξ) ∈ FK(ξ)), for all ξ ∈ K, is far from being sufficient for
the viability of K with respect to f .

Example 3.1.1. Let X = c0 be the space of all real sequences (xn)n

with limn xn = 0. This space, endowed with the sup-norm defined by
‖(xn)n‖∞ = sup{|xn| ; n = 1, 2, . . . } for each (xn)n in X, is a real Ba-
nach space. Let f : X → X be defined by f = (fk)k, where

fk((xn)n) = 2
√
|xk| k = 1, 2, . . .

for each (xn)n ∈ X. Take K = X and let us observe that, inasmuch as K is
open, for each ξ ∈ K we have TK(ξ) = X. Therefore f satisfies the tangency
condition (3.1.2) for each ξ ∈ K. On the other hand, f is continuous on
X = c0 and consequently, thanks to Remark 3.1.1, X is viable with respect
to f if and only if, for each ξ ∈ X, there exists δ > 0 such that the
autonomous Cauchy problem {

u′ = f(u)
u(0) = ξ

have at least one C1 solution u : [ 0, δ ] → X. But u : [ 0, δ ] → X is a
solution of the problem above if and only if (uk)k : [ 0, δ ] → X is a solution
of the system of infinitely many differential equations{

u′k = 2
√
|uk|

uk(0) = ξk k = 1, 2, . . . .

Let us assume that the above Cauchy problem or, equivalently, the above
system, corresponding to the specific choice ξ = (1/k2)k, has at least one so-
lution (uk)k : [ 0, δ ] → X, with δ > 0. This system contains infinitely many
uncoupled differential equations with separate variables whose solutions, if
there exist, are necessarily of the form

uk(t) = (t + 1/k)2

for each k = 1, 2, . . . and each t ∈ [ 0, δ ]. Hence (uk)k is defined by these
equalities. But, for all t > 0, we have limk uk(t) = t2, in contradiction with
the fact that (uk(t))k belongs to c0, i.e., limk uk(t) = 0. This contradiction
can be eliminated only if the Cauchy problem in question has no solution.

So, in spite of the fact that f is continuous and satisfies the tangency
condition (3.1.2) in Corollary 3.1.1 with K = X, the latter is not viable
with respect to f .
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3.2. Sufficient conditions for viability

The nonexistence phenomenon in Example 3.1.1 is due to the lack of some
extra conditions on f as “compactness” or “locally Lipschitz properties”.
The aim of the next three sections is to show that, whenever we add one, or
a combination, of the two mentioned properties, the continuity of f along
with the tangency condition in Corollary 3.1.1 is sufficient for the viability
of a locally closed set K with respect to f .

The goal of this section is to state several sufficient conditions of via-
bility of a set K with respect to a function f . It should be noticed that,
as these conditions are also necessary, we will formulate all of them as nec-
essary and sufficient conditions, the necessity part of each one following
from Theorem 3.1.1. Let X and Y be Banach spaces, let K be a nonempty
subset in Y and let f : K → X be a given function1.

Definition 3.2.1. A function f : K → X is called locally compact if it is
continuous and for each η ∈ K there exists ρ > 0 such that f(DY (η, ρ)∩K)
is relatively compact in X. The function f is called compact if it is contin-
uous and carries bounded subsets in K into relatively compact subsets in
X.

Remark 3.2.1. Clearly, each compact function is locally compact. If
K = X = Y and, in addition, X is finite dimensional, each locally compact
function is compact. In the latter case each continuous function is locally
compact. However, we notice that, when K ⊆ X and K does not coincide
with X, even if the latter is finite dimensional, there exist locally compact
functions which are not compact. Furthermore, if K is locally compact
and f is continuous, then f is locally compact even though X is infinite
dimensional.

Definition 3.2.2. If K ⊆ Y , we say that f : K → X is locally Lipschitz
if for each ξ ∈ K there exist ρ > 0 and L > 0 such that

‖f(u)− f(v)‖ ≤ L‖u− v‖ (3.2.1)

for each u, v ∈ D(ξ, ρ)∩K. It is globally Lipschitz if there exists L > 0 such
that (3.2.1) holds for each u, v ∈ K.

Definition 3.2.3. Let Y and X be two Banach spaces and let D ⊆ Y .
A function f : D → X is called locally β-compact if it is continuous and, for
each y ∈ D, there exist r > 0 and a uniqueness function ω : R+ → R+, such

1In fact only two specific situations will be considered: the first one when Y = X,
which corresponds to the autonomous case, and the second one when Y = R×X, which
corresponds to the nonautonomous one.
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that f(DY (y, r) ∩ D) is bounded and, for each subset C in DY (y, r) ∩D,
we have

βX(f(C)) ≤ ω(βY (C)), (3.2.2)
where βX is the Hausdorff measure of noncompactness on X and βY is the
Hausdorff measure of noncompactness on Y .

A function f : D → X is called β-compact if it is continuous and, for
each bounded subset C in D, (3.2.2) is satisfied.

In order to simplify the notation, in all that follows, whenever any
possibility of confusion will be ruled out by the context, we will denote
both functions βX and βY with the very same symbol, β.

Remark 3.2.2. If Y is finite dimensional and D ⊆ Y is locally closed,
each continuous function f : D → X is locally β-compact. Also, if Y is finite
dimensional and D ⊆ Y is closed, each continuous function f : D → X is
β-compact.

Remark 3.2.3. Each locally compact function is locally β-compact.
Moreover, each locally Lipschitz function is locally β-compact. Since the
sum of each two locally β-compact functions is locally β-compact, it follows
that each function f of the form f = f1+f2, with f1 locally compact and f2

locally Lipschitz, is locally β-compact. Also each compact function, as well
as each globally Lipschitz function is β-compact. Finally, each β-compact
function is locally β-compact.

Theorem 3.2.1. Let X be a Banach space, let K ⊆ X be a nonempty
and locally closed set and let f : K → X be a locally β-compact function. A
necessary and sufficient condition in order that K be viable with respect to
f is to exist the family of functions {fh; h ∈ (0, 1)}, fh : K → X, satisfying
limh↓0 fh(ξ) = f(ξ) for each ξ ∈ K, and such that

lim inf
h↓0

1
h

dist (ξ + hfh(ξ);K) = 0

for each ξ ∈ K.

Proposition 2.4.4 implies that Theorem 3.2.1 is equivalent to

Theorem 3.2.2. Let X be a Banach space, let K ⊆ X be a nonempty
and locally closed set and let f : K → X be a locally β-compact function.
A necessary and sufficient condition in order that K be viable with respect
to f is the tangency condition

f(ξ) ∈ TK(ξ) (3.2.3)

for each ξ ∈ K.
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The next two results are immediate corollaries of Theorem 3.2.2.

Theorem 3.2.3. Let X be a Banach space, let K ⊆ X be a nonempty
and locally closed set and let f : K → X be a locally Lipschitz function.
Then, a necessary and sufficient condition in order that K be viable with
respect to f is the tangency condition (3.2.3).

Theorem 3.2.4. Let X be a Banach space, let K ⊆ X be a nonempty
and locally closed set and let f : K → X be a locally compact function.
Then, a necessary and sufficient condition in order that K be viable with
respect to f is the tangency condition (3.2.3).

Theorem 3.2.5. Let X be a Banach space, let K ⊆ X be nonempty
and locally closed and let f : K → X be continuous. Let us assume that
K is proximal and the norm ‖ · ‖ is Gâteaux differentiable at each x ∈ X,
x 6= 0. Then the following conditions are equivalent :

(i) for every ξ ∈ K, f(ξ) ∈ CK(ξ) ;
(ii) for every ξ ∈ K, f(ξ) ∈ TK(ξ) ;
(iii) for every ξ ∈ K, f(ξ) ∈ BK(ξ) ;
(iv) the set K is viable with respect to f .

In general, if G : K ; X is such that CK(ξ) ⊆ G(ξ) ⊆ BK(ξ) for each
ξ ∈ K, then each one of the conditions above is equivalent to

(v) for every ξ ∈ K, f(ξ) ∈ G(ξ).

Finally, from Theorem 3.2.4, we easily deduce the autonomous version
of the celebrated Nagumo Viability Theorem, i.e.,

Theorem 3.2.6. Let X be finite dimensional, let K ⊆ X be nonempty
and locally closed and let f : K → X be continuous. Then, a necessary
and sufficient condition in order that K be viable with respect to f is the
tangency condition (3.2.3).

3.3. Existence of ε-approximate solutions

In this section and the next one, we will prove Theorem 3.2.2 which, as we
already have mentioned, is equivalent to Theorem 3.2.1. As the necessity
part follows from Theorem 3.1.1, here we will focus our attention only on
the sufficiency.

The first step is concerned with the existence of “approximate solutions”
to the autonomous Cauchy problem below{

u′(t) = f(u(t))
u(0) = ξ,

(3.3.1)

where K ⊆ X and f : K → X are as in Theorem 3.2.2 and ξ ∈ K.
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Thus, let ξ ∈ K. Since K is locally closed, there exists ρ > 0 such that
the set D(ξ, ρ) ∩K be closed. Next, diminishing ρ > 0 if necessary, we can
choose M > 0 and T > 0 such that

‖f(x)‖ ≤ M (3.3.2)

for every x ∈ D(ξ, ρ) ∩K, and

T (M + 1) ≤ ρ. (3.3.3)

The possibility of diminishing ρ in order to find M > 0 satisfying (3.3.2)
is a consequence of the fact that f is continuous and thus locally bounded,
i.e., f is bounded on D(ξ, ρ) ∩K provided ρ > 0 is small enough. Finally,
taking a sufficiently small T > 0, we obtain (3.3.3).

Lemma 3.3.1. Let X be a Banach space, let K ⊆ X be nonempty and
locally closed and let f : K → X be continuous and satisfying f(ξ) ∈ TK(ξ)
for each ξ ∈ K. Let ξ ∈ K, ρ > 0, M > 0 and T > 0 be fixed as above.

Then, for each ε ∈ (0, 1), there exist σ : [ 0, T ] → [ 0, T ] nondecreasing,
g : [ 0, T ] → X Riemann integrable and u : [ 0, T ] → X continuous, such
that :

(i) t− ε ≤ σ(t) ≤ t for each t ∈ [ 0, T ];
(ii) ‖g(t)‖ ≤ ε for each t ∈ [ 0, T ];
(iii) u(σ(t)) ∈ D(ξ, ρ) ∩K for all t ∈ [ 0, T ] and u(T ) ∈ D(ξ, ρ) ∩K;

(iv) u(t) = ξ +
∫ t

0
f(u(σ(s))) ds +

∫ t

0
g(s) ds for each t ∈ [ 0, T ].

Before proceeding to the proof of Lemma 3.3.1 we introduce

Definition 3.3.1. A triple (σ, g, u), satisfying (i), (ii), (iii) and (iv) in
Lemma 3.3.1, is called an ε-approximate solution to the Cauchy problem
(3.3.1) on the interval [ 0, T ].

We may now pass to the proof of Lemma 3.3.1.

Proof. We begin by showing the existence of an ε-approximate solution
on an interval [ 0, δ ] with δ ∈ (0, T ]. As, for every ξ ∈ K, f satisfies the
tangency condition f(ξ) ∈ TK(ξ), from Proposition 2.4.2, it follows that
there exist δ ∈ (0, T ], δ ≤ ε and p ∈ X with ‖p‖ ≤ ε, such that

ξ + δf(ξ) + δp ∈ K.

Now let us define σ : [ 0, δ ] → [ 0, δ ], g : [ 0, δ ] → X and u : [ 0, δ ] → X by



σ(t) = 0 for t ∈ [ 0, δ ]
g(t) = p for t ∈ [ 0, δ ]
u(t) = ξ + tf(ξ) + tp for t ∈ [ 0, δ ].
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One can readily see that the triple (σ, g, u) is an ε-approximate solution to
the Cauchy problem (3.3.1) on the interval [ 0, δ ]. Indeed the conditions (i),
(ii) and (iv) are obviously fulfilled, while (iii) follows from (3.3.2), (3.3.3)
and (i). To show the latter assertion, we observe that, for every t ∈ [ 0, δ ],
u(σ(t)) = ξ and therefore u(σ(t)) ∈ D(ξ, ρ) ∩K. Clearly u(δ) ∈ K. On the
other hand, by (3.3.2) and (3.3.3), we deduce

‖u(δ)− ξ‖ ≤ δ‖f(ξ)‖+ δ‖p‖ ≤ T (M + 1) ≤ ρ.

Thus (iii) is satisfied. Next, we will prove the existence of an ε-approximate
solution defined on the whole interval [ 0, T ]. To this aim we shall make
use of Brezis–Browder Theorem 2.1.1, as follows. Let S be the set of all
ε-approximate solutions to the problem (3.3.1) having the domains of def-
inition of the form [ 0, c ] with c ∈ (0, T ]. On S we define the relation ¹
by

(σ1, g1, u1) ¹ (σ2, g2, u2)

if the domain of definition [ 0, c1] of the first triple is included in the do-
main of definition [ 0, c2] of the second triple and the two ε-approximate
solutions coincide on the common part of the domains. Obviously ¹ is
a preorder relation on S. Let us first show that each increasing sequence
((σm, gm, um))m is bounded from above. Indeed, let ((σm, gm, um))m be an
increasing sequence, and let c∗ = limm cm, where [ 0, cm ] denotes the do-
main of definition of (σm, gm, um). Clearly, c∗ ∈ (0, T ]. We will show that
there exists at least one element, (σ∗, g∗, u∗) ∈ S, defined on [ 0, c∗ ] and
satisfying (σm, gm, um) ¹ (σ∗, g∗, u∗) for each m ∈ N. In order to do this,
let us prove first that there exists limm um(cm). For each m, k ∈ N, m ≤ k,
we have um(s) = uk(s) for all s ∈ [ 0, cm ]. Taking into account of (iii), (iv)
and (3.3.2), we deduce

‖um(cm)− uk(ck)‖ ≤
∫ ck

cm

[‖f(uk(σk(θ)))‖+ ‖gk(θ)‖] dθ ≤ (M + ε)|ck − cm|

for every m, k ∈ N, which proves that there exists limm um(cm). Since for
every m ∈ N, um(cm) ∈ D(ξ, ρ) ∩ K, and the latter is closed, it readily
follows that limm um(cm) ∈ D(ξ, ρ)∩K. Furthermore, because all the func-
tions in the set {σm; m ∈ N} are nondecreasing, with values in [ 0, c∗ ],
and satisfy σm(cm) ≤ σp(cp) for every m, p ∈ N with m ≤ p, there exists
limm σm(cm) and this limit belongs to [ 0, c∗ ]. This shows that we can define
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the triple of functions (σ∗, g∗, u∗) : [ 0, c∗] → [ 0, c∗]×X ×X by

σ∗(t) =
{

σm(t) for t ∈ [ 0, cm ]
limm σm(cm) for t = c∗

g∗(t) =
{

gm(t) for t ∈ [ 0, cm ]
0 for t = c∗

u∗(t) =
{

um(t) for t ∈ [ 0, cm ]
limm um(cm) for t = c∗.

One can easily see that (σ∗, g∗, u∗) is an ε-approximate solution which is an
upper bound for ((σm, gm, um))m. Now, let us define the function N : S → R
by N((σ, g, u)) = c, where [ 0, c ] is the domain of definition of (σ, g, u).
Clearly N satisfies the hypotheses of Brezis-Browder Theorem 2.1.1. Then,
S contains at least one N-maximal element (σ, g, u), defined on [ 0, c ]. In
other words, if (σ̃, g̃, ũ) ∈ S, defined on [ 0, c̃ ], satisfies (σ, g, u) ¹ (σ̃, g̃, ũ),
then we necessarily have c = c̃. We will next show that c = T . Indeed, let
us assume by contradiction that c < T . Since

‖u(c)− ξ‖ ≤
∫ c

0
‖f(u(σ(s)))‖ ds +

∫ c

0
‖g(s)‖ ds ≤ c(M + ε)

≤ c(M + 1) < T (M + 1),

we deduce that
‖u(c)− ξ‖ < ρ. (3.3.4)

Then, as u(c) ∈ K and f(u(c)) ∈ TK(u(c)), there exist δ ∈ (0, T − c), δ ≤ ε
and p ∈ X, ‖p‖ ≤ ε, such that u(c) + δf(u(c)) + δp ∈ K. From (3.3.4), it
follows that we can diminish δ if necessary, in order to have

‖u(c) + δf(u(c)) + δp− ξ‖ ≤ ρ. (3.3.5)

Let us define the functions σ : [ 0, c + δ] → [ 0, c + δ] and g : [ 0, c + δ] → X
by

σ(t) =
{

σ(t) for t ∈ [ 0, c ]
c for t ∈ (c, c + δ ] , g(t) =

{
g(t) for t ∈ [ 0, c ]
p for t ∈ (c, c + δ ].

Clearly, g is Riemann integrable on [ 0, c + δ ] and ‖g(t)‖ ≤ ε for every
t ∈ [ 0, c + δ ]. We define u : [ 0, c + δ ] → X by

u(t) =
{

u(t) for t ∈ [ 0, c ]
u(c) + (t− c)f(u(c)) + (t− c)p for t ∈ (c, c + δ ].

Obviously

u(t) = ξ +
∫ t

0
f(u(σ(θ))) dθ +

∫ t

0
g(θ) dθ



70 Nagumo type viability theorems

for every t ∈ [ 0, c + δ ] and thus σ, g and u satisfy the conditions (i), (ii)
and (iv). Let us observe that

u(σ(t)) =
{

u(σ(t)) for t ∈ [ 0, c ]
u(c) for t ∈ [ c, c + δ ],

and so u(σ(t)) ∈ D(ξ, ρ) ∩ K which proves (iii). Furthermore, from the
choice of δ and p, we have u(c + δ) = u(c) + δf(u(c)) + δp ∈ K. Moreover,
from (3.3.5), we conclude ‖u(c + δ)− ξ‖ = ‖u(c) + δf(u(c)) + δp− ξ‖ ≤ ρ
and consequently u satisfies (iii). Thus (σ, g, u) ∈ S.

Finally, inasmuch as (σ, g, u) ¹ (σ, g, u) and c < c + δ, it follows that
(σ, g, u) is not an N-maximal element. But this is absurd. This contradiction
can be eliminated only if each N-maximal element in the set S is defined
on [ 0, T ]. ¤

3.4. Convergence of ε-approximate solutions

The goal of this section is to prove the convergence of a suitably chosen
sequence of ε-approximate solutions. We may now proceed to the proof of
Theorem 3.2.2.

Proof. Let us consider a sequence (εn)n in (0, 1), decreasing to 0, and
let ((σn, gn, un))n be a sequence of εn-approximate solutions of (3.3.1) on
[ 0, T ]. Diminishing ρ > 0 and T > 0 if necessary, we may assume that the
conclusion of Lemma 3.3.1 holds true and, in addition, f is β-compact on
D(ξ, ρ) ∩K.

We will show first that (un)n has at least one convergent subsequence
in the sup-norm. Let M > 0 as in (3.3.2) and let us observe that, by (i),
(ii) and (iv)2, we have

‖un(t)− un(σn(t))‖ ≤ (M + 1)εn (3.4.1)

for each t ∈ [ 0, T ].
We consider first the case when X is separable. From (3.4.1), (iv), the

fact that f is β-compact on D(ξ, ρ) ∩K, Lemma 2.7.2 and Remark 2.7.1,
it follows

β({un(t); n ≥ k})

≤ β

({∫ t

0
f(un(σn(s))) ds; n ≥ k

})
+ β

({∫ t

0
gn(s) ds; n ≥ k

})

≤
∫ t

0
β ({f(un(σn(s))); n ≥ k}) ds +

∫ t

0
β ({gn(s); n ≥ k}) ds

2Within this proof, all the quotations to items like (i)∼(iv) refer to the corresponding
items in Lemma 3.3.1.
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≤
∫ t

0
ω(β({un(σn(s)); n ≥ k})) ds + Tεk

≤
∫ t

0
ω(β({un(s); n ≥ k}+ {un(σn(s))− un(s); n ≥ k})) ds + Tεk

≤
∫ t

0
ω(β{un(s); n ≥ k}+ (M + 1)εk) ds + Tεk.

For k = 1, 2, . . . , let us denote by xk(t) = β({un(t); n ≥ k}) + (M + 1)εk,
and by γk = (M + T + 1)εk. The inequality above rewrites as

xk(t) ≤ γk +
∫ t

0
ω(xk(s)) ds

for each t ∈ [ 0, T ]. By Lemma 1.8.2, diminishing T > 0 if necessary, we
may assume that limk xk(t) = 0 uniformly for t ∈ [ 0, T ]. But this shows
that limk β({un(t); n ≥ k}) = 0 and thus we are in the hypotheses of
Lemma 2.7.3. So, for each t ∈ [ 0, T ], {un(t); n = 1, 2, . . . } is relatively
compact. From (ii), (iv) and (3.3.2), we conclude that {un; n = 1, 2, . . . }
is equicontinuous. By Arzelà–Ascoli Theorem 1.3.6, we deduce that there
exists u ∈ C([ 0, T ]; X) such that, on a subsequence at least,

lim
n

un(t) = u(t)

uniformly for t ∈ [ 0, T ]. In view of (3.4.1), we have also

lim
n

un(σn(t)) = u(t)

uniformly for t ∈ [ 0, T ]. From (iii) and the fact that D(ξ, ρ) ∩K is closed,
we conclude that u(t) ∈ D(ξ, ρ)∩K for each t ∈ [ 0, T ]. Passing to the limit
for n →∞ in (iv) with u, σ and g substituted by un, σn and gn respectively,
we deduce that

u(t) = ξ +
∫ t

0
f(u(s)) ds

for each t ∈ [ 0, T ]. Thus u is a solution of (3.3.1). This completes the proof
of Theorem 3.2.2 in the case when X is separable.

If X is not separable, there exists a separable and closed subspace, Y , of
X such that un(t), f(un(σn(t))), gn(t) ∈ Y for n = 1, 2, . . . and t ∈ [ 0, T ].
From Problem 2.7.2 and from the monotonicity of ω, we have

βY (f(C)) ≤ 2β(f(C)) ≤ 2ω(β(C)) ≤ 2ω(βY (C)),

for each set C ⊆ D(ξ, ρ)∩K∩Y . In view of Remark 1.8.1, 2ω is a uniqueness
function too. Repeating the routine above, with β replaced by βY and ω
replaced by 2ω, using Remark 2.7.3 instead of Lemma 2.7.2 and the fact
that the restriction of βY — as defined in Problem 2.7.2 — to B(Y ) is
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the Hausdorff measure of noncompactness on Y , we conclude that, for each
t ∈ [ 0, T ], {un(t); n = 1, 2, . . . } is relatively compact in Y . But Y is a
subspace of X and, from now on, we have to repeat the same arguments as
in the case when X is separable. This completes the proof. ¤

Problem 3.4.1. Give a direct proof of Nagumo’s Theorem 3.2.6 avoid-
ing the use of the measure of noncompactness.

Problem 3.4.2. Give a direct proof of Theorem 3.2.3 avoiding the use
of the measure of noncompactness.

Problem 3.4.3. Give a direct proof of Theorem 3.2.4 avoiding the use
of the measure of noncompactness.

3.5. Extension to the nonautonomous case

In this section we will show how the results established before for the
autonomous equation u′(t) = f(u(t)) extend to the nonautonomous one
u′(t) = f(t, u(t)). So, let X be a real Banach space, C a nonempty subset in
R×X, f : C → X a given function and let us consider the Cauchy problem
for the nonautonomous differential equation

{
u′(t) = f(t, u(t))
u(τ) = ξ.

(3.5.1)

Definition 3.5.1. A solution of (3.5.1) on [ τ, T ] is an everywhere
differentiable function u : [ τ, T ] → X satisfying:

(i) (t, u(t)) ∈ C for each t ∈ [ τ, T ] and
(ii) u′(t) = f(t, u(t)) for each t ∈ [ τ, T ] and u(τ) = ξ.

Definition 3.5.2. The set C is viable with respect to f if for each
(τ, ξ) ∈ C there exist T ∈ R, T > τ , and a solution u : [ τ, T ] → X of
(3.5.1).

Remark 3.5.1. If f is continuous, C is viable with respect to f if and
only if for each (τ, ξ) ∈ C there exists T ∈ R, T > τ such that the Cauchy
problem (3.5.1) have at least one C1 solution u : [ τ, T ] → X.

We will rewrite the nonautonomous problem above as an autonomous
one in the space X = R×X, endowed with the norm

‖(t, u)‖X =
√
|t|2 + ‖u‖2,
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for each (t, u) ∈ X.3 Namely, set z(s) = (t(s), u(s)) and F (z) = (1, f(z)),
for s ∈ [ 0, T − τ ]. Then, the Cauchy problem above is equivalent to{

z′(s) = F (z(s))
z(0) = (τ, ξ). (3.5.2)

So, all the viability results proved before extend in an obvious way to the
nonautonomous case via the transformations above. For instance, we have

Theorem 3.5.1. If C is viable with respect to f : C → X then, for each
(τ, ξ) ∈ C, we have (1, f(τ, ξ)) ∈ FC(τ, ξ).

Corollary 3.5.1. If C is viable with respect to f : C → X then, for
each (τ, ξ) ∈ C, we have (1, f(τ, ξ)) ∈ TC(τ, ξ).

Remark 3.5.2. If C is a cylindrical domain, i.e. C = I × K with I
an interval open to the right and K a subset in X, then the tangency
conditions :

(i) (1, f(τ, ξ)) ∈ TC(τ, ξ) and
(ii) f(τ, ξ) ∈ TK(ξ)

are equivalent.

Problem 3.5.1. Let f : I ×K → X. Assume that, for some ξ ∈ K,
t 7→ f(t, ξ) is continuous from the right at τ ∈ I. Then f(τ, ξ) ∈ TK(ξ) if
and only if

lim inf
h↓0

1
h

dist
(

ξ +
∫ τ+h

τ
f(θ, ξ) dθ; K

)
= 0. (3.5.3)

Theorem 3.5.2. Let X be a Banach space, C ⊆ R × X a nonempty
and locally closed set and let f : C → X be a locally β-compact function. A
necessary and sufficient condition in order that C be viable with respect to
f is that

(1, f(τ, ξ)) ∈ TC(τ, ξ) (3.5.4)
for each (τ, ξ) ∈ C.

Proof. Let us observe that u : [ τ, T ] → X is a solution of (3.5.1) if
and only if z : [ 0, T − τ ] → C, z(s) = (s + τ, u(s + τ)) is a solution of the
autonomous Cauchy problem (3.5.2). Since F is continuous and satisfies
both F (z) ∈ TC(z) for each z ∈ C and

βX(F (B)) = βX({1} × f(B)) = βX(f(B)) ≤ ω(βX(B))

for each bounded subset B in C, the conclusion follows from Theorem 3.2.2.
¤

3In fact, all the results which will follow, except for Theorem 3.5.6, remain unchanged
if, on X, we consider any other equivalent norm.
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The next two results are immediate corollaries of Theorem 3.5.2.

Theorem 3.5.3. Let X be a Banach space, C ⊆ R×X a nonempty and
locally closed set and let f : C → X be a locally compact function. Then, a
necessary and sufficient condition in order that C be viable with respect to
f is the tangency condition (3.5.4).

Theorem 3.5.4. Let X be a Banach space, C ⊆ R×X a nonempty and
locally closed set and let f : C → X be a locally Lipschitz function. Then, a
necessary and sufficient condition in order that C be viable with respect to
f is the tangency condition (3.5.4).

From Theorem 3.5.3, we deduce the Nagumo Viability Theorem, i.e.,

Theorem 3.5.5. Let X be finite dimensional, let C ⊆ R × X be a
nonempty and locally closed set and let f : C → X be a continuous function.
Then, a necessary and sufficient condition in order that C be viable with
respect to f is the tangency condition (3.5.4).

We notice that, since the results above concern the forward existence
property, all extend to the slightly more general case of forward locally
closed sets defined below.

Definition 3.5.3. A set C ⊆ R×X is called forward locally closed if for
each (τ, ξ) ∈ C there exist T > τ and ρ > 0 such that ([ τ, T ]×D(ξ, ρ))∩C

is closed.

Using Proposition 2.5.1 and Remark 3.5.2, we deduce

Theorem 3.5.6. Let X be a Banach space, X = R × X, K ⊆ X

a nonempty and locally closed set and let f : K → X be continuous.
Let us assume that K is proximal and the norm, ‖ · ‖, on X is Gâteaux
differentiable at each x ∈ X, x 6= 0, and X is endowed with the norm
‖(t, u)‖X =

√
|t|2 + ‖u‖2, for each (t, u) ∈ X. Then the following condi-

tions are equivalent :
(i) for every (τ, ξ) ∈ K, (1, f(τ, ξ)) ∈ CK(τ, ξ) ;
(ii) for every (τ, ξ) ∈ K, (1, f(τ, ξ)) ∈ TK(τ, ξ) ;
(iii) for every (τ, ξ) ∈ K, (1, f(τ, ξ)) ∈ BK(τ, ξ) ;
(iv) the set K is viable with respect to f .

In general, if G : K ; R×X is such that CK(τ, ξ) ⊆ G(τ, ξ) ⊆ BK(τ, ξ) for
each (τ, ξ) ∈ K, then each one of the conditions above is equivalent to

(v) for every (τ, ξ) ∈ K, (1, f(τ, ξ)) ∈ G(τ, ξ).

Proof. Let us observe that the norm

‖(t, x)‖X =
√
|t|2 + ‖x‖2
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is Gâteaux differentiable at each (t, x) ∈ X, (t, x) 6= (0, 0). ¤

Remark 3.5.3. Since in the construction of the ε-approximate solu-
tions only a countable set of values of both t and ξ is needed, one may ask
whether or not we can relax the tangency condition (3.5.4) to hold merely
for (τ, ξ) in a certain dense, possibly countable, subset in C. The next ex-
ample shows that the answer to this natural question is in the negative.

Example 3.5.1. Let g : [ 0, 1) → R be a function which is contin-
uous, strictly increasing and g′(t) = 0 a.e. for t ∈ [ 0, 1). An example of
such a function was given by Zaanen-Luxemburg [186]. See also Gelbaum-
Olmsted [100], Example 30, p. 105. Let C ⊆ R×R the graph of g. Then the
function f ≡ 0 satisfies the tangency condition (1, 0) ∈ TC((τ, g(τ))) for a.a.
τ ∈ [ 0, 1), but the Cauchy problem u′(t) = 0 and u(0) = 0 has no solution
in the sense of Definition 3.1.1. So, we cannot replace the “everywhere”
tangency condition (3.5.4) with an “almost everywhere” one.

The following “cylindrical” nonautonomous variant of Lemma 3.3.1 will
prove useful in the sequel.

Lemma 3.5.1. Let X be a real Banach space, K a nonempty, locally
closed subset in X, I a nonempty and open interval and f : I ×K → X a
continuous function satisfying the tangency condition f(τ, ξ) ∈ TK(ξ) for
each (τ, ξ) ∈ I × K. Then, for each (τ, ξ) ∈ I × K and each continuous
extension F : I ×X → X of f , there exist ρ > 0, T ∈ I, T > τ and M > 0
and such that D(ξ, ρ)∩K is closed and, for each ε ∈ (0, 1), there exist one
family of nonempty and pairwise disjoint intervals: PT = {[ tm, sm); m ∈
Γ}, with Γ finite or countable, and two functions, r : [ τ, T ] → X Riemann
integrable, and u : [ τ, T ] → X continuous, satisfying :

(i)
⋃

m∈Γ[ tm, sm) = [ τ, T ) and sm − tm ≤ ε for each m ∈ Γ ;
(ii) u(tm) ∈ D(ξ, ρ) ∩K for each m ∈ Γ and u(T ) ∈ D(ξ, ρ) ∩K ;
(iii) ‖F (t, v)‖ ≤ M for each (t, v) ∈ [ τ, T ]×D(ξ, ρ) ;
(iv) ‖r(t)‖ ≤ ε for each t ∈ [ τ, T ] ;
(v) for each m ∈ Γ and each t ∈ [ tm, sm), u satisfies

u(t) = u(tm) +
∫ t

tm

f(θ, u(tm)) dθ +
∫ t

tm

r(θ) dθ ;

(vi) for each m ∈ Γ, we have

sup
s∈[ tm,sm)

‖f(s, u(tm))− F (s, u(s))‖ ≤ ε.

Problem 3.5.2. Use Problem 3.5.1 to prove Lemma 3.5.1.
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Another class of functions which play a crucial role in ordinary differ-
ential equations is defined below.

Definition 3.5.4. A function f : I ×K → X is called locally almost-
dissipative if for each (τ, ξ) ∈ I ×K there exist T > τ and ρ > 0 such that
[ τ, T ] ⊆ I, D(ξ, ρ) ∩ K is closed, and there exist a continuous extension
F : [ τ, sup I) × X → X of f and a Carathéodory uniqueness function
ω : I × R+ → R+ such that

[ u− v, F (t, u)− F (t, v) ]+ ≤ ω(t, ‖u− v‖)
for each (t, u), (t, v) ∈ [ τ, T ]×D(ξ, ρ).

The next result refers to the viability of a cylindrical set with respect
to an almost dissipative function.

Theorem 3.5.7. Let I be a nonempty and open interval, K ⊆ X a
nonempty and locally closed set and let f : I × K → X be continuous
and locally almost dissipative. Then, a necessary and sufficient condition
in order that I×K be viable with respect to f is that, for each (τ, ξ) ∈ I×K,
the tangency condition f(τ, ξ) ∈ TK(ξ) be satisfied.

Problem 3.5.3. Use Lemma 3.5.1 to prove Theorem 3.5.7.

We conclude this section with another “cylindrical” nonautonomous
variant of Lemma 3.3.1 whose proof, based on Problem 3.5.1, being very
similar with that one of Lemma 3.3.1 is left to the reader. We notice that
this variant will prove useful in Chapter 4 when dealing with sufficient
conditions for invariance. See for instance the proof of Theorem 4.1.3.

Lemma 3.5.2. Let X be a real Banach space, K a nonempty, locally
closed subset in X, I a nonempty and open interval and f : I ×K → X a
continuous function satisfying the tangency condition f(τ, ξ) ∈ TK(ξ) for
each (τ, ξ) ∈ I × K. Then, for each (τ, ξ) ∈ I × K, there exist ρ > 0,
T ∈ I, T > τ and M > 0 and such that D(ξ, ρ)∩K is closed and, for each
ε ∈ (0, 1), there exist σ : [ τ, T ] → [ τ, T ] nondecreasing, g : [ τ, T ] → X
Riemann integrable and u : [ τ, T ] → X continuous, such that :

(i) t− ε ≤ σ(t) ≤ t for each t ∈ [ τ, T ];
(ii) ‖g(t)‖ ≤ ε for each t ∈ [ τ, T ];
(iii) ‖f(t, u)‖ ≤ M for each t ∈ [ τ, T ] and u ∈ D(ξ, ρ) ∩K ;
(iv) u(σ(t)) ∈ D(ξ, ρ) ∩K for all t ∈ [ τ, T ] and u(T ) ∈ D(ξ, ρ) ∩K;

(v) u(t) = ξ +
∫ t

τ
f(s, u(σ(s))) ds +

∫ t

τ
g(s) ds for each t ∈ [ τ, T ] ;

(vi) ‖u(σ(t))− u(t)‖ ≤ (M + 1)ε for each t ∈ [ τ, T ].
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Problem 3.5.4. Give a direct proof of Theorem 3.5.5 avoiding the use
of the measure of noncompactness.

Problem 3.5.5. Give a direct proof of Theorem 3.5.4 avoiding the use
of the measure of noncompactness.

3.6. Global solutions

Let C ⊆ R × X be nonempty and let f : C → X. In this section we
will prove some results concerning the existence of noncontinuable, or even
global solutions to the Cauchy problem{

u′(t) = f(t, u(t))
u(τ) = ξ.

(3.6.1)

We recall that a solution u : [ τ, T ) → X to (3.6.1) is called noncontinuable,
if there is no other solution v : [ τ, T̃ ) → X of the same equation, with
T < T̃ and satisfying u(t) = v(t) for all t ∈ [ τ, T ). The solution u is called
global if T = TC, where

TC = sup{t ∈ R; there exists η ∈ X, with (t, η) ∈ C}. (3.6.2)

The next theorem follows from Brezis–Browder Theorem 2.1.1.

Theorem 3.6.1. Let X be a Banach space, let C ⊆ R×X be nonempty
and let f : C → X. The following conditions are equivalent :

(i) C is viable with respect to f ;
(ii) for each (τ, ξ) ∈ C there exists at least one noncontinuable solution

u : [τ, T ) → X of (3.6.1).

Proof. Clearly (ii) implies (i). To prove that (i) implies (ii) it suffices to
show that every solution u can be continued up to a noncontinuable one. To
this aim, we will make use of Brezis–Browder Theorem 2.1.1. Let S be the
set of all solutions to (3.6.1), defined at least on [ τ, T ), and coinciding with u
on that interval. On the set S which, by virtue of (i), is nonempty, we define
the binary relation ¹ by u ¹ v if the domain [ τ, Tv) of v is larger that the
domain [ τ, Tu) of u, i.e., Tu ≤ Tv, and u(t) = v(t) for all t ∈ [ τ, Tu). Clearly
¹ is a preorder on S. Next, let (um)m be an increasing sequence in S, and
let us denote by [ τ, Tm) the domain of definition of um. Let T ∗ = limm Tm,
which is finite, or not, and let us define u∗ : [ τ, T ∗) → X by u∗(t) = um(t)
for each t ∈ [ τ, Tm). Since (Tm)m is increasing and um(t) = uk(t) for
each m ≤ k and each t ∈ [ τ, Tm), u∗ is well-defined and belongs to S.
Moreover, u∗ is an upper bound of (um)m. Thus each increasing sequence
in S is bounded from above. Moreover, the function N : S → R, defined
by N(v) = Tv, for each v ∈ S, is increasing, and therefore we are in the
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hypotheses of Theorem 2.1.1. Accordingly, for u ∈ S, there exists at least
one element u ∈ S with u ¹ u and, in addition, u ¹ ũ implies Tu = Tu. But
this means that u is noncontinuable, and, of course, that it extends u. The
proof is complete. ¤

Remark 3.6.1. Notice that in Theorem 3.6.1 we don’t need to assume
C to be locally closed or f to be continuous.

Theorem 3.6.2. Let X be a Banach space, let K be a nonempty and
locally closed subset in R×X and let f : K → X be a continuous function.
Let us assume that K is proximal and the norm ‖·‖ is Gâteaux differentiable
at each x ∈ X, x 6= 0. Then, a necessary and sufficient condition in order
that for each (τ, ξ) ∈ K there exists at least one noncontinuable solution to
(3.6.1) is anyone of the five equivalent conditions in Theorem 3.5.6.

Proof. In view of Theorem 3.5.6, each one of the conditions (i)∼ (v)
is equivalent to the viability of K with respect to f . The conclusion follows
from Theorem 3.6.1, and the proof is complete. ¤

We conclude this section with a result concerning the existence of global
solutions.

Definition 3.6.1. A function f : C → X is called positively sublinear
if there exist three continuous functions a : R → R+, b : R → R+, and
c : R→ R+ such that

‖f(t, ξ)‖ ≤ a(t)‖ξ‖+ b(t)

for each (t, ξ) ∈ Kc
+(f), where

Kc
+(f) = {(t, ξ) ∈ C; ‖ξ‖ > c(t) and [ ξ, f(t, ξ) ]+ > 0} .

We recall that here [ ξ, η ]+ is the right directional derivative of the norm
‖ · ‖ calculated at ξ in the direction η.

Remark 3.6.2. There are three important specific cases in which f is
positively sublinear:

(i) when f is bounded on C ;
(ii) when f is globally Lipschitz ;
(iii) when f satisfies the “sign condition” [ ξ, f(t, ξ) ]+ ≤ 0 for each

(t, ξ) ∈ C.

Definition 3.6.2. The set C is X-closed if for each sequence ((tn, ξn))n

in C with limn(tn, ξn) = (t, ξ), with t < TC, where TC is given by (3.6.2), it
follows that (t, ξ) ∈ C.

A typical example of X-closed set is C = I ×K with I a nonempty and
open to the right interval and K ⊆ X nonempty and closed.

˜
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Theorem 3.6.3. Let X be a Banach space, let C ⊆ R×X be nonempty
and let f : C → X be a given function. If C is X-closed, f maps bounded
subsets in C into bounded subsets in X, is positively sublinear, and C is
viable with respect to f , then each solution of (3.6.1) can be continued up
to a global one, i.e. defined on [ τ, TC), where TC is given by (3.6.2).

Proof. Since C is viable with respect to f , by Theorem 3.6.1, for each
(τ, ξ) ∈ C, there exists at least one noncontinuable solution u : [ τ, T ) → X
to (3.6.1). We will show that T = TC. To this aim, let us assume the con-
trary, i.e., that T < TC. In particular this means that T < +∞. Integrating
from τ to t the equality [u(s), u′(s) ]+ = d+

ds (‖u(·)‖)(s) for s ∈ [ τ, T ), we
get

‖u(t)‖ = ‖ξ‖+
∫ t

τ
[ u(s), f(s, u(s)) ]+ ds

for each t ∈ [ τ, T ). Let us denote by

Et = {s ∈ [ τ, t ]; [u(s), f(s, u(s)) ]+ > 0 and ‖u(s)‖ > c(s)},
Gt = {s ∈ [ τ, t ]; [ u(s), f(s, u(s)) ]+ ≤ 0},
Ht = {s ∈ [ τ, t ]; ‖u(s)‖ ≤ c(s)}.

Using (ii) in Exercise 1.6.1, we get

[ u, v ]+ ≤ ‖v‖
for each u, v ∈ X. From this inequality, taking into account that, for each
t ∈ [ τ, T ], Ht ⊆ HT , we get

‖u(t)‖ ≤ ‖ξ‖+
∫

Et

[a(s)‖u(s)‖+ b(s)] ds +
∫

Ht\Gt

[u(s), f(s, u(s)) ]+ ds

≤ ‖ξ‖+
∫

Et

[a(s)‖u(s)‖+ b(s)] ds +
∫

HT

‖f(s, u(s))‖ ds.

But f maps bounded subsets in C into bounded subsets in X and therefore
there exists m > 0 such that

sup{‖f(s, u(s))‖; s ∈ HT } ≤ m.

Hence,

‖u(t)‖ ≤ ‖ξ‖+ (T − τ)m +
∫ T

τ
b(s) ds +

∫ T

τ
a(s)‖u(s)‖ ds.

By the Gronwall Lemma 1.8.4, it follows that u is bounded on [ τ, T ). Ac-
cordingly, f(·, u(·)) is bounded on [ τ, T ) and so there exists limt↑T u(t) = u∗.
Since C is X-closed and T < TC, it follows that (T, u∗) ∈ C. Using this ob-
servation and recalling that C is viable with respect to f , we conclude that
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u can be continued to the right of T . But this is absurd, because u is non-
continuable. This contradiction can be eliminated only if T = TC, and this
achieves the proof. ¤

As, in view of Lemma 2.2.1, each compact set K is proximal and, by
(i) in Remark 3.6.2, each continuous function f : I × K → X (with K
compact) is positively sublinear, from Theorem 3.5.6, we get:

Corollary 3.6.1. Let X be a Banach space, K ⊆ X a nonempty and
compact subset of X, I an open interval and let f : I×K → X be a contin-
uous function. Let us assume that the norm ‖ · ‖ is Gâteaux differentiable
at each x ∈ X, x 6= 0. A necessary and sufficient condition in order that
for each (τ, ξ) ∈ I ×K to exist at least one solution, u : [ τ, sup I) → K, of
(3.6.1) is any one of the five equivalent conditions in Theorem 3.5.6.



CHAPTER 4

Problems of invariance

Here we introduce the reader to the basic problems on (local) invariance referring
mainly to ordinary differential equations governed by continuous functions. After
some simple preliminary results, we focus our attention on two sufficient condi-
tions for local invariance expressed in terms of certain comparison inequalities
coupled either with the viability of the set in question or with the Nagumo Tan-
gency Condition. We continue with the main general sufficient condition for local
invariance based on the so-called Exterior Tangency Condition. In the specific case
of proximal sets, we show that viability combined with a very general comparison
condition implies invariance. Next, we answer the question: “when does tangency
imply exterior tangency?” and we conclude with some results on the relationship
between local invariance and monotonicity.

4.1. Preliminary facts

Let X be a real Banach space, D an open subset in X, K a nonempty
and locally closed subset of D, f : I ×D → X a given function and let us
consider the Cauchy problem for the nonautonomous differential equation{

u′(t) = f(t, u(t))
u(τ) = ξ.

(4.1.1)

Definition 4.1.1. The subset K is locally invariant with respect to f
if for each (τ, ξ) ∈ I ×K and each solution u : [ τ, c ] → D, c ∈ I, c > τ , of
(4.1.1), there exists T ∈ (τ, c ] such that u(t) ∈ K for each t ∈ [ τ, T ]. It is
invariant if it satisfies the above condition of local invariance with T = c.

Problem 4.1.1. Prove that if K is closed and locally invariant with
respect to f , then it is invariant with respect to f .

The relationship between viability and local invariance is clarified in

Proposition 4.1.1. Let X be a Banach space, let D ⊆ X be open,
K ⊆ D nonempty and locally closed and f : D → X locally β-compact. If
K is locally invariant with respect to f , then K is viable with respect to f .
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Proof. By Theorem 3.5.2 combined with Remarks 2.4.2 and 3.5.2, for
each (τ, ξ) ∈ I×K there exists u : [τ, c] → D, solution of (4.1.1). Since K is
locally invariant, there exists T ≤ c such that u(t) ∈ K for each t ∈ [ 0, T ].
The proof is complete. ¤

The converse of this assertion is no longer true, as we can see from the
following example.

Example 4.1.1. Let D = R, K = {0} and let f : R → R be defined
by f(u) = 3 3

√
u2 for every u ∈ R. Then K is viable with respect to f but K

is not locally invariant with respect to f , because the differential equation
u′(t) = f(u(t)) has at least two solutions which satisfy u(0) = 0, i.e., u ≡ 0
and v(t) = t3.

A simple necessary and sufficient condition of invariance is stated below.

Theorem 4.1.1. Let X be a Banach space, let D ⊆ X be open, K ⊆ D
nonempty and locally closed and f : D → X locally β-compact. Assume fur-
ther that the associated Cauchy problem has the uniqueness property. Then,
a necessary and sufficient condition in order that K be locally invariant with
respect to f is that, for every (t, ξ) ∈ I ×K,

f(t, ξ) ∈ TK(ξ). (4.1.2)

Proof. The necessity part follows from Proposition 4.1.1, Corollary
3.5.1 and Remark 3.5.2 while the sufficiency follows from Theorem 3.5.2
combined with the uniqueness property. ¤

Whenever K ⊆ D and f : I × D → X, we agree to say that I × K
is viable with respect to f , if I × K is viable with respect to f|I×K

. So,
Theorem 4.1.1 says that, in general, if I×K is viable with respect to f and
(4.1.1) has the uniqueness property, then I × K is locally invariant with
respect to f . The preceding example shows that this is no longer true if we
assume that K is viable with respect to f and merely u′(t) = f|I×K

(t, u(t))
has the uniqueness property. The next example reveals another interest-
ing fact about local invariance. It shows that the local invariance of K
with respect to f can take place even if u′(t) = f|I×K

(t, u(t)) has not the
uniqueness property.

Example 4.1.2. Let K = {(x, y) ∈ R2 ; y ≤ 0} and let f : R2 → R2

be defined by

f((x, y)) =
{

(1, 0) if (x, y) ∈ R2 \K

(1,−3 3
√

y2) if (x, y) ∈ K.
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Obviously K is locally invariant with respect to f|K but u′(t) = f|K (u(t))
doesn’t not have the uniqueness property. The latter assertion follows from
the remark that, from each point, (x, 0) (on the boundary of K), we have at
least two solutions to u′(t) = f(u(t)), u(t) = (t+x, 0) and v(t) = (t+x,−t3)
satisfying u(0) = v(0) = (x, 0). See Figure 4.1.1.

K

x

y

Figure 4.1.1

The result below shows that from the viability of I × K with respect
to f and an appropriate comparison property of f we get local invariance
of K with respect to f . First we introduce

Definition 4.1.2. A function ω : I×R+ → R+ is a comparison function
if ω(t, 0) = 0 for each t ∈ I, and for each [ τ, T ) ⊆ I, the only continuous
function x : [ τ, T ) → R+, satisfying

{
[D+x](t) ≤ ω(t, x(t)) for all t ∈ [ τ, T )
x(τ) = 0,

(4.1.3)

is the null function. We recall that [D+x](t) is given by (1.8.3).

Theorem 4.1.2. Let X be a Banach space, let I be an open interval,
D ⊆ X an open set and let K ⊆ D be closed. Let us assume that I ×K is
viable with respect to f : I ×D → X and there exists an open neighborhood
V ⊆ D of K and one comparison function ω : I × R+ → R+ such that

[ξ1 − ξ2, f(t, ξ1)− f(t, ξ2)]+ ≤ ω(t, ‖ξ1 − ξ2‖) (4.1.4)
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for each t ∈ I, ξ1 ∈ V \K and ξ2 ∈ K. Then K is locally invariant with
respect to f .

Proof. Let V ⊆ D be the open neighborhood of K such that f satisfies
(4.1.4), and let ω : I×R+ → R+ be the corresponding comparison function.
Let (τ, ξ) ∈ I×K, let u : [ τ, c ] → D be any solution to (4.1.1). Diminishing
c if necessary, we may assume that u(t) ∈ V for each t ∈ [ τ, c ]. We prove
that u(t) ∈ K for each t ∈ [ τ, c ]. To this end, let us assume by contradiction
that there exists t1 ∈ [ τ, c ] such that u(t1) ∈ V \ K. Let τ ≤ t0 < t1 be
such that u(t) ∈ V \ K for every t ∈ (t0, t1 ] and u(t0) ∈ K. This is
possible because K is closed and u is continuous. Let v : [ t0, d ] → K
be any solution of v′(t) = f(t, v(t)) which satisfies v(t0) = u(t0). Such a
solution exists because K is viable with respect to f . Let t2 = min{d, t1}.
Let g : [ t0, t2] → R+ be defined by g(t) = ‖u(t)− v(t)‖ for each t ∈ [ t0, t2 ].
Let t ∈ [ t0, t2) and h > 0 with t + h ∈ [ t0, t2 ]. We have

g(t + h)− g(t)
h

≤ α(h) +
‖u(t)− v(t) + h(u′(t)− v′(t))‖ − ‖u(t)− v(t)‖

h
,

where

α(h) =
∥∥∥∥
u(t + h)− u(t)

h
− u′(t)

∥∥∥∥ +
∥∥∥∥
v(t + h)− v(t)

h
− v′(t)

∥∥∥∥ .

Since u′(t) = f(t, u(t)), v′(t) = f(t, v(t)) and limh↓0 α(h) = 0, passing to
the inf-limit in the inequality above for h ↓ 0 and taking into account that
V , K, and f satisfy (4.1.4), we get

[D+g](t) ≤ ω(t, g(t))

for each t ∈ [ t0, t2). So, g(t) ≡ 0 which implies that u(t) = v(t) for all
t ∈ [ t0, t2 ]. Since v(t) ∈ K, we arrived at a contradiction. This contradiction
can be eliminated only if u(t) ∈ K for each t ∈ [τ, c]. The proof is complete.

¤
Exercise 4.1.1. Show that if (4.1.4) is satisfied for each t ∈ I and

ξ1, ξ2 ∈ D, then the Cauchy problem (4.1.1) has the uniqueness property.

If f is continuous, instead of the viability assumption, we may suppose
that the tangency condition (4.1.2) holds true. The price one has to pay
is that, in (4.1.4), ω must be not only a comparison function but also a
uniqueness function.

Theorem 4.1.3. Let X be a Banach space, let I be an open interval,
D ⊆ X an open set and let K ⊆ D be closed. Let f : I × D → X be
a continuous function such that the tangency condition (4.1.2) holds for
every (t, ξ) ∈ I×K. Assume further that there exists an open neighborhood
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V ⊆ D of K and one Carathéodory uniqueness function1 ω : I×R+ → R+,
such that (4.1.4) is satisfied for each t ∈ I, ξ1 ∈ V \K and ξ2 ∈ K. Then
K is locally invariant with respect to f .

Proof. Let V ⊆ D be the open neighborhood of K such that f satisfies
(4.1.4), let (τ, ξ) ∈ I ×K and let u : [ τ, c ] → D be any solution to (4.1.1).
Diminishing c if necessary, we may assume that u(t) ∈ V for each t ∈ [ τ, c ].
We prove that u(t) ∈ K for each t ∈ [ τ, c ]. To this end, let us assume by
contradiction that there exists t1 ∈ [ τ, c ] such that u(t1) ∈ V \ K. Let
τ ≤ t0 < t1 be such that u(t) ∈ V \K for every t ∈ (t0, t1 ] and u(t0) ∈ K.
This is possible because K is closed and u is continuous. Let ((σn, gn, un))n

a sequence of εn-approximate solutions of the problem
{

v′(t) = f(t, v(t))
v(t0) = u(t0)

on [ t0, T ], with T ≤ t1, whose existence is ensured by Lemma 3.5.2. Since
s 7→ f(s, un(σn(s))) is integrable (being measurable and bounded by (iii)
in Lemma 3.5.2), by (v) in the same lemma, we have

u′n(t) = f(t, un(σn(t))) + gn(t)

a.e. for t ∈ [ t0, T ]. Thus we have

‖un(σn(t))− u(t)‖ ≤ M̃εn

+
∫ t

t0

[ un(σn(s))− u(s), f(s, un(σn(s)))− f(s, u(s)) ]+ ds,

and thus

‖un(σn(t))− u(t)‖ ≤ M̃εn +
∫ t

t0

ω(s, ‖un(σn(s))− u(s)‖) ds

for n = 1, 2, . . . and t ∈ [ t0, T ]. Here M̃ > 0 does not depend on n and
t. See (ii) and (vi) in Lemma 3.5.2. Applying Lemma 1.8.3, we conclude
that there exists T0 ∈ (t0, T ] such that limn un(σn(t)) = u(t) uniformly
on [ t0, T0 ]. From (iv) in Lemma 3.5.2, recalling that D(ξ, ρ) ∩K is closed,
we deduce that u(t) ∈ K for each t ∈ [ t0, T0] thereby contradicting the
definition of t0. The contradiction can be eliminated only of u(t) ∈ K for
each t ∈ [ τ, c ] and this completes the proof. ¤

1See Definition 1.8.2.
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4.2. Sufficient conditions for local invariance

Our first sufficient condition for local invariance says that, whenever there
exists an open neighborhood V ⊆ D of K such that f satisfies the “exterior
tangency” condition

lim inf
h↓0

1
h

[dist (ξ + hf(t, ξ);K)− dist (ξ;K)] ≤ ω(t,dist (ξ;K)) (4.2.1)

for each (t, ξ) ∈ I × V , where ω is a comparison function in the sense
of Definition 4.1.2, then K is locally invariant with respect to f . More
precisely, we have

Theorem 4.2.1. Let X be a Banach space, K ⊆ D ⊆ X, with K
locally closed and D open, and let f : I × D → X. If there exist an open
neighborhood V ⊆ D of K and a comparison function ω : I × R+ → R+

such that f satisfies (4.2.1), then K is locally invariant with respect to f .

Proof. Let V ⊆ D be the open neighborhood of K such that f satisfies
(4.2.1), and let ω : I×R+ → R+ be the corresponding comparison function.
Let ξ ∈ K and let u : [ τ, c ] → V be any solution to (4.1.1). Diminishing c
if necessary, we may assume that there exists ρ > 0 such that D(ξ, ρ) ∩K
is closed and u(t) ∈ D(ξ, ρ/2) for each t ∈ [ τ, c ]. Let g : [ τ, c ] → R+ be
defined by g(t) = dist (u(t);K) for each t ∈ [ τ, c ]. Let t ∈ [ τ, c) and h > 0
with t + h ∈ [ τ, c ]. We have

g(t + h) = dist (u(t + h);K)

≤ h

∥∥∥∥
u(t + h)− u(t)

h
− u′(t)

∥∥∥∥ + dist (u(t) + hu′(t);K).

Therefore
g(t + h)− g(t)

h
≤ α(h) +

dist (u(t) + hu′(t);K)− dist (u(t);K)
h

,

where

α(h) =
∥∥∥∥
u(t + h)− u(t)

h
− u′(t)

∥∥∥∥ .

Since u′(t) = f(t, u(t)) and limh↓0 α(h) = 0, passing to the inf-limit in the
inequality above for h ↓ 0, and taking into account that V , K, and f satisfy
(4.2.1), we get

[D+g](t) ≤ ω(t, g(t))

for each t ∈ [ τ, c). So, g(t) ≡ 0 which means that u(t) ∈ K ∩D(ξ, ρ/2). But
K ∩D(ξ, ρ/2) ⊆ K ∩D(ξ, ρ), and this achieves the proof. ¤
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4.3. Viability and comparison imply invariance

Definition 4.3.1. Let K ⊆ D ⊆ X be proximal. See Definition 2.2.3.
We say that a function f : I × D → X has the comparison property with
respect to (D, K) if there exist a proximal neighborhood V ⊆ D of K, one
projection πK : V → K subordinated to V , and one comparison function
ω : I × R+ → R+, such that

[ξ − πK(ξ), f(t, ξ)− f(t, πK(ξ))]+ ≤ ω(t, ‖ξ − πK(ξ)‖) (4.3.1)

for each (t, ξ) ∈ I × V .

Since (4.3.1) is always satisfied for (t, ξ) ∈ I × K, in Definition 4.3.1,
we have merely to assume that (4.3.1) holds for each (t, ξ) ∈ I × (V \K).

Definition 4.3.2. Let K ⊆ D ⊆ X be proximal. We say that the
function f : I ×D → X is :

(i) (D,K)-Lipschitz if there exist a proximal neighborhood V ⊆ D of
K, a projection πK : V → K subordinated to V , and L > 0, such
that

‖f(t, ξ)− f(t, πK(ξ))‖ ≤ L‖ξ − πK(ξ)‖
for each (t, ξ) ∈ I × (V \K) ;

(ii) (D,K)-dissipative if there exist a proximal neighborhood V ⊆ D
of K and a projection πK : V → K subordinated to V , such that

[ξ − πK(ξ), f(t, ξ)− f(t, πK(ξ))]+ ≤ 0

for each (t, ξ) ∈ I × (V \K).

Remark 4.3.1. We notice that, if we assume that (4.3.1), or either
of the conditions (i), or (ii) in Definition 4.3.2 is satisfied for ξ replaced
by ξ1 and πK(ξ) replaced by ξ2 with ξ1, ξ2 ∈ V then, for each [ τ, T ] ⊆ I
and ξ ∈ K, there exists at most one solution u : [ τ, T ] → K to (4.1.1)
satisfying u(τ) = ξ. See Exercise 4.1.1. Of contrary, in this frame, it may
happen that, for certain (or for all) [ τ, T ] ⊆ I and ξ ∈ K, (4.1.1) has at
least two solutions u, v : [ τ, T ] → K satisfying u(τ) = v(τ) = ξ.

Let V be a proximal neighborhood of K, and let πK : V → K be a
projection subordinated to V . If f : I × V → K is a function with the
property that, for each t ∈ I and η ∈ K, the restriction of f(t, ·) to the
“segment”

Vη = {ξ ∈ V \K ; πK(ξ) = η}
is dissipative, then f is (D, K)-dissipative.

Clearly, if f is either (D, K)-Lipschitz, or (D, K)-dissipative, then it
has the comparison property with respect to (D,K). We notice that there
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are examples showing that there exist functions f which, although neither
(D, K)-Lipschitz, nor (D,K)-dissipative, do have the comparison property.
Moreover, there exist functions which, although (D,K)-Lipschitz, are not
Lipschitz on D, as well as, functions which although (D, K)-dissipative,
are not dissipative on D. In fact, these two properties describe merely the
local behavior of f at the interface between K and D \ K. We include
below two examples: the first one of a (D,K)-Lipschitz function which is
not locally Lipschitz, and the second one of a function which, although
non-dissipative, is (D, K)-dissipative. We notice that both examples refer
to the autonomous case.

Example 4.3.1. The graph of a (D,K)-Lipschitz function f : R→ R
which is not Lipschitz is illustrated in Figure 4.3.1. Here f(x) = x sin 1

x for

xK 0

y

Figure 4.3.1

x 6= 0 and f(0) = 0, K = (−∞, 0 ] and D is an arbitrary open subset in R
including K.

Example 4.3.2. The graph of a function f : R→ R which is (D, K)-
dissipative but not dissipative is illustrated in Figure 4.3.2. This time,
f(x) = x(α2 − x2), K is [−α, α ] and D is an arbitrary open subset in
R including K.

Theorem 4.3.1. Let X be a Banach space, K ⊆ D ⊆ X, with K
proximal and locally closed and D open, and let f : I×D → X. If f has the
comparison property with respect to (D, K), and for every (t, ξ) ∈ I ×K,
f(t, ξ) ∈ TK(ξ), then f satisfies the exterior tangency condition (4.2.1).
Therefore, K is locally invariant with respect to f .
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xα−α

K

y

Figure 4.3.2

Proof. Let V ⊆ D be a proximal neighborhood of K and πK one
projection subordinated to V as in Definition 4.3.1. Let ξ ∈ V and h > 0.
Taking into account that ‖ξ − πK(ξ)‖ = dist (ξ; K), we have

dist (ξ + hf(t, ξ);K)− dist (ξ; K) ≤ ‖ξ − πK(ξ) + h[f(t, ξ)− f(t, πK(ξ))]‖
−‖ξ − πK(ξ)‖+ dist (πK(ξ) + hf(t, πK(ξ));K).

Dividing by h, passing to the inf-limit for h ↓ 0, and using (2.4.1), we get

lim inf
h↓0

1
h

[dist (ξ + hf(t, ξ);K)− dist (ξ; K)]

≤ [ξ − πK(ξ), f(t, ξ)− f(t, πK(ξ))]+ ≤ ω(t, ‖ξ − πK(ξ)‖).
But this inequality shows that (4.2.1) holds. To complete the proof we apply
Theorem 4.2.1. ¤

In the specific case in which f is continuous, we have

Theorem 4.3.2. Let X be a Banach space, K ⊆ D ⊆ X, with K
locally compact and D open and let f : I ×D → X be continuous. Let us
assume that the norm ‖ · ‖ is Gâteaux differentiable at each x ∈ X, x 6= 0
and f has the comparison property with respect to (D,K). If one of the
four conditions below is satisfied :

(i) for every (t, ξ) ∈ I ×K, f(t, ξ) ∈ CK(ξ) ;
(ii) for every (t, ξ) ∈ I ×K, f(t, ξ) ∈ TK(ξ) ;
(iii) for every (t, ξ) ∈ I ×K, f(t, ξ) ∈ BK(ξ) ;
(iv) the set K is viable with respect to f ,
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then f satisfies the exterior tangency condition (4.2.1). Therefore, K is
invariant with respect to f .

In general, if G : K ; X satisfies CK(ξ) ⊆ G(ξ) ⊆ BK(ξ) for each
ξ ∈ K and

(v) for every (t, ξ) ∈ I ×K, f(t, ξ) ∈ G(ξ),
then (4.2.1) is satisfied too.

Proof. The conclusion follows from Theorems 3.2.5 and 4.3.1. ¤

4.4. When tangency does imply exterior tangency?

Next, we will prove that, in special circumstances, the tangency condition
(4.1.2) for a function f : I × K → X comes from the exterior tangency
condition (4.2.1) for a suitably defined extension f̃ : I×D → X of f . More
precisely, we have

Theorem 4.4.1. Let X be a Banach space, let K ⊆ X be proximal and
let f : I × K → X be a given function satisfying (4.1.2). If V ⊆ X is a
proximal neighborhood of K and r : V → K is a projection subordinated to
V , then f̃ : I × V → X, defined by f̃(t, ·) = f(t, r(·)), satisfies (4.2.1).

Proof. Let ξ ∈ V and h > 0. We have

dist (ξ + hf̃(t, ξ);K)− dist (ξ;K)

≤ ‖ξ − r(ξ)‖+ dist (r(ξ) + hf(t, r(ξ));K)− ‖ξ − r(ξ)‖
= dist (r(ξ) + hf(t, r(ξ));K).

Dividing by h > 0 and passing to lim inf for h ↓ 0, we get

lim inf
h↓0

1
h

[dist (ξ + hf̃(t, ξ);K)− dist (ξ;K)] ≤ 0.

So, (4.2.1) holds true with ω ≡ 0, and the proof is complete. ¤

It should be noticed that, the conclusion of Theorem 4.4.1 is no longer
true if we are looking for a continuous extension f̃ of a continuous function
f satisfying (3.2.3), as the next example shows.

Example 4.4.1. Let K = K1∪K2, where K1 = {(x, 3 3
√

x2) ; x ∈ R+},
K2 = {(x, 3 3

√
x2) ; x ∈ R−}. If ξ ∈ K1, we define f(ξ) as the unit clockwise

oriented tangent vector to K1 at ξ, and if ξ ∈ K2, we define f(ξ) as the
unit counterclockwise oriented tangent vector to K1 at ξ. Let us observe
that f((0, 0)) = (0, 1). Thus f : K → R2 is continuous and f(ξ) ∈ TK(ξ)
for each ξ ∈ K. By virtue of Theorem 3.2.6, K is viable with respect to f .
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Let f̃ be any continuous extension of f to an open neighborhood V of the
origin. We may assume that, for each v ∈ V , f̃2(v) ≥ 1

2 .
In fact, the equation u′(t) = f(u(t)) subjected to u(0) = (0, 0) has two

local solutions u, v : [ 0, δ ] → K, with u([ 0, δ ]) ⊆ K1 and v([ 0, δ ]) ⊆ K2.
Diminishing δ > 0, we may assume that no solution to u′(t) = f̃(u(t)),
u(0) = (0, 0), can escape from V . Now, if we assume that K is invariant
with respect to f̃ , we have

F0,(0,0)(δ) = {u(δ) ; u′(t) = f̃(u(t)), for all t ∈ [ 0, δ ], u(0) = (0, 0)} ⊆ K,

and by virtue of a classical result due to Kneser (see Theorem 7.7.1), we
know that F0,(0,0)(δ) is connected, and therefore, we conclude that there
exists at least one solution w : [ 0, δ ] → K of u′(t) = f̃(u(t)), u(0) = (0, 0)
with w(δ) = (0, 0). But this is impossible, because w2(δ) ≥ 1

2δ.

However, if f is continuous and K is smooth enough, by the very same
proof we deduce

Theorem 4.4.2. Let X be a Banach space, K ⊆ X, let f : I×K → X
be a continuous function satisfying (4.1.2). If there exist a proximal neigh-
borhood V ⊆ X of K and a continuous projection r : V → K subordinated
to V , then f can be extended to a continuous function f̃ : I × V → X
satisfying (4.2.1).

4.5. Local invariance and monotonicity

Let X be a Banach space, let K be a nonempty subset in X and ¹ a
preorder on X. The preorder ¹ is locally invariant with respect to f if for
each (τ, ξ) ∈ I × K and each solution u : [ τ, c ] → D, c ∈ I, τ < c, of
(4.1.1), there exists T ∈ (τ, c ] such that u(t) ∈ K for each t ∈ [ τ, T ] and u
is ¹-monotone on [ τ, T ], i.e., for each τ ≤ s ≤ t ≤ T , we have u(s) ¹ u(t).
Here and thereafter, if ξ ∈ K, we denote by P(ξ) = {η ∈ K; ξ ¹ η}.

Remark 4.5.1. The preorder ¹ is locally invariant with respect to f
if and only if for each (τ, ξ) ∈ I×K and each solution u : [ τ, c ] → D, c ∈ I,
τ < c, of (4.1.1), there exists T ∈ (τ, c ] such that, for each s ∈ [ τ, T ] and
t ∈ [ s, T ], we have u(t) ∈ P(u(s)).

Proposition 4.5.1. The preorder ¹ is locally invariant with respect to
f if and only if for each ξ ∈ K, the set P(ξ) is locally invariant with respect
to f .
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Corollary 4.5.1. If for each ξ ∈ K there exists an open neighborhood
V ⊆ D of P(ξ) and a comparison function, ω : I × R+ → R+, such that

lim inf
h↓0

1
h

[dist (η + hf(t, η);P(ξ))− dist (η; P(ξ))] ≤ ω(t, dist (η; P(ξ)))

for each (t, η) ∈ I × V , then ¹ is locally invariant with respect to f .

Corollary 4.5.2. If, for each ξ ∈ K, f has the comparison property
with respect to (D,P(ξ)) and, for each (t, η) ∈ I × P(ξ), we have

lim inf
h↓0

1
h

dist (η + hf(t, η);P(ξ)) = 0,

then ¹ is locally invariant with respect to f .



CHAPTER 5

Viability under Carathéodory conditions

In this chapter we extend to the case of Carathéodory solutions the viability re-
sults in Chapter 3, referring to classical solutions. We notice that in this, a fortiori
nonautonomous, case, due to some reasons explained below, we will confine our-
selves to consider only cylindrical sets. After showing that an a.e. Nagumo-type
tangency condition is necessary for Carathéodory viability, we state and prove
that the very same a.e. Nagumo-type tangency condition is also sufficient under
some natural Carathéodory-type extra-conditions combined with appropriate ei-
ther compactness or Lipschitz conditions on the right hand-side. Finally, we focus
our attention on the existence of noncontinuable or even global Carathéodory so-
lutions.

5.1. Necessary conditions for Carathéodory viability

Let X be a real Banach space, K a nonempty subset in X, f : I ×K → X
a given function and let us consider the Cauchy problem{

u′(t) = f(t, u(t))
u(τ) = ξ.

(5.1.1)

Definition 5.1.1. By a Carathéodory solution of (5.1.1) on [ τ, T ] we
mean an absolutely continuous function u : [ τ, T ] → K which is a.e. dif-
ferentiable on [ τ, T ], with u′ ∈ L1(τ, T ; X) and satisfying the differential
equation in (5.1.1) for a.a. t ∈ [ τ, T ] and u(τ) = ξ. A Carathéodory solu-
tion of (5.1.1) on the semi-open interval [ τ, T ) is defined similarly, with the
mention that here, we have to impose that u′ ∈ L1

loc([ τ, T );X).

Remark 5.1.1. Since the function u in Definition 5.1.1 is a fortiori in
W 1,1(τ, T ; X) for each [ τ, T ] ⊆ I, if u is a Carathéodory solution of (5.1.1)
on [ τ, T ], then

u(t) = u(s) +
∫ t

s
u′(θ) dθ

for each τ ≤ s ≤ t ≤ T .

93
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Definition 5.1.2. The set I ×K is Carathéodory viable with respect
to f if for each (τ, ξ) ∈ I×K there exist T ∈ I, T > τ , and a Carathéodory
solution u : [ τ, T ] → K of (5.1.1)

We can now proceed to the main result in this section, i.e., a necessary
condition for viability.

Theorem 5.1.1. Let X be a Banach space. If K ⊆ X is separable
and the set I ×K is Carathéodory viable with respect to the Carathéodory
function f : I ×K → X, then there exists a negligible subset Z of I such
that, for each (τ, ξ) in (I \ Z)×K, we have f(τ, ξ) ∈ FK(ξ).

Proof. Since K is separable and f is a Carathéodory function, we are
in the hypotheses of Theorem 2.8.2. Therefore, there exists a negligible
subset Z of I such that for each τ ∈ I \ Z and each continuous function
u : [ τ, T ) → K, we have

lim
h↓0

1
h

∫ τ+h

τ
‖f(s, u(s))− f(τ, u(τ))‖ ds = 0. (5.1.2)

Let (τ, ξ) ∈ (I \ Z) ×K. In view of Definition 2.4.2, we have to prove

that lim
h↓0

1
h

dist (ξ + hf(τ, ξ);K) = 0. Since I × K is Carathéodory viable

with respect to f , there exist T ∈ I, T > τ , and an almost everywhere
differentiable function u : [ τ, T ] → K satisfying u′(s) = f(s, u(s)) for a.a.
s ∈ [ τ, T ] and u(τ) = ξ. In view of Remark 5.1.1, we have

u(τ + h)− u(τ)
h

=
1
h

∫ τ+h

τ
f(s, u(s)) ds.

Thus

lim
h↓0

1
h

dist (ξ + hf(τ, ξ);K) ≤ lim
h↓0

1
h
‖u(τ) + hf(τ, ξ)− u(τ + h)‖

≤ lim
h↓0

∥∥∥∥f(τ, ξ)− u(τ + h)− u(τ)
h

∥∥∥∥ = lim
h↓0

∥∥∥∥f(τ, ξ)− 1
h

∫ τ+h

τ
f(s, u(s)) ds

∥∥∥∥

≤ lim
h↓0

1
h

∫ τ+h

τ
‖f(τ, u(τ))− f(s, u(s))‖ ds.

Thanks to (5.1.2), f(τ, ξ) ∈ FK(ξ), which completes the proof. ¤

Corollary 5.1.1. Let X be a Banach space. If K ⊆ X is separable
and I×K is Carathéodory viable with respect to the Carathéodory function
f : I ×K → X, then there exists a negligible subset Z of I such that, for
each (τ, ξ) in (I \ Z)×K, we have f(τ, ξ) ∈ TK(ξ).
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Proof. The conclusion is a simple consequence of Theorem 5.1.1 and
Remark 2.4.3. ¤

Theorem 5.1.2. Let X be a Banach space. If K ⊆ X is separable and
locally closed and I ×K is Carathéodory viable with respect to the locally
Carathéodory function f : I ×K → X, then there exists a negligible subset
Z of I such that, for each (τ, ξ) in (I \ Z)×K, we have f(τ, ξ) ∈ FK(ξ).

Proof. The proof is similar with the one of Theorem 5.1.1, with the
mention that here, instead of Theorem 2.8.2, we have to use Theorem 2.8.5.

¤
The next example shows why, in this context, we cannot consider the

fully general case of a noncylindrical domain C as in the case when we
were looking for classical, i.e., C1 solutions. At a first glace, it seems that
we cannot do this because the usual reduction of the nonautonomous case
u′(t) = f(t, u(t)) to the autonomous one z′(t) = F (z(t)), with z = (t, u)
and F (z) = (1, f(z)), cannot work, and this, due to the fact that whenever
f is a Carathéodory function, F may fail to be continuous. Surprisingly,
this is not the only reason why we cannot extend the classical viability
theory to noncylindrical domains in the Carathéodory case, as we can see
from the next “autonomous” example below.

Example 5.1.1. Let C ⊆ R × R be the graph of the Cantor function
g : [ 0, 1) → R which is continuous, strictly increasing and g′(t) = 0 a.e. for
t ∈ [ 0, 1). See Gelbaum–Olmsted [100], 30, p. 105. Then the “autonomous”
function f ≡ 0 satisfies the tangency condition (1, 0) ∈ TC(τ, g(τ)) for
a.a. τ ∈ [ 0, 1), but the Cauchy problem u′(t) = 0 and u(0) = 0 has no
Carathéodory solution. So, the situation is even worse than the one ob-
served in Example 3.5.1, i.e., when under similar circumstances, we have
concluded that the same Cauchy problem has no solution in the sense of
Definition 3.1.1. This shows that, in the case of a noncylindrical set C, no
matter how regular is the right hand side f : C → X, we cannot replace
the “everywhere” tangency condition with an “almost everywhere” one in
order to get Carathéodory viability.

5.2. Sufficient conditions for Carathéodory viability

The next class of functions will play a crucial role in the sequel.

Definition 5.2.1. A compact-Carathéodory function f : I ×K → X is
a locally Carathéodory function satisfying

(C5) for each fixed ξ ∈ K and each τ ∈ I there exist T > τ and ρ > 0
such that [ τ, T ] ⊆ I and, for each ε > 0, there exists a subset Hε
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in [ τ, T ] with λ(Hε) ≤ ε and such that the set

{f(t, u) ; (t, u) ∈ ([ τ, T ] \Hε)× (D(ξ, ρ) ∩K)}
is relatively compact in X.

A Lipschitz-Carathéodory function is a function satisfying (C1), (C4) in
Definition 2.8.1 and

(C6) for each ξ ∈ K, there exist ρ > 0 and L ∈ L1
loc(I), such that

‖f(t, u)− f(t, v)‖ ≤ L(t)‖u− v‖
for a.a. t ∈ I and for all u, v ∈ D(ξ, ρ) ∩K.

A locally β-compact-Carathéodory function is a function satisfying (C1),
(C2), (C4) in Definition 2.8.1 and

(C7) for each ξ ∈ K, there exist ρ > 0 and a uniqueness Carathéodory
function ω : I × R+ → R+ in the sense of Definition 1.8.2 such
that

β(f(t, C)) ≤ ω(t, β(C))
a.e. for t ∈ I and for each C ⊆ D(ξ, ρ) ∩K.

An β-compact-Carathéodory function is a function satisfying (C1), (C2),
(C3) in Definition 2.8.1 and

(C8) there exists a uniqueness Carathéodory function ω : I×R+ → R+

in the sense of Definition 1.8.2 such that

β(f(t, C)) ≤ ω(t, β(C))

a.e. for t ∈ I and for each bounded subset C in K.

Remark 5.2.1. If X is finite dimensional, each locally Carathéodory
function is a β-compact-Carathéodory function. Furthermore, compact-
Carathéodory functions as well as Lipschitz-Carathéodory functions are
β-compact-Carathéodory functions.

Theorem 5.2.1. Let X be a separable Banach space, K a locally closed
subset in X and f : I×K → X a locally β-compact-Carathéodory function.
Then I × K is Carathéodory viable with respect to f if and only if there
exists a negligible subset Z in I such that, for each (t, ξ) ∈ (I \Z)×K, we
have

f(t, ξ) ∈ TK(ξ). (5.2.1)

Theorem 5.2.2. Let X be a separable Banach space, K a locally closed
subset in X and f : I ×K → X a Lipschitz-Carathéodory function. Then,
a necessary and sufficient condition in order that I × K be Carathéodory
viable with respect to f is the tangency condition (5.2.1).
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Theorem 5.2.3. Let X be a separable Banach space, K a locally closed
subset in X and f : I ×K → X a compact-Carathéodory function. Then,
a necessary and sufficient condition in order that I × K be Carathéodory
viable with respect to f is the tangency condition (5.2.1).

From Theorem 5.2.3, we easily deduce

Theorem 5.2.4. Let X be finite dimensional, let K be a locally closed
subset in X and let f : I×K → X be a locally Carathéodory function. Then,
a necessary and sufficient condition in order that I × K be Carathéodory
viable with respect to f is the tangency condition (5.2.1).

Finally, we have

Theorem 5.2.5. Let X be a separable Banach space, K a nonempty
and locally closed subset in X and let f : I×K → X be locally Carathéodory.
Let us assume that K is proximal and the norm ‖·‖ is Gâteaux differentiable
at each x ∈ X, x 6= 0. Then the following conditions are equivalent :

(i) there exists a negligible subset Z of I such that for every (t, ξ) ∈
(I \ Z)×K, f(t, ξ) ∈ CK(ξ) ;

(ii) there exists a negligible subset Z of I such that for every (t, ξ) ∈
(I \ Z)×K, f(t, ξ) ∈ TK(ξ) ;

(iii) there exists a negligible subset Z of I such that for every (t, ξ) ∈
(I \ Z)×K, f(t, ξ) ∈ BK(ξ) ;

(iv) the set I ×K is Carathéodory viable with respect to f .
In general, if G : K ; X is such that CK(ξ) ⊆ G(ξ) ⊆ BK(ξ) for each
ξ ∈ K, then each one of the conditions above is equivalent to

(v) there exists a negligible subset Z of I such that for every (t, ξ) ∈
(I \ Z)×K, f(t, ξ) ∈ G(ξ).

5.3. Existence of (ε,L)-approximate Carathéodory solutions

We begin with the following simple but useful result.

Proposition 5.3.1. Let X be a real Banach space, K a nonempty and
separable subset in X and f : I ×K → X a Carathéodory function. Then,
the tangency condition (5.2.1) is equivalent to the condition (5.3.1) below:
there exists a negligible subset Z of I such that, for every (t, ξ) ∈ (I\Z)×K,
we have

lim inf
h↓0

1
h

dist
(

ξ +
∫ t+h

t
f(θ, ξ) dθ; K

)
= 0. (5.3.1)

Problem 5.3.1. Prove Proposition 5.3.1.
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The main ingredient in the proof of the sufficiency of Theorem 5.2.1
is the next lemma which offers an existence result for “ε-approximate
Carathéodory solutions” of the Cauchy problem{

u′(t) = f(t, u(t))
u(τ) = ξ.

(5.3.2)

Lemma 5.3.1. Let X be a separable Banach space, K a nonempty,
locally closed subset in X and f : I×K → X a locally Carathéodory function
satisfying the tangency condition (5.2.1). Let (τ, ξ) be arbitrarily fixed in
I ×K, let r > 0 be such that D(ξ, r) ∩K is closed. Let Z = Z1 ∪ Z2 ∪ Z3,
where Z1 is the negligible set in (5.2.1), Z2 is the negligible set in (5.3.1),
while Z3 is the negligible set in I such that for each t ∈ I \ Z3, f(t, ·) is
continuous on K.

Then, there exist ρ ∈ (0, r ], T ∈ (τ, sup I ], θ0 ∈ I \ Z and M in
L1(τ, T ;R+), such that for each ε ∈ (0, 1) and each open set L of R, with
Z ⊆ L and λ(L) < ε, there exist one family of nonempty and pairwise
disjoint intervals: PT = {[ tm, sm); m ∈ Γ}, with Γ finite or countable,
and three functions, g ∈ L1(τ, T ;X), r : [ τ, T ] → X Borel measurable and
u : [ τ, T ] → X continuous, satisfying :

(i)
⋃

m∈Γ[ tm, sm) = [ τ, T ) and sm − tm ≤ ε for each m ∈ Γ ;
(ii) if tm ∈ L then [ tm, sm) ⊂ L ;
(iii) u(tm) ∈ D(ξ, ρ) ∩K for each m ∈ Γ, u(T ) ∈ D(ξ, ρ) ∩K ;

(iv) g(s) =
{

f(s, u(tm)) a.e. on [ tm, sm) if tm /∈ L

f(θ0, u(tm)) a.e. on [ tm, sm) if tm ∈ L;
(v) ‖g(t)‖ ≤ M(t) a.e. for t ∈ [ τ, T ] ;
(vi) ‖r(t)‖ ≤ ε a.e. for t ∈ [ τ, T ] ;
(vii) u(τ) = ξ and, for each m ∈ Γ and each t ∈ [ tm, T ], u satisfies

u(t) = u(tm) +
∫ t

tm

g(θ) dθ +
∫ t

tm

r(θ) dθ.

Before proceeding to the proof of Lemma 5.3.1, we introduce:

Definition 5.3.1. Let ε > 0 and L an open set including the negligi-
ble set Z in Lemma 5.3.1. A quadruple (PT , g, r, u), satisfying (i)∼(vii) in
Lemma 5.3.1, is called an (ε,L)-approximate Carathéodory solution to the
Cauchy problem (5.3.2) on the interval [ τ, T ].

We may now pass to the proof of Lemma 5.3.1.

Proof. Let (τ, ξ) ∈ I × K be arbitrary and choose r > 0 such that
D(ξ, r) ∩K is closed and for which there exists `(·) ∈ L1

loc(I) such that

‖f(t, u)‖ ≤ `(t) (5.3.3)
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for a.a. t ∈ I and every u ∈ D(ξ, r)∩K. This is always possible because K
is locally closed and f satisfies (C4) in Definition 2.8.1.

Fix a θ0 ∈ I \ Z. Then v 7→ f(θ0, v) is continuous on K. Taking a
sufficiently small ρ ∈ (0, r ], we can find M > 0 satisfying

‖f(θ0, v)‖ ≤ M (5.3.4)

for each v ∈ D(ξ, ρ) ∩K. Next, take T > τ such that [ τ, T ] ⊆ I and let us
define

M(t) = max{M, `(t)}
a.e. for t ∈ [ τ, T ]. Clearly M ∈ L1(τ, T ;R+), and therefore, diminishing
T > τ , if necessary, we may assume that

T − τ +
∫ T

τ
M(θ)dθ ≤ ρ. (5.3.5)

We first prove that the conclusion of Lemma 5.3.1 remains true if we
replace T as above with a possibly smaller number µ ∈ (τ, T ] which, at
this stage, is allowed to depend on ε ∈ (0, 1). This being done, by using the
Brezis-Browder Ordering Principle, we will prove that we can take µ = T ,
independent of ε ∈ (0, 1).

For ε ∈ (0, 1) take an open set L of R with Z ⊆ L and whose Lebesgue
measure λ(L) < ε.

Case 1. If τ ∈ L, since f satisfies the tangency condition (5.2.1) at
(θ0, ξ), it follows that there exist δ ∈ (0, ε) with [ τ, τ + δ) ⊆ L, and p ∈ X
with ‖p‖ ≤ ε, and such that ξ + δf(θ0, ξ) + δp ∈ K.

Let us define g : [ τ, τ+δ ] → X, r : [ τ, τ+δ ] → X and u : [ τ, τ+δ ] → X
by g(t) = f(θ0, ξ), r(t) = p, and respectively by

u(t) = ξ +
∫ t

τ
g(θ) dθ +

∫ t

τ
r(θ) dθ (5.3.6)

for each t ∈ [ τ, τ + δ ]. By (5.3.4) and the definition of M, we deduce that
the family Pτ+δ = {[ τ, τ + δ)} and the functions M, g, r and u satisfy
(i)-(vii) with T substituted by τ + δ.

Case 2. If τ /∈ L, we have τ /∈ Z and, in view of Proposition 5.3.1, there
exist δ ∈ (0, ε) and p ∈ X, with ‖p‖ ≤ ε and ξ +

∫ τ+δ
τ f(θ, ξ) dθ + δp ∈ K.

Setting g(θ) = f(θ, ξ) and r(θ) = p, for θ ∈ [ τ, τ + δ], and defining u by
(5.3.6), we can easily see that, again, the family Pτ+δ = {[ τ, τ + δ)} and
the functions M, g, r and u satisfy (i)-(vii) with T substituted by τ + δ.

Next, we will show that there exists at least one quadruple (PT , g, r, u)
satisfying (i)∼(vii) on [ τ, T ]. To this aim we shall use the Brezis-Browder
Ordering Principle, as follows. Let U be the set of all quadruples (Pµ, g, r, u)
with L fixed as above and µ ≤ T and satisfying (i)∼(vii) with µ instead of
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T . As we have already proved, this set is nonempty. On U we introduce a
partial order as follows. We say that

(Pµ1 , g1, r1, u1) ¹ (Pµ2 , g2, r2, u2),

where Pµk
= {[tkm, sk

m);m ∈ Γk}, k = 1, 2, if
(O1) µ1 ≤ µ2 and, if µ1 < µ2, there exists i ∈ Γ2 such that µ1 = t2i ;
(O2) for each m1 ∈ Γ1 there exists m2 ∈ Γ2 such that:

t1m1
= t2m2

and s1
m1

= s2
m2

;

(O3) g1(θ) = g2(θ), r1(θ) = r2(θ) and u1(θ) = u2(θ) for θ ∈ [ τ, µ1 ].
Let us define the function N : U → R by

N((Pµ, g, r, u)) = µ.

It is clear that N is increasing on U. Let us take now an increasing sequence

((Pµj , gj , rj , uj))j∈N
in U and let us show that it is bounded from above in U. We define an
upper bound as follows. First, set

µ∗ = sup{µj ; j ∈ N}.
If µ∗ = µj for some j ∈ N, (Pµj , gj , rj , uj) is clearly an upper bound. If
µj < µ∗ for each j ∈ N, we define Pµ∗ = {[ tjm, sj

m); j ∈ N, m ∈ Γj}. In the
latter case, Pµ∗ can be written in the form Pµ∗ = {[ tm, sm);m ∈ N}. We
define

g(t) = gj(t), r(t) = rj(t), u(t) = uj(t)
for j ∈ N and every t ∈ [ τ, µj ]. Let us observe that (Pµ∗ , g, r, u), where
Pµ∗ , g, r and u are defined as above, satisfies (i), (ii), the first condition
in (iii), (iv), (v) and (vi) with T replaced with µ∗. Notice that (vii) is also
satisfied but only on [ τ, µ∗). Obviously we have u(tm) ∈ D(ξ, ρ)∩K for each
m ∈ N. Since g and r are a.e. defined on [ τ, µ∗ ], it remains to prove that
u can be extended to [ τ, µ∗ ] and satisfies the second condition in (iii), i.e.,
u(µ∗) ∈ D(ξ, ρ)∩K and (vii) for t = µ∗. To this aim, let us observe that, in
view of (vii) on [ τ, µ∗), and of the fact that, by (v), we have ‖g(t)‖ ≤ M(t),
for a.a. t ∈ [ τ, T ], with M integrable on [ τ, T ], it follows that u satisfies the
Cauchy condition for the existence of the limit for t ↑ µ∗. Consequently,
there exists limt↑µ∗ u(t). Accordingly, u can be continuously extended at
µ∗ by u(µ∗) = limt↑µ∗ u(t). Since u(tm) ∈ D(ξ, ρ) ∩ K for m ∈ N, and
D(ξ, ρ) ∩K is closed, we easily see that u(µ∗) ∈ D(ξ, ρ) ∩K and thus the
last condition in (iii) is also satisfied. So, with u : [ τ, µ∗ ] → X, defined as
above, we obviously have that (Pµ∗ , g, r, u) satisfies (i)∼(vi). It is also easy
to see that (vii) holds for each m ∈ N and each t ∈ [ tm, µ∗). To check (vii)
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for t = µ∗, we have to fix any m ∈ N, to take t = µj with µj > tm in (vii)
and to pass to the limit for j tending to ∞ both sides in (vii).

Thus (Pµ∗ , g, r, u) is an upper bound for ((Pµj , gj , rj , uj))j∈N. So, the
set U, endowed with the partial order ¹, and the function N satisfy the
hypotheses of Brezis-Browder Ordering Principle. Accordingly, there exists
at least one N-maximal element (Pν , gν , rν , uν) in U, which means that if
(Pν , gν , rν , uν) ¹ (Pσ, gσ, rσ, uσ) then ν = σ.

Next, we show that ν = T , where T satisfies (5.3.5). To this aim let us
assume by contradiction that ν < T and let ξν = uν(ν) which belongs to
D(ξ, ρ) ∩K. Throughout the function M is defined as in the beginning of
the proof. In view of (i)∼ (vii), we have

‖ξν − ξ‖ ≤
∫ ν

τ
‖gν(θ)‖ dθ +

∫ ν

τ
‖rν(θ)‖ dθ ≤ (ν − τ)ε +

∫ ν

τ
M(θ) dθ.

Recalling that ν < T and ε < 1, from (5.3.5) we get

‖ξν − ξ‖ < ρ. (5.3.7)

There are two possibilities: either ν ∈ L or ν /∈ L.
If ν ∈ L, we act as in Case 1 above with ν instead of τ and with ξν

instead of ξ. So, from the tangency condition (5.2.1) combined with (5.3.7),
we infer that there exist δ ∈ (0, ε], with ν+δ ≤ T , [ ν, ν+δ) ⊆ L and p ∈ X,
satisfying ‖p‖ ≤ ε, such that ξν + δf(θ0, ξν) + δp ∈ D(ξ, ρ) ∩K.

If ν /∈ L, we act as in Case 2 above with ν instead of τ and with ξν

instead of ξ. From Proposition 5.3.1 combined with (5.3.7), we infer that
there exist δ ∈ (0, ε], with ν + δ ≤ T , and q ∈ X, satisfying ‖q‖ ≤ ε and

ξν +
∫ ν+δ

ν
f(θ, ξν) dθ + δq ∈ D(ξ, ρ) ∩K.

We define Pν+δ = Pν ∪ {[ ν, ν + δ)} and both gν+δ : [ τ, ν + δ ] → X and
rν+δ : [ τ, ν + δ ] → X by

gν+δ(t) =
{

gν(t) if t ∈ [ τ, ν ]
f(θ0, ξν) if t ∈ ( ν, ν + δ ]

rν+δ(t) =
{

rν(t) if t ∈ [ τ, ν ]
p if t ∈ ( ν, ν + δ ]
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if ν ∈ L, and

gν+δ(t) =
{

gν(t) if t ∈ [ τ, ν ]
f(t, ξν) if t ∈ ( ν, ν + δ ]

rν+δ(t) =
{

rν(t) if t ∈ [ τ, ν ]
q if t ∈ ( ν, ν + δ ]

if ν /∈ L. Finally, we define uν+δ : [ τ, ν + δ ] → X by

uν+δ(t) =





uν(t) if t ∈ [ τ, ν ]

ξν +
∫ t

ν
gν+δ(θ) dθ +

∫ t

ν
rν+δ(θ) dθ if t ∈ (ν, ν + δ ].

Since uν+δ(ν + δ) ∈ K ∩D(ξ, ρ), it follows that (Pν+δ, gν+δ, rν+δ, uν+δ)
satisfies (i)∼(vii) with ν + δ instead of T . So, (Pν+δ, gν+δ, rν+δ, uν+δ) ∈ U

and
(Pν , gν , rν , uν) ¹ (Pν+δ, gν+δ, rν+δ, uν+δ) with ν < ν + δ.

This contradiction can be avoided only if ν = T . The proof is therefore
complete. ¤

5.4. Convergence of (ε,L)-approximate Carathéodory solutions

The proof of the sufficiency of Theorem 5.2.1 consists in showing the con-
vergence of a suitably chosen sequence of (ε,L)-approximate Carathéodory
solutions.

Proof. Let (τ, ξ) ∈ I × K and let r > 0 be such that D(ξ, r) ∩ K is
closed. Let ρ ∈ (0, r ], T ∈ (τ, sup I ], θ0 ∈ I \Z and M ∈ L1(τ, T ;R+) given
by Lemma 5.3.1, let (εn)n be a sequence in (0, 1) strictly decreasing to 0, let
(Ln) be a decreasing sequence of open subsets in R such that the negligible
set Z, defined in Lemma 5.3.1, satisfy Z ⊆ Ln and λ(Ln) < εn for every n ∈
N. Take L = ∩n≥1Ln and a sequence of (εn, Ln)-approximate Carathéodory
solutions ((Pn

T , gn, rn, un))n of (5.3.2) whose existence is ensured also by
Lemma 5.3.1.

Let us define σn : [ τ, T ] → [ τ, T ] by σn(t) = tnm for t ∈ [ tnm, sn
m),

σn(T ) = T , and
Hn =

⋃

tnm∈Ln

[ tnm, sn
m).

In view of (ii)1 we have Hn ⊂ Ln and therefore

λ(Hn) < εn. (5.4.1)

1Except otherwise specified, all references to (i), (ii),. . . , (vii) are to the correspond-
ing items in Lemma 5.3.1.
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Set En = [ τ, T ] \ Hn, let t ∈ [ τ, T ], and let us define Ht
n = [ τ, t ] ∩Hn and

E t
n = [ τ, t ] ∩ En. Since by (vii) we have

un(t) = ξ +
∫ t

τ
gn(s) ds +

∫ t

τ
rn(s) ds, (5.4.2)

from Lemma 2.7.2, Remark 2.7.1 and (vi), we deduce

β ({un(t); n ≥ k})

≤ β

({∫ t

τ
gn(s) ds; n ≥ k

})
+ β

({∫ t

τ
rn(s) ds; n ≥ k

})

≤
∫ t

τ
β ({gn(s); n ≥ k}) ds + (T − τ)εk

≤
∫

Et
k

β ({f(s, un(σn(s))); n ≥ k}) ds+
∫

Ht
k

β ({gn(s); n ≥ k}) ds+(T−τ)εk

≤
∫

Et
k

ω(s, β ({un(σn(s)); n ≥ k}))ds +
∫

Hk

M(s) ds + (T − τ)εk

≤
∫

Et
k

ω(s, β({un(s); n ≥ k}+ {un(σn(s))− un(s); n ≥ k}))ds

+
∫

Hk

M(s) ds + (T − τ)εk.

Let k = 1, 2, . . . and n ≥ k. From (5.4.2), we have

‖un(σn(t))− un(t)‖ ≤ sup

{∫ t

σn(t)
M(θ)dθ+

∫ t

σn(t)
‖rn(θ)‖dθ ; t ∈ [ τ, T ]

}
.

Let us denote by

δk = sup

{∫ t

σn(t)
M(θ) dθ+

∫ t

σn(t)
‖rn(θ)‖ dθ ; t ∈ [ τ, T ], n ≥ k

}
.

By (vii), (v), (vi) and (i), we have

lim
n
‖un(t)− un(σn(t))‖ ≤ lim

n
δn = 0. (5.4.3)

Thus,

β ({un(t); n ≥ k})
≤

∫

Et
k

ω(s, β({un(s); n ≥ k}) + β({un(σn(s))− un(s); n ≥ k}))ds

+
∫

Hk

M(s) ds + (T − τ)εk
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≤
∫ t

τ
ω(s, β({un(s); n ≥ k}) + δk)ds +

∫

Hk

M(s) ds + (T − τ)εk.

Denoting by xk(t) = β({un(t); n ≥ k}) + δk and

γk =
∫

Hk

M(s) ds + (T − τ)εk + δk,

we get

xk(t) ≤ γk +
∫ t

τ
ω(s, xk(s)) ds

for k = 1, 2, . . . and t ∈ [ τ, T ]. As γn ↓ 0, we are in the hypotheses of
Lemma 1.8.3, wherefrom we conclude that, diminishing T > τ if neces-
sary, on a subsequence at least, we have limk xk(t) = 0, which means that
limk β({un(t); n ≥ k}) = 0, uniformly for t ∈ [ τ, T ]. Now, Lemma 2.7.3
comes into play and shows that, for each t ∈ [ τ, T ], {un(t); n = 1, 2, . . . }
is relatively compact. Since by (v), (vi) and (vii) in Lemma 5.3.1, it follows
that {un; n = 1, 2, . . . } is equicontinuous on [ τ, T ], from Theorem 1.3.6,
we conclude that there exists u ∈ C([ τ, T ]; X) such that, on a subse-
quence at least, we have limn un(t) = u(t) uniformly for t ∈ [ τ, T ], where
u ∈ C([ τ, T ]; X).

To complete the proof, it remains to show that u is a solution of the
Cauchy problem (5.3.2). To this aim, let us remark that by (iii), we have
un(σn(t)) ∈ D(ξ, ρ) ∩ K and since D(ξ, ρ) ∩ K is closed, from (5.4.3), we
deduce that u(t) ∈ D(ξ, ρ) ∩K for every t ∈ [ τ, T ]. Again (5.4.3) yields

lim
n

gn(s) = lim
n

f(s, un(σn(s))) = f(s, u(s)),

for each s ∈ [ τ, T ] \ L. Using Lebesgue Dominated Convergence Theo-
rem 1.2.3 in order to pass to the limit for n →∞ both sides in (5.4.2), we
conclude that

u(t) = ξ +
∫ t

τ
f(s, u(s)) ds

for each t ∈ [ τ, T ]. This completes the proof. ¤

Problem 5.4.1. Give a direct proof to Theorem 5.2.2, avoiding the
measure of noncompactness.

Problem 5.4.2. Give a direct proof to Theorem 5.2.4, avoiding the
measure of noncompactness.

Problem 5.4.3. Give a direct proof to Theorem 5.2.3, avoiding the
measure of noncompactness.
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5.5. Noncontinuable Carathéodory solutions

We next present some results concerning the existence of noncontinuable,
or even global Carathéodory solutions to

u′(t) = f(t, u(t)). (5.5.1)

A Carathéodory solution u : [ τ, T ) → K to (5.5.1) is called noncontinuable,
if there is no other Carathéodory solution v : [ τ, T̃ ) → K of the same
equation, with T < T̃ and satisfying u(t) = v(t) for all t ∈ [ τ, T ). The
Carathéodory solution u is called global if T = sup I. The next theorem
follows from Brezis–Browder Theorem 2.1.1.

Theorem 5.5.1. Let X be a Banach space, K ⊆ X a nonempty set
and let f : I ×K → X. Then, the following conditions are equivalent :

(i) I ×K is Carathéodory viable with respect to f ;
(ii) for each (τ, ξ) ∈ I × K there exists at least one noncontinuable

Carathéodory solution u : [τ, T ) → K of (5.5.1), satisfying the
initial condition u(τ) = ξ.

Remark 5.5.1. Notice that in Theorem 5.5.1 we do not assume K to
be locally closed or f to be locally Carathéodory.

Definition 5.5.1. A function f : I × K → X is called Carathéodory
positively sublinear, if there exist a, b ∈ L1

loc(I), c ∈ L∞loc(I) and a negligible
subset Z of I such that

‖f(t, ξ)‖ ≤ a(t)‖ξ‖+ b(t)

for each (t, ξ) ∈ Kc
+(f), where

Kc
+(f) = {(t, ξ) ∈ (I \ Z)×K; ‖ξ‖ > c(t) and [ ξ, f(t, ξ) ]+ > 0} .

Theorem 5.5.2. Let X be a Banach space, K ⊆ X a nonempty and
closed set and let f : I ×K → X be a locally Carathéodory function. If f
is Carathéodory positively sublinear and I ×K is Carathéodory viable with
respect to f , then each Carathéodory solution of (5.5.1) can be continued
up to a global one, i.e., defined on [ τ, sup I).

Proof. Since I ×K is Carathéodory viable with respect to f , by The-
orem 5.5.1, it follows that for each (τ, ξ) ∈ I ×K there exists at least one
noncontinuable Carathéodory solution, u : [ τ, T ) → K, of (5.5.1), satisfy-
ing u(τ) = ξ. We will show that T = sup I. To this aim, let us assume the
contrary, i.e., that T < sup I. In particular this means that T < +∞. As
u′(s) = f(s, u(s)) for a.a. s ∈ [ τ, T ), we deduce

d+

ds
(‖u(·)‖)(s) = [u(s), f(s, u(s)) ]+
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for a.a. s ∈ [ τ, T ). Let t ∈ [ τ, T ). Integrating over [ τ, t ] ⊆ [ τ, T ) this
equality, we get

‖u(t)‖ = ‖ξ‖+
∫ t

τ
[ u(s), f(s, u(s)) ]+ ds

≤ ‖ξ‖+
∫

Et

[ u(s), f(s, u(s)) ]+ ds +
∫

Ht\Gt

[u(s), f(s, u(s)) ]+ ds,

where
Et = {s ∈ [ τ, t ]; [u(s), f(s, u(s)) ]+ > 0 and ‖u(s)‖ > c(s)},
Gt = {s ∈ [ τ, t ]; [ u(s), f(s, u(s)) ]+ ≤ 0},
Ht = {s ∈ [ τ, t ]; ‖u(s)‖ ≤ c(s)}.

Taking into account that Ht ⊆ HT and that, by (ii) in Exercise 1.6.1,
[u, v ]+ ≤ ‖v‖ for each u, v ∈ X, we get

‖u(t)‖ ≤ ‖ξ‖+
∫

Et

[a(s)‖u(s)‖+ b(s)] ds +
∫

HT

‖f(s, u(s))‖ ds

for each t ∈ [ τ, T ). But f is a Carathéodory function and therefore there
exists ` ∈ L1

loc(I) such that

‖f(s, u(s))‖ ≤ `(s)

for a.a. s ∈ HT . See (C3) in Definition 2.8.1. Hence

‖u(t)‖ ≤ ‖ξ‖+
∫ T

τ
`(s) ds +

∫ T

τ
b(s) ds +

∫ T

τ
a(s)‖u(s)‖ ds

for each t ∈ [ τ, T ). By Gronwall Lemma 1.8.4, it follows that u is bounded
on [ τ, T ).

Using once again the fact that f is Carathéodory, we deduce that
f(·, u(·)) is bounded on [ τ, T ) by a function in L1(τ, T ) and so, there exists
limt↑T u(t) = u∗. As K is closed and T < sup I, we get (T, u∗) ∈ I × K.
Using this observation and recalling that I × K is Carathéodory viable
with respect to f , we conclude that u can be continued to the right of T .
But this is absurd, because u is noncontinuable. This contradiction can be
eliminated only if T = sup I, and this completes the proof. ¤



CHAPTER 6

Viability for differential inclusions

The aim of this chapter is to present the main results on viability and invariance in
the case of differential inclusions. We first introduce the notions of exact solution
and almost exact solution and we study their relationship. We next consider the
autonomous case and we prove some necessary and necessary and sufficient con-
ditions for almost exact viability expressed in terms of the set-tangency concept
introduced in Chapter 2. The nonautonomous case is reduced to the autonomous
one by using the usual trick of introducing a new unknown function. Some prob-
lems concerning the continuation of (almost) exact solutions and the existence of
global (almost) exact solutions are also considered. Finally, we establish a suffi-
cient condition of invariance and a necessary condition in the specific case of a
finite-dimensional problem.

6.1. Necessary conditions for exact viability

Let X be a real Banach space, K a nonempty subset in X, F : K ; X
a given multi-function and let us consider the Cauchy problem for the
differential inclusion {

u′(t) ∈ F (u(t))
u(0) = ξ.

(6.1.1)

Definition 6.1.1. An exact solution of (6.1.1) on [ 0, T ] is an absolutely
continuous function u : [ 0, T ] → K which is a.e. differentiable on [ 0, T ]
with u′ ∈ L1(0, T ; X) and satisfies{

u′(t) ∈ F (u(t)) at each point t ∈ [ 0, T ] at which u is differentiable
u(0) = ξ.

An exact solution of (6.1.1) on the semi-open interval [ 0, T ) is defined sim-
ilarly, noticing that, in this case, we have to impose the weaker constraint
u′ ∈ L1

loc([ 0, T );X).

Definition 6.1.2. An almost exact solution of (6.1.1) on [ 0, T ] is an
absolutely continuous function u : [ 0, T ] → K which is a.e. differentiable
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on [ 0, T ] with u′ ∈ L1(0, T ; X) and satisfies
{

u′(t) ∈ F (u(t)) a.e. for t ∈ [ 0, T ]
u(0) = ξ.

An almost exact solution of (6.1.1) on the semi-open interval [ 0, T ) is de-
fined similarly, noticing that, in this case, we have merely to impose that
u′ ∈ L1

loc([ 0, T );X).

Remark 6.1.1. Clearly each exact solution is almost exact. It should
be emphasized that, although not obvious, under some very natural con-
tinuity assumptions on F , the converse statement is also true as we shall
later prove. See Corollary 6.1.1 below.

Remark 6.1.2. If u is an almost exact solution of (6.1.1) on [ 0, T ], we
have

u(t) = u(s) +
∫ t

s
u′(θ) dθ

for each 0 ≤ s ≤ t ≤ T . In view of Remark 6.1.1, the equality above holds
also true if u is an exact solution.

Definition 6.1.3. The set K is exact viable (almost exact viable) with
respect to F if for each ξ ∈ K there exists T > 0 such that (6.1.1) has at
least one exact solution (almost exact solution) u : [ 0, T ] → K.

Let u : [ 0, T ] → X and let t ∈ [ 0, T ). We denote by D+u(t) the set of
all limit points of the mapping h 7→ h−1(u(t + h)− u(t)) for h ↓ 0. Clearly,
if u is right differentiable at t and u′+(t) is the right derivative of u at t,
we have D+u(t) = {u′+(t)}. In particular, if u is differentiable at t, then
D+u(t) = {u′(t)}.

Theorem 6.1.1. Let X be a Banach space, let F : K ; X be a
strongly-weakly u.s.c. multi-function with nonempty, closed and convex val-
ues and let u : [ 0, T ] → K be an almost exact solution of (6.1.1). Then

D+u(t) ⊆ F (u(t)) ∩ TK(u(t))

for each t ∈ [ 0, T ).

Proof. If t ∈ [ 0, T ) is such that the mapping h 7→ h−1(u(t + h)−u(t))
has no limit point for h ↓ 0 then D+u(t) = ∅, and therefore we have
nothing to prove. So, let t ∈ [ 0, T ) be such that D+u(t) is nonempty and
let η ∈ D+u(t) be arbitrary. Then, there exists hk ↓ 0 such that

lim
k

(hk)−1(u(t + hk)− u(t)) = η.
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Since F is strongly-weakly u.s.c. at u(t) and s 7→ u(s) is continuous, it
follows that for each open half space V with F (u(t)) ⊆ V , there exists a
positive integer k(V ) such that, for k = k(V ), k(V ) + 1, . . . , we have

1
hk

(u(t + hk)− u(t)) =
1
hk

∫ t+hk

t
u′(s) ds ∈ V .

Thus η ∈ V . Since F (u(t)) is closed and convex, it is the intersection of
all closed half spaces which contain it. Hence η ∈ F (u(t)). To complete the
proof, we have merely to observe that

lim
k

1
hk

dist (u(t) + hkη;K) ≤ lim
k

1
hk
‖u(t) + hkη − u(t + hk)‖ = 0,

which shows that η ∈ TK(u(t)). Since η ∈ D+u(t) was arbitrary, we get
D+u(t) ⊆ F (u(t)) ∩ TK(u(t)), and this completes the proof. ¤

Corollary 6.1.1. Let X be a Banach space, F : K ; X be a strongly-
weakly u.s.c. multi-function with nonempty, closed and convex values. Then
each almost exact solution of (6.1.1) is an exact solution too.

In view of Corollary 6.1.1, from now on, whenever F is strongly-weakly
u.s.c. with nonempty, closed and convex values, we shall speak only about
exact solution and exact viability. However, if F is not as mentioned before,
we still shall make a distinction between exact and almost exact concepts.

Corollary 6.1.2. Let X be a Banach space, F : K ; X be a strongly-
weakly u.s.c. multi-function with nonempty, closed and convex values and
let u : [ 0, T ] → K be an exact solution of (6.1.1). If t ∈ [ 0, T ) is such that

F (u(t)) ∩ TK(u(t)) = ∅,
then h 7→ h−1(u(t + h)− u(t)) has no limit point for h ↓ 0.

Problem 6.1.1. Let X be a Banach space, F : K ; X be a strongly-
weakly u.s.c. multi-function with nonempty, closed and convex values. Prove
that, whenever K is exact viable with respect to F : K ; X, then the set
C = {ξ ∈ K; F (ξ) ∩ TK(ξ) 6= ∅} is dense in K.

Before proceeding to the main result in this section, a measurability
lemma is needed. We first introduce

Definition 6.1.4. A set C ⊆ X is quasi-weakly (relatively) compact if,
for each r > 0, C ∩D(0, r) is weakly (relatively) compact.

Problem 6.1.2. Prove that each quasi-weakly compact set is closed.

Remark 6.1.3. If X is reflexive, from Theorems 1.3.4 and 1.3.5, we
conclude that each closed and convex set C ⊆ X is quasi-weakly compact.
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Lemma 6.1.1. Let X be a Banach space, let C be a convex and quasi-
weakly compact subset in X, let ρ > 0 and let v ∈ L1(0, T ; X), with v(t) ∈
C + D(0, ρ) a.e. for t ∈ [ 0, T ]. Then there exist two measurable functions
f : [ 0, T ] → C and g : [ 0, T ] → D(0, ρ) such that f ∈ L1(0, T ;X) and
v(s) = f(s) + g(s) a.e. for s ∈ [ 0, T ].

Proof. In view of Theorem 1.2.1, there exist ρn ↓ ρ and a sequence
of countably-valued functions (vn)n, vn : [ 0, T ] → C + D(0, ρn) such that
limn vn = v a.e. uniformly on [ 0, T ]. See Definition 1.2.1. Since v lies in
L1(0, T ; X), we may assume with no loss of generality that, in addition,
(vn)n converges to v in L1(0, T ; X), too. On the other hand, there exist
two sequences of countably-valued functions (fn)n and (gn)n, fn : [ 0, T ] →
C, gn : [ 0, T ] → D(0, ρn) such that vn = fn + gn, for n = 1, 2, . . . . As
limn vn = v a.e. uniformly on [ 0, T ], we conclude that

‖fn(t)‖ ≤ ‖vn(t)‖+ ‖gn(t)‖ ≤ ‖v(t)‖+ ‖vn(t)− v(t)‖+ ρn

≤ ‖v(t)‖+ M, (6.1.2)
a.e. for t ∈ [ 0, T ], where M > 0 is independent of n = 1, 2, . . . . From
(6.1.2), recalling that C is quasi-weakly compact and v ∈ L1(0, T ; X), we
deduce that, for each ε > 0, there exist a weakly compact subset Cε of
C and a set Eε ⊆ [ 0, T ] such that, for n = 1, 2, . . . , fn(Eε) ⊆ Cε

1 and
µ([ 0, T ] \Eε) ≤ ε. Indeed, let ε > 0 be arbitrary, let rε > 0 be such that

‖v‖L1(0,T ;X) + TM

rε
≤ ε (6.1.3)

and let Cε = C ∩D(0, rε). Further, let

Eε = {t ∈ [ 0, T ]; ‖v(t)‖+ M ≤ rε}.
Clearly Cε is weakly compact and, in view of (6.1.2), fn(Eε) ⊆ Cε for
n = 1, 2, . . . . It remains to prove that µ([ 0, T ] \ Eε) ≤ ε. To this aim, let
us observe that

rεµ([ 0, T ] \ Eε) ≤
∫

[ 0,T ]\Eε

(‖v(s)‖+ M) ds

≤
∫ T

0
(‖v(s)‖+ M) ds = ‖v‖L1(0,T ;X) + TM.

From this inequality and (6.1.3) we get µ([ 0, T ] \ Eε) ≤ ε, as claimed.
So, {fn; n = 1, 2, . . . } satisfies the hypotheses of Theorem 1.3.8 and thus,
it is weakly relatively compact in L1(0, T ; X). In view of Theorem 1.3.4,

1In fact we have fn(t) ∈ Cε a.e. for t ∈ Eε, but redefining the functions fn on a set
of null measure we arrive at fn(Eε) ⊆ Cε without affecting the rest of the properties of
fn needed in that follows.
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it is weakly sequentially compact. Hence, we may assume, with no loss
of generality, that limn fn = f weakly in L1(0, T ; X). Then, in view of
Corollary 1.1.1, there exists (f̃n)n with f̃n ∈ conv {fk; k ≥ n}, such that
limn f̃n = f in L1(0, T ; X). So, on a subsequence at least, limn f̃n(s) = f(s)
a.e. for s ∈ [ 0, T ]. But C is convex and, in view of Problem 6.1.2, is closed
too. Thus f(s) ∈ C a.e. for s ∈ [ 0, T ]. Since vn = fn + gn and (fn)n

converges weakly in L1(0, T ;X), while (vn)n converges in L1(0, T ; X) to
v, we conclude that (gn)n converges weakly in L1(0, T ; X) to g = v − f .
Redefining, if necessary, both f and g on a set of null Lebesgue measure,
we may assume that f(s) ∈ C, g(s) ∈ D(0, ρ) for each s ∈ [ 0, T ] and
v(s) = f(s) + g(s) a.e. for s ∈ [ 0, T ]. As f and g are measurable, the proof
is complete. ¤

Theorem 6.1.2. Let X be a Banach space. If K ⊆ X is almost exact
viable with respect to the multi-function F : K ; X, then at each point
ξ ∈ K at which F is u.s.c. and F (ξ) is convex and quasi-weakly compact,
we have

F (ξ) ∈ TSK(ξ).2

Proof. Let ξ ∈ K be a point at which F (ξ) is convex and quasi-weakly
compact and F is u.s.c. Since K is almost exact viable with respect to F ,
there exists at least one almost exact solution u : [ 0, T ] → K of (6.1.1). As
u is continuous at t = 0, F is u.s.c. at u(0) = ξ and u′(s) ∈ F (u(s)), a.e.
for s ∈ [ 0, T ], it follows that for each ρ > 0 there exists δ(ρ) > 0 such that

u′(s) ∈ F (ξ) + D(0, ρ)

a.e. for s ∈ [ 0, δ(ρ) ]. So, if (ρn)n is a sequence in (0, 1), ρn ↓ 0, there exists
hn ↓ 0 such that

u′(s) ∈ F (ξ) + D(0, ρn)

for n = 1, 2, . . . and a.e. for s ∈ [ 0, hn ]. Hence, for each n = 1, 2, . . . , there
exist fn and gn with fn(s) ∈ F (ξ), gn(s) ∈ D(0, ρn) and

u′(s) = fn(s) + gn(s)

a.e. for s ∈ [ 0, hn ]. Since F (ξ) is convex and quasi-weakly compact, in view
of Lemma 6.1.1, we may assume without loss of generality that both fn and
gn are integrable. Let n = 1, 2, . . . , and let us define

ηn =
1
hn

∫ hn

0
fn(s) ds.

2See Definition 2.3.1.
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As F (ξ) is convex and closed (see Problem 6.1.2), we have

ηn ∈ F (ξ).

Let us observe that

‖u(hn)− ξ − hnηn‖ =
∥∥∥∥ξ +

∫ hn

0
u′(s) ds− ξ − hnηn

∥∥∥∥

=
∥∥∥∥
∫ hn

0
(u′(s)− fn(s)) ds

∥∥∥∥ =
∥∥∥∥
∫ hn

0
gn(s) ds

∥∥∥∥ ≤ hnρn,

for n = 1, 2, . . . . Hence we have

lim
n

1
hn
‖u(hn)− ξ − hnηn‖ = 0.

Set
pn =

1
hn

(u(hn)− ξ − hnηn) ,

and let us observe that hnηn = u(hn) − ξ − hnpn. Clearly this shows that
limn hnηn = 0. Since u(hn) ∈ K, for n = 1, 2, . . . , we get

ξ + hnηn + hnpn ∈ K

for n = 1, 2, . . . . These considerations, along with limn pn = 0, ηn ∈ F (ξ),
for n = 1, 2, . . . , and with the equivalence between (i) and (iv) in Prob-
lem 2.3.1, show that F (ξ) ∈ TSK(ξ), and this completes the proof. ¤

Problem 6.1.3. Prove that in Theorem 6.1.2 we can relax the assump-
tion “quasi-weakly compact” to “quasi-weakly relatively compact” without
affecting the conclusion.

In the case in which, in addition, F is compact valued, we get a necessary
condition stronger than the one in Theorem 6.1.2. See Remark 2.4.1.

Theorem 6.1.3. Let X be a Banach space. If the set K is almost exact
viable with respect to the multi-function F : K ; X then, at each point
ξ ∈ K at which F is u.s.c. and F (ξ) is nonempty, convex and compact, we
have F (ξ) ∩ TK(ξ) 6= ∅.

Proof. See Theorem 6.1.2 and Problem 2.4.2. ¤

A consequence of Theorem 6.1.2 and Remark 6.1.3 is stated below.

Theorem 6.1.4. If X is reflexive and K ⊆ X is almost exact viable
with respect to the multi-function F : K ; X then, at each point ξ ∈ K
at which F is u.s.c. and F (ξ) is nonempty, convex and closed, we have
F (ξ) ∈ TSK(ξ).
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6.2. Sufficient conditions for exact viability

The goal of this section is to state several sufficient conditions of viability
of a set K with respect to a multi-function F . It should be noticed that
some of these conditions are also necessary and therefore we will formulate
them as necessary and sufficient conditions, the necessity part of each one
following from Theorem 6.1.2. Let X and Y be Banach spaces, D is a
nonempty subset in Y and F : D ; X is a given multi-function3.

Definition 6.2.1. A multi-function F : D ; X is locally compact if it
is u.s.c. and for each η ∈ D there exists ρ > 0 such that F (DY (η, ρ) ∩D)
is relatively compact in X. Further, F is called compact if it is u.s.c. and
carries bounded subsets in D into relatively compact subsets in X.

Remark 6.2.1. Clearly, each compact multi-function is locally com-
pact. If D = X = Y and, in addition, X is finite dimensional, each locally
compact multi-function with bounded values is compact. Also when X is
finite dimensional, each multi-function with nonempty and compact values
is locally compact. However, we notice that, when D ⊆ X and D does
not coincide with X, even if the latter is finite dimensional, there exist
locally compact multi-functions which are not compact. Furthermore, if D
is locally compact and F is u.s.c. with nonempty and compact values, F is
locally compact even though X is infinite dimensional. See Lemma 2.6.1.

Definition 6.2.2. Let Y and X be two Banach spaces and let D ⊆ Y .
A multi-function F : D ; X is called locally β-compact if it is u.s.c. and,
for each y ∈ D, there exist r > 0 and a uniqueness function ω : R+ → R+

such that F (DY (y, r)∩D) is bounded and, for each set C ⊆ DY (y, r)∩D,
we have

βX(F (C)) ≤ ω(βY (C)), (6.2.1)
where βX is the Hausdorff measure of noncompactness on X and βY is the
Hausdorff measure of noncompactness on Y .

A multi-function F : D ; X is called β-compact if it is u.s.c. and, for
each bounded subset C in D, (6.2.1) is satisfied.

In order to simplify the notation, in all that follows, whenever any
possibility of confusion will be ruled out by the context, we will denote
both functions βX and βY with the very same symbol, β.

Remark 6.2.2. One may easily verify that each locally compact multi-
function is locally β-compact. Also, each β-compact multi-function is locally

3As in the single-valued case, in fact only two specific situations will be considered,
the first one when Y = X which corresponds to the autonomous case and the second one
when Y = R×X which corresponds to the nonautonomous one.
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β-compact. Furthermore, if D is locally compact and F : D ; X is u.s.c.
with nonempty and compact values, then F is locally compact and thus
locally β-compact. See Lemma 2.6.1. Therefore, if Y is finite dimensional
and D ⊆ Y is locally closed, each u.s.c. multi-function F : D ; X with
compact values is locally β-compact. Moreover, if Y is finite dimensional
and D ⊆ Y is closed, each u.s.c. multi-function F : D ; X with compact
values is β-compact.

Remark 6.2.3. Each locally β-compact multi-function has relatively
compact values, because β(F (ξ)) ≤ ω(β({ξ})) = ω(0) = 0 for each ξ ∈ D.

Theorem 6.2.1. Let X be a Banach space, let K ⊆ X be nonempty and
locally closed and let F : K ; X be a locally β-compact multi-function with
nonempty, closed and convex values. A necessary and sufficient condition
in order that K be exact viable with respect to F is that

F (ξ) ∈ TSK(ξ) (6.2.2)

for each ξ ∈ K.

From Theorem 6.2.1, Remark 6.2.3 and Problem 2.4.2 we get

Theorem 6.2.2. Let X be a Banach space, let K ⊆ X be nonempty and
locally closed and let F : K ; X be a locally β-compact multi-function with
nonempty, closed and convex values. A necessary and sufficient condition
in order that K be exact viable with respect to F is that

F (ξ) ∩ TK(ξ) 6= ∅ (6.2.3)

for each ξ ∈ K.

From Theorem 6.2.2 and Remark 6.2.2, we deduce

Theorem 6.2.3. Let X be finite dimensional, let K ⊆ X be nonempty
and locally closed and let F : K ; X be an u.s.c. multi-function with
nonempty, compact and convex values. A necessary and sufficient condition
in order that K be exact viable with respect to F is the tangency condition
(6.2.3).

A result of a different topological nature is

Theorem 6.2.4. Let X be a Banach space, let K ⊆ X be nonempty
and locally compact and let F : K ; X be a strongly-weakly u.s.c. multi-
function with nonempty, weakly compact and convex values. Then, a suf-
ficient condition in order that K be exact viable with respect to F is the
tangency condition (6.2.2).
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Since in reflexive Banach spaces the class of weakly relatively compact
subsets coincides with the class of bounded subsets, from Theorem 6.2.4,
we deduce

Corollary 6.2.1. Let X be a reflexive Banach space, let K ⊆ X be a
nonempty and locally compact set and let F : K ; X be a strongly-weakly
u.s.c. multi-function with nonempty, bounded, closed and convex values.
Then, a sufficient condition in order that K be exact viable with respect to
F is the tangency condition (6.2.2).

Remark 6.2.4. In the hypotheses of Theorem 6.2.4, if the function
u : [ 0, T ] → K is an exact solution of (6.1.1), by Corollary 6.1.2, we
conclude that whenever F (u(t)) ∈ TSK(u(t)) but F (u(t)) ∩ TK(u(t)) = ∅,
then h 7→ h−1(u(t + h)− u(t)) has no limit points as h ↓ 0. So, if an exact
solution reaches a point x ∈ K with F (x) ∈ TSK(x) and F (x)∩TK(x) = ∅,
it crosses x along a completely nonsmooth (at that point) trajectory.

We conclude this section with an example showing that the convexity
condition on the values of F is essential in obtaining the viability of a locally
closed set K with respect to an u.s.c. multi-function F : K ; X by means
of the tangency condition F (ξ) ∩ TK(ξ) 6= ∅ for all ξ ∈ K.

Example 6.2.1. Let X = R2, K = D(0, 1) and F : K → R2, defined
by F (ξ) = {(−1, 0), (1, 0)} for each ξ ∈ K. Then, one may easily see that
K is locally closed (in fact closed and convex), F is u.s.c., satisfies the
tangency condition, but, nevertheless, K is not viable with respect to F .

6.3. Existence of ε-approximate exact solutions

The main goal of the next two sections is to prove Theorems 6.2.1 and
6.2.4. As the necessity part follows from Theorem 6.1.2 combined with
Remark 6.2.3, here we will focus our attention only to the sufficiency part.

The first step is concerned with the existence of “approximate solutions”
to the autonomous Cauchy problem for the differential inclusion below

{
u′(t) ∈ F (u(t))
u(0) = ξ,

(6.3.1)

where K ⊆ X is locally closed, ξ ∈ K and F : K ; X is locally bounded.
This happens, for instance, under the hypotheses of both Theorems 6.2.1
and 6.2.4, in the latter case, thanks to Lemma 2.6.1. Since K is locally
closed, there exists ρ > 0 such that the set D(ξ, ρ) ∩ K be closed. Next,
diminishing ρ > 0 if necessary, we can choose M > 0 and T > 0 such that

‖y‖ ≤ M (6.3.2)
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for every x ∈ D(ξ, ρ) ∩K and y ∈ F (x), and

T (M + 1) ≤ ρ. (6.3.3)

The possibility of diminishing ρ in order to find M > 0 satisfying (6.3.2) is
a consequence of the fact that F is locally bounded, i.e., F is bounded on
D(ξ, ρ) ∩ K provided ρ > 0 is small enough. Finally, taking a sufficiently
small T > 0, we obtain (6.3.3).

Lemma 6.3.1. Let X be a Banach space, let K ⊆ X be nonempty
and locally closed and let F : K ; X be locally bounded and satisfying
F (ξ) ∈ TSK(ξ) for each ξ ∈ K. Let ξ ∈ K, ρ > 0, M > 0 and T > 0 be
fixed as above. Then, for each ε ∈ (0, 1), there exist σ : [ 0, T ] → [ 0, T ]
nondecreasing, f : [ 0, T ] → X and g : [ 0, T ] → X Riemann integrable and
u : [ 0, T ] → X continuous, such that :

(i) t− ε ≤ σ(t) ≤ t for each t ∈ [ 0, T ];
(ii) ‖g(t)‖ ≤ ε a.e for t ∈ [ 0, T ];
(iii) u(σ(t)) ∈ D(ξ, ρ) ∩K for all t ∈ [ 0, T ] and u(T ) ∈ D(ξ, ρ) ∩K;
(iv) f(s) ∈ F (u(σ(s))) a.e for s ∈ [ 0, T ];

(v) u(t) = ξ +
∫ t

0
f(s) ds +

∫ t

0
g(s) ds for each t ∈ [ 0, T ].

Before proceeding to the proof of Lemma 6.3.1 we introduce:

Definition 6.3.1. A quadruple (σ, f, g, u), satisfying the conditions
(i)∼(v) in Lemma 6.3.1, is called an ε-approximate exact solution to the
Cauchy problem (6.3.1) on the interval [ 0, T ].

We may now pass to the proof of Lemma 6.3.1.

Proof. Let ε > 0 be arbitrary. We begin by showing the existence of
an ε-approximate exact solution on an interval [ 0, δ ] with δ ∈ (0, T ]. By
hypothesis, F (ξ) ∈ TSK(ξ). From the equivalence between (i) and (iv) in
Problem 2.3.2, it follows that there exist η ∈ F (ξ), δ ∈ (0, T ], δ ≤ ε and
p ∈ X with ‖p‖ ≤ ε, such that

ξ + δη + δp ∈ K.

Now let us define σ : [ 0, δ ] → [ 0, δ ], f : [ 0, δ ] → X, g : [ 0, δ ] → X and
u : [ 0, δ ] → X by





σ(t) = 0 for t ∈ [ 0, δ ]
f(t) = η for t ∈ [ 0, δ ]
g(t) = p for t ∈ [ 0, δ ]
u(t) = ξ + tη + tp for t ∈ [ 0, δ ].
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One can readily see that the quadruple (σ, f, g, u) is an ε-approximate exact
solution to the Cauchy problem (6.3.1) on the interval [ 0, δ ]. Indeed, the
conditions (i), (ii), (iv) and (v) are obviously fulfilled. To show (iii), let
us observe that u(σ(t)) = ξ and therefore u(σ(t)) ∈ D(ξ, ρ) ∩K for every
t ∈ [ 0, δ ]. Clearly u(δ) ∈ K. On the other hand, by (6.3.2) and (6.3.3), we
deduce

‖u(δ)− ξ‖ ≤ δ‖η‖+ δ‖p‖ ≤ T (M + 1) ≤ ρ.

Thus (iii) is satisfied.
Next, we will prove the existence of an ε-approximate exact solution

defined on the whole interval [ 0, T ]. To this aim we shall make use of Brezis–
Browder Theorem 2.1.1, as follows. Let S be the set of all ε-approximate
exact solutions to the problem (6.3.1) having the domains of definition of
the form [ 0, c ] with c ∈ (0, T ]. On S we define the relation ¹ by

(σ1, f1, g1, u1) ¹ (σ2, f2, g2, u2)

if the domain of definition [ 0, c1] of the first quadruple is included in the do-
main of definition [ 0, c2] of the second quadruple and the two ε-approximate
exact solutions coincide on the common part of the domains. Obviously ¹
is a preorder relation on S. Let us show first that each increasing sequence
((σm, fm, gm, um))m is bounded from above. Indeed, let ((σm, fm, gm, um))m

be an increasing sequence, and let c∗ = limm cm, where [ 0, cm ] denotes the
domain of definition of (σm, fm, gm, um). Clearly, c∗ ∈ (0, T ]. We will show
that there exists at least one element, (σ∗, f∗, g∗, u∗) ∈ S, defined on [ 0, c∗ ]
and satisfying (σm, fm, gm, um) ¹ (σ∗, f∗, g∗, u∗) for each m ∈ N. In order
to do this, we have to prove first that there exists limm um(cm). For each
m, k ∈ N, m ≤ k, we have um(s) = uk(s) for all s ∈ [ 0, cm ]. Taking into
account (iii), (iv), (v) and (6.3.2), we deduce

‖um(cm)− uk(ck)‖ ≤
∫ ck

cm

[‖fk(θ)‖+ ‖gk(θ)‖] dθ ≤ (M + ε)|ck − cm|

for every m, k ∈ N, which proves that there exists limm um(cm). Since for
every m ∈ N, um(cm) ∈ D(ξ, ρ) ∩ K, and the latter is closed, it readily
follows that limm um(cm) ∈ D(ξ, ρ)∩K. Furthermore, because all the func-
tions in the set {σm; m ∈ N} are nondecreasing, with values in [ 0, c∗ ],
and satisfy σm(cm) ≤ σp(cp) for every m, p ∈ N with m ≤ p, there exists
limm σm(cm) and this limit belongs to [ 0, c∗ ]. This shows that we can define
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the quadruple (σ∗, f∗, g∗, u∗) : [ 0, c∗] → [ 0, c∗]×X ×X ×X as follows. Let

σ∗(t) =
{

σm(t) for t ∈ [ 0, cm ]
limm σm(cm) for t = c∗

u∗(t) =
{

um(t) for t ∈ [ 0, cm ]
limm um(cm) for t = c∗

g∗(t) =
{

gm(t) for t ∈ [ 0, cm ]
0 for t = c∗

f∗(t) =
{

fm(t) for t ∈ [ 0, cm ]
η∗ for t = c∗,

where η∗ is an arbitrary but fixed element in F (u∗(σ∗(c∗))). One can easily
see that (σ∗, f∗, g∗, u∗) is an ε-approximate exact solution which is an upper
bound for ((σm, fm, gm, um))m. Let us define the function N : S → R by
N((σ, f, g, u)) = c, where [ 0, c ] is the domain of definition of (σ, f, g, u).
Clearly N satisfies the hypotheses of Brezis-Browder Theorem 2.1.1. Then,
S contains at least one N-maximal element (σ, f, g, u), defined on [ 0, c ].
In other words, if (σ̃, f̃ , g̃, ũ) ∈ S, defined on [ 0, c̃ ], satisfies (σ, f, g, u) ¹
(σ̃, f̃ , g̃, ũ), then we necessarily have c = c̃. We will next show that c = T .
Indeed, let us assume by contradiction that c < T . Since

‖u(c)− ξ‖ ≤
∫ c

0
‖f(s)‖ ds +

∫ c

0
‖g(s)‖ ds ≤ c(M + ε)

≤ c(M + 1) < T (M + 1),
we deduce that

‖u(c)− ξ‖ < ρ. (6.3.4)
Then, as u(c) ∈ K, we have F (u(c)) ∈ TSK(u(c)) and thus, again by the
equivalence between (i) and (iv) in Problem 2.3.2, there exist η ∈ F (u(c)),
δ ∈ (0, T − c), δ ≤ ε and p ∈ X, ‖p‖ ≤ ε, such that u(c) + δη + δp ∈ K.
From (6.3.4), it follows that we can diminish δ, if necessary4, in order to
have

‖u(c) + δη + δp− ξ‖ ≤ ρ. (6.3.5)
Let us define the functions σ : [ 0, c + δ] → [ 0, c + δ], f : [ 0, c + δ] → X and
g : [ 0, c + δ] → X by

σ(t) =
{

σ(t) for t ∈ [ 0, c ]
c for t ∈ (c, c + δ ] ,

f(t) =
{

f(t) for t ∈ [ 0, c ]
η for t ∈ (c, c + δ ]

, g(t) =
{

g(t) for t ∈ [ 0, c ]
p for t ∈ (c, c + δ ].

4Of course, both η and p may change with δ.
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Clearly, f and g are Riemann integrable on [ 0, c + δ ] and ‖g(t)‖ ≤ ε for
every t ∈ [ 0, c + δ ]. We define u : [ 0, c + δ ] → X by

u(t) =
{

u(t) for t ∈ [ 0, c ]
u(c) + (t− c)η + (t− c)p for t ∈ (c, c + δ ].

Let us notice that

u(t) = ξ +
∫ t

0
f(θ) dθ +

∫ t

0
g(θ) dθ

for every t ∈ [ 0, c + δ ]. Thus σ, f , g and u satisfy the conditions (i), (ii),
(iv) and (v). Since

u(σ(t)) =
{

u(σ(t)) for t ∈ [ 0, c ]
u(c) for t ∈ (c, c + δ ],

it follows that u(σ(t)) ∈ D(ξ, ρ)∩K and thus (iii) is also satisfied. Further-
more, from the choice of δ and p, we have u(c+δ) = u(c)+δη+δp ∈ K. More-
over, from (6.3.5), we conclude ‖u(c + δ) − ξ‖ = ‖u(c) + δη + δp− ξ‖ ≤ ρ
and consequently u satisfies (iii). Thus (σ, f, g, u) ∈ S.

Finally, inasmuch as (σ, f, g, u) ¹ (σ, f, g, u) and c < c + δ, it follows
that (σ, f, g, u) is not an N-maximal element. But this is absurd. This
contradiction can be eliminated only if each maximal element in the set S

is defined on [ 0, T ]. ¤

6.4. Convergence of ε-approximate exact solutions

The goal of this section is to prove both Theorems 6.2.1 and 6.2.4. We
will do that by showing the convergence of a suitably chosen sequence of
ε-approximate exact solutions. Let us consider a sequence (εn)n in (0, 1),
decreasing to 0, and let ((σn, fn, gn, un))n be a sequence of εn-approximate
solutions of (6.3.1) on [ 0, T ]. Let us observe that, by (i), (ii), (iv) and (v)5,
we have

‖un(t)− un(σn(t))‖ ≤ (M + 1)εn (6.4.1)

for each t ∈ [ 0, T ].
We begin with the proof of Theorem 6.2.1.

Proof. Let M > 0 as in (6.3.2). Diminishing ρ > 0, if necessary, we
may assume that F is β-compact on D(ξ, ρ) ∩K.

5Within this section, all the quotations to items like (i)∼(v) refer to the correspond-
ing items in Lemma 6.3.1.
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We analyze first the case when X is separable. From (6.4.1), (v), the
fact that F is β-compact on D(ξ, ρ) ∩K, Lemma 2.7.2, Problem 2.7.1 and
Remark 2.7.1, it follows that

β({un(t); n ≥ k})

≤ β

({∫ t

0
fn(s) ds; n ≥ k

})
+ β

({∫ t

0
gn(s) ds; n ≥ k

})

≤
∫ t

0
β({fn(s); n ≥ k}) ds +

∫ t

0
β ({gn(s); n ≥ k}) ds

≤
∫ t

0
ω(β{un(σn(s)); n ≥ k}) ds + Tεk

≤
∫ t

0
ω(β({un(s); n ≥ k}+ {un(σn(s))− un(s); n ≥ k})) ds + Tεk

≤
∫ t

0
ω(β({un(s); n ≥ k}) + β({un(σn(s))− un(s); n ≥ k})) ds + Tεk

≤
∫ t

0
ω(β({un(s); n ≥ k}) + (M + 1)εk) ds + Tεk.

Set xk(t) = β({un(t); n ≥ k}) + (M + 1)εk and γk = (M + T + 1)εk. The
inequality above rewrites as

xk(t) ≤ γk +
∫ t

0
ω(xk(s)) ds

for each t ∈ [ 0, T ]. By Lemma 1.8.2, diminishing T > 0, if necessary, we
may assume that limk xk(t) = 0 uniformly for t ∈ [ 0, T ]. But this shows
that limk β({un(s); n ≥ k}) = 0, and thus we are in the hypotheses of
Lemma 2.7.3. It follows that, for each t ∈ [ 0, T ], {un(t); n = 1, 2, . . . }
is relatively compact. By (v) and (6.3.2) we get that {un; n = 1, 2, . . . }
is equicontinuous, and therefore, thanks to Arzelà–Ascoli Theorem 1.3.6,
there exists u ∈ C([ 0, T ]; X) such that, on a subsequence at least,

lim
n

un(t) = u(t)

uniformly for t ∈ [ 0, T ]. In view of (6.4.1), we also have

lim
n

un(σn(t)) = u(t)

uniformly for t ∈ [ 0, T ]. From (iii) and the fact that D(ξ, ρ) ∩K is closed,
we conclude that u(t) ∈ D(ξ, ρ) ∩K for each t ∈ [ 0, T ].
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In view of Remark 6.2.3, F has compact and thus weakly compact
values. We shall apply Theorem 1.3.8 to show that u is both absolutely
continuous and a.e. differentiable on [ 0, T ], and

u(t) = ξ +
∫ t

0
u′(s) ds

for each t ∈ [ 0, T ]. Indeed, since fn(s) ∈ F (un(σn(s))) for n = 1, 2, . . .
and s ∈ [ 0, T ], and, by (6.3.2), F (D(ξ, ρ) ∩K) is bounded, it follows that
{fn; n = 1, 2, . . . } is uniformly integrable. Moreover, as F is u.s.c. and has
weakly compact values, in view of Lemma 2.6.1,

{F (un(σn(t))); n = 1, 2, . . . , t ∈ [ 0, T ]}
is weakly compact. So, by Theorem 1.3.2, its closed convex hull is weakly
compact too and thus we are in the hypotheses of Theorem 1.3.8 which,
along with Theorem 1.3.4, shows that (fn)n has at least one weakly conver-
gent subsequence in L1(0, T ;X) to some function f . Summarizing, we have
limn un = u uniformly on [ 0, T ] and limn u′n = f weakly in L1(0, T ; X).
Thus u is absolutely continuous and a.e. differentiable on [ 0, T ], u′(t) = f(t)
a.e. for t ∈ [ 0, T ] and u is a primitive of its derivative u′.

It remains to be shown that, at each differentiability point, t ∈ [ 0, T ],
of u, we have u′(t) ∈ F (u(t)). Let t ∈ [ 0, T ) be a differentiability point of
u and let h > 0 be such that t + h ∈ [ 0, T ]. Let n = 1, 2, . . . be arbitrary
but fixed. We have

1
h

(un(t + h)− un(t)) =
1
h

∫ t+h

t
fn(s) ds +

1
h

∫ t+h

t
gn(s) ds

where fn(s) ∈ F (un(σn(s))) for each s ∈ [ t, t + h ]. Let ε > 0. Since F is
u.s.c. at u(t), u is continuous, limn σn(s) = s and limn un(σn(s)) = u(s),
uniformly for s ∈ [ 0, T ], there exists h(ε) > 0 and n(ε) ∈ N such that, for
each h ∈ (0, h(ε) ] and each n ≥ n(ε), we have

F (un(σn(s))) ⊆ F (u(t)) + D(0, ε)

for each s ∈ [ t, t + h ] and
∥∥∥∥

1
h

∫ t+h

t
gn(s) ds

∥∥∥∥ ≤ ε.

Since
1
h

∫ t+h

t
fn(s) ds ∈ conv

⋃

s∈[ t,t+h ]

F (un(σn(s)))
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and F (u(t))+D(0, ε) is convex because both F (u(t)) and D(0, ε) are convex,
it follows that

1
h

(un(t + h)− un(t)) ∈ F (u(t)) + D(0, 2ε)

for each h ∈ (0, h(ε) ] and each n ≥ n(ε). Keeping h fixed in (0, h(ε) ],
passing to the limit for n → ∞ in this relation and taking into account
that F (u(t)) + D(0, 2ε) is closed (because F (u(t)) is compact), we get

1
h

(u(t + h)− u(t)) ∈ F (u(t)) + D(0, 2ε).

Finally, passing to the limit for h ↓ 0 in this relation we get u′(t) ∈ F (u(t)).
Since the case t = T can be treated similarly by computing the left deriva-
tive of u at T , the proof of Theorem 6.2.1 is complete in the case when X
is separable.

If X is not separable, there exists a separable and closed subspace,
Y , of X such that un(t), fn(t), gn(t) ∈ Y for n = 1, 2, . . . and a.e. for
t ∈ [ 0, T ]. On the other hand, from Problem 2.7.2, Definition 6.2.2 and the
monotonicity of ω, we deduce

βY (F (C)) ≤ 2β(F (C)) ≤ 2ω(β(C)) ≤ 2ω(βY (C)),

for each set C ⊆ D(ξ, ρ) ∩K ∩ Y . From now on we have to argue as in the
last part of the proof of Theorem 3.2.2. The proof is complete. ¤

We can now proceed to the proof of Theorem 6.2.4.

Proof. Since K is locally compact and F is strongly-weakly u.s.c. and
has nonempty and weakly compact values, by Lemma 2.6.1, it follows that F
is locally bounded. Then, we can find M > 0 satisfying (6.3.2). Diminishing
ρ > 0 and T > 0 if necessary, we may assume that the conclusion of
Lemma 6.3.1 holds true and, in addition, D(ξ, ρ) ∩K is compact. Taking
into account that, by (iii), un(σn(t)) ∈ D(ξ, ρ) ∩ K for n = 1, 2, . . . and
t ∈ [ 0, T ], it follows that, for each t ∈ [ 0, T ], {un(σn(t)); n = 1, 2, . . . }
is relatively compact in X. In view of (6.4.1), we conclude that, for each
t ∈ [ 0, T ], {un(t); n = 1, 2, . . . } is relatively compact in X, too.

From (6.3.2) and (ii) and (v), we deduce that {un; n = 1, 2, . . . } is
equicontinuous on [ 0, T ]. By Arzelà–Ascoli Theorem 1.3.6, we conclude
that there exists u ∈ C([ 0, T ]; X) such that, on a subsequence at least, we
have limn un(t) = u(t) uniformly for t ∈ [ 0, T ]. In view of this relation, of
(i) and (iii), we deduce that limn un(σn(t)) = u(t) uniformly for t ∈ [ 0, T ]
and u(t) ∈ D(ξ, ρ) ∩K.

As D(ξ, ρ) ∩ K is compact and F is strongly-weakly u.s.c. and has
convex and weakly compact values, by Lemma 2.6.1, it follows that the
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set F (D(ξ, ρ) ∩ K) is bounded being weakly relatively compact. Then,
as fn(s) ∈ F (un(σn(s))) for n = 1, 2, . . . and s ∈ [ 0, T ], it follows that
{fn; n = 1, 2, . . . } is uniformly integrable. By Theorem 1.3.8 combined
with Theorem 1.3.4, we deduce that (fn)n has at least one weakly conver-
gent subsequence in L1(0, T ;X) to some function f . Summarizing, we have
limn un = u uniformly on [ 0, T ] and limn u′n = f weakly in L1(0, T ; X).
Thus u is absolutely continuous, a.e. differentiable on [ 0, T ], u′(t) = f(t)
a.e. for t ∈ [ 0, T ] and u is a primitive of its derivative u′. From (iv) and
Lemma 2.6.2, we conclude that f(t) ∈ F (u(t)) a.e. for t ∈ [ 0, T ]. Thus
u is an almost exact solution of (6.1.1) on [ 0, T ]. As ξ ∈ K is arbitrary,
this shows that K is almost exact viable with respect to F . To complete
the proof, it remains to show that u is even an exact solution of (6.1.1)
on [ 0, T ]. To this aim, let t ∈ [ 0, T ) be a differentiability point of u and
let E be an arbitrary open half-space with F (u(t)) ⊆ E. Since E is weakly
open too, u is continuous and F is strongly-weakly u.s.c at u(t), there exists
δ(E) > 0 such that, for each h ∈ (0, δ(E) ], with t + h ≤ T , we have

F (u(s)) ⊆ E

for each s ∈ [ t, t + h ]. Consequently, for h as above, we have
⋃

s∈[ t,t+h ]

F (u(s)) ⊆ E.

On the other hand, for n = 1, 2, . . . ,

1
h

(un(t + h)− un(t)) =
1
h

∫ t+h

t
fn(s) ds +

1
h

∫ t+h

t
gn(s) ds.

Since limn un(σn(s)) = u(s) uniformly on [ 0, T ] and fn(s) ∈ F (un(σn(s)))
for each s ∈ [ 0, T ], there exists n(E) = 1, 2, . . . such that, for all n ≥ n(E),

1
h

∫ t+h

t
fn(s) ds ∈ conv

⋃

s∈[ t,t+h ]

F (un(σn(s))) ⊆ E.

Therefore
1
h

(un(t + h)− un(t))− 1
h

∫ t+h

t
gn(s) ds ∈ E.

Recalling that limn ‖gn(s)‖ = 0 uniformly for s ∈ [ 0, T ] and passing to
the limit successively for n → ∞ and h ↓ 0 in the last relation, we get
u′(t) ∈ E. Since E is an arbitrary open half-space including F (u(t)) and
the latter, being convex and closed, is the intersection of all closed half-
spaces including it, we conclude that u′(t) ∈ F (u(t)). Since the case t = T
can be handled similarly, this achieves the conclusion. ¤
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6.5. The nonautonomous u.s.c. case

In this section we will show how all the results established before for the
autonomous differential inclusion u′(t) ∈ F (u(t)) extend to the nonau-
tonomous one u′(t) ∈ F (t, u(t)). So, let X be a real Banach space, C a
nonempty subset in R × X, F : C ; X a given multi-function, (τ, ξ) ∈ C

and let us consider the Cauchy problem for the nonautonomous differential
inclusion {

u′(t) ∈ F (t, u(t))
u(τ) = ξ.

(6.5.1)

Definition 6.5.1. By an exact solution of (6.5.1) on [ τ, T ] we mean an
absolutely continuous function u : [ τ, T ] → X, a.e. differentiable on [ τ, T ],
with u′ ∈ L1(τ, T ; X), and satisfying:

(i) (t, u(t)) ∈ C for each t ∈ [ τ, T ] and
(ii) u′(t) ∈ F (t, u(t)) at every point t ∈ [ τ, T ] at which u is differen-

tiable, and u(τ) = ξ.
An exact solution of (6.5.1) on the semi-open interval [ τ, T ) is defined
similarly.

Definition 6.5.2. By an almost exact solution of (6.5.1) on [ τ, T ] we
mean an absolutely continuous function u : [ τ, T ] → X, a.e. differentiable
on [ τ, T ], with u′ ∈ L1(τ, T ; X), and satisfying:

(i) (t, u(t)) ∈ C for each t ∈ [ τ, T ] and
(ii) u′(t) ∈ F (t, u(t)) a.e. for t ∈ [ τ, T ], and u(τ) = ξ.

An almost exact solution of (6.5.1) on the semi-open interval [ τ, T ) is de-
fined similarly, noticing that, in this case, we have to impose the weaker
constraint u′ ∈ L1

loc([ τ, T );X).

Definition 6.5.3. The set C is exact viable (almost exact viable) with
respect to F if for each (τ, ξ) ∈ C there exist T ∈ R, T > τ , and an exact
solution (almost exact solution) u : [ τ, T ] → X of (6.5.1).

We will rewrite the nonautonomous problem above as an autonomous
one in the space X = R ×X, endowed with the norm ‖(t, u)‖ = |t| + ‖u‖,
for each (t, u) ∈ X. Namely, set z(s) = (t(s), u(s)) and F(z) = (1, F (z)),
for s ∈ [ 0, T − τ ], where (1, F (z)) = {(1, y); y ∈ F (z)}. Then, the Cauchy
problem above is equivalent to{

z′(s) ∈ F(z(s))
z(0) = (τ, ξ). (6.5.2)

So, all the viability results proved before extend in an obvious way to the
nonautonomous case via the transformations above. Namely, we have
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Theorem 6.5.1. Let X be a Banach space. If C ⊆ R × X is almost
exact viable with respect to F : C ; X then, at each point (τ, ξ) ∈ C at
which F is u.s.c. and F (τ, ξ) is convex and quasi-weakly compact, we have
(1, F (τ, ξ)) ∈ TSC(τ, ξ).

Theorem 6.5.2. If X is reflexive and C ⊆ R×X is almost exact viable
with respect to F : C ; X, then, at each point (τ, ξ) ∈ C at which F is
u.s.c. and F (τ, ξ) is convex and closed, we have (1, F (τ, ξ)) ∈ TSC(τ, ξ).

Remark 6.5.1. If C is a cylindrical domain, i.e. C = I ×K with I an
open to the right interval and K a subset in X then, for each (τ, ξ) ∈ C,
the two tangency conditions below are equivalent.

(i) (1, F (τ, ξ)) ∈ TSC(τ, ξ) ;
(ii) F (τ, ξ) ∈ TSK(ξ).

Theorem 6.5.3. Let X be a Banach space, C ⊆ R×X a nonempty and
locally closed set and let F : C ; X be a locally β-compact multi-function
with nonempty, closed and convex values. A necessary and sufficient con-
dition in order that C be exact viable with respect to F is the tangency
condition

(1, F (τ, ξ)) ∈ TSC(τ, ξ) (6.5.3)
for each (τ, ξ) ∈ C.

Proof. Let us observe that u : [ τ, T ] → X is an exact solution of
(6.5.1) if and only if z : [ 0, T − τ ] → C, z(s) = (s + τ, u(s + τ)) is an exact
solution of the autonomous Cauchy problem (6.5.2). Since F is u.s.c. and
satisfies both F (z) ∈ TSC(z) for each z ∈ C and

βX(F(B)) = βX({1} × F (B)) = βX(F (B)) ≤ ω(βX(B))

for each bounded subset B in C, the conclusion follows from Theorem 6.2.2.
¤

A corollary of Theorem 6.5.3, Remark 6.2.2 and Problem 2.4.2 is

Theorem 6.5.4. Let X be a Banach space, C ⊆ R×X a nonempty and
locally closed set and let F : C ; X be a locally β-compact multi-function
with nonempty, closed and convex values. Then, a necessary and sufficient
condition in order that C be exact viable with respect to F is the tangency
condition

(1, F (τ, ξ)) ∩ TC(τ, ξ) 6= ∅ (6.5.4)
for each (τ, ξ) ∈ C.

Problem 6.5.1. Prove that (1, y) ∈ TC(τ, ξ) if and only if there exists
a sequence ((τn, ξn))n ∈ C such that τn ↓ τ , limn ξn = ξ and limn

ξn−ξ
τn−τ = y.
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From Theorem 6.5.4, we easily deduce

Theorem 6.5.5. Let X be finite dimensional, let C ⊆ R × X be a
nonempty and locally closed set and let F : C ; X be an u.s.c. multi-
function with nonempty, convex and compact values. Then, a necessary
and sufficient condition in order that C be exact viable with respect to F is
the tangency condition (6.5.4).

A nonautonomous version of Theorem 6.2.4 is

Theorem 6.5.6. Let X be a Banach space, C ⊆ R × X a nonempty
and locally compact set and let F : C ; X be a strongly-weakly u.s.c.
multi-function with nonempty, weakly compact and convex values. Then, a
sufficient condition in order that C be exact viable with respect to F is the
tangency condition (6.5.3).

6.6. Global (almost) exact solutions

Let C ⊆ R × X be nonempty and let F : C ; X. In this section we
will prove some results concerning the existence of noncontinuable, or even
global solutions to the Cauchy problem

{
u′(t) ∈ F (t, u(t))
u(τ) = ξ.

(6.6.1)

An (almost) exact solution u : [ τ, T ) → X of (6.6.1) is called noncontinu-
able, if there is no other (almost) exact solution v : [ τ, T̃ ) → X of (6.6.1),
with T < T̃ and satisfying u(t) = v(t) for all t ∈ [ τ, T ). The (almost) exact
solution u is called global if T = TC, with TC given by (3.6.2). The next
theorem follows from Brezis–Browder Theorem 2.1.1.

Theorem 6.6.1. Let X be a Banach space, C ⊆ R × X be nonempty
and let F : C ; X. The following conditions are equivalent :

(i) C is (almost) exact viable with respect to F ;
(ii) for each (τ, ξ) ∈ C there exists at least one noncontinuable (almost)

exact solution u : [τ, T ) → X of (6.6.1).

Since the proof of Theorem 6.6.1 is completely similar with that one of
Theorem 3.6.1, we do not enter into details.

Remark 6.6.1. Notice that in Theorem 6.6.1 we do not assume C to
be locally closed or F to be u.s.c.

We conclude this section with a result concerning the existence of global
solutions.
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Definition 6.6.1. A multi-function F : C ; X is called positively
sublinear if there exist three continuous functions a : R→ R+, b : R→ R+,
and c : R→ R+ such that

‖f‖ ≤ a(t)‖ξ‖+ b(t)

for each (t, ξ, f) ∈ Kc
+(F ), where

Kc
+(F ) = {(t, ξ, f) ∈ C×X; ‖ξ‖ > c(t), f ∈ F (t, ξ), [ ξ, f ]+ > 0} .

Remark 6.6.2. There are three notable specific cases in which F is
positively sublinear:

(i) when F is bounded on C;
(ii) when F has sublinear growth with respect to its last argument6;
(iii) when f satisfies the “sign condition” [ ξ, f ]+ ≤ 0 for each (t, ξ) ∈ C

and f ∈ F (t, ξ).

Theorem 6.6.2. Let X be a Banach space, let C ⊆ R×X be nonempty
and let F : C ; X be a given multi-function. If C is X-closed7, F maps
bounded subsets in C into bounded subsets in X, is positively sublinear,
and C is (almost) exact viable with respect to F , then each (almost) exact
solution of (6.6.1) can be continued up to a global one, i.e., defined on
[ τ, TC), where TC is given by (3.6.2).

The proof of Theorem 6.6.2 repeats the same routine as that of the proof
of Theorem 3.6.3, with the special mention that f(s, u(s)) in that proof
should be replaced here by f(s), where f(s) ∈ F (s, u(s)) for s ∈ [ τ, T ).

6.7. Sufficient conditions for invariance

Let X be a real Banach space, D an open subset in X, K a nonempty
subset of D, and let us consider the Cauchy problem for the differential
inclusion {

u′(t) ∈ F (u(t))
u(0) = ξ,

(6.7.1)

where F : D ; X is a given multi-function.

Definition 6.7.1. The subset K is locally invariant with respect to F
if for each ξ ∈ K and each almost exact solution u : [ 0, c ] → D, c > 0,
of (6.7.1), there exists T ∈ (0, c ] such that we have u(t) ∈ K for each
t ∈ [ 0, T ]. It is invariant if it satisfies the local invariance condition above
with T = c.

6This means that there exist two continuous functions a : R→ R+ and b : R→ R+

such that ‖f‖ ≤ a(t)‖ξ‖+ b(t) for each (t, ξ) ∈ C and each f ∈ F (t, ξ).
7See Definition 3.6.2.
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Problem 6.7.1. Show that whenever K is closed and locally invariant
with respect to F , then it is invariant with respect to F .

Our first sufficient condition for local invariance is expressed in terms
of the exterior tangency condition: there exists an open neighborhood V of
K, with V ⊆ D, such that

lim inf
h↓0

1
h

[dist (ξ + hη; K)− dist (ξ; K)] ≤ ω(dist (ξ; K)) (6.7.2)

for each ξ ∈ V and each η ∈ F (ξ), where ω is a uniqueness function. See
Definition 1.8.1. This tangency condition can be viewed as a multi-valued
counterpart of (4.2.1). The main result in this section is

Theorem 6.7.1. Let X be a Banach space, let K ⊆ D ⊆ X, with K
locally closed and D open, and let F : D ; X. If (6.7.2) is satisfied, then
K is locally invariant with respect to F .

Proof. Let V ⊆ D be the open neighborhood of K whose existence is
ensured by (6.7.2) and let ω : R+ → R+ be the corresponding uniqueness
function. Let ξ ∈ K and let u : [ 0, c ] → V be any almost exact solution to
(6.7.1). Diminishing c if necessary, we may assume that there exists ρ > 0
such that D(ξ, ρ) ∩ K is closed and u(t) ∈ D(ξ, ρ/2) for each t ∈ [ 0, c ].
Let g : [ 0, c ] → R+ be defined by g(t) = dist (u(t); K) for each t ∈ [ 0, c ].
Let us observe that g is absolutely continuous on [ 0, c ]. Let t ∈ [ 0, c) be
such that both u′(t) and g′(t) exist and u′(t) ∈ F (u(t)), and let h > 0 with
t + h ∈ [ 0, c ]. We have

g(t + h) = dist (u(t + h);K)

≤ h

∥∥∥∥
u(t + h)− u(t)

h
− u′(t)

∥∥∥∥ + dist (u(t) + hu′(t);K).

Therefore
g(t + h)− g(t)

h
≤ γ(h) +

dist (u(t) + hu′(t);K)− dist (u(t);K)
h

,

where

γ(h) =
∥∥∥∥
u(t + h)− u(t)

h
− u′(t)

∥∥∥∥ .

Since limh↓0 γ(h) = 0, passing to the inf-limit for h ↓ 0 and taking into
account that V , K and F satisfy (6.7.2), we get

g′(t) ≤ ω(g(t))

a.e. for t ∈ [ 0, c). So, in view of Problem 1.8.1, g(t) ≡ 0 which means that
u(t) ∈ K ∩D(ξ, ρ/2) for all t ∈ [ 0, c). But K ∩D(ξ, ρ/2) ⊆ K ∩D(ξ, ρ) for
each t ∈ [ 0, c), and this completes the proof. ¤
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Next, we rephrase some comparison properties we introduced in the
single-valued case.

Definition 6.7.2. Let K ⊆ D ⊆ X be proximal. A multi-function
F : D ; X has the comparison property with respect to (D, K) if there
exist a proximal neighborhood V ⊆ D of K, one projection πK : V → K
subordinated to V , and one uniqueness function ω : R+ → R+, such that

sup
η∈F (ξ)

inf
ηπ∈F (πK(ξ))

[ξ − πK(ξ), η − ηπ]+ ≤ ω(‖ξ − πK(ξ)‖) (6.7.3)

for each ξ ∈ V \K.

Some notable specific cases of multi-functions obeying comparison prop-
erties with respect to (D, K) are mentioned below.

Definition 6.7.3. Let K ⊆ D ⊆ X be proximal. The multi-function
F : D ; X is called:

(i) (D,K)-Lipschitz if there exist a proximal neighborhood V ⊆ D of
K, a projection πK : V → K subordinated to V , and L > 0, such
that

sup
η∈F (ξ)

inf
ηπ∈F (πK(ξ))

‖η − ηπ‖ ≤ L‖ξ − πK(ξ)‖

for each ξ ∈ V \K ;
(ii) (D,K)-dissipative if there exist a proximal neighborhood V ⊆ D

of K, and a projection, πK : V → K, subordinated to V , such
that

sup
η∈F (ξ)

inf
ηπ∈F (πK(ξ))

[ξ − πK(ξ), η − ηπ]+ ≤ 0

for each ξ ∈ V \K.

Theorem 6.7.2. Let X be a Banach space, let K ⊆ D ⊆ X, with K
proximal and D open, and let F : D ; X. If F has the comparison property
with respect to (D,K), and

F (ξ) ⊆ TK(ξ) (6.7.4)

for each ξ ∈ K, then (6.7.2) holds true.

Proof. Let V ⊆ D be the open neighborhood of K given by Defini-
tion 6.7.2, let ξ ∈ V and η ∈ F (ξ). Let πK : V → K be the projection
subordinated to V given also by Definition 6.7.2. Let h ∈ (0, T ]. Since
‖ξ − πK(ξ)‖ = dist (ξ; K), we have

dist (ξ + hη; K)− dist (ξ;K) ≤ ‖ξ − πK(ξ) + h(η − ζ)‖
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−‖ξ − πK(ξ)‖+ dist (πK(ξ) + hζ;K),
for each ζ ∈ F (πK(ξ)).

Dividing by h, passing to the lim inf for h ↓ 0, and using (6.7.4), we get

lim inf
h↓0

1
h

[dist (ξ + hη;K)− dist (ξ; K)] ≤ [ξ − πK(ξ), η − ζ]+.

Since ζ ∈ F (πK(ξ)) is arbitrary, we have

lim inf
h↓0

1
h

[dist (ξ + hη; K)− dist (ξ; K)] ≤ inf
ζ∈F (πK(ξ))

[ ξ − πK(ξ), η − ζ ]+.

Therefore

lim inf
h↓0

1
h

[dist (ξ + hη; K)− dist (ξ;K)] ≤ ω(‖ξ − πK(ξ)‖).

But this inequality shows that (6.7.2) holds, and this completes the proof.
¤

By Theorems 6.7.1 and 6.7.2 we get

Corollary 6.7.1. Let X be a Banach space, let K ⊆ D ⊆ X, with
K proximal and locally closed and D open, and let F : D ; X. If F
has the comparison property with respect to (D, K) and, for each ξ ∈ K,
F (ξ) ⊆ TK(ξ), then K is local invariant with respect to F .

We conclude this section by showing that, in some circumstances, (6.7.4)
is also necessary for the local invariance of K with respect to F . Although
the result presented below can be extended to infinite dimensional Banach
spaces X as well, we state and prove it only for X = Rn simply because
this is the only case we need in the sequel.

Theorem 6.7.3. Let K ⊆ D ⊆ Rn, with K nonempty and D open,
and let F : D ; Rn be l.s.c. with nonempty, closed and convex values. If K
is locally invariant with respect to F , then, for each ξ ∈ K, F (ξ) ⊆ TK(ξ).

Proof. Let ξ ∈ K and η ∈ F (ξ). Since F is l.s.c. with nonempty, closed
and convex values, by the Michael Continuous Selection Theorem 2.6.1,
there exists a continuous function f : D → Rn such that f(ξ) = η and
f(x) ∈ F (x) for each x ∈ D. As D is open, by Peano’s Local Existence
Theorem, there exists at least one C1-solution u : [ 0, T ] → D of the equa-
tion u′(t) = f(u(t)) satisfying u(0) = ξ. Clearly u′(0) = f(u(0)) = η and, in
addition, u is an almost exact solution of the differential inclusion (6.7.1).
Since ξ ∈ K and the latter is locally invariant with respect to F , there
exists 0 < a ≤ T such that u(t) ∈ K for all t ∈ [ 0, a ]. Now, repeating
the same arguments as in the proof of Theorem 3.1.1, we conclude that
η = u′(0) ∈ FK(ξ) ⊆ TK(ξ). The proof is complete. ¤



CHAPTER 7

Applications

In order to illustrate the effectiveness of the abstract developed theory, here we
gather several applications. We first show that the viability of a set with respect
to a function, defined on a larger open set, implies the viability of the relative
closure of that set with respect to that function. We next deal with the viability
of an epigraph and we prove a necessary condition in order that a given function
be a comparison function. We study the existence problem of monotone solutions
for both ordinary differential equations and inclusions. Next, by using viability
and invariance arguments, we prove a variant of the well-known Banach Fixed
Point Theorem. Further, taking advantage of the infinite-dimensional version of
the Nagumo Viability Theorem, we deduce the existence of positive solutions for
a pseudo-parabolic semilinear partial differential equation. We continue with the
proofs of two well-known results in the classical theory of ordinary differential
equations, i.e., Hukuhara and Kneser Theorems. We conclude with an application
to the characteristics method for a class of first-order partial differential equations.

7.1. Viability of the relative closure

Let X be a Banach space, I a nonempty and open interval, K a
nonempty subset in X, f : I ×K → X and let us consider the differential
equation

u′(t) = f(t, u(t)). (7.1.1)
Since each solution u : [ τ, T ) → K of (7.1.1) is in fact a solution of a
Cauchy problem with the initial data u(τ), whenever we speak about non-
continuable or global solutions of (7.1.1) we mean noncontinuable or global
solutions of the corresponding Cauchy problem in which the initial datum
ξ is determined by value of the solution at τ . We begin with a simple but
useful lemma.

Lemma 7.1.1. Let X be a Banach space, let K ⊆ X be nonempty and
locally closed and let f : I ×K → X be continuous. If I ×K is viable with
respect to f , then for each (τ, ξ) ∈ I ×K there exist ρ > 0 and T > τ such

131



132 Applications

that [ τ, T ] ⊆ I and for each η ∈ D(ξ, ρ) ∩K each noncontinuable solution
u of (7.1.1), satisfying u(τ) = η, is defined at least on [ τ, T ].

Proof. Let (τ, ξ) ∈ I×K, let ρ > 0 be such that D(ξ, 3ρ)∩K is closed
and let η ∈ D(ξ, ρ)∩K. Diminishing ρ > 0 if necessary, we can find M > 0
and T > τ such that [ τ, T ] ⊆ I and both inequalities

‖f(t, x)‖ ≤ M (7.1.2)

for each (t, x) ∈ [ τ, T ]× (D(ξ, 3ρ) ∩K) and

(T − τ)M ≤ ρ (7.1.3)

are satisfied. Let O be the interior of D(ξ, 3ρ). Obviously ξ ∈ O ∩K and
therefore the latter is nonempty. Since I × K is viable with respect to f
and O is open, the set I × (O ∩K) enjoys the same property. So, by virtue
of Theorem 3.6.1, we conclude that, for each η ∈ O ∩ K, there exists a
noncontinuable solution u : [ τ, Tη) → O ∩K of (7.1.1), with u(τ) = η. We
will show that, whenever η ∈ D(ξ, ρ), we have Tη > T . To this aim, let
us observe that, in view of (7.1.2), there exists limt↑Tη u(t) = u∗. Clearly
we have u∗ ∈ K ∩D(ξ, 3ρ) and, in addition, ‖u∗ − ξ‖ = 3ρ. Indeed, if we
assume by contradiction that ‖u∗ − ξ‖ < 3ρ, then u∗ ∈ O ∩K and, since
I × (O ∩K) is viable with respect to f , u can be continued to the right of
Tη which is absurd as long as u is noncontinuable.

At this point, let us assume by contradiction that Tη ≤ T . Then, in
view of (7.1.2) and (7.1.3), we have

‖u(t)− ξ‖ ≤ ‖u(t)− η‖+ ‖η − ξ‖ ≤ (T − τ)M + ρ ≤ 2ρ

for each t ∈ [ τ, Tη) and therefore

‖u∗ − ξ‖ ≤ 2ρ < 3ρ

which contradicts ‖ξ−u∗‖ = 3ρ. This contradiction can be eliminated only
if Tη > T and this completes the proof. ¤

The “multi-valued” variant of Lemma 7.1.1 below can be proved using
similar arguments.

Lemma 7.1.2. Let X be a Banach space, let K ⊆ X be nonempty
and locally closed and let F : K ; X be locally bounded. If K is almost
exact viable with respect to F , then for each ξ ∈ K there exist ρ > 0 and
T > 0 such that, for each η ∈ D(ξ, ρ)∩K, each noncontinuable almost exact
solution u of the differential inclusion u′(t) ∈ F (u(t)), satisfying u(0) = η,
is defined at least on [ 0, T ].
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Proposition 7.1.1. Let X be a Banach space, D ⊆ X be open, let
K ⊆ D be locally compact and let f : I ×D → X be continuous. If I ×K

is viable with respect to f , and K
D is the closure of K relative to D, then

I ×K
D is also viable with respect to f .

Proof. Let τ ∈ I and let (ξk)k be an arbitrary sequence in K which is
convergent to some ξ ∈ K

D. Since I ×K is viable with respect to f , there
exists a sequence (uk)k of K-valued noncontinuable solutions to (7.1.1)
satisfying uk(τ) = ξk, for k = 1, 2, . . . . In view of Lemma 7.1.1, we know
that the intersection of the domains of this sequence contains a nontrivial
interval [ τ, T ]. Diminishing T if necessary, we may assume that there exists
ρ > 0 such that uk(t) ∈ D(ξ, ρ) ⊆ D, for all k ∈ N and t ∈ [ τ, T ]. By a
compactness argument involving Arzelà–Ascoli Theorem 1.3.6, we conclude
that, on a subsequence at least, we have limk uk(t) = u(t) uniformly on
[ τ, T ], where u is a solution of (7.1.1) satisfying u(τ) = ξ. But u(t) ∈ K

D

for all t ∈ [ τ, T ], and this completes the proof. ¤

7.2. Viability of the epigraph

We will next prove a characterization of the viability of the epigraph
of a certain function in terms of a differential inequality. We recall that
[D+x](t) denotes the right lower Dini derivative of the function x at t, i.e.

[D+x](t) = lim inf
h↓0

x(t + h)− x(t)
h

.

Theorem 7.2.1. Let ω : I ×R+ → R and v : [ τ, T ) → R+ be continu-
ous, with [ τ, T ) ⊆ I. Then

epi(v) = {(t, η) ; v(t) ≤ η, t ∈ [ τ, T )}
is viable with respect to (t, y) 7→ (1, ω(t, y)) if and only if v satisfies

[D+v](t) ≤ ω(t, v(t)) (7.2.1)

for each t ∈ [ τ, T ).

Proof. Sufficiency. We show that, for each t ∈ [ τ, T ), the point (t, v(t)),
which lies on the boundary ∂ epi(v) of epi(v)1, satisfies the Nagumo’s tan-
gency condition (3.2.3). From (7.2.1) it follows that[

D+

(
v(·)−

∫ ·

τ
ω(s, v(s)) ds

)]
(t) ≤ 0

1We notice that, in general, {(t, v(t)); t ∈ [ τ, T )} does not coincide with ∂ epi(v),
because whenever there exists limt↑T v(t) = vT , then (T, vT ) ∈ ∂ epi(v).
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for each t ∈ [ τ, T ). Thus, in view of Proposition 1.8.1, we necessarily have
that t 7→ v(t) − ∫ t

τ ω(s, v(s)) ds is nonincreasing on [ τ, T ]. So, for each
t ∈ [ τ, T ) and h > 0 such that t + h < T , we have

(
t + h, v(t) +

∫ t+h

t
ω(s, v(s)) ds

)
∈ epi(v),

and therefore
dist ((t, v(t)) + h(1, ω(t, v(t))); epi(v))

≤
∥∥∥∥(t, v(t)) + h(1, ω(t, v(t)))−

(
t + h, v(t) +

∫ t+h

t
ω(s, v(s)) ds

)∥∥∥∥

=
∣∣∣∣hω(t, v(t))−

∫ t+h

t
ω(s, v(s)) ds

∣∣∣∣ .

Dividing by h > 0 and passing to lim inf for h ↓ 0 we get (3.2.3) and this
completes the proof of the sufficiency.

Necessity. Let us assume that epi(v) is viable with respect to the func-
tion (t, y) 7→ (1, ω(t, y)), let t ∈ [ τ, T ), and let (s, x) be a solution to s′ = 1,
x′ = ω(s, x), satisfying the initial conditions s(0) = t and x(0) = v(t), and
which remains in epi(v). We have

v(t + h)− v(t)
h

≤ x(h)− x(0)
h

.

Accordingly
[ D+v ](t) ≤ ω(s(0), x(0)) = ω(t, v(t)),

and this completes the proof of the necessity. ¤

Remark 7.2.1. If ω is increasing with respect to the second variable,
then the function v in Theorem 7.2.1 could be assumed to be merely lower
semicontinuous. Indeed, it is sufficient to verify the tangency condition for
points of the form (t, v(t)). In fact, if the tangency condition is satisfied
for such points, then it is satisfied for points of the form (t, v(t) + λ), with
λ > 0. See Problem 7.2.1.

Corollary 7.2.1. Let ω : I ×R+ → R+ be continuous with ω(t, 0) = 0
for each t ∈ I, and such that, for each τ ∈ I, the Cauchy problem

{
y′(t) = ω(t, y(t)),
y(τ) = 0 (7.2.2)

has only the null solution. Then ω is a comparison function.
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Proof. Let x : [ τ, T ) → R+ be any continuous solution of the problem
(7.2.1). By Theorem 7.2.1, epi(x) is viable with respect to the function
(t, y) 7→ (1, ω(t, y)). So, the unique solution y : [ τ, sup I) → R+ of the
Cauchy problem (7.2.2) satisfies 0 ≤ x(t) ≤ y(t) = 0 for each t ∈ [ τ, T ). ¤

Problem 7.2.1. Let the function ω : I ×R+ → R, be increasing in the
second variable. Let v : [τ, T ) → R, with [τ, T ) ⊆ I and let λ > 0. Let us
assume that for some t ∈ [τ, T ) we have

(1, ω(t, v(t))) ∈ Tepi(v)(t, v(t)).

Show that
(1, ω(t, v(t) + λ)) ∈ Tepi(v)(t, v(t) + λ).

Problem 7.2.2. Let f : [ 0, T ] → R be lower semicontinuous and such
that the function t 7→ t + f(t) is increasing. Suppose further that there
exists M ∈ R+ such that for each t ∈ [0, T ), [D+f ](t) ≤ M. Show that f
is Lipschitz.

7.3. Monotone solutions

Let X be a Banach space, K ⊆ X nonempty, and let ¹⊆ K ×K be a
preorder on K, i.e., a reflexive and transitive binary relation. For our later
purposes, it is convenient to identify such a relation with the multi-function
P : K ; K, defined by

P(ξ) = {η ∈ K; ξ ¹ η}
for each ξ ∈ K, and called also a preorder. The preorder ¹⊆ K×K, or P is
closed if ¹⊆ K×K is a closed subset in X×X. Let f : I×K → X. We say
that ¹⊆ K×K, or I×P, is viable with respect to f if, for each (τ, ξ) ∈ I×K,
there exist [ τ, T ] ⊆ I and a solution u : [ τ, T ] → X of (7.1.1) satisfying
u(τ) = ξ, u(t) ∈ K for each t ∈ [ τ, T ] and u is ¹-monotone on [ τ, T ], i.e.,
for each τ ≤ s ≤ t ≤ T , we have u(s) ¹ u(t). The next lemma is the main
tool in our forthcoming analysis.

Lemma 7.3.1. Let X be a Banach space, K be locally compact in X,
let f : I ×K → X be continuous and let P be a preorder on K. If I × P is
viable with respect to f then, for each ξ ∈ K, I×P(ξ) is viable with respect
to f . If P is closed in X ×X and, for each ξ ∈ K, I × P(ξ) is viable with
respect to f , then I × P is viable with respect to f .

Proof. Clearly, if I ×P is viable with respect to f , then, for all ξ ∈ K,
I × P(ξ) is viable with respect to f .

Now, if P is closed, then, for each ξ ∈ K, P(ξ) is a fortiori closed.
Let us assume that, for each ξ ∈ K, I × P(ξ) is viable with respect to
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f . Let (τ, ξ) ∈ I × K. We shall show that there exist [ τ, T ] ⊆ I and at
least one solution u : [ τ, T ] → K of (7.1.1), with u(τ) = ξ and such that
u([ s, T ]) ⊆ P(u(s)) for each s ∈ [ τ, T ]. To this aim, we proceed in several
steps.

In the first step, we note that, by Lemma 7.1.1, there exists T > τ ,
T ∈ I, such that for every noncontinuable solution u : [ τ, T̃ ) → K to
(7.1.1) with u(τ) = ξ we have T < T̃ . Since P(ξ) is viable with respect
to f , there exists a solution u : [ τ, T ] → K of (7.1.1) with u(τ) = ξ and
u([ τ, T ]) ⊆ P(ξ).

In the second step, we remark that, for every solution v : [ τ, T ] → K
to (7.1.1), with v(τ) = ξ and v([ τ, T ]) ⊆ P(ξ), and for every ν ∈ [ τ, T ),
there exists a solution w : [ τ, T ] → K to (7.1.1) such that w equals v on
[ τ, ν ] and w([ ν, T ]) ⊆ P(w(ν)).

In the third step, we observe that, thanks to the first two steps, for every
nonempty and finite subset S of [ τ, T ), with τ ∈ S, there exists a solution
u : [ τ, T ] → K of (7.1.1) satisfying both u(τ) = ξ and u([ s, T ]) ⊆ P(u(s))
for all s ∈ S.

In the fourth step, we consider a sequence (Sk)k∈N of nonempty finite
subsets of [ τ, T ) such that τ ∈ Sk, Sk ⊆ Sk+1 for each k ∈ N, and the set
S = ∪k∈NSk is dense in [ τ, T ]. For example, we can take

Sk = {τ + (i/2k)(T − τ); i = 0, 1, ..., 2k − 1}.
Further, we shall make use of the third step to get a sequence of solu-
tions (uk : [ τ, T ] → K)k to (7.1.1), satisfying uk(τ) = ξ and such that
uk([ s, T ]) ⊆ P(uk(s)) for each k ∈ N and each s ∈ Sk. Now, by virtue of
the Arzelà–Ascoli Theorem 1.3.6, we can assume, extracting a subsequence
if necessary, that the sequence (uk)k converges uniformly on [ τ, T ] to a
solution u : [ τ, T ] → K of (7.1.1). Clearly u(τ) = ξ.

In the fifth step, we show that u([ s, T ]) ⊆ P(u(s)) for all s ∈ S. Indeed,
given s as above, there exists k ∈ N such that s ∈ Sk. Then s ∈ Sm and
um([ s, T ]) ⊆ P(um(s)) for all m ∈ N with k ≤ m. At this point, the
closedness of the graph of P shows that u([ s, T ]) ⊆ P(u(s)).

In the sixth and final step, taking into account that S is dense in [ τ, T ],
u is continuous on [ τ, T ] and the graph of P is closed, we conclude that
the preceding relation holds for every s ∈ [ τ, T ] and this completes the
proof. ¤

Theorem 7.3.1. Let X be a Banach space, K be locally compact and
let P be a closed preorder on K. Let f : I ×K → X be continuous. Then, a
necessary and sufficient condition in order that I ×P be viable with respect
to f is that f(t, ξ) ∈ TP(ξ)(ξ) for each (t, ξ) ∈ I ×K.
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Proof. Just apply Lemma 7.3.1, Theorem 3.2.4 and Remark 3.2.1. ¤

Problem 7.3.1. Let w : K → R be continuous. Suppose that for every
(τ, ξ) ∈ I × K there exists a solution u : [τ, T ] → K of (7.1.1) satisfying
u(τ) = ξ such that w(u(t)) ≤ w(ξ) for every t ∈ [τ, T ]. Show that, for every
(τ, ξ) ∈ I × K there exists a solution u : [τ, T ] → K of (7.1.1) satisfying
u(τ) = ξ and such that the function t 7→ w(u(t)) is nondecreasing.

We conclude this section with some remarks referring to the multi-
valued case. Let F : K ; X, and let us consider the differential inclusion
(6.1.1). The preorder ¹⊆ K ×K, or P, is almost exact viable with respect
to F if for each ξ ∈ K, there exist T > 0 and a solution u : [ 0, T ] → K of
(6.1.1) such that u is ¹-monotone on [ 0, T ], i.e., for each 0 ≤ s ≤ t ≤ T ,
we have u(s) ¹ u(t).

Using Lemma 7.1.2 and similar arguments as those in the proof of
Lemma 7.3.1, we get the following variant of the latter.

Lemma 7.3.2. Let K be locally compact in X, let F : K ; X be u.s.c.
with convex closed and bounded values. Let P be a preorder on K. If P is
almost exact viable with respect to F then, for each ξ ∈ K, P(ξ) is almost
exact viable with respect to F . If P is closed in X×X and, for each ξ ∈ K,
P(ξ) is almost exact viable with respect to F , then P is almost exact viable
with respect to F .

7.4. A Banach-type fixed point theorem

We present here a simple extension of Banach fixed point theorem in the
frame of closed subsets of a Banach space.

Theorem 7.4.1. Let X be a Banach space, K a nonempty and closed
subset in X and g : K → X a Lipschitz function with Lipschitz constant
L < 1. If

lim inf
h↓0

1
h

dist (ξ + h(g(ξ)− ξ);K) = 0

for each ξ ∈ K, then g has a unique fixed point.

Proof. Let f : K → X be defined by f(x) = g(x)− x for each x ∈ K.
In view of Theorem 3.2.3, K is viable with respect to f . Therefore, by (ii)
in Remark 3.6.2 and Theorem 3.6.3, for each ξ ∈ K, there exists a unique
global solution u(·, ξ) : R+ → K of the Cauchy problem

{
u′(t) = f(u(t))
u(0) = ξ.



138 Applications

Fix T > 0 and let us define Q : K → K, by Qξ = u(T, ξ). Multiplying both
sides the equality

u′(t, ξ)− u′(t, η) = g(u(t, ξ))− g(u(t, η))− u(t, ξ) + u(t, η)

by et, we get successively

d

dt

{
et [u(t, ξ)− u(t, η)]

}
= et[g(u(t, ξ))− g(u(t, η))]

et‖u(t, ξ)− u(t, η)‖ ≤ ‖ξ − η‖+
∫ t

0
esL‖u(s, ξ)− u(s, η)‖ ds

for each t ∈ R+. From Gronwall Lemma 1.8.4 we deduce

‖Qξ −Qη‖ ≤ e(L−1)T ‖ξ − η‖
and thus Q is contraction. By Banach Fixed Point Theorem, it follows that
there exists ξ ∈ K such that Qξ = ξ. This means that u(T, ξ) = u(0, ξ).
Since the equation is autonomous, it follows that u(·, ξ) is a T -periodic
solution of u′(t) = g(u(t))− u(t). So, u(t, ξ) = u(T + t, ξ) for each t ∈ R+,
or equivalently, u(t, ξ) is a fixed point of Q. As Q has exactly one fixed
point, we conclude that u(t, ξ) = ξ each t ∈ R+. Consequently 0 = g(ξ)− ξ
and this completes the proof. ¤

7.5. Positive solutions to pseudoparabolic PDEs

Let Ω be a nonempty, bounded and open subset in R3, with smooth bound-
ary Γ and let us consider the following semilinear pseudoparabolic initial-
boundary-value problem





ut = ∆ut + ∆u + g(u) (t, x) ∈ QT

u = 0 (t, x) ∈ ΣT

u(0, x) = η(x) x ∈ Ω.
(7.5.1)

Here and thereafter QT = (0, T )× Ω and ΣT = (0, T )× Γ.

Theorem 7.5.1. Let g : R→ R be continuous and let us assume that

u + g(u) ≥ 0 (7.5.2)

for each u ∈ R+. Then, for each η ∈ H2(Ω) ∩ H1
0 (Ω) with η − ∆η ≥ 0

a.e. on Ω, there exists T > 0 such that the problem (7.5.1) has at least one
solution u ∈ C1([ 0, T ]; H2(Ω)∩H1

0 (Ω)) satisfying both u(t)−∆u(t) ≥ 0 and
u(t) ≥ 0 for each t ∈ [ 0, T ] and a.e. on Ω. If, in addition, g is positively
sublinear, then each solution of (7.5.1) can be continued up to a global one.
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Proof. Clearly (7.5.1) is equivalent to



(u−∆u)t = ∆u + g(u) (t, x) ∈ QT

u = 0 (t, x) ∈ ΣT

u(0, x) = η(x) x ∈ Ω.
(7.5.3)

Let A : D(A) ⊆ L2(Ω) → L2(Ω) be defined by{
D(A) = H1

0 (Ω) ∩H2(Ω)
Au = ∆u for each u ∈ D(A),

let J = (I − A)−1 and let us denote by u = Jv. Since AJ = J − I, (7.5.3)
can be rewritten as an abstract differential equation in the space L2(Ω),
i.e. {

v′ = f1(v) + f2(v)
v(0) = ξ,

(7.5.4)

where f1 : L2(Ω) → L2(Ω) is defined by

f1(v)(x) = g((Jv)(x))

for each v ∈ L2(Ω) and a.e. for x ∈ Ω, f2 = J − I and ξ = (I −A)η.
Since the operator J is continuous from L2(Ω) to H2(Ω)∩H1

0 (Ω), and,
in our specific case, i.e. n = 3, thanks to (iii) in Theorem 1.7.1, H2(Ω) is
compactly imbedded in C(Ω), it follows that f1 is well-defined and locally
compact (in fact compact). Moreover, f2 is obviously Lipschitz, being linear
continuous.

At this point, let us recall that ξ = (I −A)η ≥ 0 a.e. on Ω. Let

K = {v ∈ L2(Ω) ; v ≥ 0 a.e. on Ω}.
In view of (7.5.2), we deduce that f = f1 + f2 and K satisfy the tangency
condition (3.2.3). Indeed, to prove that for each ξ ∈ K

lim inf
s↓0

1
s
dist (ξ + sf1(ξ) + sf2(ξ);K) = 0,

it suffices to show that, for each s ∈ (0, 1), we have

ξ + s(Jξ − ξ) + sg(Jξ) ≥ 0 (7.5.5)

a.e. on Ω. But this is certainly the case, because ξ ≥ 0 a.e. on Ω, along
with Theorem 1.7.4, implies both (1 − s)ξ ≥ 0 and Jξ ≥ 0 a.e. on Ω. By
virtue of (7.5.2), it follows that Jξ + g(Jξ) ≥ 0 and thus (7.5.5) holds. In
addition, thanks to Remark 3.2.3, f is locally β-compact. So, we are in the
hypotheses of Theorem 3.2.2. Therefore K is viable with respect to f1 +f2.
Hence there exists at least one solution, v : [ 0, T ] → L2(Ω), of (7.5.4),
with v(t) ∈ K for each t ∈ [ 0, T ]. But u(t) = Jv(t), and consequently
u(t) − ∆u(t) ≥ 0 for each t ∈ [ 0, T ] and a.e. on Ω. Using once again
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Theorem 1.7.4, we conclude that u(t) ≥ 0 for each t ∈ [ 0, T ] and a.e. on
Ω. Since v ∈ C1([ 0, T ]; L2(Ω)), and u = Jv, with J linear continuous from
L2(Ω) to H2(Ω)∩H1

0 (Ω), we conclude that u ∈ C1([ 0, T ]; H2(Ω)∩H1
0 (Ω)),

and the proof is complete. ¤

7.6. Hukuhara Theorem

In this section, by using viability and invariance techniques, we will prove a
famous theorem, in ordinary differential equations, due to Hukuhara. To fix
the ideas, we first notice that, until now, we focused our attention merely on
concepts of viability and invariance which refer to solutions starting from
a point τ and defined only on right intervals of the form [ τ, T ]. Therefore,
within this section, we refer to these concepts as to right viability and right
invariance. Similarly, if we are interested in working with solutions starting
from a point τ and defined only on left intervals of the form [T, τ ], we will
speak about left viability and left invariance.

Throughout this section X = Rn, D ⊆ Rn is a nonempty and open
subset and I is a nonempty and open interval. Let f : I × D → Rn be
a continuous function, and let us consider the nonautonomous differential
equation

u′(t) = f(t, u(t)). (7.6.1)
We begin with some simple but useful propositions. In order to do this, we
need to consider the autonomous differential equation, i.e.

u′(t) = g(u(t)). (7.6.2)

Proposition 7.6.1. Let D ⊆ Rn be a nonempty and open set and let
g : D → Rn. Then K ⊆ D is right (left) viable with respect to g if and only
if it is the union of a certain family of right (left) trajectories of (7.6.2).

Proposition 7.6.2. Let D ⊆ Rn be a nonempty and open set and let
g : D → Rn. If K is the union of all right (left) trajectories of (7.6.2) in D,
issuing from a given subset C ⊆ D, then K is locally right (left) invariant
with respect to g. In particular, the subset K ⊆ D is locally right (left)
invariant with respect to the continuous function g if and only if it is the
union of all right (left) trajectories of (7.6.2) issuing from K.

Proposition 7.6.3. Let I be a nonempty and open interval, D ⊆ Rn

a nonempty and open set and let f : I × D → Rn. The subset K ⊆ D is
locally right invariant with respect to f if and only if D \K is locally left
invariant with respect to f .

Let (τ, ξ) ∈ I × D, and let us denote by S(τ, ξ) the set of all noncon-
tinuable solutions u of (7.6.1) satisfying u(τ) = ξ.
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Definition 7.6.1. The right solution funnel through (τ, ξ) ∈ I × D,
Fτ,ξ, is defined by

Fτ,ξ = {(s, u(s)) ; s ≥ τ, u ∈ S(τ, ξ)}.
If t ≥ τ , we define the t-cross section of Fτ,ξ by

Fτ,ξ(t) = {u(t) ; u ∈ S(τ, ξ)}.
The next compactness result will prove useful in all that follows.

Proposition 7.6.4. Let I be a nonempty and open interval, D ⊆ Rn

a nonempty and open set and let f : I ×D → Rn be a continuous function.
Let (τ, ξ) ∈ I ×D and let t > τ be such that, for each u ∈ S(τ, ξ), u(t) is
defined. Then

Fτ,ξ([ τ, t ]) = {(s, u(s)) ; s ∈ [ τ, t ], u ∈ S(τ, ξ)}
is compact.

Proof. By Arzelà–Ascoli Theorem 1.3.6, it follows that the restriction
of S(τ, ξ) to [ τ, t ] is relatively compact in C([ τ, t ];Rn). Let ((tm, um(tm)))m

be an arbitrary sequence in Fτ,ξ([ τ, t ]), with um : (am, bm) → D for each
m ∈ N. We may assume with no loss of generality that limm tm = s.
Obviously, s ∈ [ τ, t ] ⊆ (am, bm) for every m ∈ N, and therefore, by the
remark above, there exists at least one subsequence of (um)m, denoted for
simplicity again by (um)m, and u ∈ S(τ, ξ), with limm um = u uniformly on
[ τ, t ]. But this shows that limm(tm, um(tm)) = (s, u(s)). To complete the
proof we have merely to observe that (s, u(s)) ∈ Fτ,ξ([ τ, t ]). ¤

From Proposition 7.6.4 we deduce

Corollary 7.6.1. Let I be a nonempty and open interval, D ⊆ Rn a
nonempty and open set and let f : I ×D → Rn be a continuous function.
Then, for each (τ, ξ) ∈ I ×K, the set Fτ,ξ is locally closed.

Throughout ∂Fτ,ξ(t) denotes the boundary of Fτ,ξ(t). We are now ready
to state Hukuhara Theorem, i.e.,

Theorem 7.6.1. Let I be a nonempty and open interval, D a nonempty
and open subset in Rn, (τ, ξ) ∈ I×D, f : I×D → Rn a continuous function
and let t > τ be such that, for each u ∈ S(τ, ξ), u(t) is defined. Then, for
each η ∈ ∂Fτ,ξ(t) there exists a solution v of (7.6.1) with v(τ) = η and such
that v(s) ∈ ∂Fτ,ξ(s) for all s ∈ [ τ, t ].

In order to prove Theorem 7.6.1 we need
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Theorem 7.6.2. If I is a nonempty and open interval, D a nonempty
and open subset in Rn, f : I×D → Rn a continuous function, K1,K2 ⊆ D
are locally closed and viable with respect to f , and if K1 ∪ K2 = D, then
K1 ∩K2 is viable with respect tof .

Proof. The conclusion is a consequence of Theorem 2.4.1 combined
with Theorem 3.5.5. ¤

Remark 7.6.1. A result similar to Theorem 7.6.2 holds true trivially in
the case of local invariance. More precisely, if D ⊆ Rn is open, K1,K2 ⊆ D
are locally closed and locally invariant with respect to f , then K1 ∩K2 is
locally invariant with respect to f .

Let τ ∈ I be fixed, let us denote by D = {s ∈ I ; s > τ} × D, and
let us define F : D → R × Rn, by F(t, ξ) = (1, f(t, ξ)) for each (t, ξ) ∈ D.
Throughout, we denote by ∂DFτ,ξ the boundary of Fτ,ξ relative to D, i.e.,

∂DFτ,ξ = (D \ Fτ,ξ)
D ∩ D ∩ Fτ,ξ

D
. We will deduce Theorem 7.6.1 from a

slightly more general result, i.e., Theorem 7.6.3 below.

Theorem 7.6.3. Let I be a nonempty and open interval, D a nonempty
and open subset in Rn and let f : I × D → Rn be a continuous function.
Then, for each (τ, ξ) ∈ I×D, the set ∂DFτ,ξ is left viable with respect to F.

Proof. Let us observe that (7.6.1) can be equivalently written as

w′(t) = F(w(t)),

where F is defined as above, and w = (s, u). By the definition of Fτ,ξ,
we easily deduce that D ∩ Fτ,ξ is right viable and right locally invariant
with respect to F, and hence, by Propositions 7.6.1, 7.6.2, 7.6.3, it follows
that D \ Fτ,ξ is both left viable and left locally invariant with respect to

F. So, thanks to Proposition 7.1.1, we conclude that K1 = D \ Fτ,ξ
D

is
left viable with respect to F. Further, also by definition, D ∩ Fτ,ξ is left
viable with respect to F, and again by Proposition 7.1.1, it follows that
K2 = D ∩ Fτ,ξ

D
is left viable with respect to F. Since K1 ∪ K2 = D, by

Problem 2.2.1 and Theorem 7.6.2, we conclude that K1 ∩ K2 = ∂DFτ,ξ is
left viable with respect to F, and this completes the proof. ¤

We may now proceed to the proof of Theorem 7.6.1.

Proof. First, let us observe that thanks to Proposition 7.6.4, it follows
that ∂DFτ,ξ ⊆ Fτ,ξ. Hence, in view of Theorem 7.6.3, we know that, for
each (t, u(t)) ∈ ∂DFτ,ξ, there exists at least one solution v : [ θ, t ] → D,
with τ ≤ θ < t, v(t) = u(t) and such that (s, v(s)) ∈ ∂DFτ,ξ(s) for each
s ∈ [ θ, t ]. But, by virtue of Proposition 7.6.4, Fτ,ξ([ τ, t ]) is compact, and
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therefore a simple maximality argument shows that we can always extend
such a solution to [ τ, t ], and this completes the proof. ¤

Remark 7.6.2. Theorem 7.6.3 implies that, for each (t̃, ỹ) ∈ ∂DFτ,ξ,
there exists at least one noncontinuable solution, v(·) : (σ, t̃ ] → Rn, of
(7.6.1), such that (s, v(s)) ∈ ∂DFτ,ξ for all s ∈ (σ, t̃]∩[ τ, t̃ ]. If t > τ is chosen
as in Theorem 7.6.1 and t̃ ∈ [ τ, t ], then by virtue of both Theorem 7.6.3
and Proposition 7.6.4, it follows that [ τ, t̃ ] ⊂ (σ, t̃ ].

Remark 7.6.3. We notice that

∂Fτ,ξ(t) ⊆ (∂DFτ,ξ)(t) = {v ∈ X ; (t, v) ∈ ∂DFτ,ξ}
and the inclusion can be strict. So, Theorem 7.6.3 is more general than
Theorem 7.6.1 because it considers all of ∂DFτ,ξ.

7.7. Kneser Theorem

The goal of this section is to give a proof, based on viability techniques,
to the celebrated Theorem of Kneser. Namely, with the notations in the
preceding section, we have

Theorem 7.7.1. Let I be a nonempty and open interval, D a nonempty
and open subset in Rn, f : I×D → Rn a continuous function, (τ, ξ) ∈ I×D,
and let t > τ be such that, for each u ∈ S(τ, ξ), u(t) is defined. Then Fτ,ξ(t)
is connected.

Proof. Let us assume by contradiction that Fτ,ξ(t) is not connected.
Then there exist two nonempty subsets C1, C2 with Fτ,ξ(t) = C1 ∪ C2 but
C1 ∩ C2 = C1 ∩ C2 = ∅. Let K1 be the union of the graphs of all right
noncontinuable solutions v which, either are not defined at t or, if defined,
satisfy

dist (v(t);C1) ≤ dist (v(t);C2). (7.7.1)

Similarly, we define K2 by reversing the inequality (7.7.1). By virtue of
Proposition 7.6.1, both K1 and K2 are right viable with respect to F. In
addition, K1 and K2 are locally closed in I × D and K1 ∪ K2 = I × D.
So, by Proposition 7.1.1, it follows that both K

D
1 and K

D
2 are right viable

with respect to F and, of course, locally closed. In view of Theorem 7.6.2,
we conclude that K = K

D
1 ∩ K

D
2 is right viable with respect to F. As

(τ, ξ) ∈ K, there exists a noncontinuable solution v such that (s, v(s)) ∈ K
for each s in the domain of v. By the choice of t, v(t) is defined and belongs
to C1 ∪ C2. Since (t, v(t)) ∈ K, dist (v(t);C1) = dist (v(t);C2) which must
be 0. But this is absurd because v(t) would be either in C1 ∩ C2, or in
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C1 ∩ C2. This contradiction can be eliminated only if Fτ,ξ(t) is connected
as claimed. ¤

7.8. Lyapunov functions

In this section we will show how viability can be used in order to obtain
sufficient conditions for asymptotic stability via Lyapunov functions. Let
us consider the autonomous differential equation

u′(t) = g(u(t)), (7.8.1)

where g : Rn → Rn is continuous. Let V : Rn → R, and let us define

V ∗(ξ) = lim sup
h↓0

1
h

[V (ξ + hg(ξ))− V (ξ)]

and

V∗(ξ) = lim inf
h↓0

1
h

[V (ξ + hg(ξ))− V (ξ)].

If V ∗(ξ) = V∗(ξ), we denote this common value by V̇ (ξ) and we note that,
if V is differentiable, we have V̇ (ξ) = 〈gradV (ξ), g(ξ)〉. The next result will
prove useful in the sequel.

Theorem 7.8.1. If V : Rn → R is locally Lipschitz, u : [ 0, T ) → Rn is
any solution to (7.8.1) and t ∈ [ 0, T ), then

V ∗(u(t)) = lim sup
h↓0

1
h

[V (u(t + h))− V (u(t))].

Proof. We have

V ∗(u(t)) = lim sup
h↓0

1
h

[V (u(t) + hg(u(t)))− V (u(t))]

≤ lim sup
h↓0

1
h

[
V

(
u(t) +

∫ t+h

t
g(u(s)) ds

)
− V (u(t))

]

+ lim sup
h↓0

1
h

[
−V

(
u(t) +

∫ t+h

t
g(u(s)) ds

)
+ V (u(t) + hg(u(t)))

]
.

Since∣∣∣∣∣lim sup
h↓0

1
h

[
−V

(
u(t) +

∫ t+h

t
g(u(s)) ds

)
+ V (u(t) + hg(u(t)))

]∣∣∣∣∣

≤ L lim sup
h↓0

1
h

∥∥∥∥
∫ t+h

t
g(u(s)) ds− hg(u(t))

∥∥∥∥ = 0,



Lyapunov functions 145

where L > 0 is the Lipschitz constant of V on a suitably chosen neighbor-
hood of u(t), we deduce

V ∗(u(t)) ≤ lim sup
h↓0

1
h

[V (u(t + h))− V (u(t))].

Similarly, we get

V ∗(u(t)) ≥ lim sup
h↓0

1
h

[V (u(t + h))− V (u(t))]

and this completes the proof. ¤
Definition 7.8.1. We say that 0 is stable for (7.8.1) if for each ε > 0

there exists δ(ε) ∈ (0, ε) such that for each ξ ∈ Rn with ‖ξ‖ ≤ δ(ε),
each solution u of (7.8.1), satisfying u(0) = ξ, is defined on [ 0, +∞), and
‖u(t)‖ ≤ ε for all t ≥ 0.

Clearly if 0 is stable for (7.8.1), {0} is both viable and locally invariant
with respect to g, and thus g(0) = 0. In other words, if 0 is stable for
(7.8.1), then u ≡ 0 is necessarily a solution to (7.8.1), and this is the only
one issuing from 0.

Definition 7.8.2. We say that V has positive gradient at v ∈ R if

lim inf
dist (ξ;K)↓0

ξ /∈K

V (ξ)− v

dist (ξ; K)
> 0

where K = V −1((−∞, v ]).

If V is of class C1 and ‖gradV ‖ is bounded from below on V −1({v})
by a constant c > 0, then V has positive gradient at v.

Proposition 7.8.1. Let g : Rn → Rn, let V : Rn → R be continuous,
v ∈ R and let K = V −1((−∞, v ]). If V has positive gradient at v and
V ∗(ξ) ≤ 0 whenever V (ξ) = v, then K is viable with respect to g.

Proof. Let us assume by contradiction that K is not viable with re-
spect to g. In view of Theorem 3.2.5, this means that there exists ξ ∈ ∂K
such that g(ξ) is not tangent in the sense of Federer to K at ξ. So, there
exist γ > 0 and a sequence hm ↓ 0 such that

γ <
1

hm
dist (ξ + hmg(ξ);K)

for all m ∈ N. As ξ ∈ ∂K, it follows that V (ξ) = v. Furthermore, since V
has positive gradient at v, there exists ν > 0 such that

ν <
V (ξ + hmg(ξ))− v

dist (ξ + hmg(ξ);K)
<

1
hmγ

[V (ξ + hmg(ξ))− v]
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for each m ∈ N. Hence

0 < ν ≤ 1
γ

lim sup
h↓0

V (ξ + hg(ξ))− V (ξ)
h

=
1
γ

V ∗(ξ),

thereby contradicting the hypothesis that V ∗(ξ) ≤ 0. This contradiction
can be eliminated only if K is viable with respect to g, and this completes
the proof. ¤

Theorem 7.8.2. Let us assume that (7.8.1) has the uniqueness prop-
erty. Then 0 is stable for (7.8.1) if and only if there exist a continuous
function V : Rn → [ 0, +∞) and a sequence vm ↓ 0 such that V (x) = 0 if
and only if x = 0 and V ∗(x) ≤ 0 for those x ∈ Rn for which V (x) = vm for
some m ∈ N, and V has positive gradient at each vm.

Proof. We denote by u(·, ξ) : [ 0,+∞) → Rn the unique solution of
(7.8.1) satisfying u(0, ξ) = ξ.

Sufficiency. Let us assume that such a sequence (vm)m and function V
exist. Let Km = V −1([ 0, vm ]). Since (7.8.1) has the uniqueness property,
by Proposition 7.8.1, it follows that Km is both viable and locally invariant
with respect to g. Let ε > 0 and let us define both µ∗(ε) = inf‖ξ‖=ε V (ξ) and
µ∗(ε) = sup‖ξ‖=ε V (ξ). Then, µ∗(ε) > 0. For any ε > 0, choose m = m(ε)
such that vm < µ∗(ε), and choose δ(ε) ∈ (0, ε) such that µ∗(δ) < vm

for each δ ∈ (0, δ(ε)). Let ξ ∈ Rn with ‖ξ‖ ≤ δ(ε). Clearly, ξ ∈ Km. If
there exists t > 0 such that ‖u(t, ξ)‖ > ε, then there exists t0 ∈ (0, t)
such that ‖u(t0, ξ)‖ = ε. On the other hand, by the choice of m, we have
u(t0, ξ) /∈ Km, thereby contradicting the local invariance of Km with respect
to g. This contradiction can be eliminated only if ‖u(t, ξ)‖ < ε for all t ≥ 0,
and this completes the proof of the sufficiency.

Necessity. Suppose that 0 is stable for (7.8.1). Let δ(·) the function
in Definition 7.8.1, choose ε1 > 0, and let us define inductively εm+1 =
δ(εm)/2. Clearly, εm ↓ 0. Let us denote by

K0
m = {u(t, ξ) ; ‖ξ‖ ≤ δ(εm) and t ≥ 0}.

Since K0
m contains only points reached at positive time by solutions starting

in D(0, δ(εm)), it follows that K0
m is viable with respect to g. By Propo-

sition 7.1.1, we deduce that Km = K0
m is viable with respect to g. Since

u′(t) = g(u(t)) has the uniqueness property, it follows that Km is in fact
invariant with respect to g. For each m = 1, 2, . . . , let

vm =
∞∑

i=m+1

εi.



The characteristics method for a first order PDE 147

Clearly, vm = 1
2

∑∞
i=m+1 δ(εi−1) ≤ εm for m = 1, 2, . . . . Let K0 = Rn and

v0 = +∞. We have . . . ⊆ K2 ⊆ K1 ⊆ K0 and therefore, we may define
N(ξ) = max{m ; ξ ∈ Km}. Notice that we want to have V (ξ) = vm for all
ξ ∈ ∂Km. Define V (0) = 0 and

V (ξ) = min{vN(ξ), vN(ξ)+1 + dist (ξ;KN(ξ)+1)}
for ξ 6= 0. We begin by proving that V is continuous. First, let us observe
that, for each m ∈ N, the function N is constant on Km\Km+1. Accordingly,
the restriction of V to Km\Km+1 is continuous, and so the function V itself
is continuous at each interior point of Km \Km+1. Next, we show that for
each m ∈ N, V is continuous on the boundary, ∂Km, of Km. Let ξ be
arbitrary in ∂Km. We have both ‖ξ‖ ∈ [ δ(εm), εm) and supη∈Km+1

‖η‖ ≤
εm+1. Therefore, N(ξ) = m and dist (ξ; Km+1) > δ(εm)− εm+1 = δ(εm)/2.
Hence, we have vN(ξ)+1 + dist (ξ; KN(ξ)+1) > vN(ξ) and V (ξ) = vm. Choose
ξi /∈ Km for i = 1, 2, . . . , with ξi → ξ. Then, limi→∞ dist (ξi; Km) = 0, and

lim
i→∞

V (ξi) = vm = V (ξ),

which shows that V is continuous at ξ. It remains to prove that V is contin-
uous at 0. Take ξi → 0. Then N(ξi) →∞ and V (ξi) ≤ vN(ξi). But vm → 0
as m →∞, so that

lim
ξ→0

V (ξ) = 0 = V (0).

Thus V is continuous on Rn.
Finally, we show that V (ξ) = vm implies V ∗(ξ) ≤ 0. Indeed, if for some

m ∈ N we have V (ξ) = vm, then ξ ∈ Km, ξ + hg(ξ) ∈ Km−1 for h > 0
sufficiently small, and

V (ξ + hg(ξ)) ≤ vm + dist (ξ + hg(ξ);Km).

Since Km is viable with respect to g, by virtue of Theorem 3.1.1, we have
g(ξ) ∈ FKm(ξ), and therefore

V ∗(ξ) ≤ lim sup
h↓0

1
h

dist (ξ + hg(ξ);Km) = 0.

If 0 < dist (ξ; Km) ≤ vm − vm−1 = εm, then V (ξ) = vm + dist (ξ; Km), so
that V has positive gradient at each vm, thereby completing the proof. ¤

7.9. The characteristics method for a first order PDE

Let Ω be a nonempty open subset of Rn. A function w : Ω → R is Severi
differentiable at a point x ∈ Ω if, for every u ∈ Rn, there exists the finite
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limit
Dw(x)(u) = lim

s↓0
p→0

(1/s)(w(x + s(u + p))− w(x)),

called the Severi differential of w at x in the direction u. If w is Severi
differentiable at x, the function u 7→ Dw(x)(u) from Rn to R is the Severi
differential of w at x.

Let H : Ω × R ; Rn × R be a multi-function with nonempty values,
and consider the first order partial differential equation

inf
(η,θ)∈H(ξ,w(ξ))

(Dw(ξ)(η)− θ) = 0. (7.9.1)

By a solution to the equation (7.9.1) we mean a Severi differentiable func-
tion w : Ω → R which satisfies the equality (7.9.1) for all ξ ∈ Ω.

In order to construct an existence theory for (7.9.1), we take as a model
the classical characteristics method and characterize the solutions w of
(7.9.1) by means of the behavior of the functions w along the almost exact
solutions (u, v) of the differential inclusion

(u′(t), v′(t)) ∈ H(u(t), v(t)), (7.9.2)

called characteristics system. Since the differential inclusion (7.9.2) is au-
tonomous, we consider only almost exact solutions (u, v) : [ 0, T ) → Rn×R
where 0 < T ≤ ∞. The characterization consists of the conditions:

(C1) for every ξ ∈ Ω, there exists an almost exact solution (u, v) :
[ 0, T ) → Rn×R of (7.9.2), with (u(0), v(0)) = (ξ, w(ξ)), and such
that, for every s ∈ (0, T ), we have w(u(s)) ≤ v(s);

(C2) for every ξ ∈ Ω, for every almost exact solution (u, v) : [ 0, T ) →
Rn × R of (7.9.2), with (u(0), v(0)) = (ξ, w(ξ)), and for every
s ∈ (0, T ), we have v(s) ≤ w(u(s)).

Now we are ready to state a first result concerning (7.9.1).

Theorem 7.9.1. Let H : Ω × R ; Rn × R be both u.s.c. and l.s.c.
with nonempty, compact and convex values, and let w : Ω → R be Severi
differentiable and such that H has the comparison property with respect to
(Ω×R,hyp(w)). Then w is a solution to the equation (7.9.1) if and only if
it satisfies conditions (C1) and (C2).

In fact, in the absence of the differentiability conditions, the function
w satisfying (C1) and (C2) are just the solutions w of the two differential
inequations

inf
(η,θ)∈H(ξ,w(ξ))

(Dw(ξ)(η)− θ) ≤ 0, (7.9.3)

0 ≤ inf
(η,θ)∈H(ξ,w(ξ))

(Dw(ξ)(η)− θ), (7.9.4)
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respectively. Here

Dw(ξ)(η) = lim inf
s↓0
p→0

(1/s)(w(ξ + s(η + p))− w(ξ)),

Dw(ξ)(η) = lim sup
s↓0
p→0

(1/s)(w(ξ + s(η + p))− w(ξ)).

If g : D → R, we recall that epi (g) = {(ξ, t); g(ξ) ≤ t, ξ ∈ D} is the
epigraph of the function g and hyp (g) = {(ξ, t); g(ξ) ≥ t, ξ ∈ D} denotes
the hypograph of the function g.

Exercise 7.9.1. Prove that :

epi (Dw(ξ)) = Tepi(w)(ξ, w(ξ))

hyp (Dw(ξ)) = Thyp(w)(ξ, w(ξ)).

It is clear that w is differentiable at ξ if and only if Dw(ξ)(η) and
Dw(ξ)(η) are finite and equal to each other for all η ∈ Rn.

The epigraph and hypograph equalities above show that η 7→ Dw(ξ)(η)
and η 7→ Dw(ξ)(η) are l.s.c. and u.s.c. respectively.

By a solution of the differential inequation (7.9.3) (or (7.9.4)) we mean
a function w : Ω → R which satisfies the inequality (7.9.3) (or (7.9.4)) for
all ξ ∈ Ω. Clearly a function w is a solution to (7.9.1) if and only if it is a dif-
ferentiable solution to the couple (7.9.3) and (7.9.4). Since differentiability
at a point implies continuity at that point, we conclude that Theorem 7.9.1
above is a natural corollary of Theorem 7.9.2 below.

Theorem 7.9.2. Let H : Ω×R ; Rn×R be both u.s.c. and l.s.c. with
nonempty, compact and convex values, and let w : Ω → R be continuous
such that H has the comparison property with respect to (Ω × R, hyp(w)).
Then w is a solution of (7.9.3) and (7.9.4) if and only if it satisfies condi-
tions (C1) and (C2).

We mention that all solutions to every variational problem satisfy both
(C1) and (C2) (the Bellman optimality principle) with a suitable chosen
H. Hence, under rather common hypotheses upon the components of a
variational problem, its continuous solution satisfies the inequations (7.9.3)
and (7.9.4) (the generalized Bellman ”equation”). A typical example is
included below.

Example 7.9.1. We consider the time optimal control problem asso-
ciated to a control system and a target. More precisely, let F : Rn ; Rn

be a multi-function and let us consider the differential inclusion

u′(t) ∈ F (u(t)), (7.9.5)
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and fix a target set T (nonempty and closed). Let R be the reachable set,
that is, the set of all initial points which can be transferred to T by almost
exact solutions of (7.9.5). For ξ ∈ R define T (ξ) as the minimum (assuming
that it exists) of the transition times. An almost exact solution of (7.9.5)
that transfers ξ to T in T (ξ) is called optimal. The Bellman optimality
principle for the time optimal control problem states that

(C3) for every ξ ∈ R, there exists at least one almost exact solution (an
optimal one) u : [ 0, T ) → Rn of (7.9.5), with u(0) = ξ, and such
that, for every s ∈ (0, T ), w(u(s)) + s ≤ w(ξ) ;

(C4) for every ξ ∈ R, for every almost exact solution u : [ 0, T ) → Rn

of (7.9.5), with u(0) = ξ, and for every s ∈ (0, T ), we have w(ξ) ≤
w(u(s)) + s.

It is easy to see that conditions (C3) and (C4) are particular cases of
(C1) and (C2), respectively, for the choice H(x, y) = F (x)× {−1}. There-
fore, the corresponding partial differential equation (called the Bellman
equation) is

1 + inf
η∈F (ξ)

DT (ξ)(η) = 0, ξ ∈ R \ T.

Returning to the general equation (7.9.1), we point out that, in its turn,
Theorem 7.9.2 follows from the following anatomized variant of itself.

Theorem 7.9.3. (i) Let H : Ω×R; Rn×R be u.s.c. with nonempty,
compact and convex values. A continuous function w : Ω → R is a solution
of (7.9.3) if and only if it satisfies (C1).

(ii) Let H : Ω × R ; Rn × R be l.s.c. with closed and convex values.
Let w : Ω → R be a continuous function such that H has the comparison
property with respect to (Ω×R, hyp(w)). Then w is a solution of (7.9.4) if
and only if it satisfies (C2).

Proof. (i) Since H(ξ, w(ξ)) is compact and since Dw(ξ) is l.s.c. on
Rn, it follows that ”inf” can be replaced by ”min” in (7.9.3). By the first
equality in Exercise 7.9.1, (7.9.3) states that

φ 6= H(ξ, w(ξ)) ∩ Tepi(w)(ξ, w(ξ)). (7.9.6)

Since w is continuous, (7.9.6) is equivalent to (7.9.7) below

φ 6= H(ξ, t) ∩ Tepi(w)(ξ, t) (7.9.7)

for t ≥ w(ξ), and this simply because Tepi(w)(ξ, t) = Rn × R whenever
w(ξ) < t. On the other hand, since w is continuous, condition (C1) is
equivalent to the almost exact viability of epi (w) with respect to H. But the
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set epi (w) is closed in Ω×R, and therefore the conclusion is an immediate
consequence of Theorem 6.2.3.

(ii) Taking into account the second equality in Exercise 7.9.1, (7.9.4)
states that H(ξ, w(ξ)) ⊆ Thyp(w)(ξ, w(ξ)). Since w is continuous, we have
H(ξ, t) ⊆ Thyp(w)(ξ, t) in case w(ξ) > t. On the other hand, condition (C2)
states that the set hyp (w) is invariant with respect to H. Since the set
hyp (w) is closed in Ω × R, by Corollary 2.2.1 we deduce that hyp (w) is
proximal. Therefore, the ”if” part follows from Corollary 6.7.1 and Prob-
lem 6.7.1. Finally, the ”only if” part follows from Theorem 6.7.3. ¤

Problem 7.9.1. Suppose that w : Ω → R is continuous. Prove that the
condition (C1) is equivalent to the following one below

for every ξ ∈ Ω, there exists an almost exact solution (u, v) : [ 0, T ) →
Rn×R of the inclusion (7.9.2), with (u(0), v(0)) = (ξ, w(ξ)), such that, the
function s 7→ w(u(s))− v(s) is decreasing.

A natural question is whether we can weaken the continuity property
of the function w in Theorem 7.9.3. This question arises from the fact that
epi (w) is closed even in the case when w is l.s.c. and hyp (w) is closed in
the case when w is u.s.c. The answer is in the negative as the following
examples show. Consider first the differential inequation

Dw(ξ)(w(ξ))− 1 ≤ 0. (7.9.8)

Here H(x, y) = {(y, 1)}, for all (x, y) ∈ R× R
Exercise 7.9.2. Prove that the l.s.c. function w : R → R given by

w(ξ) = 0 for ξ = 0 and by w(ξ) = 1 for ξ 6= 0 is a solution to (7.9.8) but
does not satisfy the corresponding condition (C1).

A second example is given by the differential inequation

0 ≤ Dw(ξ)(w(ξ)) + 1. (7.9.9)

Here H(x, y) = {(y,−1)} for all (x, y) ∈ R× R.

Exercise 7.9.3. Prove that the u.s.c. function w : R → R given by
w(ξ) = 0 for ξ = 0 and by w(ξ) = −1 for ξ 6= 0 is a solution to (7.9.9) but
does not satisfy the corresponding condition (C2).

A condition which assures that (C1) in part (i) of Theorem 7.9.3 holds
for a l.s.c. function w, while (C2) in part (ii) holds for an u.s.c. function w
is given below.

Theorem 7.9.4. Let H : Ω× R ; Rn × R be a nonempty and convex
valued multi-function satisfying

H(x, y1) ⊆ H(x, y2) (7.9.10)
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for each x ∈ Ω and y1, y2 ∈ R, with y1 ≤ y2.
(i) Assume that H is u.s.c. with compact values. Then, a l.s.c. function

w : Ω → R is a solution to the differential inequation (7.9.3) if and only if
it satisfies (C1)

(ii) Assume that H is l.s.c. with closed values. Let w : Ω → R be u.s.c.
such that H has the comparison property with respect to (Ω× R, hyp (w)).
Then, w : Ω → R is a solution to the differential inequality (7.9.4) if and
only if it satisfies (C2)

Proof. The proof follows the same steps as the one of Theorem 7.9.3.
Indeed, in order to prove (i), as Tepi(w)(x,w(x)) ⊆ Tepi(w)(x, t) if w(x) ≤ t,
(7.9.10) implies that (7.9.6) is equivalent to (7.9.7). In its turn, (7.9.6) is
equivalent to (7.9.3). On the other hand, since (7.9.10) is satisfied, condition
(C1) is equivalent to the almost exact viability of epi(w) with respect to
H. Indeed, if w(x) < t, and (u, v) : [ 0, T ) → Rn ×R is a solution to (7.9.2)
with (u(0), v(0)) = (ξ, w(ξ)), and w(u(s)) ≤ v(s) for all s ∈ [ 0, T ), then the
function s 7→ (u(s), v(s) + t − w(x)) = (u(s), v(s)) is a solution to (7.9.2)
with (u(0), v(0)) = (ξ, t) and satisfies w(u(s)) ≤ v(s) for all s ∈ [ 0, T ). This
completes the proof of (i). The proof of (ii) goes in the very same spirit,
and therefore we do not give further details. ¤
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CHAPTER 8

Viability for single-valued semilinear evolutions

In this chapter we reconsider some problems already studied in the case of ordi-
nary differential equations, within the more general frame of semilinear evolution
equations governed by single-valued continuous perturbations of infinitesimal gen-
erators of C0-semigroups. As in the previous case we just mentioned, we start with
the autonomous case. So, after introducing the concept of mild viability and that
one of A-tangent vector to a set at a given point, we prove a necessary condition for
mild viability expressed in terms of a tangency condition which, whenever A ≡ 0,
reduces to the Nagumo Tangency Condition. We next state and subsequently prove
several necessary and sufficient conditions for mild viability. Further, we show how
the quasi-autonomous case reduces to the autonomous one and we rephrase all the
results already obtained in the autonomous case within this more general frame.
We prove some necessary and sufficient conditions for mild viability in the specific
case of a class of semilinear reaction-diffusion systems. We conclude the chapter
with some results concerning the existence of noncontinuable, as well as of global
mild solutions.

8.1. Necessary conditions for mild viability

We begin with the autonomous case. So, let X be a real Banach space,
let A : D(A) ⊆ X → X be the infinitesimal generator of a C0-semigroup,
{S(t) : X → X; t ≥ 0}, K a nonempty subset in X and f : K → X a given
function.

Definition 8.1.1. By a mild solution of the autonomous semilinear
Cauchy problem

{
u′(t) = Au(t) + f(u(t))
u(0) = ξ,

(8.1.1)
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on [ 0, T ], we mean a continuous function u : [ 0, T ] → K such that the
mapping s 7→ f(u(s)) is Bochner integrable on [ 0, T ] and

u(t) = S(t)ξ +
∫ t

0
S(t− s)f(u(s)) ds, (8.1.2)

for each t ∈ [ 0, T ].

Remark 8.1.1. If u is a mild solution of the Cauchy problem (8.1.1),
then u is a mild solution, in the sense of Definition 1.5.3, of the linear
nonhomogeneous Cauchy problem{

u′ = Au + g
u(0) = ξ,

where g(s) = f(u(s)) for each s ∈ [ 0, T ].

Definition 8.1.2. The set K ⊆ X is mild viable with respect to A + f
if for each ξ ∈ K, there exists T > 0 such that the Cauchy problem (8.1.1)
has at least one mild solution u : [ 0, T ] → K.

Definition 8.1.3. We say that η ∈ X is A-tangent to K at ξ ∈ K if

lim inf
h↓0

1
h

dist (S(h)ξ + hη; K) = 0.

In other words, η ∈ X is A-tangent to K at ξ ∈ K if for each δ > 0 and
each neighborhood V of 0 there exist h ∈ (0, δ) and p ∈ V such that

S(h)ξ + h(η + p) ∈ K. (8.1.3)

The set of all A-tangent elements to K at ξ ∈ K is denoted by TA
K(ξ).

We notice that if A ≡ 0, then TA
K(ξ) is the contingent cone at ξ ∈ K, i.e.

T0
K(ξ) = TK(ξ). See Definition 2.4.1.

Remark 8.1.2. Except for some particular cases, as for instance when
A = 0, or ξ is an interior point of K, or ξ = 0, etc., TA

K(ξ) is not a cone.

Proposition 8.1.1. If η ∈ TA
K(ξ) then, for every function h 7→ ηh from

(0, 1) to X satisfying lim
h↓0

ηh = η, we have

lim inf
h↓0

1
h

dist (S(h)ξ + hηh; K) = 0. (8.1.4)

If there exists a function h 7→ ηh from (0, 1) to X satisfying both lim
h↓0

ηh = η

and (8.1.4), then η ∈ TA
K(ξ).

Since the proof is completely similar with that one of Proposition 2.4.3,
we do not enter into details.
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Proposition 8.1.2. A necessary and sufficient condition in order that
η ∈ TA

K(ξ) is

lim inf
h↓0

1
h

dist
(

S(h)ξ +
∫ h

0
S(h− s)η ds; K

)
= 0.

Proof. Since, by (i) in Theorem 1.4.3, we have

lim
h↓0

1
h

∫ h

0
S(h− s)η ds = η,

the conclusion follows from Proposition 8.1.1. ¤
Theorem 8.1.1. Let X be a Banach space, A : D(A) ⊆ X → X the

infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty subset in X and f : K → X a continuous function. If K is mild
viable with respect to A + f then, for each ξ ∈ K, we have

lim
h↓0

1
h

dist (S(h)ξ + hf(ξ);K) = 0. (8.1.5)

Remark 8.1.3. Under the general hypotheses of Theorem 8.1.1, if K
is mild viable with respect to A + f then, for each ξ ∈ K, we have

f(ξ) ∈ TA
K(ξ).

Theorem 8.1.1 is an immediate consequence of the slightly more general
Theorem 8.1.2 below.

Theorem 8.1.2. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty subset in X and f : K → X a given function. If K is mild viable
with respect to A+f , then the tangency condition (8.1.5) is satisfied at each
continuity point, ξ ∈ K, of f .

Proof. Let ξ ∈ K be a continuity point of f . Since K is mild viable with
respect to A + f , there exist T > 0 and one mild solution u : [ 0, T ] → K
of (8.1.1). By virtue of (8.1.2), we have

1
h

dist (S(h)ξ + hf(ξ);K) ≤ 1
h
‖S(h)ξ + hf(ξ)− u(h)‖

=
1
h

∥∥∥∥
∫ h

0
[f(ξ)− S(h− s)f(u(s))]ds

∥∥∥∥ ≤
1
h

∫ h

0
‖f(ξ)− S(h− s)f(u(s))‖ ds

≤ sup
s∈[ 0,h ]

‖f(ξ)− S(h− s)f(u(s))‖.

Since u is continuous, u(0) = ξ, (t, x) 7→ S(t)x is continuous from R+ ×X
to X, and ξ is a continuity point of f , we conclude that (8.1.5) holds true,
as claimed. ¤
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8.2. Sufficient conditions for mild viability

In order to handle several apparently different cases into a unitary frame,
we introduce:

Definition 8.2.1. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X ; t ≥ 0}, and
f : K → X a function. We say that A + f is locally of compact type if f
is continuous and, for each ξ ∈ K, there exist ρ > 0, a continuous function
` : R+ → R+ and a uniqueness function ω : R+ → R+, such that f is
bounded on D(ξ, ρ) ∩K, and

β(S(t)f(C)) ≤ `(t)ω(β(C))

for each t > 0 and C ⊆ D(ξ, ρ) ∩K.

Several important instances when A + f is locally of compact type are
indicated in the remark below.

Remark 8.2.1. One may easily verify that A+ f is locally of compact
type whenever:

(i) f is locally β-compact (see Definition 3.2.3) ;
(ii) f is continuous and the semigroup, {S(t) : X → X ; t ≥ 0}, is

compact (see Definition 1.5.5).
Indeed, if (i) holds, then we can take `(t) = Meat, for t ∈ R+, where M ≥ 1
and a ≥ 0 are given by Theorem 1.4.11, while ω is given by Definition 3.2.3.
As for the case (ii), we may take ` ≡ 0 and ω ≡ 0.

From this observation, and Remark 3.2.3, it readily follows that in each
one of the next three situations below:

(iii) f is locally compact (see Definition 3.2.1) ;
(iv) f is continuous and K is locally compact ;
(v) f is locally Lipschitz (see Definition 3.2.2),

A + f is locally of compact type too.

Now we are ready to state the main sufficient conditions concerning the
viability of a set K with respect to A + f .

Theorem 8.2.1. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty and locally closed subset in X and f : K → X a function such

1In fact, by Theorem 1.4.1, we get a ∈ R but, here and thereafter, we may assume
that a ≥ 0. If not, then replace it by |a| which satisfies also ‖S(t)‖L(X) ≤ Me|a|t for each

t ∈ R+.
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that A + f is locally of compact type. Then K is mild viable with respect to
A + f if and only if, for each ξ ∈ K, we have

f(ξ) ∈ TA
K(ξ). (8.2.1)

From Theorem 8.2.1 and (i) in Remark 8.2.1, we deduce

Theorem 8.2.2. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K
a nonempty and locally closed subset in X and f : K → X a locally β-
compact function. Then K is mild viable with respect to A + f if and only
if, for each ξ ∈ K, the tangency condition (8.2.1) is satisfied.

From Theorem 8.2.1 and (ii) in Remark 8.2.1, we get

Theorem 8.2.3. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a compact C0-semigroup, {S(t) : X → X; t ≥ 0},
K a nonempty and locally closed subset in X and f : K → X a continuous
function. Then K is mild viable with respect to A + f if and only if, for
each ξ ∈ K, the tangency condition (8.2.1) is satisfied.

From Theorem 8.2.2 and (iii)∼(v) in Remark 8.2.1, we obtain

Theorem 8.2.4. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty and locally closed subset in X and f : K → X a locally compact
function2. Then K is mild viable with respect to A + f if and only if, for
each ξ ∈ K, the tangency condition (8.2.1) is satisfied.

Theorem 8.2.5. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty and locally compact subset in X and f : K → X a continuous
function. Then K is mild viable with respect to A + f if and only if, for
each ξ ∈ K, the tangency condition (8.2.1) is satisfied.

Theorem 8.2.6. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty and locally closed subset in X and f : K → X a locally Lipschitz
function. Then K is mild viable with respect to A + f if and only if, for
each ξ ∈ K, the tangency condition (8.2.1) is satisfied.

Since the necessity of Theorems 8.2.1∼8.2.6 is a simple consequence of
Theorem 8.1.1, in what follows, we focus our attention only on the proof of
the sufficiency. Finally, as Theorems 8.2.2∼8.2.6 follow from Theorem 8.2.1
and Remark 8.2.1, we will prove only the sufficiency of Theorem 8.2.1.

2See Definition 3.2.1.
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8.3. Existence of ε-approximate mild solutions

The proof of the sufficiency of Theorem 8.2.1 is divided into two steps.
First, we will prove the existence of a family of approximate solutions for
the Cauchy problem (8.1.1), all defined on one and the same interval [ 0, T ].

Lemma 8.3.1. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty and locally closed subset in X and f : K → X a continuous
function satisfying the tangency condition (8.2.1). Let ξ ∈ K be arbitrary
and let r > 0 be such that D(ξ, r)∩K is closed. Then, there exist ρ ∈ (0, r ],
and T > 0 such that, for each ε ∈ (0, 1), there exist σ : [ 0, T ] → [ 0, T ]
nondecreasing, θ : {(t, s); 0 ≤ s < t ≤ T} → [ 0, T ] measurable, g :
[ 0, T ] → X Riemann integrable and u : [ 0, T ] → X continuous such that :

(i) s− ε ≤ σ(s) ≤ s for each s ∈ [ 0, T ] ;
(ii) u(σ(s)) ∈ D(ξ, ρ)∩K for each s ∈ [ 0, T ] and u(T ) ∈ D(ξ, ρ)∩K ;
(iii) ‖g(s)‖ ≤ ε for each s ∈ [ 0, T ] ;
(iv) θ(t, s) ≤ t for each 0 ≤ s < t ≤ T and t 7→ θ(t, s) is nonexpansive

on (s, T ] ;

(v) u(t) = S(t)ξ +
∫ t

0
S(t− s)f(u(σ(s))) ds +

∫ t

0
S(θ(t, s))g(s) ds for

each t ∈ [ 0, T ] ;
(vi) ‖u(t)− u(σ(t))‖ ≤ ε for each t ∈ [ 0, T ].

Definition 8.3.1. A 4-uple (σ, θ, g, u ) as in Lemma 8.3.1 is called an
ε-approximate mild solution of the Cauchy problem (8.1.1) on [ 0, T ].

Proof. Let ξ ∈ K be arbitrary and let r > 0 be such that D(ξ, r) ∩K
be closed. Let us choose ρ ∈ (0, r ], N > 0, M ≥ 1 and a ≥ 0 such that

‖f(x)‖ ≤ N (8.3.1)

for every x ∈ D(ξ, ρ) ∩K, and

‖S(t)‖L(X) ≤ Meat (8.3.2)

for every t ≥ 0.
The existence of ρ > 0 and N > 0 satisfying (8.3.1) is ensured by the

fact that f is continuous and therefore locally bounded. Furthermore, the
existence of M ≥ 1 and a ≥ 0 satisfying (8.3.2) follows from Theorem 1.4.1.
Since t 7→ S(t)ξ is continuous at t = 0 and S(0)ξ = ξ, we may find a
sufficiently small T > 0 such that

sup
t∈[ 0,T ]

‖S(t)ξ − ξ‖+ TMeaT (N + 1) ≤ ρ. (8.3.3)
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Let ε ∈ (0, 1) be arbitrary but fixed. We begin by showing the exis-
tence of an ε-approximate solution on an interval [ 0, δ ] with δ ∈ (0, T ]. As,
for every ξ ∈ K, f satisfies the tangency condition (8.2.1), from Proposi-
tion 8.1.2, it follows that there exist δ ∈ (0, T ] and p ∈ X with ‖p‖ ≤ ε,
such that

S(δ)ξ +
∫ δ

0
S(δ − s)f(ξ) ds + δp ∈ K. (8.3.4)

We continue by showing how to define the functions σ, θ, g, u. Namely, let
σ : [ 0, δ ] → [ 0, δ ], g : [ 0, δ ] → X and θ : { (t, s); 0 ≤ s < t ≤ δ } → [ 0, δ ]
be given by

σ(s) = 0,
g(s) = p,
θ(t, s) = 0

and let u : [ 0, δ ] → X be defined by

u(t) = S(t)ξ +
∫ t

0
S(t− s)f(ξ) ds + tp,

for each t ∈ [ 0, δ ].
We will show that (σ, θ, g, u ) is an ε-approximate mild solution to the

Cauchy problem (8.1.1) on the interval [ 0, δ ]. Clearly σ is nondecreasing, g
is Riemann integrable, θ is measurable and t 7→ θ(t, s) is nonexpansive on
[ 0, δ ] and u is continuous. The conditions (i), (iii), (iv) and (v) are obviously
fulfilled. To prove (ii), let us first observe that, as u(σ(s)) = u(0) = ξ for
each s ∈ [ 0, δ ], we have u(σ(s)) ∈ D(ξ, ρ)∩K. Moreover, since δ < T , from
(v), (8.3.1) and (8.3.2), we get

‖u(t)− ξ‖ ≤ ‖S(t)ξ − ξ‖+
∫ t

0
‖S(t− s)‖L(X)‖ f(u( σ(s) ) )‖ds

+
∫ t

0
‖S(θ(t, s))‖L(X)‖g(s)‖ds ≤ sup

t∈[ 0,δ ]
‖S(t)ξ−ξ‖+δ Meaδ(N+1) (8.3.5)

for each t ∈ [ 0, δ ]. Thus, by (8.3.3), we have

‖u(δ)− ξ‖ ≤ sup
t∈[ 0,δ ]

‖S(t)ξ − ξ‖+ δ Meaδ(N + 1) ≤ ρ.

Combining (8.3.4) with the last inequality, we get u(δ) ∈ D(ξ, ρ ) ∩K and
thus (ii) is satisfied. Diminishing δ > 0, if necessary, by (8.3.5), we may
assume that

‖u(t)− u(σ(t))‖ ≤ ε

for each t ∈ [ 0, δ ] and thus (vi) is also satisfied. We emphasize that we can
do this because (8.3.5) is independent of p which, of course, may change
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with δ. Therefore (σ, θ, g, u) is an ε-approximate mild solution of (8.1.1) on
[ 0, δ ].

In the second step we will prove the existence of an ε-approximate
solution for (8.1.1) defined on the whole interval [ 0, T ]. To this aim we
shall make use of Brezis–Browder Theorem 2.1.1. We denote by D(c) the
set

D(c) = [ 0, c ]× {(t, s); 0 ≤ s < t ≤ c} × [ 0, c ]× [ 0, c ],
with c ≥ 0 and by S the set of all ε-approximate mild solutions to the
problem (8.1.1), defined on D(c), with c ≤ T .

On S we introduce a preorder ¹as follows: we say that (σ1, θ1, g1, u1 ),
defined on D(c1), and (σ2, θ2, g2, u2 ), defined on D(c2), satisfy

(σ1, θ1, g1, u1 ) ¹ (σ2, θ2, g2, u2 )

if c1 ≤ c2, σ1(t) = σ2(t), g1(t) = g2(t), for t ∈ [ 0, c1 ] and θ1(t, s) = θ2(t, s)
for each 0 ≤ s < t ≤ c1.

Let L be an increasing sequence in S,

L = ((σi, θi, gi, ui) : D(ci) → [ 0, ci ]× [ 0, ci ]×X ×X)i.

We define an upper bound of L as follows. First, set

c∗ = sup{ci; i = 1, 2, . . . }.
If c∗ = ci for some i = 1, 2, . . . then (σi, θi, gi, ui) is an upper bound for
L. If ci < c∗ for i = 1, 2, . . . , we show that there exists (σ∗, θ∗, g∗, u∗) in
S, defined on [ 0, c∗ ], and satisfying (σm, θm, gm, um) ¹ (σ∗, θ∗, g∗, u∗), for
m = 1, 2, . . . .

First, we know that all the functions in the set {σm; m = 1, 2, . . . }
are nondecreasing, with values in [ 0, c∗ ], and satisfy σm(cm) ≤ σp(cp) for
m, p = 1, 2, . . . with m ≤ p. So, there exists

lim
m

σm(cm) ∈ [ 0, c∗ ].

Now, let m, k ∈ {1, 2, . . . } be arbitrary with m ≥ k. For each s ∈ [ 0, ck),
we have

|θm(cm, s)− θk(ck, s)|
≤ |θm(cm, s)− θm(ck, s)|+ |θm(ck, s)− θk(ck, s)| ≤ |cm − ck|,

because t 7→ θm(t, s) is nonexpansive on (s, c∗). Accordingly, there exists

lim
m

θm(cm, s).

We are now ready to define the functions: σ∗ : [ 0, c∗ ] → [ 0, c∗ ] by

σ∗(t) =

{
σm(t) if, for some m = 1, 2, . . . , t ∈ [ 0, cm ]

lim
m

σm(cm) if t = c∗,
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θ∗ : {(t, s); 0 ≤ s < t ≤ c∗} → [ 0, c∗ ] by

θ∗(t, s) =

{
θm(t, s) if, for some m = 1, 2, . . . , 0 ≤ s < t ≤ cm

lim
m

θm(cm, s) if 0 ≤ s < t = c∗

and g∗ : [ 0, c∗ ] → X by

g∗(t) =
{

gm(t) if, for some m = 1, 2, . . . , t ∈ [ 0, cm ]
0 if t = c∗.

Obviously σ∗ is nondecreasing, g∗ is Riemann integrable, θ∗ is measurable
and t 7→ θ∗(t, s) is nonexpansive on [ 0, δ ]. In order to define u∗, let us first
prove that there exists lim

m
um(cm). To this aim, let us denote by χ[ 0,cm ] :

[ 0, T ] → R+ the indicator function of [ 0, cm ], i.e.

χ[ 0,cm ](s) =
{

1 if s ∈ [ 0, cm ]
0 if s ∈ (cm, T ].

By (v), we have

um(cm) = S(cm)ξ +
∫ c∗

0
χ[ 0,cm ](s)S(cm − s)f(um(σm(s))) ds

+
∫ c∗

0
χ[ 0,cm ](s)S(θm(cm, s))gm(s) ds.

Recalling (i), (ii), (iv) and (vi) and the fact that, by (iii), each gm is Rie-
mann integrable and bounded by ε, thanks to the Lebesgue Dominated
Convergence Theorem 1.2.3, we deduce that there exists limm um(cm).

Let us define u∗ : [ 0, c∗ ] → X by

u∗(t) =

{
um(t) if, for some m = 1, 2, . . . , t ∈ [ 0, cm ]

lim
m

um(cm) if t = c∗.

Clearly u∗ is continuous on [ 0, c∗ ]. Moreover, (σ∗, θ∗, g∗, u∗) satisfies (i),
(iii), (iv) and (v). Since um is an ε-approximate mild solution on [ 0, cm ],
by (ii) applied to um, we have um(cm) ∈ D(ξ, ρ)∩K and since the latter is
closed, we have u∗(c∗) ∈ D(ξ, ρ) ∩K. Similarly, by (vi) applied to um, we
have

‖um(t)− um(σm(t))‖ ≤ ε

for each m ∈ N and t ∈ [ 0, cm ] and since u∗ is continuous, we deduce

‖u∗(t)− u∗(σ∗(t))‖ ≤ ε
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for each t ∈ [ 0, c∗ ]. Hence u∗ and σ∗ satisfy (vi) and thus (σ∗, θ∗, g∗, u∗) is
an ε-approximate mild solution of (8.1.1) on [ 0, c∗ ] and

(σm, θm, gm, um) ¹ (σ∗, θ∗, g∗, u∗),

for m = 1, 2, . . . . Let us define the function N : S → R by N((σ, θ, g, u)) = c,
where D(c) is the domain of definition of (σ, θ, g, u). Clearly N satisfies the
hypotheses of Brezis-Browder Theorem 2.1.1. Then, S contains at least one
N-maximal element (σ, θ, g, u) whose domain is D(c). We will next show
that c = T. To this aim, let us assume by contradiction that c < T . We
know that u(c) ∈ D(ξ, ρ) ∩K. Moreover, by using (8.3.1), (8.3.2), (8.3.3),
we get

‖u(c)− ξ‖

=
∥∥∥∥S(c)ξ +

∫ c

0
S(c− s)f(u(σ(s))) ds +

∫ c

0
S(θ(c, s))g(s)ds− ξ

∥∥∥∥

≤ sup
t∈[ 0,c ]

‖S(t)ξ − ξ‖+
∫ c

0
‖S(θ(c, s))g(s)‖ ds

+
∫ c

0
‖S(c− s)f(u(σ(s)))‖ ds

≤ sup
t∈[ 0,c ]

‖S(t)ξ − ξ‖+ cMeaT (N + 1) < ρ.

Then, as u(c) ∈ K and f(u(c)) ∈ TA
K(u(c)), there exist δ ∈ (0, T − c),

δ ≤ ε and p ∈ X, ‖p‖ ≤ ε such that

S(δ)u(c) +
∫ δ

0
S(δ − s)f(u(c)) ds + δp ∈ D(ξ, ρ) ∩K. (8.3.6)

Let us define the functions: σ̃ : [ 0, c+ δ ] → [ 0, c+ δ ], g̃ : [ 0, c+ δ ] → X

and θ̃ : {(t, s); 0 ≤ s < t ≤ c + δ} → [ 0, c + δ ] by

σ̃(t) =
{

σ(t) for t ∈ [ 0, c ]
c for t ∈ (c, c + δ ],

g̃(t) =
{

g(t) for t ∈ [ 0, c ]
p for t ∈ (c, c + δ ],

and

θ̃(t, s) =





θ(t, s) for 0 ≤ s < t ≤ c
t− c + θ(c, s) for 0 ≤ s < c < t ≤ c + δ

0 for c ≤ s < t ≤ c + δ.

Clearly, σ̃ is nondecreasing, g̃ is Riemann integrable on [ 0, c + δ ], θ̃ is
measurable and they satisfy (i), (iii), and (iv).
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Accordingly, we can define ũ : [ 0, c + δ ] → X by

ũ(t) =





u(t) if t ∈ [ 0, c ]

S(t− c)u(c)+
∫ t

c
S(t− s)f(u(c))ds + (t− c)p if t ∈ [ c, c + δ ].

A standard calculation, involving the form of θ̃, shows that ũ satisfies (v).
From (8.3.6), we get ũ(c + δ) ∈ D(ξ, ρ) ∩K and thus (ii) is satisfied.

Following the same arguments as in the first part of the proof, we con-
clude that, diminishing δ > 0 if necessary, we also get (vi). Thus (σ̃, θ̃, g̃, ũ)
is an element of S which satisfies

N((σ, θ, g, u)) < N((σ̃, θ̃, g̃, ũ))

although

(σ, θ, g, u) ¹ (σ̃, θ̃, g̃, ũ).

This contradiction can be eliminated only if c = T and this completes the
proof. ¤

Remark 8.3.1. Under the general hypotheses of Lemma 8.3.1, for each
γ > 0, we can diminish both ρ > 0 and T > 0, such that T < γ, ρ < γ and
all the conditions (i) ∼ (vi) in Lemma 8.3.1 be satisfied.

8.4. Proof of the sufficiency of Theorem 8.2.1

In this section we will prove that, in the hypotheses of Theorem 8.2.1, there
exists at least one sequence εn ↓ 0 such that the corresponding sequence of
εn-approximate mild solutions, ((σn, θn, gn, un) )n, enjoys the property that
(un)n is uniformly convergent on [ 0, T ] to some function u : [ 0, T ] → K
which is a mild solution of (8.1.1).

Proof. So, let r > 0, ρ ∈ (0, r ] and T > 0 as in Lemma 8.3.1. Since,
by hypotheses, A + f is locally of compact type, diminishing ρ ∈ (0, r ] and
T > 0 if necessary, we can find a continuous function ` : R+ → R+ and a
uniqueness function ω : R+ → R+ such that f(D(ξ, ρ)∩K) is bounded and

β(S(t)f(C)) ≤ `(t)ω(β(C)), (8.4.1)

for each t ∈ [ 0, T ] and C ⊆ D(ξ, ρ)∩K and, in addition, all the conclusions
of Lemma 8.3.1 be satisfied. See Remark 8.3.1 to conclude that we can do
that.

Let εn ↓ 0 be a sequence in (0, 1) and let ((σn, θn, gn, un) )n be a se-
quence of εn-approximate mild solutions defined on [ 0, T ] whose existence
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is ensured by Lemma 8.3.1. From (v)3, we have

un(t) = S(t)ξ+
∫ t

0
S(t−s)f(un(σn(s))) ds+

∫ t

0
S(θn(t, s))gn(s) ds (8.4.2)

for each n ∈ N and t ∈ [ 0, T ].
We consider first the case when X is separable. Let M ≥ 1 and a ≥ 0

be the constants in (8.3.2). Let t ∈ [ 0, T ] be fixed. From Lemma 2.7.2,
Problem 2.7.1, (iii), (vi), (8.4.2), (8.3.2), (8.4.1) and Remark 2.7.1, we get

β({un(t); n ≥ k})

≤ β

({∫ t

0
S(t− s)f(un(σn(s))) ds; n ≥ k

})

+β

({∫ t

0
S(θn(t, s))gn(s) ds ; n ≥ k

})

≤
∫ t

0
β ({S(t− s)f(un(σn(s))); n ≥ k}) ds

+
∫ t

0
β ({S(θn(t, s))gn(s) ; n ≥ k}) ds

≤
∫ t

0
`(t− s)ω(β ({un(σn(s)); n ≥ k})) ds + TMeaT εk

≤
∫ t

0
sup

θ∈[ 0,T ]
`(θ)ω(β ({un(s); n ≥ k}+ {un(σn(s))− un(s); n ≥ k})) ds

+TMeaT εk

≤
∫ t

0
sup

θ∈[ 0,T ]
`(θ)ω(β ({un(s); n ≥ k}) + εk) ds + TMeaT εk.

Set xk(t) = β({un(t); n ≥ k}) + εk, for k = 1, 2, . . . and t ∈ [ 0, T ],
ω0(x) = supθ∈[ 0,T ] `(θ)ω(x), for x ∈ R+, and γk = (TMeaT + 1)εk. We
conclude

xk(t) ≤ γk +
∫ t

0
ω0(xk(s)) ds,

for k = 1, 2, . . . and t ∈ [ 0, T ].
By Remark 1.8.1, ω0 is a uniqueness function. So, Lemma 1.8.2 shows

that, diminishing T > 0 if necessary, we may assume that limk xk(t) = 0,
which means that limk β({un(t); n ≥ k}) = 0 uniformly for t ∈ [ 0, T ]. From
Lemma 2.7.3, it follows that, for each t ∈ [ 0, T ], {un(t); n = 1, 2, . . . } is
relatively compact in X. At this point Theorem 1.5.2 comes into play and

3Throughout this proof, the references to (i)∼(vi) are to the corresponding items in
Lemma 8.3.1.
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shows that there exists u ∈ C([ 0, T ]; X) such that, on a subsequence at
least, we have limn un(t) = u(t) uniformly for t ∈ [ 0, T ]. In view of (ii)
and (vi), we get limn un(σn(t)) = u(t) uniformly for t ∈ [ 0, T ], and, since
D(ξ, ρ) ∩K is closed, u(t) ∈ D(ξ, ρ) ∩K for each t ∈ [ 0, T ].

Passing to the limit in (8.4.2), for n → ∞, and taking into account of
(iii), we obtain

u(t) = S(t)ξ +
∫ t

0
S(t− s)f(u(s)) ds,

for each t ∈ [ 0, T ], and this completes the proof in the case when X is
separable.

If X is nonseparable, from Remark 2.7.3, it follows that there exists a
separable and closed subspace, Y , of X such that

un(t), S(r)f(un(σn(s))), S(θn(r, s))gn(s) ∈ Y

for n = 1, 2, . . . and a.e. for t, r, s ∈ [ 0, T ]. From Problem 2.7.2 and the
monotonicity of ω, we deduce that

βY (S(t)f(C)) ≤ 2β(S(t)f(C)) ≤ 2`(t)ω(β(C)) ≤ 2`(t)ω(βY (C)),

for each t > 0 and each set C ⊆ D(ξ, ρ)∩K ∩ Y . From now on, we have to
repeat the same routine as above by using the fact that the restriction of
βY — as defined in Problem 2.7.2 — to B(Y ) is the Hausdorff measure of
noncompactness on Y . This completes the proof. ¤

8.5. The quasi-autonomous case

Let X be a real Banach space, A : D(A) ⊆ X → X the infinitesimal
generator of a C0-semigroup, C a nonempty subset in R × X, f : C → X
a given function. The goal of this section is to extend the necessary and
sufficient conditions for viability already proved in the autonomous case to
the general frame of quasi-autonomous semilinear Cauchy problems of the
form {

u′(t) = Au(t) + f(t, u(t))
u(τ) = ξ.

(8.5.1)

Throughout, we denote by X = R×X, which endowed with the usual
norm ‖(t, u)‖ = |t|+ ‖u‖, is a Banach space.

Definition 8.5.1. Let A : D(A) ⊆ X → X be the infinitesimal gener-
ator of a C0-semigroup, {S(t) : X → X ; t ≥ 0}, and f : C → X a function.
We say that A + f is locally of compact type with respect to the second
argument if f is continuous and, for each (τ, ξ) ∈ C, there exist ρ > 0, a
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continuous function ` : R+ → R+ and a uniqueness function ω : R+ → R+,
such that f(DX((τ, ξ), ρ) ∩ C) is bounded and

β(S(t)f(C)) ≤ `(t)ω(β(ΠXC))

for each t > 0 and each C ⊆ DX((τ, ξ), ρ) ∩ C.

Definition 8.5.2. By a mild solution of the problem (8.5.1) on [ τ, T ],
we mean a continuous function u : [ τ, T ] → X which satisfies:

(i) (t, u(t)) ∈ C for each t ∈ [ τ, T ] ;
(ii) the function s 7→ f(s, u(s)) lies in L1(τ, T ; X) ;
(iii) u is a mild solution, in the sense of Definition 1.5.3, of the Cauchy

problem {
u′ = Au + g
u(τ) = ξ,

where g(s) = f(s, u(s)) for a.a. s ∈ [ τ, T ], i.e.

u(t) = S(t− τ)ξ +
∫ t

τ
S(t− s)f(s, u(s)) ds,

for each t ∈ [ τ, T ].

Definition 8.5.3. The set C ⊆ R × X is mild viable with respect to
A+f if for each (τ, ξ) ∈ C, there exists T ∈ R, T > τ such that the Cauchy
problem (8.5.1) has at least one mild solution u : [ τ, T ] → X.

Remark 8.5.1. In order to introduce the tangency concept we are
going to use in the sequel, let us first observe that the quasi-autonomous
Cauchy problem (8.5.1) can be equivalently rewritten as an autonomous
one in the space X, by setting A = (0, A), z(s) = (t(s + τ), u(s + τ)),
F(z) = (1, f(z)) and ζ = (τ, ξ). Indeed, with the notations above, we have

{
z′(s) = Az(s) + F(z(s))
z(0) = ζ.

It readily follows that A generates a C0-semigroup, {S(t) : X → X; t ≥ 0},
on X, where S(t) = (1, S(t)) for each t ≥ 0, {S(t) : X → X; t ≥ 0} being
the C0-semigroup generated by A on X. So, the mild solution z of the
problem above is given by the variation of constants formula

z(t) = S(t)ζ +
∫ t

0
S(t− s)F(z(s)) ds

whose form, on components, is

z(t) =
(

τ + t, S(t)ξ +
∫ t

0
S(t− s)f(z(s)) ds

)
.
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Remark 8.5.2. One may easily see that C is mild viable with respect
to A + f in the sense of Definition 8.5.3 if and only if C is mild viable with
respect to A + F in the sense of Definition 8.1.2.

Theorem 8.5.1. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, C a
nonempty subset in R × X and f : C → X a continuous function. If C is
mild viable with respect to A + f then, for each (τ, ξ) ∈ C, we have

lim
h↓0

1
h

dist ((τ, S(h)ξ) + h(1, f(τ, ξ));C) = 0. (8.5.2)

Proof. From Remark 8.5.2 we know that C is mild viable with respect
to A + F in the sense of Definition 8.1.2 and thus, by Theorem 8.1.1, we
conclude that, under the hypotheses of Theorem 8.5.1, for each (τ, ξ) ∈ C,
we have

lim
h↓0

1
h

dist (S(h)(τ, ξ) + hF(τ, ξ);C) = 0,

relation which is equivalent to (8.5.2). ¤
Remark 8.5.3. Under the general hypotheses of Theorem 8.5.1, if C

is mild viable with respect to A + f then, for each (τ, ξ) ∈ C, we have

(1, f(τ, ξ)) ∈ TA
C (τ, ξ).

As in the autonomous case, Theorem 8.5.1 is a direct consequence of a
slightly more general necessary condition, i.e., Theorem 8.5.2 below.

Theorem 8.5.2. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, C a
nonempty subset in R × X and f : C → X a given function. If C is mild
viable with respect to A + f then the tangency condition (8.5.2) is satisfied
at each continuity point, (τ, ξ) ∈ C, of f .

Proof. Recall Remark 8.5.2 and use Theorem 8.1.2. ¤
We will next prove the main sufficient conditions concerning the viabil-

ity of a set C with respect to A + f .

Theorem 8.5.3. Let X be a Banach space, A : D(A) ⊆ X → X
the infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, C a
nonempty and locally closed subset in R×X and f : C → X a function such
that A + f is locally of compact type with respect to the second argument.
Then C is mild viable with respect to A+f if and only if for each (τ, ξ) ∈ C,
we have

lim inf
h↓0

1
h

dist ((τ, S(h)ξ) + h(1, f(τ, ξ));C) = 0. (8.5.3)
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Proof. We have β(C) ≥ max{β(ΠRC), β(ΠXC)} = β(ΠXC) for each
bounded set C in X. Therefore, if A + f is locally of compact type with
respect to the second argument then A + F is locally of compact type (in
the space X) in the sense of Definition 8.2.1. Thus the conclusion follows
from Remark 8.5.2 and Theorem 8.2.1. ¤

Problem 8.5.1. Prove that, in the specific case when C = I×K, where
I is an open (to the right) interval and K is a nonempty subset of X, the
tangency condition (8.5.3) is equivalent to

f(τ, ξ) ∈ TA
K(ξ).

Theorem 8.5.4. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a compact C0-semigroup, {S(t) : X → X; t ≥ 0},
C a nonempty and locally closed subset in R×X and f : C → X a continuous
function. Then C is mild viable with respect to A+f if and only if, for each
(τ, ξ) ∈ C, the tangency condition (8.5.3) is satisfied.

Proof. Use Remark 8.5.2 and Theorem 8.2.3. ¤

The next results are simple corollaries of Theorem 8.5.3.

Theorem 8.5.5. Let X be a Banach space A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, C a
nonempty and locally closed subset in R × X and f : C → X a locally β-
compact function. Then C is mild viable with respect to A + f if and only
if, for each (τ, ξ) ∈ C, the tangency condition (8.5.3) is satisfied.

Theorem 8.5.6. Let X be a Banach space A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, C a
nonempty and locally closed subset in R × X and f : C → X a locally
Lipschitz function. Then C is mild viable with respect to A + f if and only
if, for each (τ, ξ) ∈ C, the tangency condition (8.5.3) is satisfied.

8.6. A class of reaction-diffusion systems

As direct applications of the results in Section 8.2, we will prove here two
viability theorems referring to a class of semilinear reaction-diffusion sys-
tems. Let X and Y be two real Banach spaces4.

For simplicity, in what follows, we denote by G(X) the class of all linear
operators A : D(A) ⊆ X → X which generate C0-semigroups on X. More-
over, if A ∈ G(X), then {SA(t) : X → X; t ≥ 0} denotes the C0-semigroup

4Since there is no danger of confusion, we denote the norms on both spaces by the
same symbol, ‖ · ‖.
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generated by A. The class G(Y ) and {SB(t) : Y → Y ; t ≥ 0} are similarly
defined.

Let K ⊆ X × Y be nonempty, let A ∈ G(X), B ∈ G(Y ), F : K → X,
G : K → Y and let us consider the Cauchy problem for the abstract
semilinear reaction-diffusion system:





u′(t) = Au(t) + F (u(t), v(t))
v′(t) = Bv(t) + G(u(t), v(t))
u(0) = ξ, v(0) = η.

(8.6.1)

Definition 8.6.1. We say that the set K is mild viable with respect to
(A + F,B + G) if for each (ξ, η) ∈ K there exists T > 0 such that (8.6.1)
has at least one mild solution (u, v) : [ 0, T ] → K i.e.





u(t) = SA(t)ξ +
∫ t

0
SA(t− s)F (u(s), v(s)) ds

v(t) = SB(t)ξ +
∫ t

0
SB(t− s)G(u(s), v(s)) ds

for each t ∈ [ 0, T ].

Remark 8.6.1. The system (8.6.1) can be rewritten as a semilinear
autonomous equation in a product space. Namely, let X = X × Y which,
endowed with the norm ‖ · ‖, defined by ‖(x, y)‖ = ‖x‖ + ‖y‖ for each
(x, y) ∈ X, is a real Banach space. Let A = (A,B) : D(A) ⊆ X → X

be defined by: D(A) = D(A) × D(B) and A(x, y) = (Ax,By) for each
(x, y) ∈ D(A). Let F : K → X be defined by F(z) = (F (z), G(z)) for all
z = (u, v) ∈ K and let ζ = (ξ, η). So, (8.6.1) can be equivalently written as

{
z′(t) = Az(t) + F(z(t))
z(0) = ζ.

(8.6.2)

We notice that, whenever both A and B generate C0-semigroups, in its turn
A is the infinitesimal generator of a C0-semigroup {S(t) : X → X ; t ≥ 0},
given by

S(t)(ξ, η) = (SA(t)ξ, SB(t)η)

for each t ≥ 0 and (ξ, η) ∈ X.
However, from technical reasons, when necessary, we will use either the

initial specific form of the system, i.e., (8.6.1), or the semilinear equation
(8.6.2), as required by the necessities of the presentation. We notice that
in either of the two forms, all metric concepts involved such as distance,
measure of noncompactness, etc., are expressed in the terms of the norm
on X introduced above.
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Remark 8.6.2. Clearly K is mild viable with respect to (A+F,B+G)
in the sense of Definition 8.6.1 if and only if K is mild viable with respect
to A + F in the sense of Definition 8.1.2.

As usual, we denote by

ΠXC = {u ∈ X; ∃v ∈ Y, (u, v) ∈ C},
ΠY C = {v ∈ Y ; ∃u ∈ X, (u, v) ∈ C}.

Definition 8.6.2. Let K ⊆ X and let A and F as above, where X is as
in Remark 8.6.1. We say that A +F is Y -uniformly locally of compact type
if F is continuous and, for each (ξ, η) ∈ K, there exist ρ > 0, a continuous
function ` : R+ → R+ and a uniqueness function ω : R+ → R+ such that
F (DX((ξ, η), ρ) ∩ K) is bounded and, for each set C ⊆ DX((ξ, η), ρ) ∩ K,
with ΠY C relatively compact, we have

β(SA(t)F (C)) ≤ `(t)ω(β(C))

for each t > 0.

Remark 8.6.3. If A+F is Y -uniformly locally of compact type and ρ,
` and ω are as in Definition 8.6.2, then, for each set C ⊆ DX((ξ, η), ρ)∩K,
with ΠY C relatively compact, we have

β(SA(t)F (C)) ≤ `(t)ω(β(ΠXC))

for each t > 0. This follows from the simple observation that, due to the
definition of the norm on X, for each bounded subset C of X, we have

β(C) ≤ β(ΠXC) + β(ΠY C).

Remark 8.6.4. Let A ∈ G(X). A simple example of a function F for
which A + F is Y -uniformly locally of compact type is that one in which
K = KX ×KY , where KX ⊆ X, KY ⊆ Y and F : K → X is of the special
form F (u, v) = f(u) + g(v), with f : KX → X and A + f is locally of
compact type. In particular, if F is of the form specified above, where f is
locally β-compact and g : KY → X is continuous, then A+F is Y -uniformly
locally of compact type.

The hypotheses which will be in effect throughout are:
(H1) A ∈ G(X) and B ∈ G(Y ) ;
(H2) K ⊆ X × Y is nonempty and locally closed ;
(H3) (A + F,B + G) : K → X × Y is locally of compact type5 ;
(H4) A + F is Y -uniformly locally of compact type ;
(H5) {SB(t) : Y → Y ; t ≥ 0} is compact ;

5This means that A + F is locally of compact type in the sense of Definition 8.2.1.
For the definition of both A and F see Remark 8.6.1.
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(H6) G : K → Y is continuous.
The main viability results referring to (8.6.1), are Theorems 8.6.1, which

is an immediate consequence of Theorem 8.2.1, and Theorem 8.6.2, whose
proof will be delivered in Section 8.7.

Theorem 8.6.1. Assume that (H1) ∼ (H3) are satisfied. The necessary
and sufficient condition in order that K be mild viable with respect to (A +
F, B + G) is that, for every (ξ, η) ∈ K,

lim inf
h↓0

1
h

dist ((u(h, ξ, η), v(h, ξ, η));K) = 0, (8.6.3)

where {
u(h, ξ, η) = SA(h)ξ + hF (ξ, η)
v(h, ξ, η) = SB(h)η + hG(ξ, η). (8.6.4)

Theorem 8.6.2. Assume that (H1), (H2), (H4) ∼ (H6) are satisfied.
The necessary and sufficient condition in order that K be mild viable with
respect to (A+F,B +G), is that, for all (ξ, η) ∈ K, the tangency condition
(8.6.3) is satisfied.

The necessity part of both Theorems 8.6.1 and 8.6.2 follows from the
simple result below.

Theorem 8.6.3. Assume that (H1) is satisfied, the set K ⊆ X × Y is
nonempty and F : K → X, G : K → Y are continuous. If K is mild viable
with respect to (A + F,B + G) then, for each (ξ, η) ∈ K, we have

lim
h↓0

1
h

dist ((u(h, ξ, η), v(h, ξ, η));K) = 0.

Proof. From Remark 8.6.1 it follows that we are in the hypotheses of
Theorem 8.1.2, wherefrom the conclusion. ¤

We conclude with a nonautonomous version of Theorem 8.6.1 which
results from it by using similar arguments as those in Section 8.5. We
leave to the reader to formulate and to prove similar extensions to the
nonautonomous case for Theorems 8.6.2 and 8.6.3.

Theorem 8.6.4. Assume that (H1) is satisfied, let C ⊆ R × X be a
locally closed set and let (F, G) : C → X be continuous. Let us assume that
(A + F, B + G) is locally of compact type with respect the second argument,
i.e., with respect to (u, v) ∈ X. Then a necessary and sufficient condition
in order that C be mild viable with respect to (A + F, B + G) is that

lim inf
h↓0

1
h

dist ((τ + h, u(τ + h, τ, ξ, η), v(τ + h, τ, ξ, η));C) = 0 (8.6.5)
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for each (τ, ξ, η) ∈ C, where{
u(τ + h, τ, ξ, η) = SA(h)ξ + hF (τ, ξ, η)
v(τ + h, τ, ξ, η) = SB(h)η + hG(τ, ξ, η).

8.7. Convergence in the case of Theorem 8.6.2

First, let us observe that, in view of Remark 8.6.1, Theorem 8.6.2 can be
reformulated in the terms of the semilinear equation (8.6.2) as follows :

Theorem 8.7.1. Assume that (H1), (H2), (H4) ∼ (H6) are satisfied.
The necessary and sufficient condition in order that K be mild viable with
respect to A + F is that, for every ζ ∈ K,

lim inf
h↓0

1
h

dist (S(h)ζ + hF(ζ);K) = 0. (8.7.1)

To prove Theorem 8.7.1, we will use Lemma 8.3.1 to produce a sequence
of εn-approximate solutions to the Cauchy problem{

z′(t) = Az(t) + F(z(t))
z(0) = ζ.

(8.7.2)

Proof. Let ζ = (ξ, η) ∈ K, let ρ > 0, T > 0, M ≥ 1 and N > 0
as in Lemma 8.3.1. Since A + F is Y -uniformly locally of compact type,
diminishing both ρ > 0 and T > 0 if necessary, we conclude that there exist
a continuous function ` : R+ → R+ and a uniqueness function ω : R+ → R+

such that F (DX(ζ, ρ)∩K) is bounded and, for each C ⊆ DX(ζ, ρ)∩K and
each t > 0, we have

β(SA(t)F (C)) ≤ `(t)ω(β(C)). (8.7.3)

Let εn ↓ 0 be a sequence in (0, 1) and let ((σn, θn,Gn, zn) )n be a se-
quence of εn-approximate mild solutions defined on [ 0, T ] whose existence
is ensured by Lemma 8.3.1.

We consider first the case when X is separable.
From (v)6, we have

zn(t) = S(t)ζ +
∫ t

0
S(t−s)F(zn(σn(s))) ds+

∫ t

0
S(θn(t, s))Gn(s) ds, (8.7.4)

for each n ∈ N and t ∈ [ 0, T ]. Since ‖F(zn(σn(s)))‖ ≤ N and ‖Gn(t)‖ ≤ εn

for each n ∈ N and t ∈ [ 0, T ], thanks to the fact that F is Y -uniformly
locally of compact type and to Theorem 1.5.3, we conclude that {zn; n ∈ N}
is relatively compact in C([ 0, T ]; X).

6Throughout this proof, the references to (i)∼(vi) are to the corresponding items in
Lemma 8.3.1.
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Indeed, zn = (un, vn) satisfies zn(σn(t)) ∈ DX(ζ, ρ)∩K, for n = 1, 2, . . .
and each t ∈ [ 0, T ], where (un, vn) satisfies the system



un(t) = SA(t)ξ+
∫ t

0
SA(t− s)F (zn(σn(s)))ds+

∫ t

0
SA(θn(t, s))GX

n (s)ds

vn(t) = SB(t)η+
∫ t

0
SB(t− s)G(zn(σn(s)))ds+

∫ t

0
SB(θn(t, s))GY

n (s)ds.

We notice that here Gn(s) = (GX
n (s),GY

n (s)) for n = 1, 2, . . . and s ∈ [ 0, T ].
Since {G(zn(σn(·))); n ∈ N} is uniformly bounded on [ 0, T ], ‖GY

n (s)‖ ≤ εn,
for n = 1, 2, . . . , and the C0-semigroup {SB(t) : Y → Y ; t ≥ 0} is compact,
from Theorem 1.5.3, it follows that {vn; n = 1, 2, . . . } is relatively compact
in C([ 0, T ];Y ). In particular, for each t ∈ [ 0, T ], {vn(σn(t)); n = 1, 2, . . . }
is relatively compact in Y . Since

ΠX{(un(σn(t)), vn(σn(t))); n ≥ k} = {un(σn(t)); n ≥ k},
ΠY {(un(σn(t)), vn(σn(t))); n ≥ k} = {vn(σn(t)); n ≥ k},

for k = 1, 2, . . . , and A + F is Y -uniformly locally of compact type, from
(8.7.3) and Remark 8.6.3, we get

β({SA(t− s)F (un(σn(s)), vn(σn(s))); n ≥ k})
≤ `(t− s)ω(β({un(σn(s)); n ≥ k})) (8.7.5)

for k = 1, 2, . . . , each t ∈ [ 0, T ] and s ∈ [ 0, t ]. We have

β({un(t); n ≥ k})

≤ β

({∫ t

0
SA(t− s)F (un(σn(s)), vn(σn(s))) ds; n ≥ k

})

+β

({∫ t

0
SA(θn(t, s))GX

n (s) ds; n ≥ k

})

for k = 1, 2, . . . and t ∈ [ 0, T ]. From Theorem 1.4.1, there exist M ≥ 1 and
a ≥ 0 such that

‖SA(t)‖L(X) ≤ Meat,

for each t ≥ 0. By Lemma 2.7.2 and (8.7.5), we get

β({un(t); n ≥ k})

≤
∫ t

0
β ({SA(t− s)F (zn(σn(s))); n ≥ k}) ds

+
∫ t

0
β

({
SA(θn(t, s))GX

n (s); n ≥ k
})

ds

≤
∫ t

0
`(t− s)ω(β ({un(σn(s)); n ≥ k}))ds + TMeaT εk
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≤
∫ t

0
`(t− s)ω(β ({un(s); n ≥ k}+ {un(σn(s))− un(s); n ≥ k}))ds

+TMeaT εk

≤
∫ t

0
mω(β ({un(s); n ≥ k}) + β ({un(σn(s))− un(s); n ≥ k}))ds

+TMeaT εk,

where m = supt∈[ 0,T ] `(t). Thus

β({un(t); n ≥ k}) ≤
∫ t

0
mω(β ({un(s); n ≥ k}) + εk) ds + TMeaT εk

for k = 1, 2, . . . and t ∈ [ 0, T ].
Set xk(t) = β({un(t); n ≥ k}) + εk and γk = (TMeaT + 1)εk, for

k = 1, 2, . . . , and ω0 = mω. Hence

xk(t) ≤ γk +
∫ t

0
ω0(xk(s))ds

for k = 1, 2, . . . and t ∈ [ 0, T ].
From Remark 1.8.1, Lemma 1.8.2 and Lemma 2.7.3, we may assume

without loss of generality that, for each t ∈ [ 0, T ], {un(t); n = 1, 2, . . . }
is relatively compact in X. As, for each t ∈ [ 0, T ], {vn(t); n = 1, 2, . . . }
is relatively compact in Y , it follows that, for each t ∈ [ 0, T ], the family
{zn(t); n = 1, 2, . . . } is relatively compact in X. Inasmuch as (F(zn))n is
bounded, it is also uniformly integrable and so, by Theorem 1.5.2, there
exists z ∈ C([ 0, T ]; X) such that, on a subsequence at least,

lim
n

(
zn(t)−

∫ t

0
S(θn(t, s))Gn(s) ds

)
= z(t)

uniformly for t ∈ [ 0, T ]. But, by (iii),

lim
n

∫ t

0
S(θn(t, s))Gn(s) ds = 0,

uniformly for t ∈ [ 0, T ], and therefore limn zn(t) = z(t) uniformly for
t ∈ [ 0, T ]. Using (ii) and (vi), we deduce that z(t) ∈ K for each t ∈ [ 0, T ]
and thus, passing to the limit for n →∞ in (8.7.4), we deduce that

z(t) = S(t)ζ +
∫ t

0
S(t− s)F(z(s)) ds

for each t ∈ [ 0, T ]. This means that z = (u, v) is a mild solution of (8.7.2)
or, equivalently, of (8.6.1). The proof of Theorem 8.7.1, and thus that one
of Theorem 8.6.2, is therefore complete if X is separable.
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If X is not separable, in view of Remark 2.7.3, there exists a separable
and closed subspace Z of X such that

SA(t)ξ, SA(r)F (un(σn(s)), vn(σn(s))), SA(θn(r, s))GX
n (s) ∈ Z

for n = 1, 2, . . . and a.e. for t, s, r ∈ [ 0, T ]. In view of Problem 2.7.2 and of
the monotonicity of ω, we have

βZ(SA(t)F (C)) ≤ 2β(SA(t)F (C)) ≤ 2`(t)ω(β(C)) ≤ 2`(t)ω(βZ(C)),

for each t > 0 and each set C ⊆ DX(ζ, ρ)∩K∩ (Z×Y ) for which ΠY (C) is
relatively compact. From now on, just repeat the arguments in the separable
case with β replaced by βZ and ω replaced by 2ω, by using Remark 2.7.3
instead of Lemma 2.7.2, and the fact that the restriction of βZ — as defined
in Problem 2.7.2 — to B(Z) is the Hausdorff measure of noncompactness
on Z. This completes the proof. ¤

8.8. Global mild solutions

Let A : D(A) ⊆ X → X be the infinitesimal generator of a C0-semigroup,
let C ⊆ R×X be nonempty and let f : C → X. In this section we will state
some results concerning the existence of noncontinuable, or even global mild
solutions to the Cauchy problem

{
u′(t) = Au(t) + f(t, u(t))
u(τ) = ξ.

(8.8.1)

We recall that a mild solution u : [ τ, T ) → X to (8.8.1) is called non-
continuable, if there is no other mild solution v : [ τ, T̃ ) → X of the same
equation, with T < T̃ and satisfying u(t) = v(t) for all t ∈ [ τ, T ). The mild
solution u is called global if T = TC, where TC is defined by (3.6.2).

Theorem 8.8.1. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, C a
nonempty subset in R×X and f : C → X a given function. The following
conditions are equivalent :

(i) C is mild viable with respect to A + f ;
(ii) for each (τ, ξ) ∈ C there exists at least one noncontinuable mild

solution u : [τ, T ) → X of (8.8.1).

The proof, based on Brezis–Browder Theorem 2.1.1, is very similar with
the one of Theorem 3.6.1 and therefore we omit it.

The next two results concern the existence of global solutions.
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Theorem 8.8.2. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup and let C ⊆ R × X be an X-
closed subset in R×X7. Let f : C → X be a continuous function such that
C is mild viable with respect to A + f . Let us assume that there exist two
continuous functions a : R→ R+ and b : R→ R+ such that

‖f(t, ξ)‖ ≤ a(t)‖ξ‖+ b(t) (8.8.2)

for each (t, ξ) ∈ C. Then each mild solution of (8.8.1) can be continued up
to a global one, i.e., defined on [ τ, TC).

Proof. Just apply the Gronwall Lemma 1.8.4 to show that whenever a
noncontinuable mild solution u is defined on an interval [ τ, T ), with T < TC,
it is bounded on its domain, and therefore it satisfies the Cauchy condition
for the existence of u∗ = limt↑T u(t). But in this case, since C is X-closed,
we have (T, u∗) ∈ C, and thus u can be continued to the right of T which
is absurd. Hence T < TC is impossible and this completes the proof. ¤

In the specific case in which A generates a C0-semigroup of contractions,
i.e., when A is linear and dissipative, as stated in Theorem 1.4.8, the con-
clusion of Theorem 8.8.2 holds true under more general growth conditions
on f . Namely, we have

Theorem 8.8.3. Let X be a Banach space, A : D(A) ⊆ X → X a
linear m-dissipative operator, C a nonempty subset in R×X and f : C → X
a continuous function which is positively sublinear8. If f maps bounded
subsets in C into bounded subsets in X and C is X-closed and mild viable
with respect to A + f , then each mild solution of (8.8.1) can be continued
up to a global one, i.e., defined on [ τ, TC).

Since we will later prove a more general result, i.e. Theorem 10.6.2,
allowing A to be nonlinear, we do not give further details.

7See Definition 3.6.2.
8See Definition 3.6.1.



CHAPTER 9

Viability for multi-valued semilinear evolutions

In this chapter we focus our attention on the case of semilinear evolution equa-
tions governed by multi-valued perturbations of infinitesimal generators of C0-
semigroups. We first consider the autonomous case and start with the definition
of the A-quasi-tangent set at a point to a given set. Using this new concept, we
next prove the main necessary condition for mild viability. Then, we state and
prove several necessary and sufficient conditions for mild viability. We extend the
previous results to the quasi autonomous case and we conclude with some facts
concerning the existence of noncontinuable or even global mild solutions.

9.1. Necessary conditions for mild viability

Let X be a real Banach space, let A : D(A) ⊆ X → X be the infinitesimal
generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a nonempty subset
in X and F : K ; X a given multi-function.

Definition 9.1.1. By a mild solution of the autonomous multi-valued
semilinear Cauchy problem

{
u′(t) ∈ Au(t) + F (u(t))
u(0) = ξ,

(9.1.1)

on [ 0, T ], we mean a continuous function u : [ 0, T ] → K for which there
exists f ∈ L1(0, T ;X) such that f(s) ∈ F (u(s)) a.e. for s ∈ [ 0, T ] and

u(t) = S(t)ξ +
∫ t

0
S(t− s)f(s) ds, (9.1.2)

for each t ∈ [ 0, T ].

Definition 9.1.2. The set K ⊆ X is mild viable with respect to A+F
if for each ξ ∈ K, there exists T > 0 such that the Cauchy problem (9.1.1)
has at least one mild solution u : [ 0, T ] → K.

179
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Let E ⊆ X be nonempty. We denote by

E = {f ∈ L1(R+; X); f(s) ∈ E a.e. for s ∈ R+}.
Definition 9.1.3. Let A : D(A) ⊆ X → X be the infinitesimal gen-

erator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a subset in X and
ξ ∈ K. The set E ⊆ X is A-quasi-tangent to the set K at the point ξ ∈ K
if for each ρ > 0, we have

lim inf
h↓0

1
h

dist (SE(h)ξ; K ∩D(ξ, ρ)) = 0, (9.1.3)

where

SE(h)ξ =
{

S(h)ξ +
∫ h

0
S(h− s)f(s) ds; f ∈ E

}
.

We denote by QTSA
K(ξ) the class of all A-quasi-tangent sets to K at ξ ∈ K.

Another A-tangency concept is introduced below.

Definition 9.1.4. We say that a set E is A-tangent to K at ξ if, for
each ρ > 0, we have

lim inf
h↓0

1
h

dist (SE(h)ξ; K ∩D(ξ, ρ)) = 0, (9.1.4)

where SE(h)ξ = {S(h)ξ +
∫ h
0 S(h− s)η ds; η ∈ E}. We denote the class of

all A-tangent sets to K at ξ ∈ K by TSA
K(ξ).

Since E can be identified with the subset of a.e. constant elements in
E, it readily follows that

TSA
K(ξ) ⊆ QTSA

K(ξ). (9.1.5)

Remark 9.1.1. Let K ⊆ X, ξ ∈ K and E ⊆ X. Then E ∈ QTSA
K(ξ) if

and only if for each ε > 0, ρ > 0 and δ > 0 there exist h ∈ (0, δ), p ∈ D(0, ε)
and f ∈ E such that

S(h)ξ +
∫ h

0
S(h− s)f(s) ds + hp ∈ K ∩D(ξ, ρ).

Equivalently, E ∈ QTSA
K(ξ) if and only if there exist three sequences, (hn)n

in R+ with hn ↓ 0, (pn)n in X with limn pn = 0, and (fn)n ∈ E with
limn

∫ hn

0 S(hn − s)fn(s) ds = 0, and such that

S(hn)ξ +
∫ hn

0
S(hn − s)fn(s) ds + hnpn ∈ K.
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Remark 9.1.2. Let K ⊆ X, ξ ∈ K and E ∈ B(X). Then E ∈ QTSA
K(ξ)

if and only if for each ε > 0 there exist δ ∈ (0, ε ], p ∈ X with ‖p‖ ≤ ε and
f ∈ E such that

S(δ)ξ +
∫ δ

0
S(δ − s)f(s) ds + δp ∈ K.

Equivalently, E ∈ QTSA
K(ξ) if and only if there exist three sequences, (hn)n

in R+ with hn ↓ 0, (fn)n in E and (pn)n in X with limn pn = 0, and such
that

S(hn)ξ +
∫ hn

0
S(hn − s)fn(s) ds + hnpn ∈ K

for n = 1, 2, . . . .

Proposition 9.1.1. Let K ⊆ X, ξ ∈ K and E ∈ B(X). We have :

(i) if S(t)K ⊆ K for each t > 0, then {0} ∈ QTSA
K(ξ) ;

(ii) if E ⊆ D and E ∈ QTSA
K(ξ), then D ∈ QTSA

K(ξ) ;
(iii) if S(t)K ⊆ K for each t > 0 and 0 ∈ E, then E ∈ QTSA

K(ξ) ;
(iv) E ∈ QTSA

K(ξ) if and only if E ∈ QTSA
K(ξ) ;

(v) Let η ∈ X. Then η ∈ TA
K(ξ) if and only if {η} ∈ QTSA

K(ξ) ;
(vi) if E is compact and convex then E ∈ QTSA

K(ξ) if and only if there
exists η ∈ E such that η ∈ TA

K(ξ).

Proof. Except for (iv) and (vi) which will be proved below, the remain-
ing properties are direct consequences of Remark 9.1.2. Let us observe that
(iv) follows from the remark that each measurable function f : R+ → E can
be approximated uniformly with countably-valued functions taking values
in E. See Theorem 1.2.1.

To prove (vi), let E be compact and convex and let (fn)n in E, hn ↓ 0
and (pn)n with limn pn = 0 as in Remark 9.1.2, i.e., with

S(hn)ξ +
∫ hn

0
S(hn − s)fn(s) ds + hnpn ∈ K

for n = 1, 2, . . . . For n = 1, 2, . . . , let us define

ηn =
1
hn

∫ hn

0
fn(s) ds.

Since E is convex and closed, we have that ηn ∈ E for n = 1, 2, . . . . But E
is compact and thus, we may assume with no loss of generality that there
exists η ∈ E such that

lim
n

ηn = η.
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In view of Problem 1.3.1, we have

lim
n

∥∥∥∥
1
hn

∫ hn

0
S(hn − s)fn(s) ds− 1

hn

∫ hn

0
S(hn − s)η ds

∥∥∥∥

≤ lim
n

1
hn

∥∥∥∥
∫ hn

0
[S(hn − s)fn(s)− fn(s) ] ds

∥∥∥∥ + lim
n
‖ηn − η‖ = 0.

The conclusion follows from Remark 9.1.1 and (v). This completes the
proof. ¤

Remark 9.1.3. From (vi) in Proposition 9.1.1 it follows that if E is
convex and compact, then E ∈ QTSA

K(ξ) if and only if E ∩ TA
K(ξ) 6= ∅.

Problem 9.1.1. Prove the result obtained by replacing QTSA
K(ξ) in

Proposition 9.1.1 by TSA
K(ξ) with the special mention that in this case, in

(vi) there is no need to assume that E is convex.

Theorem 9.1.1. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty subset in X and F : K ; X a nonempty valued multi-function.
If K is mild viable with respect to A + F then, for each ξ ∈ K at which F
is u.s.c. and F (ξ) is convex and quasi-weakly compact, we have

F (ξ) ∈ QTSA
K(ξ). (9.1.6)

Proof. Let ξ ∈ K. Since K is mild viable with respect to A+F there ex-
ists at least one mild solution u : [ 0, T ] → K of (9.1.1). Let f ∈ L1(0, T ; X)
be the function given by Definition 9.1.1. As u is continuous at t = 0 and
F is u.s.c. at u(0) = ξ, it follows that for each ρ > 0 there exists δ(ρ) > 0
such that

f(s) ∈ F (ξ) + D(0, ρ)
a.e. for s ∈ [ 0, δ(ρ) ]. Then, if (ρn)n is a sequence in (0, 1), ρn ↓ 0, there
exists hn ↓ 0 such that

f(s) ∈ F (ξ) + D(0, ρn)

for n = 1, 2, . . . and a.e. for s ∈ [ 0, hn ]. So, for n = 1, 2, . . . , there exist fn

and gn with fn(s) ∈ F (ξ), gn(s) ∈ D(0, ρn) and

f(s) = fn(s) + gn(s)

a.e. for s ∈ [ 0, hn ]. Since F (ξ) is convex and quasi-weakly compact, thanks
to Lemma 6.1.1, we may assume without loss of generality that both fn

and gn are integrable. Let us observe that∥∥∥∥u(hn)− S(hn)ξ −
∫ hn

0
S(hn − s)fn(s) ds

∥∥∥∥
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=
∥∥∥∥S(hn)ξ +

∫ hn

0
S(hn − s)f(s) ds− S(hn)ξ −

∫ hn

0
S(hn − s)fn(s) ds

∥∥∥∥
≤ Mhneahnρn,

for n = 1, 2, . . . , where M ≥ 1 and a ≥ 0 are given by Theorem 1.4.11.
Now, let us denote by

pn =
1
hn

(
u(hn)− S(hn)ξ −

∫ hn

0
S(hn − s)fn(s) ds

)
.

Since limn pn = 0 and

lim
n

∫ hn

0
S(hn − s)fn(s) ds = lim

n
(u(hn)− S(hn)ξ − hnpn) = 0

and

S(hn)ξ +
∫ hn

0
S(hn − s)fn(s) ds + hnpn = u(hn) ∈ K

for n = 1, 2, . . . , from Remark 9.1.1, it follows that F (ξ) ∈ QTSA
K(ξ) and

this achieves the proof. ¤
Problem 9.1.2. Prove that in Theorem 9.1.1, we can replace the as-

sumption “quasi-weakly compact” by “quasi-weakly relatively compact” to
obtain the very same conclusion.

If X is reflexive, then each weakly closed and bounded set is quasi-
weakly compact, and hence we have

Theorem 9.1.2. Let X be reflexive, let A : D(A) ⊆ X → X be the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty subset in X and F : K ; X a nonempty valued multi-function.
If K is mild viable with respect to A + F then, for each ξ ∈ K at which F
is u.s.c. and F (ξ) is convex and closed, we have (9.1.6).

Coming back to general Banach spaces, if F is compact valued, then,
instead of tangent sets, we can use tangent vectors to get a necessary con-
dition in order for K to being mild viable with respect to A + F . Namely,
we have

Theorem 9.1.3. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty subset in X and F : K ; X a nonempty valued multi-function.
If K is mild viable with respect to A + F , then at each point ξ ∈ K, at
which F is u.s.c. and F (ξ) is convex and compact, we have

F (ξ) ∩ TA
K(ξ) 6= ∅. (9.1.7)

1In fact a ∈ R, but, for our purposes, we may always assume that a ≥ 0.
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Proof. The conclusion follows from Theorem 9.1.1 and Remark 9.1.3.
¤

9.2. Sufficient conditions for mild viability

In order to handle several apparently different cases in a unitary frame, we
introduce:

Definition 9.2.1. Let A : D(A) ⊆ X → X the infinitesimal generator
of a C0-semigroup {S(t) : X → X ; t ≥ 0} and F : K ; X a multi-
function. We say that A + F is locally of compact type if F is u.s.c. and,
for each ξ ∈ K, there exist ρ > 0, a continuous function ` : R+ → R+ and
a uniqueness function ω : R+ → R+, such that F (D(ξ, ρ) ∩K) is bounded
and, for each C ⊆ D(ξ, ρ) ∩K and each t > 0, we have

β(S(t)F (C)) ≤ `(t)ω(β(C)).

Remark 9.2.1. As in the single-valued case, one may easily verify that
A + F is locally of compact type whenever:

(i) F is locally β-compact (see Definition 6.2.2) ;
(ii) F is u.s.c., has nonempty and closed values, is locally bounded2,

and the C0-semigroup generated by A is compact (see Defini-
tion 1.5.5).

The main sufficient conditions for mild viability are:

Theorem 9.2.1. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty and locally closed subset in X and F : K ; X a nonempty,
bounded, closed and convex valued multi-function such that A+F is locally
of compact type. If, for each ξ ∈ K, we have

F (ξ) ∈ QTSA
K(ξ), (9.2.1)

then K is mild viable with respect to A + F .

Theorem 9.2.2. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K
a nonempty and locally closed subset in X and F : K ; X a nonempty,
closed and convex valued, locally β-compact multi-function. Then K is mild
viable with respect to A + F if and only if, for each ξ ∈ K, the tangency
condition F (ξ) ∩ TA

K(ξ) 6= ∅ is satisfied.

2This happens for instance whenever X is reflexive, F is u.s.c. and has nonempty,
closed, convex and bounded values. Indeed, F is strongly-weakly u.s.c. being strongly-
strongly u.s.c. Furthermore, since X is reflexive, each bounded, closed convex set is weakly
compact, and thus, by Lemma 2.6.1, F is locally bounded.
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Theorem 9.2.3. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a compact C0-semigroup, {S(t) : X → X; t ≥ 0},
K a nonempty and locally closed subset in X and F : K ; X a strongly-
weakly u.s.c. multi-function with nonempty, weakly compact and convex
values. If, for each ξ ∈ K, the tangency condition (9.2.1) is satisfied, then
K is mild viable with respect to A + F .

Theorem 9.2.4. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty and locally compact subset in X and F : K ; X a strongly-
weakly u.s.c. multi-function with nonempty, weakly compact and convex
values. If, for each ξ ∈ K, the tangency condition (9.2.1) is satisfied, then
K is mild viable with respect to A + F .

9.3. Existence of ε-approximate mild solutions

The proof of the sufficiency of Theorems 9.2.1 and 9.2.4 is based on the fol-
lowing existence result concerning ε-approximate solutions for the Cauchy
problem (9.1.1).

Lemma 9.3.1. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, K a
nonempty and locally closed subset in X and F : K ; X a nonempty-valued
and locally bounded multi-function satisfying the tangency condition (9.2.1).
Let ξ ∈ K be arbitrary and let r > 0 be such that D(ξ, r)∩K is closed. Then,
there exist ρ ∈ (0, r ] and T > 0 such that, for each ε ∈ (0, 1), there exist
σ : [ 0, T ] → [ 0, T ] nondecreasing, θ : {(t, s); 0 ≤ s < t ≤ T} → [ 0, T ]
measurable, g : [ 0, T ] → X and f : [ 0, T ] → X Bochner integrable and
u : [ 0, T ] → X continuous such that :

(i) s− ε ≤ σ(s) ≤ s for each s ∈ [ 0, T ] ;
(ii) u(σ(s)) ∈ D(ξ, ρ)∩K for each s ∈ [ 0, T ] and u(T ) ∈ D(ξ, ρ)∩K ;
(iii) ‖g(s)‖ ≤ ε for each s ∈ [ 0, T ] and f(s) ∈ F (u(σ(s))) a.e. for

s ∈ [ 0, T ] ;
(iv) θ(t, s) ≤ t for each 0 ≤ s < t ≤ T and t 7→ θ(t, s) is nonexpansive

on (s, T ] ;

(v) u(t) = S(t)ξ +
∫ t

0
S(t − s)f(s) ds +

∫ t

0
S(θ(t, s))g(s) ds for each

t ∈ [ 0, T ] ;
(vi) ‖u(t)− u(σ(t))‖ ≤ ε for each t ∈ [ 0, T ].

Definition 9.3.1. An ε-approximate mild solution of (9.1.1) on [ 0, T ]
is a 5-uple (σ, θ, g, f, u ) satisfying (i)∼(vi) in Lemma 9.3.1.



186 Viability for multi-valued semilinear evolutions

Proof. Let ξ ∈ K be arbitrary and let r > 0 be such that D(ξ, r) ∩K
be closed. Let us choose ρ ∈ (0, r ], N > 0, M ≥ 1 and a ≥ 0 such that

‖y‖ ≤ N (9.3.1)

for every x ∈ D(ξ, ρ) ∩K and y ∈ F (x), and

‖S(t)‖L(X) ≤ Meat (9.3.2)

for every t ≥ 0.
The existence of ρ > 0 and N > 0 satisfying (9.3.1) is ensured by the

fact that F is locally bounded. Furthermore, the existence of M ≥ 1 and
a ≥ 0 satisfying (9.3.2) follows from Theorem 1.4.1. Since t 7→ S(t)ξ is
continuous at t = 0 and S(0)ξ = ξ, we may find a sufficiently small T > 0
such that

sup
t∈[ 0,T ]

‖S(t)ξ − ξ‖+ TMeaT (N + 1) ≤ ρ. (9.3.3)

Let ε ∈ (0, 1) be arbitrary but fixed. We begin by showing the existence
of an ε-approximate mild solution on an interval [ 0, δ ] with δ ∈ (0, T ]. As,
for every ξ ∈ K, F satisfies the tangency condition (9.2.1), it follows that
there exist δ ∈ (0, T ], f ∈ F(ξ)3 and p ∈ X with ‖p‖ ≤ ε, such that

S(δ)ξ +
∫ δ

0
S(δ − s)f(s) ds + δp ∈ K. (9.3.4)

We continue by showing how to define the functions σ, θ, g, f and u. First,
f is defined as above. Next, let σ : [ 0, δ ] → [ 0, δ ], g : [ 0, δ ] → X and
θ : { (t, s); 0 ≤ s < t ≤ δ } → [ 0, δ ] be given by

σ(s) = 0,
g(s) = p,
θ(t, s) = 0

and let u : [ 0, δ ] → X be defined by

u(t) = S(t)ξ +
∫ t

0
S(t− s)f(s) ds + tp,

for each t ∈ [ 0, δ ].
We will show that (σ, θ, g, f, u ) is an ε-approximate mild solution to

the Cauchy problem (9.1.1) on the interval [ 0, δ ]. Clearly σ is nondecreas-
ing, g and f are Bochner integrable, θ is measurable and t 7→ θ(t, s) is
nonexpansive on [ 0, δ ] and u is continuous. The conditions (i), (iii), (iv)
and (v) are obviously fulfilled. To prove (ii), let us first observe that, as

3We recall that F(ξ) = {f ∈ L1(R+; X); f(s) ∈ F (ξ) a.e. for s ∈ R+}.
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u(σ(s)) = u(0) = ξ for each s ∈ [ 0, δ ], we have u(σ(s)) ∈ D(ξ, ρ) ∩ K.
Moreover, since ε < 1, from (9.3.1) and (9.3.2), we get

‖u(t)− ξ‖ ≤ ‖S(t)ξ − ξ‖+
∫ t

0
‖S(t− s)‖L(X)‖ f(s)‖ds

+
∫ t

0
‖S( θ(t, s))‖L(X)‖p‖ds ≤ sup

t∈[ 0,δ ]
‖S(t)ξ − ξ‖+ δ Meaδ(N + 1) (9.3.5)

for each t ∈ [ 0, δ ]. Next, since δ < T , by (9.3.3), we have

‖u(δ)− ξ‖ ≤ sup
t∈[ 0,δ ]

‖S(t)ξ − ξ‖+ δ Meaδ(N + 1) ≤ ρ.

Combining (9.3.4) with the last inequality, we get u(δ) ∈ D(ξ, ρ ) ∩K and
thus (ii) is satisfied. Diminishing δ > 0, if necessary, by (9.3.5), we may
assume that

‖u(t)− u(σ(t))‖ ≤ ε

for each t ∈ [ 0, δ ] and thus (vi) is also satisfied. We emphasize that the
reason we can do this is because (9.3.5) is “independent” of p which, of
course, may change with δ. Therefore (σ, θ, g, f, u) is an ε-approximate mild
solution of (9.1.1) on [ 0, δ ].

In the second step we will prove the existence of an ε-approximate mild
solution for (9.1.1) defined on the whole interval [ 0, T ]. To this aim we
shall make use of Brezis–Browder Theorem 2.1.1. We denote by D(c) the
set

D(c) = [ 0, c ]× {(t, s); 0 ≤ s < t ≤ c} × [ 0, c ]× [ 0, c ]× [ 0, c ],

with c > 0, and by S the set of all ε-approximate mild solutions to the
problem (9.1.1), defined on D(c), with c ≤ T .

On the set S we introduce a preorder relation ¹as follows: we say
that (σ1, θ1, g1, f1, u1 ), defined on D(c1), and (σ2, θ2, g2, f2, u2 ), defined on
D(c2), satisfy

(σ1, θ1, g1, f1, u1 ) ¹ (σ2, θ2, g2, f2, u2 )

if c1 ≤ c2, σ1(t) = σ2(t), g1(t) = g2(t) and f1(t) = f2(t) for t ∈ [ 0, c1 ] and
θ1(t, s) = θ2(t, s) for each 0 ≤ s < t ≤ c1.

Let L be an increasing sequence in S,

L = ((σi, θi, gi, fi, ui) : D(ci) → [ 0, ci ]× [ 0, ci ]×X ×X ×X)i.

We define an upper bound of L as follows. First, set

c∗ = sup{ci; i = 1, 2, . . . }.
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If c∗ = ci for some i = 1, 2, . . . , then (σi, θi, gi, fi, ui) is an upper bound for
L. If ci < c∗ for i = 1, 2, . . . , we show that there exists (σ∗, θ∗, g∗, f∗, u∗) in
S, defined on [ 0, c∗ ], and satisfying

(σm, θm, gm, fm, um) ¹ (σ∗, θ∗, g∗, f∗, u∗),

for m = 1, 2, . . . .
First, we know that all the functions in the set {σm; m = 1, 2, . . . }

are nondecreasing, with values in [ 0, c∗ ], and satisfy σm(cm) ≤ σp(cp) for
m, p = 1, 2, . . . with m ≤ p. So, there exists

lim
m

σm(cm) ∈ [ 0, c∗ ].

Let now m, k ∈ {1, 2, . . . } be arbitrary with m ≥ k. For each s ∈ [ 0, ck),
we have

|θm(cm, s)− θk(ck, s)|
≤ |θm(cm, s)− θm(ck, s)|+ |θm(ck, s)− θk(ck, s)| ≤ |cm − ck|,

because t 7→ θm(t, s) is nonexpansive on (s, c∗). Accordingly, there exists

lim
m

θm(cm, s).

We are now ready to define the functions: σ∗ : [ 0, c∗ ] → [ 0, c∗ ] by

σ∗(t) =

{
σm(t) if, for some m = 1, 2, . . . , t ∈ [ 0, cm ]

lim
m

σm(cm) if t = c∗,

θ∗ : {(t, s); 0 ≤ s < t ≤ c∗} → [ 0, c∗ ] by

θ∗(t, s) =

{
θm(t, s) if, for some m = 1, 2, . . . , 0 ≤ s < t ≤ cm

lim
m

θm(cm, s) if 0 ≤ s < t = c∗,

and g∗ : [ 0, c∗ ] → X by

g∗(t) =
{

gm(t) if, for some m = 1, 2, . . . , t ∈ [ 0, cm ]
0 if t = c∗.

Obviously σ∗ is nondecreasing, g∗ is Bochner integrable, θ∗ is measur-
able and t 7→ θ∗(t, s) is nonexpansive on [ s, δ ]. In order to define u∗ and f∗,
we will prove first that there exists lim

m
um(cm). To this aim, let us denote

by χ[ 0,cm ] : [ 0, T ] → R+ the indicator function of [ 0, cm ], i.e.

χ[ 0,cm ](s) =
{

1 if s ∈ [ 0, cm ]
0 if s ∈ (cm, T ].

By (v), we have

um(cm) = S(cm)ξ +
∫ c∗

0
χ[ 0,cm ](s)S(cm − s)fm(s) ds
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+
∫ c∗

0
χ[ 0,cm ](s)S(θm(cm, s))gm(s) ds.

Recalling (i), (ii), (iv) and (vi) and the fact that both gm and fm are
Bochner integrable and, by (9.3.1) and (iii), both are bounded (the former
by N and the latter by ε), thanks to the Lebesgue Dominated Convergence
Theorem 1.2.3, we deduce that there exists limm um(cm) = ξ∗.

Let us define u∗ : [ 0, c∗ ] → X by

u∗(t) =
{

um(t) if, for some m = 1, 2, . . . , t ∈ [ 0, cm ]
ξ∗ if t = c∗.

Furthermore, let us define f∗ : [ 0, c∗ ] → X by

f∗(t) =
{

fm(t) if, for some m = 1, 2, . . . , t ∈ [ 0, cm ]
η if t = c∗,

where η ∈ X is arbitrary but fixed.
Clearly u∗ is continuous on [ 0, c∗ ]. Moreover, (σ∗, θ∗, g∗, f∗, u∗) satisfies

(i), (iii), (iv) and (v). Since um is an ε-approximate mild solution on [ 0, cm ],
by (ii) applied to um, we have um(cm) ∈ D(ξ, ρ)∩K and since the latter is
closed, we have u∗(c∗) ∈ D(ξ, ρ) ∩K. Similarly, by (vi) applied to um, we
have

‖um(t)− um(σm(t))‖ ≤ ε

for each m ∈ N and t ∈ [ 0, cm ] and since u∗ is continuous, we deduce

‖u∗(t)− u∗(σ∗(t))‖ ≤ ε

for each t ∈ [ 0, c∗ ]. Hence u∗ and σ∗ satisfy (ii) and (vi). Thus the quintuple
(σ∗, θ∗, g∗, f∗, u∗) is an ε-approximate mild solution of (9.1.1) on [ 0, c∗ ] and

(σm, θm, gm, fm, um) ¹ (σ∗, θ∗, g∗, f∗, u∗),

for m = 1, 2, . . . . Let us define N : S → R by N((σ, θ, g, f, u)) = c, where
D(c) is the domain of definition of (σ, θ, g, f, u). Clearly N satisfies the
hypotheses of Brezis-Browder Theorem 2.1.1. Then, S contains at least one
N-maximal element (σ, θ, g, f , u) whose domain is D(c). We will next show
that c = T. To this aim, let us assume by contradiction that c < T . We
know that u(c) ∈ D(ξ, ρ) ∩K. Moreover, by using (9.3.1), (9.3.2), (9.3.3),
we get

‖u(c)− ξ‖

=
∥∥∥∥S(c)ξ +

∫ c

0
S(c− s)f(s) ds +

∫ c

0
S(θ(c, s))g(s)ds− ξ

∥∥∥∥

≤ sup
t∈[ 0,c ]

‖S(t)ξ − ξ‖+
∫ c

0
‖S(θ(c, s))g(s)‖ ds +

∫ c

0
‖S(c− s)f(s)‖ ds
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≤ sup
t∈[ 0,c ]

‖S(t)ξ − ξ‖+ cMeaT (N + 1) < ρ.

Then, as u(c) ∈ K and F (u(c)) ∈ QTSA
K(u(c)), there exist δ ∈ (0, T−c),

δ ≤ ε, f0 ∈ L1(R+;F (u(c))) and p ∈ X, ‖p‖ ≤ ε such that

S(δ)u(c) +
∫ δ

0
S(δ − s)f(s) ds + δp ∈ D(ξ, ρ) ∩K. (9.3.6)

Let us define the functions: σ̃ : [ 0, c+δ ] → [ 0, c+δ ], g̃ : [ 0, c+δ ] → X,
f̃ : [ 0, c + δ ] → X and θ̃ : {(t, s); 0 ≤ s < t ≤ c + δ} → [ 0, c + δ ] by

σ̃(t) =
{

σ(t) for t ∈ [ 0, c ]
c for t ∈ (c, c + δ ],

g̃(t) =
{

g(t) for t ∈ [ 0, c ]
p for t ∈ (c, c + δ ],

f̃(t) =
{

f(t) for t ∈ [ 0, c ]
f0(t) for t ∈ (c, c + δ ],

and

θ̃(t, s) =





θ(t, s) for 0 ≤ s < t ≤ c

t− c + θ(c, s) for 0 ≤ s < c < t ≤ c + δ

0 for c ≤ s < t ≤ c + δ.

Clearly, σ̃ is nondecreasing, g̃ and f̃ are Bochner integrable on [ 0, c+δ ],
θ̃ is measurable and they satisfy (i), (iii) and (iv).

Accordingly, we can define ũ : [ 0, c + δ ] → X by

ũ(t) =





u(t) if t ∈ [ 0, c ]

S(t− c)u(c) +
∫ t

c
S(t− s)f0 ds + (t− c)p if t ∈ [ c, c + δ ].

A standard calculation, involving the form of θ̃, shows that ũ satisfies (v).
From (9.3.6), we get ũ(c + δ) ∈ D(ξ, ρ) ∩K and thus (ii) is satisfied.

Following the same arguments as in the first part of the proof, we
conclude that, diminishing δ > 0 if necessary, we get also (vi). Thus
(σ̃, θ̃, g̃, f̃ , ũ) is an element of S which satisfies

N((σ, θ, g, f , u)) < N((σ̃, θ̃, g̃, f̃ , ũ))

although
(σ, θ, g, f , u) ¹ (σ̃, θ̃, g̃, f̃ , ũ).

This contradiction can be eliminated only if c = T and this completes the
proof of Lemma 9.3.1. ¤
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Remark 9.3.1. Under the general hypotheses of Lemma 9.3.1, for each
γ > 0, we can diminish both ρ > 0 and T > 0, such that T < γ, ρ < γ and
all the conditions (i) ∼ (vi) in Lemma 9.3.1 be satisfied.

9.4. Proof of Theorem 9.2.1

In this section we will prove that, in the hypotheses of Theorem 9.2.1, there
exists at least one sequence εn ↓ 0 such that the corresponding sequence of
εn-approximate mild solutions, ((σn, θn, gn, fn, un) )n, enjoys the property
that (un)n is uniformly convergent on [ 0, T ] to some u : [ 0, T ] → K which
is a mild solution of (9.1.1).

Proof. Let r > 0, ρ ∈ (0, r ] and T > 0 as in Lemma 9.3.1. Since, by
hypotheses, A + F is locally of compact type, diminishing ρ ∈ (0, r ] and
T > 0 if necessary, we can find a continuous function ` : R+ → R+ and
a uniqueness function ω : R+ → R+ such that F (D(ξ, ρ) ∩K) is bounded
and, for each t ∈ [ 0, T ] and C ⊆ D(ξ, ρ) ∩K, we have

β(S(t)F (C)) ≤ `(t)ω(β(C)), (9.4.1)

and all the conclusions of Lemma 9.3.1 be satisfied. See Remark 9.3.1.
Let εn ↓ 0 be a sequence in (0, 1) and let ((σn, θn, gn, fn, un) )n be a

sequence of εn-approximate mild solutions defined on [ 0, T ] whose existence
is ensured by Lemma 9.3.1. From (v)4, we have

un(t) = S(t)ξ +
∫ t

0
S(t− s)fn(s) ds +

∫ t

0
S(θn(t, s))gn(s) ds (9.4.2)

for each n ∈ N and t ∈ [ 0, T ].
Throughout, M ≥ 1 and a ≥ 0 denote the constants satisfying (9.3.2).
We consider first the case when X is separable. Let t ∈ [ 0, T ] be fixed.

From Problem 2.7.1, Lemma 2.7.2, (iii), (vi), (9.4.2), (9.3.2), (9.4.1) and
Remark 2.7.1, we deduce

β({un(t); n ≥ k})

≤ β

({∫ t

0
S(t− s)fn(s) ds; n ≥ k

})

+β

({∫ t

0
S(θn(t, s))gn(s) ds ; n ≥ k

})

≤
∫ t

0
β ({S(t− s)fn(s); n ≥ k}) ds

4Throughout this proof, the references to (i)∼(vi) are to the corresponding items in
Lemma 9.3.1.
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+
∫ t

0
β ({S(θn(t, s))gn(s) ; n ≥ k}) ds

≤
∫ t

0
`(t− s)ω(β ({un(σn(s)); n ≥ k})) ds + TMeaT εk

≤
∫ t

0
sup

θ∈[ 0,T ]
`(θ)ω(β ({un(s); n ≥ k}+ {un(σn(s))− un(s); n ≥ k})) ds

+TMeaT εk

≤
∫ t

0
sup

θ∈[ 0,T ]
`(θ)ω(β ({un(s); n ≥ k}) + εk) ds + TMeaT εk

Set xk(t) = β({un(t); n ≥ k}) + εk, for k = 1, 2, . . . and t ∈ [ 0, T ]. Set
also ω0(x) = supθ∈[ 0,T ] `(θ)ω(x), for x ∈ R+ and γk = (TMeaT + 1)εk. We
conclude

xk(t) ≤ γk +
∫ t

0
ω0(xk(s)) ds,

for k = 1, 2, . . . and t ∈ [ 0, T ].
By Remark 1.8.1, ω0 is a uniqueness function. So, Lemma 1.8.2 shows

that, diminishing T > 0 if necessary, we may assume that limk xk(t) = 0,
which means that limk β({un(t); n ≥ k}) = 0 uniformly for t ∈ [ 0, T ]. From
Lemma 2.7.3, it follows that, for each t ∈ [ 0, T ], {un(t); n = 1, 2, . . . } is
relatively compact in X. At this point Theorem 1.5.2 comes into play and
shows that there exists u ∈ C([ 0, T ]; X) such that, on a subsequence at
least, we have limn un(t) = u(t) uniformly for t ∈ [ 0, T ]. In view of (ii)
and (vi), we get limn un(σn(t)) = u(t) uniformly for t ∈ [ 0, T ], and, since
D(ξ, ρ) ∩K is closed, u(t) ∈ D(ξ, ρ) ∩K for each t ∈ [ 0, T ].

Next, since fn(s) ∈ F (un(σn(s))) for n = 1, 2, . . . and s ∈ [ 0, T ], and,
by (9.3.1), F (D(ξ, ρ) ∩K) is bounded, it follows that {fn; n = 1, 2, . . . } is
uniformly integrable. Further, since F is u.s.c. it is strongly-weakly u.s.c.
too, and since {un(σn(s)); n = 1, 2, . . . , s ∈ [ 0, T ]} is relatively compact,
from Lemma 2.6.1 and Theorem 1.3.2, it follows that the set

C = conv
∞⋃

n=1

⋃

s∈[ 0,T ]

F (un(σn(s)))

is weakly compact. As fn(s) ∈ C for n = 1, 2, . . . and a.e. for s ∈ [ 0, T ], we
are in the hypotheses of Corollary 1.3.1 which, along with Theorem 1.3.4,
shows that we may assume without loss of generality that (fn)n is weakly
convergent in L1(0, T ; X) to some function f . Now Lemma 2.6.2 comes
into play and shows that f(s) ∈ F (u(s)) a.e. for s ∈ [ 0, T ]. As the
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graph of the mild solution operator Q : L1(0, T ; X) → C([ 0, T ]; X), de-
fined by (Qg)(t) = S(t)ξ +

∫ t
0 S(t − s)g(s) ds, for each g ∈ L1(0, T ; X),

is weakly×strongly closed being strongly×strongly closed and convex, we
may pass to the limit in (9.4.2), for n → ∞. Taking into account of (iii),
we obtain

u(t) = S(t)ξ +
∫ t

0
S(t− s)f(s) ds,

for each t ∈ [ 0, T ], and this concludes the proof in the case when X is
separable.

If X is not separable, in view of Remark 2.7.3, it follows that there
exists a separable and closed subspace, Y , of X such that

un(t), S(r)fn(s), S(θn(r, s))gn(s) ∈ Y

for n = 1, 2, . . . and a.e. for t, r, s ∈ [ 0, T ]. From Problem 2.7.2 and the
monotonicity of ω, we deduce that

βY (S(t)F (C)) ≤ 2β(S(t)F (C)) ≤ 2`(t)ω(β(C)) ≤ 2`(t)ω(βY (C)),

for each t > 0 and each set C ⊆ D(ξ, ρ) ∩ K ∩ Y . From now on, we
have to repeat the routine in the separable case, by using the fact that the
restriction of βY — as defined in Problem 2.7.2 — to B(Y ) is the Hausdorff
measure of noncompactness on Y . This completes the proof. ¤

9.5. Proof of Theorem 9.2.3

We indicate briefly how to show that, in the hypotheses of Theorem 9.2.3,
there exists at least one sequence εn ↓ 0 such that the corresponding se-
quence of εn-approximate mild solutions, ((σn, θn, gn, fn, un) )n, enjoys the
property that (un)n is uniformly convergent on [ 0, T ] to some function
u : [ 0, T ] → K which is a mild solution of (9.1.1).

Proof. As F is strongly-weakly u.s.c. and has weakly compact values,
a simple argument by contradiction involving Lemma 2.6.1 shows that F
is locally bounded and thus Lemma 9.3.1 applies. Let r > 0, ρ ∈ (0, r ] and
T > 0 as in Lemma 9.3.1. Diminishing ρ ∈ (0, r ] and T > 0 if necessary,
we may assume that F (K ∩ D(ξ, ρ)) is bounded and, in addition, all the
conclusions of Lemma 9.3.1 are satisfied. See Remark 9.3.1. The conclusion
follows from (9.4.2) with the help of Theorem 1.5.3. ¤

9.6. Proof of Theorem 9.2.4

We prove that there exists at least one sequence (εn)n, with εn ↓ 0, and such
that the corresponding sequence ((σn, θn, gn, fn, un) )n, of εn-approximate
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mild solutions, enjoys the property that (un)n is uniformly convergent on
[ 0, T ] to some function u : [ 0, T ] → K which is a mild solution of (9.1.1).

Proof. Let r > 0, ρ ∈ (0, r ] and T > 0 as in Lemma 9.3.1. Since, by
hypotheses, K is locally compact and F is strongly-weakly u.s.c. and has
weakly compact values, diminishing ρ ∈ (0, r ] and T > 0 if necessary, we
may assume with no loss of generality that both K ∩ D(ξ, ρ) is compact
and F (K ∩ D(ξ, ρ)) is weakly relatively compact and, in addition, all the
conclusions of Lemma 9.3.1 are satisfied. See Remark 9.3.1. Let εn ↓ 0
be a sequence in (0, 1) and let ((σn, θn, gn, fn, un) )n be a sequence of εn-
approximate mild solutions defined on [ 0, T ] whose existence is ensured by
Lemma 9.3.1. From (v) in Lemma 9.3.1, we have

un(t) = S(t)ξ +
∫ t

0
S(t− s)fn(s) ds +

∫ t

0
S(θn(t, s))gn(s) ds (9.6.1)

for each n ∈ N and t ∈ [ 0, T ]. From Lemma 1.3.1 it follows that, for
each t ∈ [ 0, T ], the set

{
un(t)− ∫ t

0 S(θn(t, s))gn(s) ds; n = 1, 2 . . .
}

is rel-
atively compact. Since limn gn(t) = 0, uniformly for t ∈ [ 0, T ], an appeal
to Theorem 1.5.2 shows that {un; n = 1, 2, . . . } is relatively compact in
C([ 0, T ];X). From now on the proof follows, except minor modifications,
the very same lines as those of the proof of Theorem 9.2.1. ¤

9.7. The quasi-autonomous case

Let X be a Banach space, A : D(A) ⊆ X → X the infinitesimal generator
of a C0-semigroup, C a nonempty subset in R × X, F : C ; X a multi-
function and let us consider the Cauchy problem for the quasi-autonomous
semilinear evolution inclusion{

u′(t) ∈ Au(t) + F (t, u(t))
u(τ) = ξ.

(9.7.1)

Let X = R×X endowed with the norm ‖(t, u)‖X = |t|+ ‖u‖.
Definition 9.7.1. Let A : D(A) ⊆ X → X be the infinitesimal gen-

erator of a C0-semigroup, {S(t) : X → X ; t ≥ 0}, and F : C ; X a
multi-function. We say that A + F is locally of compact type with respect
to the second argument if F is u.s.c. and, for each (τ, ξ) ∈ C, there exist
ρ > 0, a continuous function ` : R+ → R+ and a uniqueness function
ω : R+ → R+, such that

β(S(t)F (C)) ≤ `(t)ω(β(C))

for each t > 0 and each C ⊆ DX((τ, ξ), ρ) ∩ C.
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Definition 9.7.2. By a mild solution of the quasi-autonomous multi-
valued semilinear Cauchy problem (9.7.1), we mean a continuous function
u : [ τ, T ] → X, with (t, u(t)) ∈ C for each t ∈ [ τ, T ], and for which there
exists f ∈ L1(τ, T ; X) such that f(s) ∈ F (s, u(s)) a.e. for s ∈ [ τ, T ] and

u(t) = S(t− τ)ξ +
∫ t

τ
S(t− s)f(s) ds, (9.7.2)

for each t ∈ [ τ, T ].

Definition 9.7.3. The set C ⊆ R × X is mild viable with respect to
A+F if for each (τ, ξ) ∈ C, there exists T ∈ R, T > τ such that the Cauchy
problem (9.7.1) has at least one mild solution u : [ τ, T ] → X.

Remark 9.7.1. The quasi-autonomous Cauchy problem (9.7.1) can be
equivalently rewritten as an autonomous one in the space X, by setting
A = (0, A), z(s) = (t(s + τ), u(s + τ)), F(z) = (1, F (z))5 and ζ = (τ, ξ).
Indeed, with the notations above, we have{

z′(s) ∈ Az(s) + F(z(s))
z(0) = ζ.

It readily follows that A generates a C0-semigroup {S(t) : X → X; t ≥ 0}
on X, where S(t) = (1, S(t)) for each t ≥ 0, {S(t) : X → X; t ≥ 0} being
the C0-semigroup generated by A on X.

Remark 9.7.2. One may easily see that C is mild viable with respect
to A + F in the sense of Definition 9.7.3 if and only if C is mild viable with
respect to A + F in the sense of Definition 9.1.2.

Theorem 9.7.1. Let X be a Banach space and A : D(A) ⊆ X → X
the infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}. Let
C be a nonempty subset in R×X and F : C ; X a nonempty, quasi-weakly
compact and convex valued, u.s.c. multi-function. If C is mild viable with
respect to A + F then, for each (τ, ξ) ∈ C, we have

(1, F (τ, ξ)) ∈ QTSA
C (τ, ξ). (9.7.3)

Proof. From Remark 9.7.2 we know that C is mild viable with respect
to A + F in the sense of Definition 9.1.2 and thus, by Theorem 9.1.1, we
conclude that, under the hypotheses of Theorem 9.7.1, for each z ∈ C,
z = (τ, ξ), we have

F(z) ∈ QTSA
C (z)

relation which is equivalent to (9.7.3). ¤
5Here (1, F (z)) = {(1, η); η ∈ F (z)}.
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Likewise, in the autonomous case, we have

Theorem 9.7.2. Let X be a Banach space and A : D(A) ⊆ X → X
the infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}. Let
C be a nonempty subset in R ×X and F : C ; X a given multi-function.
If C is viable with respect to A + F then the tangency condition

(1, F (τ, ξ)) ∩ TA
C (τ, ξ) 6= ∅ (9.7.4)

is satisfied at each upper semicontinuity point, (τ, ξ) ∈ C, of F , at which F
is convex and compact.

Proof. Use Remark 9.7.2 and Theorem 9.1.3. ¤
From Theorem 9.7.1 and Remark 6.1.3, we deduce

Theorem 9.7.3. Let X be reflexive and let A : D(A) ⊆ X → X be
the infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}.
Let C be a nonempty subset in R ×X and F : C ; X a nonempty, closed
and convex valued, u.s.c. multi-function. If C is mild viable with respect to
A + F then, for each (τ, ξ) ∈ C, the tangency condition (9.7.3) is satisfied.

We can now pass to the main sufficient conditions concerning the via-
bility of a set C with respect to A + F .

Theorem 9.7.4. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, C a
nonempty and locally closed subset in R×X and F : C ; X a nonempty,
bounded, closed and convex valued multi-function such that A+F is locally
of compact type with respect to the second argument. If, for each (τ, ξ) ∈ C,
the tangency condition (9.7.3) is satisfied, then C is mild viable with respect
to A + F .

Proof. We have

β(S(t)F(C)) ≤ β(S(t)F (C)) ≤ `(t)β(C),

for each bounded set C in X and each t > 0. Thus, if A + F is locally of
compact type with respect to the second argument then A + F is locally
of compact type (in the space X) in the sense of Definition 9.2.1. So the
conclusion follows from Remark 9.7.2 and Theorem 9.2.1. ¤

Theorem 9.7.5. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a compact C0-semigroup, {S(t) : X → X; t ≥ 0},
C a nonempty and locally closed subset in R×X and F : C ; X a nonempty,
weakly compact and convex valued multi-function which is strongly-weakly
u.s.c. If, for each (τ, ξ) ∈ C, the tangency condition (9.7.3) is satisfied, then
C is mild viable with respect to A + F .
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Proof. Just use Remark 9.7.2 and Theorem 9.2.3. ¤
The next result is a simple corollary of Theorem 9.7.2, Remark 6.2.3

and Theorem 9.7.4.

Theorem 9.7.6. Let X be a Banach space, A : D(A) ⊆ X → X the
infinitesimal generator of a C0-semigroup, {S(t) : X → X; t ≥ 0}, C a
nonempty and locally closed subset in R×X and F : C ; X a nonempty,
closed and convex valued, locally β-compact multi-function. Then C is mild
viable with respect to A+F if and only if, for each (τ, ξ) ∈ C, the tangency
condition (9.7.4) is satisfied.

9.8. Global mild solutions

Let A : D(A) ⊆ X → X be the infinitesimal generator of a C0-semigroup,
let C ⊆ R×X be nonempty and let F : C ; X be a given multi-function.
In this section we will state some results concerning the existence of non-
continuable, or even global mild solutions to the Cauchy problem{

u′(t) ∈ Au(t) + F (t, u(t))
u(τ) = ξ.

(9.8.1)

A mild solution u : [ τ, T ) → X of (9.8.1) is called noncontinuable, if there
is no other mild solution v : [ τ, T̃ ) → X of the same equation, with T < T̃
and satisfying u(t) = v(t) for all t ∈ [ τ, T ). The mild solution u is called
global if T = TC, where TC is given by (3.6.2).

The next theorem follows from the Brezis–Browder Theorem 2.1.1.

Theorem 9.8.1. Let X be a Banach space, let A : D(A) ⊆ X → X
be the infinitesimal generator of a C0-semigroup, C a nonempty subset in
R×X and F : C ; X a given multi-function. The following conditions are
equivalent :

(i) C is mild viable with respect to A + F ;
(ii) for each (τ, ξ) ∈ C there exists at least one noncontinuable mild

solution u : [τ, T ) → X of (9.8.1).

The proof, based on Brezis–Browder Theorem 2.1.1, is very similar with
the one of Theorem 3.6.1 and therefore we will omit it.

We conclude with two results concerning the existence of global solu-
tions.

Theorem 9.8.2. Let X be a Banach space, let A : D(A) ⊆ X → X
be the infinitesimal generator of a C0-semigroup and let C be an X-closed
subset in R × X6. Let F : C ; X be a multi-function such that C is

6See Definition 3.6.2.
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mild viable with respect to A + F . If there exist two continuous functions
a : R→ R+ and b : R→ R+ such that

‖η‖ ≤ a(t)‖ξ‖+ b(t) (9.8.2)

for each (t, ξ) ∈ C and η ∈ F (t, ξ), then each mild solution of (9.8.1) can be
continued up to a global one, i.e., defined on [ τ, TC).

Since the proof is similar with the one of Theorem 8.8.2, we do not
enter into details.

Whenever A generates a C0-semigroup of contractions, the conclusion
of Theorems 9.8.2 holds true under more general growth conditions on F .
Namely, we have

Theorem 9.8.3. Let X be a Banach space, let A : D(A) ⊆ X → X be
the infinitesimal generator of a C0-semigroup of contractions and let C be
an X-closed subset in R×X. Let F : C ; X be a multi-function such that
C is mild viable with respect to A+F . If F is positively sublinear7 and maps
bounded subsets in C into bounded subsets in X, then each mild solution of
(9.8.1) can be continued up to a global one, i.e., defined on [ τ, TC).

The proof of Theorem 9.8.3 is similar with that one of a more general
result, i.e., Theorem 11.7.2, allowing A to be nonlinear and multi-valued.
Therefore we do not enter into details.

7See Definition 6.6.1.



CHAPTER 10

Viability for single-valued fully nonlinear
evolutions

In this chapter we reconsider some problems, already touched upon in Chapter 8
in the semilinear case, within the (partly) more general frame of fully nonlinear
evolution equations governed by continuous perturbations of infinitesimal genera-
tors of nonlinear semigroups of contractions. We begin with the definition of the
C0-viability and with the one of A-tangent vector at a point to a given set, in
the case of an m-dissipative, possibly nonlinear operator A. We prove a necessary
condition for C0-viability expressed in terms of this tangency concept and we con-
tinue with the statements and proofs of several necessary and sufficient conditions
for C0-viability. We extend the results to the quasi-autonomous case and next,
we focus our attention on the problem of the existence of C0-noncontinuable or
even global solutions. We then consider a class of fully nonlinear reaction-diffusion
systems and we prove several necessary and sufficient conditions for C0-viability.
We conclude with some sufficient conditions for C0-local invariance.

10.1. Continuous perturbations of m-dissipative operators

Let X be a Banach space, let A : D(A) ⊆ X ; X be an m-dissipative
operator generating a nonlinear semigroup of nonexpansive mappings, de-
noted by {S(t) : D(A) → D(A); t ≥ 0}, let K be a nonempty subset in
D(A), and f : K → X a function. The goal in this chapter is to prove some
necessary and sufficient conditions in order that a given subset K in X be
C0-viable with respect to A + f . We notice that the results in this chapter
extend those in Chapter 8 to the fully nonlinear operators, but only in the
m-dissipative case.

To begin with, let us consider the Cauchy problem
{

u′(t) ∈ Au(t) + f(u(t))
u(0) = ξ.

(10.1.1)

First, we introduce
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Definition 10.1.1. By a C0-solution of (10.1.1) on [ 0, T ] we mean
a function u : [ 0, T ] → K which renders t 7→ g(t) = f(u(t)) integrable,
satisfies u(0) = ξ and it is a C0-solution on [ 0, T ] of the equation

u′(t) ∈ Au(t) + g(t)

in the sense of Definition 1.6.2. By a C0-solution of (10.1.1) on [ 0, T̃ ) we
mean a function u : [ 0, T̃ ) → K which is a C0-solution of (10.1.1) on [ 0, T ]
for each 0 < T < T̃ .

Definition 10.1.2. We say that K is C0-viable with respect to A + f
if for each ξ ∈ K there exist T > 0 and a C0-solution u : [ 0, T ] → K of
(10.1.1).

Let η ∈ X and let us denote by {Sη(t) : D(A) → D(A) ; t ≥ 0} the
semigroup of nonlinear contractions generated by Aη = A+η on D(A). So,
for each ξ ∈ D(A) and t ≥ 0, Sη(t)ξ is the value at t ∈ R+ of the unique
C0-solution u of the Cauchy problem

{
u′(t) ∈ Au(t) + η
u(0) = ξ,

i.e., Sη(t)ξ = u(t, 0, ξ, η). Inspired by the semilinear case, we introduce the
tangency concept we are going to use in the sequel.

Definition 10.1.3. Let A : D(A) ⊆ X ; X be an m-dissipative
operator and K a nonempty subset in D(A). We say that the vector η ∈ X
is A-tangent to K at ξ ∈ K if

lim inf
h↓0

1
h

dist (Sη(h)ξ; K) = 0. (10.1.2)

Clearly η ∈ X is A-tangent to K at ξ ∈ K if and only if for each δ > 0
and each ρ > 0 there exist h ∈ (0, δ) and p ∈ D(0, ρ) such that

Sη(h)ξ + hp ∈ K.

The set of all A-tangent elements to K at ξ ∈ K is denoted by TA
K(ξ).

Problem 10.1.1. Show that whenever A : D(A) ⊆ X ; X is single-
valued and ξ ∈ K ∩ D(A), the “nonlinear tangency condition” η ∈ TA

K(ξ)
is equivalent to the “Nagumo tangency condition”

lim inf
h↓0

1
h

dist (ξ + h(Aξ + η);K) = 0.
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Problem 10.1.2. Prove that, if A : D(A) ⊆ X → X is a linear m-
dissipative operator, then η ∈ X is A-tangent to K at ξ ∈ K in the sense of
Definition 10.1.3 if and only if it is A-tangent to K at ξ ∈ K in the sense
of Definition 8.1.3.

We are now ready to state the main results of this chapter.

Theorem 10.1.1. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator which generates a compact semigroup, let K be
a nonempty and locally closed subset in D(A) and let f : K → X be a
continuous function. Then a necessary and sufficient condition in order
that K be C0-viable with respect to A + f is that

f(ξ) ∈ TA
K(ξ), (10.1.3)

for each ξ ∈ K.

Theorem 10.1.2. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a nonempty and locally closed subset in D(A)
and let f : K → X be a locally Lipschitz function1. Then a necessary and
sufficient condition in order that K be C0-viable with respect to A + f is
(10.1.3).

Theorem 10.1.3. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator, K a nonempty and locally compact subset in
D(A) and let f : K → X be a continuous function. Then a necessary and
sufficient condition in order that K be C0-viable with respect to A + f is
(10.1.3).

The necessity of Theorems 10.1.1∼10.1.3 is an immediate consequence
of the next result which is interesting in itself.

Theorem 10.1.4. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a locally closed subset in X and f : K → X a
given function. Then, a necessary condition in order that K be C0-viable
with respect to A + f is

lim
h↓0

1
h

dist (Sf(ξ)(h)ξ; K) = 0, (10.1.4)

at each point ξ ∈ K of continuity for f .

Proof. Let ξ ∈ K be a continuity point of f , and let z be a C0-solution
of (10.1.1) on [ 0, T ]. We have

u(h, 0, ξ, f(z(·))) ∈ K

1See Definition 3.2.2.
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for each h ∈ [ 0, T ]. On the other hand, by (1.6.2), we get

‖u(h, 0, ξ, f(z(·)))− Sf(ξ)(h)ξ‖ ≤
∫ h

0
‖f(z(s))− f(ξ)‖ ds

for each h ∈ [ 0, T ]. Since f is continuous at ξ and limt↓0 z(t) = ξ, it follows
that

lim
h↓0

1
h

∫ h

0
‖f(z(s))− f(ξ)‖ ds = 0.

Therefore

lim
h↓0

1
h

dist (Sf(ξ)(h)ξ; K) ≤ lim
h↓0

1
h
‖Sf(ξ)(h)ξ − u(h, 0, ξ, f(z(·)))‖ = 0,

and this completes the proof. ¤
Remark 10.1.1. Let us define

FA
K(ξ) = {η ∈ X ; lim

h↓0
1
h

dist (Sη(h)ξ; K) = 0}.

Clearly FA
K(ξ) ⊆ TA

K(ξ) and, in general, the inclusion is strict. In fact,
Theorem 10.1.4 shows that, whenever f is continuous, a necessary condition
for the viability of K with respect to A+f is a tangency condition which is
stronger than f(ξ) ∈ TA

K(ξ) for each ξ ∈ K. More precisely, such a necessary
condition is that, for each ξ ∈ K, we have

f(ξ) ∈ FA
K(ξ).

We notice that, if A ≡ 0, F0
K(ξ) coincides with the Federer tangent cone to

K at ξ ∈ K, i.e. F0
K(ξ) = FK(ξ).

10.2. Existence of ε-approximate C0-solutions

The proof of the sufficiency consists in showing that the tangency condi-
tion f(ξ) ∈ TA

K(ξ) for each ξ ∈ K along with Brezis-Browder Theorem 2.1.1
imply that, for each ξ in K, there exists at least one sequence of “approxi-
mate solutions” of (10.1.1), defined on the same interval, ũn : [ 0, T ] → X,
such that (ũn)n converges, in some sense, to a C0-solution of (10.1.1).

The next lemma is an existence result concerning ε-approximate C0-
solutions of (10.1.1) and it is an “m-dissipative plus continuous” version of
Lemma 3.3.1. We notice that, bearing in mind our later purposes, although
the problem is autonomous, we formulate our result on an arbitrary interval
[ τ, T ] instead of [ 0, T ].

Lemma 10.2.1. Let X be a real Banach space, A : D(A) ⊆ X ; X

an m-dissipative operator, K a nonempty, locally closed subset in D(A)
and f : K → X a continuous function satisfying the tangency condition
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f(ξ) ∈ TA
K(ξ) for each ξ ∈ K. Then, for each ξ ∈ K there exist ρ > 0,

T > τ and M > 0 such that D(ξ, ρ)∩K is closed and, for each ε > 0, there
exist three functions σ : [ τ, T ] → [ τ, T ] nondecreasing, g : [ τ, T ] → X
measurable, and ũ : [ τ, T ] → X continuous, satisfying :

(i) t− ε ≤ σ(t) ≤ t for each t ∈ [ τ, T ], σ(T ) = T ;
(ii) ũ(σ(t)) ∈ D(ξ, ρ)∩K for each t ∈ [ τ, T ], ũ([ τ, T ]) is precompact ;
(iii) g(t) = f(ũ(σ(t))) for each t ∈ [ τ, T ] ;
(iv) ‖g(t)‖ ≤ M a.e. for t ∈ [ τ, T ] ;
(v) ũ(τ) = ξ and ‖ũ(s)− u(s, σ(θ), ũ(σ(θ)), g)‖ ≤ (s− σ(θ))ε for each

θ ∈ [ τ, T ) and s ∈ [ σ(θ), T ] ;
(vi) ‖ũ(t)− ũ(σ(t))‖ ≤ ε for t ∈ [ τ, T ].

Proof. We consider τ = 0, the general case following by a standard
translation argument, i.e., by the change of variable t = τ + s. Let ξ ∈ K
be arbitrary and choose ρ > 0 and M > 0 such that D(ξ, ρ) ∩K is closed
(compact in the hypotheses of Theorem 10.1.3) and ‖f(u)‖ ≤ M for every
u ∈ D(ξ, ρ) ∩K. This is always possible because K is locally closed and f
continuous and thus locally bounded. Next, take T > 0 such that

sup
0≤t≤T

‖S(t)ξ − ξ‖+ T (M + 1) ≤ ρ. (10.2.1)

We first prove that the conclusion of Lemma 10.2.1 remains true if we
replace T as above with a possible smaller number µ ∈ (0, T ] which, at this
stage, is allowed to depend on ε ∈ (0, 1). Then, by using the Brezis-Browder
Theorem 2.1.1, we will prove that we can take µ = T independent of ε.

Let ε ∈ (0, 1) be arbitrary. In view of (10.1.3), there exist δ ∈ (0, ε) and
p ∈ X with ‖p‖ ≤ ε such that

u(δ, 0, ξ, f(ξ)) + δp ∈ K.

Let us define the functions σ(s) = 0 for s ∈ [ 0, δ), σ(δ) = δ, g(s) = f(ξ) and
ũ(s) = u(s, 0, ξ, f(ξ)) + sp for s ∈ [ 0, δ ]. We can easily see that, σ, g and ũ
satisfy (i)∼(v) with T substituted by δ. Diminishing δ > 0 if necessary, we
obtain also (vi).

In the next step, we will show that there exists at least one triplet
(σ, g, ũ) satisfying (i)∼(vi). To this aim we shall make use of Brezis-Browder
Theorem 2.1.1 as follows. Let S be the set of all quadruples (σ, g, ũ, µ) with
µ ≤ T and satisfying (i)∼(vi) with µ instead of T . This set is clearly
nonempty, as we have already proved. On S we introduce a partial order ¹
as follows. We say that

(σ1, g1, ũ1, µ1) ¹ (σ2, g2, ũ2, µ2)
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if µ1 ≤ µ2 and

(σ1(s), g1(s), ũ1(s)) = (σ2(s), g2(s), ũ2(s))

for each s ∈ [ 0, µ1 ]. Let us define the function N : S → R by

N((σ, g, ũ, µ)) = µ.

It is clear that N is increasing on S. Let us now take an increasing sequence

((σj , gj , ũj , µj))j∈N
in S and let us show that it is bounded from above in S. To define an upper
bound, set

µ∗ = sup{µj ; j ∈ N}.
If µ∗ = µj for some j ∈ N, (σj , gj , ũj , µj) is clearly an upper bound. If
µj < µ∗ for each j ∈ N, we define

σ(t) = σj(t), g(t) = gj(t), ũ(t) = ũj(t)

for j ∈ N and every t ∈ [ 0, µj ]. This way, we define (σ, g, ũ) on [ 0, µ∗).
In order to extend the triplet to µ∗, we begin by checking that ũ([ 0, µ∗))
is precompact in X. By (iv), we know that g ∈ L1(0, µ∗ ;X) and so, for
each j ∈ N, the function u(·, µj , ũ(µj), g) : [µj , µ

∗ ] → D(A) is continuous.
As a consequence, the set Cj = u([µj , µ

∗ ], µj , ũ(µj), g) is precompact. On
the other hand, by (ii), we know that, for each j ∈ N, Kj = ũ([ 0, µj ]) is
precompact too. By (v) we deduce that, for each j ∈ N,

ũ([ 0, µ∗)) ⊆ Cj ∪Kj + (µ∗ − µj)D(0, ε).

Let η > 0 be arbitrary and fix j ∈ N such that

(µ∗ − µj)ε ≤ η

2
.

Since Cj ∪Kj is precompact, there exists a finite family {ξ1, ξ2, . . . , ξn(η)}
such that, for each ξ ∈ Cj ∪Kj , there exists k ∈ {1, 2, . . . , n(η)} such that

‖ξ − ξk‖ ≤ η

2
.

The last two inequalities and the inclusion above yield

ũ([ 0, µ∗)) ⊆ ∪n(η)
k=1D(ξk, η)

and accordingly ũ([ 0, µ∗)) is precompact. Now, take any limit point ũµ∗

of ũ(µj) as j tends to ∞ and set ũ(µ∗) = ũµ∗ . We define σ(µ∗) = µ∗ and
so, g(µ∗) = f(ũ(σ(µ∗))) = ũµ∗ . Clearly ũ(µ∗) ∈ D(ξ, ρ) ∩ K. So, with
ũ : [ 0, µ∗ ] → X, defined as above, we obviously have that (σ, g, ũ, µ∗)
satisfies (i)∼(iv) on [ 0, µ∗ ]. It is also easy to see that (v) holds for each
θ ∈ [ 0, µ∗) and each s ∈ [ σ(θ), µ∗). To check (v) for s = µ∗, we have to
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fix any θ ∈ [ 0, µ∗), to take s = µj with µj > σ(θ) in (v) and to pass
to the limit for j tending to ∞ both sides in (v) on that subsequence
on which (ũj(µj))j∈N tends to ũµ∗ = ũ(µ∗). So, (σ, g, ũ, µ∗) is an upper
bound for ((σj , gj , ũj , µj))j∈N and consequently the set S endowed with the
partial order ¹ and the function N satisfy the hypotheses of Theorem 2.1.1.
Accordingly there exists at least one element (σν , gν , ũν , ν) in S such that,
if (σν , gν , ũν , ν) ¹ (σµ, gµ, ũµ, µ) then ν = µ.

We next show that ν = T , where T satisfies (10.2.1). To this aim, let us
assume by contradiction that ν < T and let ξν = ũν(ν) = ũν(σν(ν)) which
belongs to D(ξ, ρ) ∩K. In view of (1.6.5), (v) and (iv), we have

‖ξν − ξ‖ ≤ ‖S(ν)ξ − ξ‖+ ‖u(ν, 0, ξ, gν)− S(ν)ξ‖
+‖ũν(ν)− u(ν, 0, ξ, gν)‖

≤ ‖S(ν)ξ − ξ‖+
∫ ν

0
‖gν(s)‖ ds + νε

≤ sup
0≤t≤ν

‖S(t)ξ − ξ‖+ ν(M + ε).

Recalling that ν < T and ε < 1, from (10.2.1), we get

‖ξν − ξ‖ < ρ. (10.2.2)

Next, we proceed as in the first part of the proof, with ν instead of 0
and with ξν instead of ξ. So, from (10.1.3), combined with (10.2.2), we infer
that there exist δ ∈ (0, ε] with ν + δ ≤ T and p ∈ X satisfying ‖p‖ ≤ ε,
such that

u(ν + δ, ν, ξν , f(ξν)) + δp ∈ D(ξ, ρ) ∩K.

We define σν+δ : [ 0, ν + δ ] → [ 0, ν + δ ], gν+δ : [ 0, ν + δ ] → X and
ũν+δ : [ 0, ν + δ ] → X by

σν+δ(t) =





σν(t) if t ∈ [ 0, ν ]
ν if t ∈ ( ν, ν + δ)

ν + δ if t = ν + δ,

gν+δ(t) =
{

gν(t) if t ∈ [ 0, ν ]
f(ξν) if t ∈ ( ν, ν + δ ],

and respectively by

ũν+δ(t) =
{

ũν(t) if t ∈ [ 0, ν ]
u(t, ν, ξν , gν+δ) + (t− ν)p if t ∈ (ν, ν + δ ],

Since ũν+δ(ν + δ) ∈ K ∩ D(ξ, ρ), (σν+δ, gν+δ, ũν+δ) satisfies (i)∼(iv)
with T replaced by ν + δ. Obviously (v) holds for each t and s satisfying
σν+δ(t) ≤ s ≤ ν, or ν ≤ σν+δ(t) ≤ s. The only case we have to check is that
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one in which σν+δ(t) ≤ ν < s ≤ ν + δ. To this aim, let us observe that, by
virtue of the evolution property (1.6.4), i.e.

u(t, a, ξ, f) = u(t, ν, u(ν, a, ξ, f), f
∣∣
[ ν,ν+δ ]), (10.2.3)

we have
ũν+δ(s)− u(s, σν+δ(t), ũν+δ(σν+δ(t)), gν+δ)

= u(s, ν, ũν+δ(ν), gν+δ) + (s− ν)p

−u(s, ν, u(ν, σν+δ(t), ũν+δ(σν+δ(t)), gν+δ), gν+δ).

Hence, in view of (v), we get

‖ũν+δ(s)− u(s, σν+δ(t), ũν+δ(σν+δ(t)), gν+δ)‖
≤ ‖ũν+δ(ν)− u(ν, σν+δ(t), ũν+δ(σν+δ(t)), gν+δ)‖+ (s− ν)‖p‖

≤ (ν − σν+δ(t))ε + (s− ν)ε = (s− σν+δ(t))ε.

So (v) holds for each t ∈ [ 0, ν+δ) and each s ∈ [ σν+δ(t), ν+δ ]. Diminishing
δ is necessary, we get (vi).

We conclude that (σν+δ, gν+δ, ũν+δ, ν + δ) ∈ S,

(σν , gν , ũν , ν) ¹ (σν+δ, gν+δ, ũν+δ, ν + δ)

and ν < ν + δ. This contradiction can be eliminated only if ν = T and this
completes the proof of Lemma 10.2.1. ¤

Remark 10.2.1. Under the general hypotheses of Lemma 10.2.1, for
each γ > 0, we can diminish both ρ > 0 and T > τ , such that T − τ < γ,
ρ < γ and all the conditions (i)∼(vi) in Lemma 10.2.1 be satisfied.

Definition 10.2.1. Let ξ ∈ K and ε > 0. Let T > τ be (independent
of ε > 0) as in Lemma 10.2.1. A triple (σ, g, ũ) satisfying (i)∼(vi) is called
an ε-approximate C0-solution of (10.1.1) on [ τ, T ].

10.3. Convergence in the case of Theorems 10.1.1 and 10.1.3

In order to complete the proof of the sufficiency of Theorems 10.1.1 and
10.1.3, we will show that there exists a subsequence of εn-approximate C0-
solutions which is uniformly convergent on [ 0, T ] to a function u which is
a C0-solution of (10.1.1).

Proof. Let (εn)n be a sequence in (0, 1), strictly decreasing to 0, and
let ((σn, gn, ũn))n be a sequence of εn-approximate C0-solutions of (10.1.1).
From (iii), we know that {gn; n = 1, 2, . . . } is uniformly bounded on [ 0, T ]
and thus uniformly integrable in L1(0, T ;X). See Remark 1.3.3.
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Under the hypotheses of Theorem 10.1.1, since the semigroup of non-
linear contractions {S(t) : D(A) → D(A); t ≥ 0} is compact, by The-
orem 1.6.5, it follows that there exists u ∈ C([ 0, T ]; X) such that, on a
subsequence at least, we have

lim
n

u(t, 0, ξ, gn) = ũ(t) (10.3.1)

uniformly for t ∈ [ 0, T ]. By (v) and (10.3.1), we also have

lim
n

ũn(t) = ũ(t)

uniformly for t ∈ [ 0, T ]. From (vi), we conclude that

lim
n

ũn(σn(t)) = ũ(t) (10.3.2)

uniformly for t ∈ [ 0, T ]. By (ii), we know that ũn(σn(t)) ∈ D(ξ, ρ) ∩ K
for n = 1, 2, . . . and t ∈ [ 0, T ]. As D(ξ, ρ) ∩K is closed, we conclude that
ũ(t) ∈ D(ξ, ρ) ∩K for all t ∈ [ 0, T ]. Further, since f is continuous and by
(iii), we have gn(s) = f(ũn(σn(s))) for n = 1, 2, . . . and a.e. for s ∈ [ 0, T ],
it follows that

lim
n

gn(t) = f(ũ(t))

uniformly for t ∈ [ 0, T ]. Thus ũ = u(·, 0, ξ, f(ũ(·))) and therefore it is a C0-
solution of (10.1.1) on [ 0, T ]. This completes the proof of Theorem 10.1.1.

¤

We can now pass to the proof of Theorem 10.1.3.

Proof. We begin by showing that, in the hypotheses of Theorem 10.1.3,
(10.3.1) still holds true. First, let us remark that, in view of Remark 10.2.1,
we can diminish T > 0 and ρ > 0, if necessary, such that D(ξ, ρ) ∩ K is
compact and (i) ∼ (vi) in Lemma 10.2.1 be satisfied. So, by (v) and (vi)
we have

‖u(t, 0, ξ, gn)− ũn(σn(t))‖ ≤ ‖u(t, 0, ξ, gn)− ũn(t)‖+ ‖ũn(t)− ũn(σn(t))‖
≤ tεn + εn ≤ (T + 1)εn

for n = 1, 2, . . . . Let k = 1, 2, . . . , and let us denote by




Ck =
k⋃

n=1

u([ 0, T ], 0, ξ, gn)

C =
∞⋃

n=1

ũn(σn([ 0, T ]))
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and let us observe that, in view of the inequality above, we have
∞⋃

n=1

u([ 0, T ], 0, ξ, gn) ⊆ Ck ∪ C + (T + 1)D(0, εk) (10.3.3)

for each k = 1, 2, . . . . But, for k = 1, 2, . . . , Ck and C are precompact, Ck as
a finite union of compact sets, i.e. u([ 0, T ], 0, ξ, gn) for n = 1, 2, . . . , k and C
as a subset of D(ξ, ρ)∩K, which in its turn is compact. This remark along
with (10.3.3) shows that, for each t ∈ [ 0, T ], {u(t, 0, ξ, gn); n = 1, 2, . . . } is
precompact too.

Thus Theorem 1.6.4 applies and so there exists ũ ∈ C([ 0, T ]; X) such
that, on a subsequence at least, we have (10.3.1).

From now on, the proof follows the very same arguments as those in
the last part of the proof of Theorem 10.1.1 and therefore we do not enter
into details. ¤

10.4. Convergence in the case of Theorem 10.1.2

Under the hypotheses of Theorem 10.1.2, we will show that there exists a
sequence of εn-approximate C0-solutions which is uniformly convergent on
[ 0, T ] to a C0-solution of (10.1.1).

Proof. Let ξ ∈ K and let ρ > 0 and T > 0 be given by Lemma 10.2.1.
As f is locally Lipschitz, by Remark 10.2.1, we can diminish T > 0 and
ρ > 0 if necessary, in order to assume that there exists L > 0 such that all
the conditions in Lemma 10.2.1 be satisfied and, in addition,

‖f(u)− f(v)‖ ≤ L‖u− v‖
for all u, v ∈ D(ξ, ρ) ∩K.

Let (εn)n be a sequence strictly decreasing to 0 and let ((σn, gn, ũn))n

be a sequence of εn-approximate C0-solutions of (10.1.1).
In view of (iii) in Lemma 10.2.1, we have

‖u(t, 0, ξ, gn)− u(t, 0, ξ, gk)‖ ≤
∫ t

0
‖gn(s)− gk(s)‖ ds

≤
∫ t

0
‖f(ũn(σn(s)))− f(ũk(σk(s)))‖ ds ≤ L

∫ t

0
‖ũn(σn(s))− ũk(σk(s))‖ ds

and consequently

‖u(t, 0, ξ, gn)− u(t, 0, ξ, gk)‖ ≤ L

∫ t

0
‖ũn(σn(s))− u(s, 0, ξ, gn)‖ ds
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+L

∫ t

0
‖u(s, 0, ξ, gn)−u(s, 0, ξ, gk)‖ ds+L

∫ t

0
‖u(s, 0, ξ, gk)− ũk(σk(s))‖ ds.

(10.4.1)
Using (v) and (vi) in Lemma 10.2.1 to estimate the first and the third
integral on the right hand side in (10.4.1), we get

‖u(t, 0, ξ, gn)− u(t, 0, ξ, gk)‖

≤ L(T + 1)(εn + εk) + L

∫ t

0
‖u(s, 0, ξ, gn)− u(s, 0, ξ, gk)‖ ds.

From this inequality and Gronwall Lemma 1.8.4, we deduce

‖u(t, 0, ξ, gn)− u(t, 0, ξ, gk)‖ ≤ L(T + 1)(εn + εk)eTL,

for n, k = 1, 2, . . . and t ∈ [ 0, T ]. Since εn ↓ 0, it follows that (u(·, 0, ξ, gn))n

is a Cauchy sequence in the sup-norm. Let u be the uniform limit of
(u(·, 0, ξ, gn))n on [ 0, T ]. From now on, the proof follows the exactly the
same steps as those in the last part of the proof of Theorem 10.1.1 and
therefore we omit it. ¤

10.5. The quasi-autonomous noncylindrical case

Let C be a nonempty subset in R×D(A) and let f : C → X be a continuous
function. Let us consider the nonautonomous Cauchy problem

{
u′(t) ∈ Au(t) + f(t, u(t))
u(τ) = ξ.

(10.5.1)

Definition 10.5.1. By a C0-solution of the problem (10.5.1) on [ τ, T ],
we mean a continuous function u : [ τ, T ] → D(A) which satisfies:

(i) (t, u(t)) ∈ C for each t ∈ [ τ, T ] ;
(ii) u is a C0-solution, in the sense of Definition 1.6.2, of the Cauchy

problem {
u′(t) ∈ Au(t) + g(t)
u(τ) = ξ,

where g(s) = f(s, u(s)) for s ∈ [ τ, T ].

A C0-solution of (10.5.1) on [ τ, T̃ ) is a function u : [ τ, T̃ ) → D(A) which,
for each T ∈ (τ, T̃ ), is a C0-solution of (10.5.1) on [ τ, T ] in the sense
mentioned above.

Definition 10.5.2. The set C ⊆ R×D(A) is C0-viable with respect to
A+f if for each (τ, ξ) ∈ C, there exists T ∈ R, T > τ such that the Cauchy
problem (10.5.1) has at least one C0-solution u : [ τ, T ] → D(A).
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Remark 10.5.1. Let X = R ×X with the norm ‖(t, u)‖X = |t| + ‖u‖
and let us observe that the quasi-autonomous Cauchy problem (10.5.1) can
be equivalently rewritten as an autonomous one in the space X, by setting
Az = {(0, v); v ∈ Au} for z = (t, u) ∈ D(A), where

D(A) = {(t, u); t ∈ R, u ∈ D(A)},
z(s) = (t(τ + s), u(τ + s)), F(z) = (1, f(z)) and ζ = (τ, ξ). Indeed, with the
notations above, we have{

z′(s) ∈ Az(s) + F(z(s))
z(0) = ζ.

It readily follows that A is m-dissipative and, in addition, that z = (t, u) is
a C0-solution of the problem above if and only if{

t(s) = τ + s
u(s) = u(τ + s, τ, ξ, f(τ + ·, u(·))).

Remark 10.5.2. One may easily see that C is C0-viable with respect
to A + f in the sense of Definition 10.5.2 if and only if C is C0-viable with
respect to A + F in the sense of Definition 10.1.2.

The next viability results are consequences of Theorems 10.1.1∼10.1.4.

Theorem 10.5.1. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator which generates a compact semigroup, C a nonempty,
locally closed subset in R × D(A) and f : C → X a continuous function.
Then a necessary and sufficient condition in order that C be C0-viable with
respect to A + f is that

(1, f(τ, ξ)) ∈ TA
C (τ, ξ), (10.5.2)

for each (τ, ξ) ∈ C.

Theorem 10.5.2. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, C a nonempty, locally closed subset in R × D(A)
and f : C → X a locally Lipschitz function. Then a necessary and sufficient
condition in order that C be C0-viable with respect to A + f is (10.5.2).

Theorem 10.5.3. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, C a nonempty, locally compact subset in R×D(A)
and f : C → X a continuous function. Then a necessary and sufficient
condition in order that C be C0-viable with respect to A + f is (10.5.2).

Problem 10.5.1. Prove that, for each (τ, ξ) ∈ C, the condition (10.5.2)
is equivalent to

lim inf
h↓0

1
h

dist ((τ + h, u(τ + h, τ, ξ, f(τ, ξ)));C) = 0.
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10.6. Noncontinuable C0-solutions

In this section, we present some results concerning the existence of noncon-
tinuable, or even global C0-solutions to{

u′(t) ∈ Au(t) + f(t, u(t))
u(τ) = ξ,

(10.6.1)

where A : D(A) ⊆ X ; X is an m-dissipative operator, C ⊆ R ×D(A) is
nonempty and f : C → X is a given function. A C0-solution u : [ τ, T ) → X
to (10.6.1) is called noncontinuable, if there is no other C0-solution v :
[ τ, T̃ ) → X of the same equation, with T < T̃ and satisfying u(t) = v(t)
for all t ∈ [ τ, T ). A C0-solution u : [ τ, T ) → X to (10.6.1) is called global
if T = TC, where TC is defined by (3.6.2). The next theorem follows from
Brezis–Browder Theorem 2.1.1. Since its proof is almost identical with that
of Theorem 3.6.1, we do not enter into details.

Theorem 10.6.1. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, let C ⊆ R×D(A) be nonempty, and let f : C → X.
Then, the following conditions are equivalent :

(i) C is C0-viable with respect to A + f ;
(ii) for each (τ, ξ) ∈ C there exists at least one noncontinuable C0-

solution u : [ τ, T ) → X of (10.6.1).

The next result concerns the existence of global solutions.

Theorem 10.6.2. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, C a nonempty and X-closed subset2 in R × D(A)
and f : C → X a continuous function which is positively sublinear3. If f
maps bounded subsets in C into bounded subsets in X and C is C0-viable
with respect to A + f , then each C0-solution of (10.6.1) can be continued
up to a global one.

Proof. Since C is C0-viable with respect to A + f , for each (τ, ξ) ∈ C,
there exists at least one noncontinuable C0-solution u : [ τ, T ) → X to
(10.6.1). We will show that T = TC. To this aim, let us assume the contrary,
i.e., that T < TC. In particular this means that T < +∞. By using a
translation argument if necessary, we may assume with no loss of generality
that 0 ∈ D(A) and 0 ∈ A0. From (1.6.2) with η = 0, g ≡ 0 and v ≡ 0, we
get

‖u(t)‖ ≤ ‖ξ‖+
∫

Et

[ u(s), f(s, u(s)) ]+ ds +
∫

Ht\Gt

[ u(s), f(s, u(s)) ]+ ds

2See Definition 3.6.2.
3See Definition 3.6.1.
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for each t ∈ [ τ, T ), where

Et = {s ∈ [ 0, t ]; [u(s), f(s, u(s)) ]+ > 0 and ‖u(s)‖ > c(s)},
Gt = {s ∈ [ 0, t ]; [ u(s), f(s, u(s)) ]+ ≤ 0},
Ht = {s ∈ [ 0, t ]; ‖u(s)‖ ≤ c(s)}.

As Ht ⊆ HT and [u, v ]+ ≤ ‖v‖ for each u, v ∈ X, we get

‖u(t)‖ ≤ ‖ξ‖+
∫

Et

[a(s)‖u(s)‖+ b(s)] ds +
∫

HT

‖f(s, u(s))‖ ds

for each t ∈ [ τ, T ). But f maps bounded subsets in C into bounded subsets
in X and therefore there exists M > 0 such that ‖f(s, u(s))‖ ≤ M for all
s ∈ HT . Hence

‖u(t)‖ ≤ ‖ξ‖+ TM +
∫ T

0
b(s) ds +

∫ t

0
a(s)‖u(s)‖ ds,

for each t ∈ [ τ, T ). By Gronwall Lemma 1.8.4, u is bounded on [ τ, T ).
Using once again the fact that f maps bounded subsets in C into

bounded subsets in X, we deduce that f(·, u(·)) is bounded on [ τ, T ). So,
there exists limt↑T u(t) = u∗. Since C is X-closed and T < TC, it follows
that (T, u∗) ∈ C. As C is C0-viable with respect to f , we conclude that u
can be continued to the right of T . But this is absurd, because u is non-
continuable. This contradiction can be eliminated only if T = TC, and this
achieves the proof. ¤

A useful consequence of Theorem 10.6.1 is

Theorem 10.6.3. Let X be a Banach space, let A : D(A) ⊆ X ; X

be an m-dissipative operator and let C be an X-closed subset in R×D(A).
Let f : C → X be a given function for which there exist two continuous
functions a : R→ R+ and b : R→ R+ such that

‖f(t, ξ)‖ ≤ a(t)‖ξ‖+ b(t)

for each (t, ξ) ∈ C. If C is C0-viable with respect to A + f , then each C0-
solution of (10.6.1) can be continued up to a global one, i.e., defined on
[ τ, TC).

10.7. A class of fully nonlinear reaction-diffusion systems

Let X and Y be two real Banach spaces4 and let A : D(A) ⊆ X ; X
and B : D(B) ⊆ Y ; Y be the infinitesimal generators of two nonlinear
semigroups of contractions denoted by {SA(t) : D(A) → D(A); t ≥ 0} and

4Since there is no danger of confusion, we denote the norms on both spaces by the
same symbol, ‖ · ‖.
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by {SB(t) : D(B) → D(B); t ≥ 0} respectively. Let C ⊆ R×D(A)×D(B)
be nonempty and let F : C → X and G : C → Y . Let us consider the
Cauchy problem for the abstract nonlinear reaction-diffusion system




x′(t) ∈ Ax(t) + F (t, x(t), y(t))
y′(t) ∈ By(t) + G(t, x(t), y(t))
x(τ) = ζ and y(τ) = η.

(10.7.1)

Definition 10.7.1. We say that the set C is C0-viable with respect
to (A + F,B + G) if for each (τ, ζ, η) ∈ C there exists T > τ such that
(10.7.1) has at least one C0-solution (x, y) : [ τ, T ] → D(A) × D(B) with
(t, x(t), y(t)) ∈ C for each t ∈ [ τ, T ].

Throughout, we denote by X the Banach space X × Y , endowed with
the norm ‖(x, y)‖ = ‖x‖+ ‖y‖, for (x, y) ∈ X.

Definition 10.7.2. A C0-solution of (10.7.1) on [ τ, T ] is a continuous
function (x, y) : [ τ, T ] → X such that :

(i) (t, x(t), y(t)) ∈ C for each t ∈ [ τ, T ] ;
(ii) x is a C0-solution on [ τ, T ] of the Cauchy problem{

x′(t) ∈ Ax(t) + f(t)
x(τ) = ζ

and y is a C0-solution on [ τ, T ] of the Cauchy problem{
y′(t) ∈ By(t) + g(t)
y(τ) = η,

in the sense of Definition 1.6.2, where f(t) = F (t, x(t), y(t)) and
g(t) = G(t, x(t), y(t)).

A C0-solution of (10.7.1) on [ τ, T̃ ) is a function (x, y) : [ τ, T̃ ) → X such
that, for each T ∈ (τ, T̃ ), (x, y) is a C0-solution of (10.7.1) on [ τ, T ] in the
sense mentioned above.

Definition 10.7.3. Let D ⊆ R×X. The function F : D → X is locally
Lipschitz with respect to x ∈ X if it is continuous and, in addition, for each
(τ, ζ, η) ∈ D, there exist ρ > 0 and L > 0, such that

‖F (t, x, y)− F (t, x̃, y)‖ ≤ L‖x− x̃‖,
for all (t, x, y), (t, x̃, y) ∈ D((τ, ζ, η), ρ) ∩D.

We notice that here and thereafter, D((τ, ζ, η), ρ) denotes the closed
ball with center (τ, ζ, η) ∈ R× X and radius ρ > 0.

The hypotheses which will be in effect throughout are:
(H1) A : D(A) ⊆ X ; X and B : D(B) ⊆ Y ; Y are m-dissipative ;
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(H2) C ⊆ R×D(A)×D(B) is nonempty and locally closed ;
(H3) ΠXC is locally compact ;
(H4) (F,G) : C → X is continuous ;
(H5) (F,G) : C → X is locally Lipschitz ;
(H6) F : R×X × Y → X is locally Lipschitz with respect to x ∈ X5 ;
(H7) {SA(t) : D(A) → D(A); t ≥ 0} is compact ;
(H8) {SB(t) : D(B) → D(B); t ≥ 0} is compact.
Let (τ, ζ, η) ∈ C and let us denote by (x(·, τ, ζ, η), y(·, τ, ζ, η)) the unique

C0-solution on [ τ,∞) of the system



x′(t) ∈ Ax(t) + F (τ, ζ, η)
y′(t) ∈ By(t) + G(τ, ζ, η)
x(τ) = ζ y(τ) = η.

The main viability results, referring to (10.7.1), are :

Theorem 10.7.1. Assume that (H1), (H2), (H4), (H7) and (H8) are
satisfied. The necessary and sufficient condition in order that C be C0-viable
with respect to (A + F,B + G) is

lim inf
h↓0

1
h

dist ((τ + h, x(τ + h, τ, ζ, η), y(τ + h, τ, ζ, η));C) = 0, (10.7.2)

for each (τ, ζ, η) ∈ C.

Theorem 10.7.2. Assume that (H1), (H2), (H3), (H4) and (H8) are
satisfied. The necessary and sufficient condition in order that C be C0-viable
with respect to (A + F,B + G) is (10.7.2).

Theorem 10.7.3. Assume that (H1), (H2) and (H5) are satisfied. The
necessary and sufficient condition in order that C be C0-viable with respect
to (A + F, B + G) is (10.7.2).

Theorem 10.7.4. Assume that (H1), (H2), (H4), (H6) and (H8) are
satisfied. The necessary and sufficient condition in order that C be C0-viable
with respect to (A + F,B + G) is (10.7.2).

The necessity of either Theorems 10.7.1∼10.7.4 follows from the simple
result below.

Theorem 10.7.5. Assume that (H1) and (H4) are satisfied and let
C ⊆ R × X be nonempty. If C is C0-viable with respect to (A + F, B + G)
then, for every (τ, ζ, η) ∈ C, we have

lim
h↓0

1
h

dist ((τ + h, x(τ + h, τ, ζ, η), y(τ + h, τ, ζ, η));C) = 0. (10.7.3)

5See Definition 10.7.3.
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In order to simplify as much as possible the proofs, the following simple
observation is needed.

Remark 10.7.1. Under the general hypotheses (H1), (H2) and (H4),
the problem (10.7.1) can be rewritten as an autonomous nonlinear evolution
equation in the space Z = R×X as follows. Let us define A : D(A) ⊆ Z ; Z

by Au = (0, Ax, By) for each u = (v, x, y) ∈ D(A), where,

D(A) = R×D(A)×D(B),

let us define f : C → Z by

f(u) = (1, F (u), G(u)) = (1, F (v, x, y), G(v, x, y))

for each u = (v, x, y) ∈ C. Then (10.7.1), which is equivalent to the au-
tonomous Cauchy problem





v′(t) = 1
x′(t) ∈ Ax(t) + F (v(t), x(t), y(t))
y′(t) ∈ By(t) + G(v(t), x(t), y(t))
v(τ) = τ, x(τ) = ζ and y(τ) = η,

(10.7.4)

rewrites as {
u′(t) ∈ Au(t) + f(u(t))
u(τ) = ξ,

(10.7.5)

where A and f are as above, u(t) = (v(t), x(t), y(t)) and ξ = (τ, ζ, η).
Obviously, under the hypotheses (H1) and (H4), the operator A is m-

dissipative on X and f is continuous. Moreover, C is C0-viable with respect
to (A + F, B + G), in the sense of Definition 10.7.1, if it is C0-viable with
respect to A + f , in the sense of Definition 10.1.2.

In view of Remark 10.7.1, Theorem 10.7.1 is a consequence of Theo-
rem 10.1.1, Theorem 10.7.3 follows from Theorem 10.5.2. The remaining
results have no correspondence with the viability results in Section 10.1.
So, it remains to prove Theorems 10.7.2 and 10.7.4.

Remark 10.7.2. The tangency condition (10.7.2) is equivalent to

f(ξ) ∈ TA
C (ξ)

for each ξ ∈ C, with ξ = (τ, ζ, η). Therefore, under the hypotheses (H1),
(H2) and (H4), if the tangency condition (10.7.2) holds true, then A, C and
f in (10.7.5) satisfy the hypotheses of Lemma 10.2.1. Since (H5) implies
(H4), it follows that the remark above applies in all Theorems 10.7.2∼10.7.4.
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10.8. Convergence in the case of Theorem 10.7.2

In view of Remarks 10.7.1 and 10.7.2, it suffices to show that, for each
ξ ∈ C, (10.7.5) has at least one C0-solution u : [ τ, T ] → Z.

Proof. Let ξ = (τ, ζ, η) ∈ C and let εn ↓ 0 be a sequence in (0, 1). In
view of Remark 10.7.2, we are in the hypotheses of Lemma 10.2.1 and there-
fore there exist ρ > 0, T > τ , M > 0 and a sequence of εn-approximate C0-
solutions ((σn, gn, ũn))n of (10.7.5). On components, gn = (1, gX

n , gY
n ) and

ũn = (ṽn, x̃n, ỹn). By Remark 10.2.1, diminishing ρ > 0 and T > τ if neces-
sary, we may assume that, in addition to the conditions in Lemma 10.2.1,
ΠX(D((τ, ζ, η), ρ) ∩ C) is compact.

Next, from (iv), we know that {gn; n = 1, 2, . . . } is uniformly bounded
on [ τ, T ], and thus uniformly integrable in L1(τ, T ; Z). See Remark 1.3.3.
This means that the families {gX

n ; n = 1, 2, . . . } and {gY
n ; n = 1, 2, . . . }

are uniformly integrable in L1(τ, T ;X) and in L1(τ, T ;Y ) respectively.
We next show that {u(·, τ, ξ, gn); n = 1, 2, . . . } is relatively compact in

C([ τ, T ]; Z). We do this with the help of Theorem 1.6.5.
So, by (v) and (vi) in Lemma 10.2.1, we have

‖u(t, τ, ξ, gn)− ũn(σn(t))‖ ≤ ‖u(t, τ, ξ, gn)− ũn(t)‖+ ‖ũn(σn(t))− ũn(t)‖
≤ (t− τ)εn + εn ≤ (T − τ + 1)εn

for each t ∈ [ τ, T ].
For k = 1, 2, . . . , let us denote both




Kk =
k⋃

n=1

{u(t, τ, ξ, gn) ; t ∈ [ τ, T ]},

K =
∞⋃

n=1

{ũn(σn(t)) ; t ∈ [ τ, T ]}.

Let us observe that, in view of the inequality above, we have
∞⋃

n=1

{u(t, τ, ξ, gn); t ∈ [ τ, T ]} ⊆ Kk ∪K + (T − τ + 1)DZ(0, εk) (10.8.1)

for k = 1, 2, . . . . Clearly Kk is relatively compact because it is the union of
a finite number of compact sets, i.e., the ranges of the continuous functions
u(·, τ, ξ, gn), n = 1, 2, . . . k, and K because K ⊆ ΠRK × ΠXK × ΠY K and
all factors ΠRK, ΠXK and ΠY K are relatively compact. Indeed, ΠRK =
[ τ, T ] is obviously compact. Further, ΠXK is relatively compact as a subset
of a set enjoying the same property, i.e., of ΠX(D(ξ, ρ) ∩ C). See (H3).
Concerning the relative compactness of ΠY K, this follows from the fact
that {SB(t) : D(B) → D(B), t ≥ 0}, is compact. Indeed, let (yn)n be an
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arbitrary sequence in ΠY K. This means that there exists (ũn(σn(tn)))n, in
C, ũn(σn(tn)) = (ṽn(σn(tn)), x̃n(σn(tn)), ỹn(σn(tn))) and such that

yn = ỹn(σn(tn))

for n = 1, 2, . . . . So, to conclude that ΠY K is relatively compact, it suffices
to show that (ỹn)n has at least one uniformly convergent subsequence in
C([ τ, T ]; Y ). Recalling that {gY

n ; n = 1, 2, . . . } is uniformly integrable, by
Theorem 1.6.5, it follows that there exists ỹ ∈ C([ τ, T ]; Y ) such that, on a
subsequence at least, we have

lim
n

y(t, τ, η, gY
n ) = ỹ(t)

uniformly for t ∈ [ τ, T ]. By (v) in Lemma 10.2.1, we have

‖ỹn(t)− y(t, τ, η, gY
n )‖ ≤ Tεn

which shows that
lim
n

ỹn(t) = ỹ(t)

uniformly for t ∈ [ τ, T ]. As (tn)n is bounded, we may assume without
loss of generality that there exists t ∈ [ τ, T ] such that limn tn = t. As
limn σn(tn) = t, we conclude that limn yn = limn ỹn(σn(tn)) = ỹ(t). Hence
ΠY K is relatively compact in Y . In view of (10.8.1), it follows that, for each
t ∈ [ τ, T ], the set

⋃∞
n=1 u(t, τ, ξ, gn) is relatively compact in Z. An appeal

to Theorem 1.6.4 shows that there exists ũ ∈ C([ τ, T ]; Z) such that, at
least on a subsequence, we have

lim
n

u(t, τ, ξ, gn) = ũ(t) (10.8.2)

uniformly for t ∈ [ τ, T ].
Recalling that u(·, τ, ξ, gn) is the C0-solution of the Cauchy problem

{
u′(t) ∈ Au(t) + gn(t)
u(τ) = ξ,

(10.8.3)

where
gn(t) = f(ũn(σn(t))),

that limn σn(t) = t uniformly on [ τ, T ], limn εn = 0 and, by (v) and (vi),

‖ũn(σn(t))− u(t, τ, ξ, gn)‖ ≤ (T + 1)εn

for n = 1, 2, . . . , using (10.8.2), we get limn ũn(σn(t)) = ũ(t) uniformly for
t ∈ [ τ, T ]. But, by (ii), ũn(σn(t)) ∈ D(ξ, ρ) ∩ C for each t ∈ [ τ, T ]. As
D(ξ, ρ) ∩ C is closed, it follows that ũ(t) ∈ D(ξ, ρ) ∩ C for each t ∈ [ τ, T ].
Since f is continuous, we deduce limn gn(t) = f(ũ(t)) uniformly for each
t ∈ [ τ, T ]. So, ũ = u(·, τ, ξ, f(ũ(·))), which means that ũ = (v, x, y) is a
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C0-solution of the problem (10.7.5), i.e., that (x, y) is a C0-solution of the
Cauchy problem (10.7.1) and the proof is complete. ¤

10.9. Convergence in the case of Theorem 10.7.4

Up to a certain point the proof of Theorem 10.7.4 is identical with the one
of Theorem 10.7.2.

Proof. Let ξ = (τ, ζ, η) ∈ C and let εn ↓ 0 be a sequence in (0, 1).
In view of Remark 10.7.2 we are in the hypotheses of Lemma 10.2.1 and
therefore there exist ρ > 0, T > τ , M > 0 and a sequence of εn-approximate
C0-solutions ((σn, gn, ũn))n of (10.7.5).

Since F : R×X → X is locally Lipschitz with respect to x ∈ X, dimin-
ishing ρ > 0 and T > τ if necessary, we may assume that the conclusion of
Lemma 10.2.1 holds and, in addition, there exists L > 0 such that

‖F (t, x, y)− F (t, x̃, y)‖ ≤ L‖x− x̃‖ (10.9.1)

for all (t, x, y), (t, x̃, y) ∈ D((τ, ζ, η), ρ). See (H6) and Definition 10.7.3.
We shall now prove that, under the hypotheses of Theorem 10.7.4, the

sequence (u(·, τ, ξ, gn))n has at least one uniformly convergent subsequence
whose limit is a C0-solution of (10.7.5).

Since by (H8) the semigroup generated by B is compact, while by (iv)6,
the set {gY

n ; n = 1, 2, . . . } is uniformly integrable, by Theorem 1.6.5, we
may assume that there exists y ∈ C([ τ, T ]; Y ) such that, on a subsequence
at least, limn y(t, τ, η, gY

n ) = y(t) uniformly for t ∈ [ τ, T ]. In view of (v)
and (vi), this shows that

lim
n

ỹn(σn(t)) = lim
n

ỹn(t) = y(t) (10.9.2)

uniformly for t ∈ [ τ, T ].
Next, let us observe that (10.7.4) consists of two Cauchy problems, the

first one, {
v′(t) = 1
v(τ) = τ,

being decoupled from the second one whose unknown functions are x and
y. Thus v(t) = t for each t ∈ [ τ, T ]. By Lemma 10.2.1, we conclude that

lim
n

ṽn(σn(t)) = lim
n

ṽn(t) = t (10.9.3)

uniformly for t ∈ [ τ, T ].

6Here and thereafter within this section, (i)∼(vi) denotes the corresponding items
in Lemma 10.2.1.



Convergence in the case of Theorem 10.7.4 219

Since A is m-dissipative and the function f : [ τ, T ]×X → X, defined
by f(t, x) = F (t, x, y(t)) for (t, x) ∈ [ τ, T ] × X, is locally Lipschitz with
respect to x ∈ X, there exists T0 ∈ (τ, T ] such that

{
x′(t) ∈ Ax(t) + F (t, x(t), y(t))
x(τ) = ζ,

(10.9.4)

has a unique C0-solution x : [ τ, T0 ] → X. Taking into account of (10.2.1)
and (10.9.1), we deduce that T0 = T .

To conclude, it suffices to show that t 7→ u(t) = (v(t), x(t), y(t)) is a
solution of (10.7.5). To this aim, we shall prove that, on a subsequence at
least, (x(·, τ, ζ, gX

n ))n is uniformly convergent on [ τ, T ] to x.
Inasmuch as gX

n (t) = F (ṽn(σn(t)), x̃n(σn(t)), ỹn(σn(t))), we have

‖x(t, τ, ζ, gX
n )− x(t)‖

≤
∫ t

τ
‖F (ṽn(σn(θ)), x̃n(σn(θ)), ỹn(σn(θ)))− F (v(θ), x(θ), y(θ))‖ dθ

(10.9.5)
for n = 1, 2, . . . and each t ∈ [ τ, T ].

Since, by (H6), F is defined on R×X × Y , we deduce

‖F (ṽn(σn(θ)), x̃n(σn(θ)), ỹn(σn(θ)))− F (v(θ), x(θ), y(θ))‖
≤ ‖F (ṽn(σn(θ)), x̃n(σn(θ)), ỹn(σn(θ)))− F (ṽn(σn(θ)), x(θ), ỹn(σn(θ)))‖

+‖F (ṽn(σn(θ)), x(θ), ỹn(σn(θ)))− F (v(θ), x(θ), y(θ))‖
≤ L‖x̃n(σn(θ))−x(θ)‖+‖F (ṽn(σn(θ)), x(θ), ỹn(σn(θ)))−F (v(θ), x(θ), y(θ))‖
for each n = 1, 2, . . . and t ∈ [ τ, T ]. By (10.9.2), (10.9.3) and the continuity
of F , we deduce that there exists γn ↓ 0 such that

‖F (ṽn(σn(θ)), x(θ), ỹn(σn(θ)))− F (v(θ), x(θ), y(θ))‖ ≤ γn,

uniformly for n = 1, 2, . . . and θ ∈ [ τ, T ]. On the other hand, by (vi), we
have

‖x̃n(σn(θ))− x(θ)‖ ≤ εn

for n = 1, 2, . . . . From (10.9.5), we deduce that

‖x(t, τ, ζ, gX
n )− x(t)‖ ≤ (Lεn + γn)(T − τ)

for n = 1, 2, . . . and t ∈ [ τ, T ].
Consequently limn x(t, τ, ζ, gX

n ) = x(t) uniformly for t ∈ [ τ, T ]. Clearly
(v(t), x(t), y(t)) ∈ C for each t ∈ [ τ, T ]. Passing to the limit in (v) for θ = τ
and using (iv), we deduce that (t, x, y) is a C0-solution of the problem
(10.7.4) and this completes the proof. ¤
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10.10. Sufficient conditions for C0-local invariance

Let X be a real Banach space, A : D(A) ⊆ X ; X an m-dissipative
operator, D an open subset in X, K a nonempty and locally closed subset
of D∩D(A), f : I×D → X a given function and let us consider the Cauchy
problem for the nonautonomous evolution equation

{
u′(t) ∈ Au(t) + f(t, u(t))
u(τ) = ξ.

(10.10.1)

Definition 10.10.1. The subset K is locally C0-invariant with respect
to A+f if for each (τ, ξ) ∈ I×K and each C0-solution u : [ τ, c ] → D∩D(A)
of (10.10.1), there exists T ∈ (τ, c ] such that u(t) ∈ K for each t ∈ [ τ, T ].
It is C0-invariant if it satisfies the above condition of local C0-invariance
with T = c.

Problem 10.10.1. Prove that if K is closed and locally C0-invariant
with respect to A + f , then it is C0-invariant with respect to A + f .

Theorem 10.10.1. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator, D an open subset in X, K a nonempty and
closed subset of D ∩D(A), I an open interval and f : I ×D → X. Let us
assume that I × K is C0-viable with respect to A + f and there exist an
open neighborhood V ⊆ D of K and one Carathéodory uniqueness function7

ω : I × R+ → R+, such that

[ ξ1 − ξ2, f(t, ξ1)− f(t, ξ2) ]+ ≤ ω(t, ‖ξ1 − ξ2‖) (10.10.2)

for each t ∈ I, ξ1 ∈ V \K and ξ2 ∈ K. Then K is locally C0-invariant with
respect to A + f .

Proof. Let V ⊆ D be given by hypotheses and let (τ, ξ) ∈ I × K. If
(10.10.1) has no C0-solution leaving K, we have nothing to prove. Other-
wise, let u : [ τ, c ] → D be any C0-solution to (10.10.1) which leaves K.
Diminishing c if necessary, we may assume that u(t) ∈ V for each t ∈ [ τ, c ].
We prove that u(t) ∈ K for each t ∈ [ τ, c ]. To this end, let us assume by
contradiction that there exists t1 ∈ [ τ, c ] such that u(t1) ∈ V \K. Since K
is closed and u is continuous, we can fix τ ≤ t0 < t1 such that u(t) ∈ V \K
for every t ∈ (t0, t1 ] and u(t0) ∈ K. Let v : [ t0, d ] → K be any C0-solution
of v′(t) ∈ Av(t) + f(t, v(t)) which satisfies v(t0) = u(t0). Such C0-solution
exists because I×K is C0-viable with respect to A+f . Let t2 = min{d, t1}.
Let g : [ t0, t2] → R+ be defined by g(t) = ‖u(t)− v(t)‖ for each t ∈ [ t0, t2 ].

7See Definition 1.8.2.
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From (1.6.2) in Theorem 1.6.2, we deduce

g(t) ≤
∫ t

t0

[u(s)− v(s), f(s, u(s))− f(s, v(s)) ]+ ds.

Since V , K, and f satisfy (10.10.2), we get

g(t) ≤
∫ t

t0

ω(s, g(s)) ds

for n = 1, 2, . . . and t ∈ [ t0, t2 ]. Applying Lemma 1.8.3 with an arbitrary
sequence γn ↓ 0, we deduce that there exists t̃2 ∈ (t0, t2 ] such that g(t) ≡ 0,
i.e., u(t) = v(t) for all t ∈ [ t0, t̃2 ]. Since u(t) ∈ V \ K and v(t) ∈ K for
each t ∈ (t0, t̃2 ], we arrived at a contradiction. This contradiction can be
eliminated only if u(t) ∈ K for all t ∈ [ τ, c ]. The proof is complete. ¤

The viability assumption in Theorem 10.10.1 can be replaced by an
appropriate tangency condition.

Theorem 10.10.2. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, D an open subset in X, K a nonempty and closed
subset of D ∩D(A), I an open interval and f : I ×D → X a continuous
function. Assume that, for each (τ, ξ) ∈ I × K, we have f(τ, ξ) ∈ TA

K(ξ),
and there exist an open neighborhood V ⊆ D of K and one Carathéodory
uniqueness function ω : I × R+ → R+, such that

[ ξ1 − ξ2, f(t, ξ1)− f(t, ξ2) ]+ ≤ ω(t, ‖ξ1 − ξ2‖) (10.10.3)

for each t ∈ I, ξ1 ∈ V \K and ξ2 ∈ K. Then K is locally C0-invariant with
respect to A + f .

Proof. Let V ⊆ D be the open neighborhood of K such that f satisfies
(10.10.3), let (τ, ξ) ∈ I × K and let u : [ τ, c ] → D be any solution to
(10.10.1). Diminishing c if necessary, we may assume that u(t) ∈ V for each
t ∈ [ τ, c ]. We prove that u(t) ∈ K for each t ∈ [ τ, c ]. To this end, let us
assume by contradiction that there exists t1 ∈ [ τ, c ] such that u(t1) ∈ V \K.
Let τ ≤ t0 < t1 be such that u(t) ∈ V \ K for every t ∈ (t0, t1 ] and
u(t0) ∈ K. This is possible because K is closed and u is continuous. Let us
consider the autonomous Cauchy problem





v′(t) = 1
z′(t) ∈ Az(t) + f(v(t), z(t))
v(t0) = t0, z(t0) = u(t0).

(10.10.4)
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Take εn ↓ 0. By Lemma 10.2.1 we know that there exists at least
one sequence ((σn, (1, gX

n ), (ṽn, z̃n)))n of εn-approximate C0-solutions of the
Cauchy problem (10.10.4)8, on [ t0, T ], with T ∈ (t0, t1 ].

After some calculations involving (iv) and (v) in Lemma 10.2.1, we get

‖z̃n(σn(t))− u(t)‖ ≤ γn +
∫ t

t0

ω(θ, ‖z̃n(σn(θ))− u(θ)‖) dθ,

where γn ↓ 0. From Lemma 1.8.3, we deduce that there exists T0 ∈ (t0, T ]
such that limn ‖z̃n(σn(t)) − u(t)‖ = 0 uniformly for t ∈ [ t0, T0 ]. Since
D(ξ, ρ)∩K is closed and, by (ii) in Lemma 10.2.1, z̃n(σn(t)) ∈ D(ξ, ρ)∩K
for each t ∈ [ t0, T0 ], we deduce that u(t) ∈ K for each t ∈ [ t0, T0], thereby
contradicting the definition of t0. The contradiction can be eliminated only
if u(t) ∈ K for each t ∈ [ τ, c ] and this completes the proof. ¤

8We notice that, in the general hypotheses of Theorem 10.10.2, (10.10.4) may have
no C0-solution.



CHAPTER 11

Viability for multi-valued fully nonlinear
evolutions

Here we extend our study in Chapter 10 to the more general case of nonlinear
evolutions equations governed by multi-valued perturbations of m-dissipative op-
erators. More precisely, we start with the autonomous case by defining the concept
of A-quasi-tangent set at a point to a given set, in the case in which A is m-
dissipative and possible nonlinear. Then, we prove the main necessary condition
for C0-viability expressed in terms of this new tangency concept. We next show
that, under various natural extra-assumptions, the already established necessary
condition is also sufficient. We extend the results to the quasi-autonomous case
and we conclude with some results on the existence of noncontinuable or even
global C0-solutions.

11.1. Necessary conditions for C0-viability

Let X be a Banach space, A : D(A) ⊆ X ; X the generator of a nonlinear
semigroup of nonexpansive operators, {S(t) : D(A) → D(A), t ≥ 0}, K a
nonempty subset in D(A) and F : K ; X a nonempty, closed and convex
valued multi-function. We consider the Cauchy problem for the nonlinear
perturbed differential inclusion

{
u′(t) ∈ Au(t) + F (u(t))
u(0) = ξ.

(11.1.1)

Definition 11.1.1. The function u : [ 0, T ] → K is a C0-solution of
(11.1.1) if u(0) = ξ and there exists f ∈ L1(0, T ; X), with f(t) ∈ F (u(t))
a.e. for t ∈ [ 0, T ], and such that u is a C0-solution on [ 0, T ] of the equation

u′(t) ∈ Au(t) + f(t)

in the sense of Definition 1.6.2.

223
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Definition 11.1.2. We say that K is C0-viable with respect to A + F
if for each ξ ∈ K there exist T > 0 and a C0-solution u : [ 0, T ] → K of
(11.1.1).

The main goal of this section is to find necessary conditions in order
that K be C0-viable with respect to A+F . Let E ⊆ X be a nonempty set.
We recall that

E = {f ∈ L1(R+; X); f(s) ∈ E a.e. for s ∈ R+}.
Definition 11.1.3. Let K be a subset in X and ξ ∈ K. We say that

the set E is A-quasi-tangent to K at the point ξ if, for each ρ > 0, we have

lim inf
h↓0

1
h

dist (SE(h)ξ;K ∩D(ξ, ρ)) = 0, (11.1.2)

where SE(h)ξ = {u(h, 0, ξ, f); f ∈ E}. We denote by QTSA
K(ξ) the class of

all A-quasi-tangent sets to K at ξ.

Another A-tangency concept is introduced below.

Definition 11.1.4. We say that a set E is A-tangent to K at ξ if, for
each ρ > 0, we have

lim inf
h↓0

1
h

dist (SE(h)ξ;K ∩D(ξ, ρ)) = 0, (11.1.3)

where SE(h)ξ = {Sη(h)ξ; η ∈ E} = {u(h, 0, ξ, η); η ∈ E}. We denote by
TSA

K(ξ) the class of all A-tangent sets to K at ξ ∈ K.

As E can be identified with the subset of a.e. constant elements in E,
it readily follows that

TSA
K(ξ) ⊆ QTSA

K(ξ). (11.1.4)

Remark 11.1.1. Let K ⊆ X and ξ ∈ K. The following properties are
simple consequences of Definition 11.1.3:

(i) if E ∈ QTSA
K(ξ) and E ⊆ D then D ∈ QTSA

K(ξ) ;
(ii) if E ∈ QTSA

K(ξ) and D ⊆ E is dense in E, then D ∈ QTSA
K(ξ).

In addition, by means of the correspondence η 7→ {η}, TA
K(ξ) can be iden-

tified with a subset in TSA
K(ξ) and thus in QTSA

K(ξ). See Definition 10.1.3.

Problem 11.1.1. Prove that whenever E is compact, E ∈ TSA
K(ξ) if

and only if there exists η ∈ E such that η ∈ TA
K(ξ).

Theorem 11.1.1. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a nonempty subset in D(A) and F : K ; X a
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nonempty, quasi-weakly compact1 and convex valued, u.s.c. multi-function.
Then a necessary condition in order that K be C0-viable with respect to
A + F is that, for each ξ ∈ K, we have F (ξ) ∈ QTSA

K(ξ).

Proof. Let ξ ∈ K and ρ > 0. Since K is C0-viable with respect to
A + F , there exists at least one C0-solution u : [ 0, T ] → K of (11.1.1).
Let f ∈ L1(0, T ; X) be the function given by Definition 11.1.1. As u is
continuous at t = 0 and F is u.s.c. at u(0) = ξ, it follows that for each
ε > 0 there exists δ(ε) > 0 such that

f(s) ∈ F (ξ) + D(0, ε)

a.e. for s ∈ [ 0, δ(ε) ]. So, if εn ↓ 0, there exists hn ↓ 0 such that

f(s) ∈ F (ξ) + D(0, εn) and u(hn, 0, ξ, f) ∈ D(ξ, ρ)

for n = 1, 2, . . . and a.e. for s ∈ [ 0, hn ]. Then, for each n = 1, 2, . . . , there
exist fn and gn with fn(s) ∈ F (ξ), gn(s) ∈ D(0, εn) and

f(s) = fn(s) + gn(s)

a.e. for s ∈ [ 0, hn ]. By Lemma 6.1.1, we may assume without loss of gen-
erality that both fn and gn are integrable. Let us observe that

‖u(hn, 0, ξ, f)− u(hn, 0, ξ, fn)‖ ≤
∫ hn

0
‖f(s)− fn(s)‖ ds ≤ hnεn

for n = 1, 2, . . . .
Since u(hn, 0, ξ, f) ∈ K ∩ D(ξ, ρ) and εn ↓ 0, we get F (ξ) ∈ QTSA

K(ξ)
and this completes the proof. ¤

Problem 11.1.2. Prove that the conclusion of Theorem 11.1.1 remains
unchanged if instead of quasi-weakly compact, we assume merely that, for
each ξ ∈ K, F (ξ) is quasi-weakly relatively compact.

Arguing as in the proof of Theorem 11.1.1, we deduce

Theorem 11.1.2. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a nonempty subset in D(A) and F : K ; X a
given multi-function. If K is C0-viable with respect to A + F , then at each
point ξ ∈ K at which F is u.s.c. and F (ξ) is quasi-weakly compact and
convex, we have F (ξ) ∈ QTSA

K(ξ).

1See Definition 6.1.4.
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11.2. Necessary and/or sufficient conditions for C0-viability

The goal of this section is to find necessary and sufficient, or only sufficient
conditions in order that K be C0-viable with respect to A + F .

Definition 11.2.1. An m-dissipative operator A : D(A) ⊆ X ; X

is called of complete continuous type if for each fixed (τ, ξ) ∈ R × D(A),
the graph of the C0-solution operator, f 7→ u(·, τ, ξ, f), is weakly×strongly
sequentially closed in L1(τ, T ; X)× C([ τ, T ]; X).

Problem 11.2.1. Prove that if A is linear and m-dissipative, then it
is of complete continuous type. Show that if, in addition, A generates a
compact C0-semigroup, then f 7→ u(·, τ, ξ, f) is weakly-strongly sequentially
continuous from L1(τ, T ; X) to C([ τ, T ]; X).

Problem 11.2.2. Prove that if X has uniformly convex dual and A
(possibly nonlinear) generates a compact semigroup, then A is of complete
continuous type. Prove that, in this case, the operator f 7→ u(·, τ, ξ, f) is
weakly-strongly sequentially continuous from L1(τ, T ; X) to C([ τ, T ]; X).

Remark 11.2.1. An example of an m-dissipative operator of complete
continuous type, which is neither linear nor defined on a Banach space with
uniformly convex dual, is offered by Theorem 1.7.9.

Theorem 11.2.1. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator of complete continuous type which generates a
compact semigroup of contractions, let K be a nonempty, locally closed
subset in D(A) and F : K ; X a nonempty, weakly compact and convex
valued strongly-weakly u.s.c. multi-function. Then a sufficient condition in
order that K be C0-viable with respect to A + F is that, for each ξ ∈ K,
F (ξ) ∈ QTSA

K(ξ).

A consequence of Theorem 11.2.1 and of Problem 11.2.2 is

Theorem 11.2.2. Let X be a Banach space with uniformly convex
dual, A : D(A) ⊆ X ; X an m-dissipative operator which is the infin-
itesimal generator of a compact semigroup, K a nonempty, locally closed
subset in D(A) and F : K ; X a nonempty, bounded, closed and convex
valued strongly-weakly u.s.c. multi-function. Then a sufficient condition in
order that K be C0-viable with respect to A + F is that, for each ξ ∈ K,
F (ξ) ∈ QTSA

K(ξ).

From Theorems 11.1.1 and 11.2.1 we deduce

Theorem 11.2.3. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator of complete continuous type which generates a
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compact semigroup of contractions, K a nonempty, locally closed subset in
D(A) and F : K ; X a nonempty, weakly compact and convex valued u.s.c.
multi-function. Then a necessary and sufficient condition in order that K
be C0-viable with respect to A+F is that, for each ξ ∈ K, F (ξ) ∈ QTSA

K(ξ).

If A is only m-dissipative and of complete continuous type but the
semigroup generated by A is not compact, we can prove

Theorem 11.2.4. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator of complete continuous type, K a nonempty, locally
compact subset in D(A) and F : K ; X a nonempty, weakly compact
and convex valued strongly-weakly u.s.c. multi-function. Then a sufficient
condition in order that K be C0-viable with respect to A + F is that, for
each ξ ∈ K, F (ξ) ∈ QTSA

K(ξ).

From Theorems 11.1.1 and 11.2.4, we get

Theorem 11.2.5. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator of complete continuous type, K a nonempty, locally
compact subset in D(A) and F : K ; X a nonempty, weakly compact
and convex valued u.s.c. multi-function. Then a necessary and sufficient
condition in order that K be C0-viable with respect to A + F is that, for
each ξ ∈ K, F (ξ) ∈ QTSA

K(ξ).

11.3. Existence of ε-approximate C0-solutions

The proof of both Theorems 11.2.1 and 11.2.4 relies on showing that
the tangency condition F (ξ) ∈ QTSA

K(ξ) for each ξ ∈ K along with Brezis-
Browder Theorem 2.1.1 imply that, for each ξ in K, there exists at least
one sequence of “approximate solutions” of (11.1.1), defined on the same
interval, vn : [ 0, T ] → X, and such that (vn)n converges uniformly to a
C0-solution of (11.1.1).

The next lemma is an existence result concerning ε-approximate C0-
solutions of (11.1.1).

Lemma 11.3.1. Let X be a real Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a nonempty and locally closed subset in D(A) and
F : K ; X a nonempty-valued, locally bounded multi-function satisfying
F (ξ) ∈ QTSA

K(ξ) for each ξ ∈ K. Then, for each ξ ∈ K, there exist ρ > 0,
T > 0 and M > 0 such that D(ξ, ρ)∩K is closed and, for each ε > 0, there
exist three functions : α : [ 0, T ] → [ 0, T ] nondecreasing, f : [ 0, T ] → X
measurable and v : [ 0, T ] → X continuous satisfying :

(i) t− ε ≤ α(t) ≤ t for all t ∈ [ 0, T ] and α(T ) = T ;
(ii) v(α(t)) ∈ D(ξ, ρ)∩K for all t ∈ [ 0, T ] and v([ 0, T ]) is precompact ;
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(iii) f(t) ∈ F (v(α(t))) a.e. for t ∈ [ 0, T ] ;
(iv) ‖f(t)‖ ≤ M a.e. for t ∈ [ 0, T ] ;
(v) v(0) = ξ and ‖v(t) − u(t, α(s), v(α(s)), f)‖ ≤ (t − α(s))ε for all

t, s ∈ [ 0, T ], 0 ≤ s ≤ t ≤ T ;
(vi) ‖v(t)− v(α(t))‖ ≤ ε for all t ∈ [ 0, T ].

Definition 11.3.1. Let ξ ∈ K and ε > 0. A triplet (α, f, v) satisfying
(i)∼(vi) is called an ε-approximate C0-solution of (11.1.1).

We can now proceed to the proof of Lemma 11.3.1.

Proof. Let ξ ∈ K be arbitrary and choose ρ > 0 and M > 0 such that
D(ξ, ρ) ∩K is closed (compact in the hypotheses of Theorem 11.2.4) and
‖η‖ ≤ M for every u ∈ D(ξ, ρ) ∩K and η ∈ F (u). This is always possible
because K is locally closed and F is locally bounded.

Next, take T > 0 such that

sup
0≤t≤T

‖S(t)ξ − ξ‖+ T (M + 1) ≤ ρ. (11.3.1)

We first prove that the conclusion of Lemma 11.3.1 remains true if we
replace T as above with a possible smaller number δ ∈ (0, T ] which, at this
stage, is allowed to depend on ε ∈ (0, 1). Then, by using the Brezis-Browder
Theorem 2.1.1, we will prove that we can take δ = T independent of ε.

Let ε ∈ (0, 1) be arbitrary. Since F (ξ) ∈ QTSA
K(ξ), it is easy to see that

there exist f ∈ F(ξ)2, δ ∈ (0, ε) and p ∈ X with ‖p‖ ≤ ε such that

u(δ, 0, ξ, f) + δp ∈ K.

With f as above, let us define α : [ 0, δ ] → [ 0, δ ] and v : [ 0, δ ] → X by
α(t) = 0 for t ∈ [ 0, δ), α(δ) = δ, and respectively by

v(t) = u(t, 0, ξ, f) + tp (11.3.2)

for each t ∈ [ 0, δ ].
Let us observe that the functions α, f and v satisfy (i)∼(iv) with T = δ.

Clearly, v(0) = ξ. Moreover, since ‖p‖ ≤ ε, we deduce

‖v(t)−u(t, α(s), v(α(s)), f)‖ = ‖v(t)−u(t, 0, v(0), f)‖ = t‖p‖ ≤ (t−α(s))ε

for all 0 ≤ s ≤ t ≤ δ. Thus (v) is also satisfied. Next, diminishing δ > 0
and redefining α if necessary, we get

‖v(t)− v(α(t))‖ = ‖v(t)− v(0)‖ ≤ ‖u(t, 0, ξ, f)− ξ‖+ t‖p‖

≤ ‖S(t)ξ − ξ‖+
∫ t

0
‖f(s)‖ ds + tε ≤ sup

t∈[ 0,δ ]
‖S(t)ξ − ξ‖+ δ(M + ε) ≤ ε

2We recall that F(ξ) = {f ∈ L1(R+; X) ; f(s) ∈ F (ξ) a.e. for s ∈ R+}.
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for each t ∈ [ 0, δ), and thus (vi) is also satisfied.
Next, we will show that there exists at least one triplet (α, f, v) satis-

fying (i)∼(vi). To this aim we shall use Brezis-Browder Theorem 2.1.1 as
follows. Let S be the set of all triplets (α, f, v), defined on [ 0, µ ], with µ ≤ T
and satisfying (i)∼(vi) with µ instead of T . This set is clearly nonempty,
as we have already proved. On S we introduce a partial order ¹ as follows.
We say that

(α1, f1, v1) ¹ (α2, f2, v2)
if µ1 ≤ µ2 and α1(s) = α2(s), f1(s) = f2(s) and v1(s) = v2(s) for each
s ∈ [ 0, µ1 ].

Let us define the function N : S → R by

N(α, f, v) = µ.

It is clear that N is increasing on S. Let us now take an increasing sequence

((αj , fj , vj))j

in S and let us show that it is bounded from above in S. We define an upper
bound as follows. First, set

µ∗ = sup{µj ; j ∈ N}.
If µ∗ = µj for some j ∈ N, (αj , fj , vj) is clearly an upper bound. If µj < µ∗
for each j ∈ N, let us define

α(t) = αj(t), f(t) = fj(t), v(t) = vj(t)

for j ∈ N and every t ∈ [ 0, µj ]. To extend α, f and v to t = µ∗, we proceed
as follows.

First, we extend f at µ∗ by setting f(µ∗) = η, where η ∈ X is arbitrary
but fixed. Second, by (iii) and (iv) we know that f ∈ L∞(0, µ∗ ;X) and so,
for each j ∈ N, the function u(·, µj , v(µj), f) : [ µj , µ

∗ ] → D(A) is continu-
ous. As a consequence, the set Cj = u([µj , µ

∗ ], µj , v(µj), f) is precompact.
On the other hand, by (ii), for each j ∈ N, we know that Kj = v([ 0, µj ])
is precompact too. By (v) we deduce that, for each j ∈ N,

v([ 0, µ∗)) ⊆ Cj ∪Kj + (µ∗ − µj)D(0, ε).

Let ν > 0 be arbitrary and fix j ∈ N such that

(µ∗ − µj)ε ≤ ν

2
.

Since Cj ∪Kj is precompact, there exists a finite family {ξ1, ξ2, . . . , ξn(ν)}
such that, for each ξ ∈ Cj ∪Kj , there exists k ∈ {1, 2, . . . , n(ν)} such that

‖ξ − ξk‖ ≤ ν

2
.
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The last two inequalities and the inclusion above yield

v([ 0, µ∗)) ⊆ ∪n(ν)
k=1D(ξk, ν)

and accordingly v([ 0, µ∗)) is precompact. Now, take any limit point vµ∗ of
v(µj) as j tends to ∞ and set v(µ∗) = vµ∗ . Finally, we define α(µ∗) = µ∗.
Since v(µm) ∈ D(ξ, ρ) ∩ K, for each m ∈ N, and the latter is closed, we
have v(µ∗) ∈ D(ξ, ρ)∩K. Now let us observe that (α, f, v), where α, f and
v are defined as above, satisfies (i)∼(iv) with T replaced with µ∗. It is also
easy to see that (v) holds for 0 ≤ s ≤ t < µ∗. To check (v) for t = µ∗, we
have to fix any s ∈ [ 0, µ∗), to take t = µj with µj > s in (v), and to pass
to the limit for j tending to ∞ both sides in (v) on that subsequence on
which (vj(µj))j∈N tends to vµ∗ = v(µ∗). To check (vi) we have to proceed
similarly.

So, (α, f, v) is an upper bound for ((αj , fj , vj))j and consequently the
set S endowed with the partial order ¹ and the function N satisfy the
hypotheses of Theorem 2.1.1. Accordingly, there exists at least one element
(αν , fν , vν) in S such that, if (αν , fν , vν) ¹ (ασ, fσ, vσ) then ν = σ.

We next show that ν = T , where T satisfies (11.3.1). To this aim, let us
assume by contradiction that ν < T and let ξν = vν(ν) = vν(αν(ν)) which
belongs to D(ξ, ρ) ∩K. In view of inequality (1.6.5), (iv) and (v), we have

‖ξν − ξ‖ ≤ ‖S(ν)ξ − ξ‖+ ‖u(ν, 0, ξ, fν)− S(ν)ξ‖ +‖vν(ν)− u(ν, 0, ξ, fν)‖

≤ ‖S(ν)ξ − ξ‖+
∫ ν

0
‖fν(s)‖ ds + νε ≤ sup

0≤t≤ν
‖S(t)ξ − ξ‖+ ν(M + ε).

Recalling that ν < T and ε < 1, from (11.3.1), we get

‖ξν − ξ‖ < ρ. (11.3.3)

At this point we act as at the beginning of the proof with ν instead
of 0 and with ξν instead of ξ. So, from (11.3.3), we infer that there exist
f ∈ F(ξν), δ ∈ (0, ε] with ν + δ ≤ T and p ∈ X satisfying ‖p‖ ≤ ε, such
that

u(ν + δ, ν, ξν , f) + δp ∈ D(ξ, ρ) ∩K.

We define αν+δ : [ 0, ν + δ ] → [ 0, ν + δ ], fν+δ : [ 0, ν + δ ] → X and
vν+δ : [ 0, ν + δ ] → X by

αν+δ(t) =





αν(t) if t ∈ [ 0, ν ]
ν if t ∈ ( ν, ν + δ)

ν + δ if t = ν + δ,

fν+δ(t) =
{

fν(t) if t ∈ [ 0, ν ]
f(t) if t ∈ ( ν, ν + δ ],
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and

vν+δ(t) =
{

vν(t) if t ∈ [ 0, ν ]
u(t, ν, ξν , fν+δ) + (t− ν)p if t ∈ (ν, ν + δ ].

Since vν+δ(ν+δ) ∈ K∩D(ξ, ρ), (αν+δ, fν+δ, vν+δ) satisfies (i)∼(iv) with
T replaced by ν + δ.

To check (v) we consider the following complementary cases: s ≤ t ≤ ν,
ν < s ≤ t and s ≤ ν ≤ t.

Clearly (v) holds for each t, s satisfying s ≤ t ≤ ν. If ν < s ≤ t, we have

‖vν+δ(t)− u(t, αν+δ(s), vν+δ(αν+δ(s)), fν+δ)‖

= ‖u(t, ν, ξν , fν+δ)+ (t− ν)p−u(t, ν, ξν , fν+δ)‖ ≤ (t− ν)ε = (t−αν+δ(s))ε.

Let now s < ν ≤ t and let us observe that, by virtue of the evolution
property (1.6.4), i.e.

u(t, a, ξ, f) = u(t, ν, u(ν, a, ξ, f), f
∣∣
[ ν,ν+δ ]), (11.3.4)

for 0 ≤ a ≤ ν ≤ t ≤ ν + δ, and of (v) (which is valid on both [ 0, ν ] and
[ ν, ν + δ ]), we have

vν+δ(t)− u(t, αν+δ(s), vν+δ(αν+δ(s)), fν+δ)

= u(t, ν, vν+δ(ν), fν+δ) + (t− ν)p

−u(t, ν, u(ν, αν+δ(s), vν+δ(αν+δ(s)), fν+δ), fν+δ)

and therefore

‖vν+δ(t)− u(t, αν+δ(s), vν+δ(αν+δ(s)), fν+δ)‖

≤ ‖vν+δ(ν)− u(ν, αν+δ(s), vν+δ(αν+δ(s)), fν+δ)‖+ (t− ν)‖p‖ ≤
≤ (ν − αν+δ(s))ε + (t− ν)ε = (t− αν+δ(s))ε

which proves (v).
Similarly we deduce that (vi) is satisfied. So (αν+δ, fν+δ, vν+δ) ∈ S,

(αν , fν , vν) ¹ (αν+δ, fν+δ, vν+δ)

and ν < ν + δ. This contradiction can be eliminated only if ν = T and this
completes the proof of Lemma 11.3.1. ¤

Remark 11.3.1. Under the general hypotheses of Lemma 11.3.1, for
each γ > 0, we can diminish both ρ > 0 and T > 0, such that T < γ, ρ < γ
and all the conditions (i)∼(vi) in Lemma 11.3.1 be satisfied.
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11.4. Convergence in the case of Theorem 11.2.1

In order to complete the proof of Theorem 11.2.1, we will show that a
suitably chosen subsequence of εn-approximate C0-solutions is uniformly
convergent on [ 0, T ] to a function u which is a C0-solution of (11.1.1).

Proof. A simple argument by contradiction involving Lemma 2.6.1
shows that F is locally bounded and thus Lemma 11.3.1 applies. Let (εn)n

be a sequence in (0, 1) strictly decreasing to 0. Let ((αn, fn, vn))n be a
sequence of εn-approximate C0-solutions of (11.1.1). By (iv)3, the family
{fn; n = 1, 2, . . . } is uniformly bounded, and hence uniformly integrable.
As the semigroup generated by A is compact, by Theorem 1.6.5, we deduce
that there exists ũ ∈ C([ 0, T ];X) such that, on a subsequence at least, we
have

lim
n

u(t, 0, ξ, fn) = ũ(t) (11.4.1)

uniformly for t ∈ [ 0, T ]. By (v) and (11.4.1), we also have limn vn(t) = ũ(t)
uniformly for t ∈ [ 0, T ]. From (vi), we conclude that

lim
n

vn(αn(t)) = ũ(t) (11.4.2)

uniformly for t ∈ [ 0, T ]. By (ii), we know that vn(αn(t)) ∈ D(ξ, ρ) ∩ K
for n = 1, 2, . . . and t ∈ [ 0, T ]. As D(ξ, ρ) ∩K is closed, we conclude that
ũ(t) ∈ D(ξ, ρ) ∩K for all t ∈ [ 0, T ].

Next, by (iii), we have fn(s) ∈ F (vn(αn(s))) for n = 1, 2, . . . and a.e.
for s ∈ [ 0, T ]. Since {vn(αn(s)); n = 1, 2, . . . , s ∈ [ 0, T ]} is relatively
compact and F is strongly-weakly u.s.c. with weakly compact values, from
Lemma 2.6.1 combined with Theorem 1.3.2, we conclude that the set

conv
∞⋃

n=1

F (vn(αn([ 0, T ])))

is weakly compact. Accordingly, from Corollary 1.3.1, we may assume with
no loss of generality that there exists f ∈ L1(0, T ;X) such that

lim
n

fn = f, (11.4.3)

weakly in L1(0, T ;X). Since A is of complete continuous type, from (11.4.3)
and (11.4.1), we conclude that ũ(t) = u(t, 0, ξ, f). From (11.4.3), (11.4.2)
and Lemma 2.6.2, we obtain f(s) ∈ F (u(s, 0, ξ, f)) a.e. for s ∈ [ 0, T ]. From
(11.4.1), it follows that ũ is a C0-solution of the problem (11.1.1) and this
completes the proof. ¤

3Within this proof, references to (i)∼(vi) are to the corresponding items in
Lemma 11.3.1.
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11.5. Convergence in the case of Theorem 11.2.4

We will show that a suitably chosen subsequence of εn-approximate C0-
solutions is uniformly convergent on [ 0, T ] to a function u which is a C0-
solution of (11.1.1).

Proof. Let (εn)n be a sequence in (0, 1) strictly decreasing to 0. Take
a sequence of εn-approximate C0-solutions ((αn, fn, vn))n of (11.1.1). First,
let us observe that, in view of Remark 11.3.1, we can diminish T > 0 and
ρ > 0, if necessary, such that D(ξ, ρ) ∩ K be compact and (i) ∼ (vi)4 be
satisfied. So, by (v) and (vi), we have

‖u(t, 0, ξ, fn)− vn(αn(t))‖ ≤ ‖u(t, 0, ξ, fn)− vn(t)‖+ ‖vn(t)− vn(αn(t))‖
≤ tεn + εn ≤ (T + 1)εn

for n = 1, 2, . . . . Let k = 1, 2, . . . , let us denote by




Ck =
k⋃

n=1

u([ 0, T ], 0, ξ, fn)

C =
∞⋃

n=1

vn(αn([ 0, T ]))

and let us observe that, in view of the inequality above, we have
∞⋃

n=1

u([ 0, T ], 0, ξ, fn) ⊆ Ck ∪ C + (T + 1)D(0, εk) (11.5.1)

for each k = 1, 2, . . . . But, for k = 1, 2, . . . , Ck and C are precompact, Ck as
a finite union of compact sets, i.e. u([ 0, T ], 0, ξ, fn) for n = 1, 2, . . . , k, and
C as a subset of D(ξ, ρ)∩K, which in its turn is compact. This remark along
with (11.5.1) shows that, for each t ∈ [ 0, T ], {u(t, 0, ξ, fn); n = 1, 2, . . . } is
precompact too.

Thus we can apply Theorem 1.6.4 and so there exists ũ ∈ C([ 0, T ]; X)
such that, on a subsequence at least, we have

lim
n

u(t, 0, ξ, fn) = ũ(t) (11.5.2)

uniformly for t ∈ [ 0, T ]. By (v) and (11.5.2), on the same subsequence, we
also have

lim
n

vn(t) = ũ(t)

4Throughout this section, all the references to (i) ∼ (vi) are to the corresponding
items in Lemma 11.3.1.
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uniformly for t ∈ [ 0, T ]. By (vi), we conclude that

lim
n

vn(αn(t)) = ũ(t) (11.5.3)

uniformly for t ∈ [ 0, T ]. Since, by (ii), vn(αn(s)) ∈ D(ξ, ρ) ∩ K for each
s ∈ [ 0, T ] and D(ξ, ρ) ∩K is closed, it follows that ũ(s) ∈ D(ξ, ρ) ∩K for
each s ∈ [ 0, T ].

From now on, the proof follows the very same arguments as those in
the last part of the proof of Theorem 11.2.1 and therefore we do not enter
into details. ¤

11.6. The fully nonlinear multi-valued quasi-autonomous case

Let X be a real Banach space, A : D(A) ⊆ X ; X an m-dissipative
operator, C a nonempty subset in R × D(A), F : C ; X a given multi-
function. The goal of this section is to extend the necessary and sufficient
conditions for C0-viability already proved in the autonomous case to the
general frame of quasi-autonomous nonlinear evolution inclusions of the
form {

u′(t) ∈ Au(t) + F (t, u(t))
u(τ) = ξ.

(11.6.1)

We denote by X = R×X. Endowed with the norm

‖(t, u)‖ =
√
|t|2 + ‖u‖2,

for each (t, u) ∈ X, the former is a Banach space. In addition, if X has uni-
formly convex dual, then X, endowed with the norm above, has uniformly
convex dual too.

Definition 11.6.1. By a C0-solution of the quasi-autonomous multi-
valued nonlinear Cauchy problem (11.6.1), we mean a continuous function
u : [ τ, T ] → X, with (t, u(t)) ∈ C for each t ∈ [ τ, T ], and for which there
exists f ∈ L1(τ, T ; X) such that f(s) ∈ F (s, u(s)) a.e. for s ∈ [ τ, T ] and u
is a C0-solution of the evolution inclusion below

{
u′(t) ∈ Au(t) + f(t)
u(τ) = ξ,

(11.6.2)

in the sense of Definition 1.6.2.

Definition 11.6.2. The set C ⊆ R × D(A) is C0-viable with respect
to A + F if for each (τ, ξ) ∈ C, there exists T ∈ R, T > τ such that the
Cauchy problem (11.6.1) has at least one C0-solution u : [ τ, T ] → X.
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Remark 11.6.1. In order to introduce the tangency concept we are
going to use in the sequel, let us first observe that the quasi-autonomous
Cauchy problem (11.6.1) can be equivalently rewritten as an autonomous
one in the space X, by setting A = (0, A), z(s) = (t(s + τ), u(s + τ)),
F(z) = (1, F (z))5 and ζ = (τ, ξ). Indeed, with the notations above, we have

{
z′(s) ∈ Az(s) + F(z(s))
z(0) = ζ.

It readily follows that A is m-dissipative. So, z is a C0-solution for the
problem above if it is given by

z(s) = (τ + s, u(τ + s, τ, ξ, f(τ + ·))),
where f is a function as in Definition 11.6.1.

Remark 11.6.2. One may easily see that C is C0-viable with respect
to A + F in the sense of Definition 11.6.1 if and only if C is C0-viable with
respect to A + F in the sense of Definition 11.1.2.

Theorem 11.6.1. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, C a nonempty subset in R×D(A) and let F : C ; X
a quasi-weakly compact and convex valued, u.s.c. multi-function. If C is C0-
viable with respect to A + F then, for each (τ, ξ) ∈ C, we have

(1, F (τ, ξ)) ∈ QTSA
C (τ, ξ). (11.6.3)

Proof. By Remark 11.6.2 and Theorem 11.1.1, we conclude that, under
the hypotheses of Theorem 11.6.1, since C is C0-viable with respect to A+F

then, for each z ∈ C, z = (τ, ξ), we have

F(z) ∈ QTSA
C (z),

relation which is equivalent to (11.6.3). ¤

As in the autonomous case, Theorem 11.6.1 is a direct consequence of
Theorem 11.6.2 below, which gives a necessary condition for C0-viability
taking place in a strictly more general frame than the one in Theorem 11.6.1.

Theorem 11.6.2. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, C a nonempty subset in R×D(A) and let F : C ; X
be a given multi-function. If C is viable with respect to A + F , then the
tangency condition (11.6.3) is satisfied at each point (τ, ξ) ∈ C at which F
is u.s.c. and F (τ, ξ) is quasi-weakly compact and convex. If, in addition,
F (τ, ξ) is compact, then (1, F (τ, ξ)) ∩ TA

C (τ, ξ) 6= ∅.
5Here (1, F (z)) = {(1, η); η ∈ F (z)}.
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Proof. Use Theorem 11.1.2 and Problem 11.1.1. ¤
Now we can pass to the main sufficient conditions concerning the C0-

viability of a set C with respect to A+F . We have the following counterparts
of Theorems 11.2.1, 11.2.3, 11.2.4 and 11.2.5.

Theorem 11.6.3. Let X be a Banach space, A : D(A) ⊆ X ; X be
an m-dissipative operator of complete continuous type which generates a
compact semigroup of contractions, C a nonempty and locally closed subset
in R×D(A) and let F : C ; X be a nonempty, weakly compact and convex
valued strongly-weakly u.s.c. multi-function. Then a sufficient condition in
order that C be C0-viable with respect to A + F is that, for each (τ, ξ) ∈ C,
we have (1, F (τ, ξ)) ∈ QTSA

C (τ, ξ).

Theorem 11.6.4. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator of complete continuous type which generates a
compact semigroup of contractions, C a nonempty and locally closed subset
in R×D(A) and let F : C ; X be a nonempty, weakly compact and convex
valued u.s.c. multi-function. Then a necessary and sufficient condition in
order that C be C0-viable with respect to A + F is that, for each (τ, ξ) ∈ C,
we have (1, F (τ, ξ)) ∈ QTSA

C (τ, ξ).

Theorem 11.6.5. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator of complete continuous type, C a nonempty and
locally compact subset in R×D(A) and let F : C ; X be a nonempty, weakly
compact and convex valued strongly-weakly u.s.c. multi-function. Then a
sufficient condition in order that C be C0-viable with respect to A + F is
that, for each (τ, ξ) ∈ C, we have (1, F (τ, ξ)) ∈ QTSA

C (τ, ξ).

Theorem 11.6.6. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator of complete continuous type, C a nonempty and
locally compact subset in R × D(A) and let F : C ; X be a nonempty,
weakly compact and convex valued u.s.c. multi-function. Then a necessary
and sufficient condition in order that C be C0-viable with respect to A + F
is that, for each (τ, ξ) ∈ C, we have (1, F (τ, ξ)) ∈ QTSA

C (τ, ξ).

11.7. Noncontinuable C0-solutions

Let A : D(A) ⊆ X ; X be an m-dissipative operator, let C ⊆ R×D(A) be
nonempty and let F : C ; X. Here, we present some results concerning the
existence of noncontinuable, or even global C0-solutions for the nonlinear
evolution inclusion {

u′(t) ∈ Au(t) + F (t, u(t))
u(τ) = ξ.

(11.7.1)
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A C0-solution u : [ τ, T ) → X to (11.7.1) is called noncontinuable, if there
is no other C0-solution v : [ τ, T̃ ) → X of the same equation, with T < T̃
and satisfying u(t) = v(t) for all t ∈ [ τ, T ). The C0-solution u is called
global if T = TC, which is given by (3.6.2). The next theorem follows from
the Brezis–Browder Theorem 2.1.1.

Theorem 11.7.1. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, let C ⊆ R×D(A) be nonempty and let F : C ; X.
Then the following conditions are equivalent :

(i) C is C0-viable with respect to A + F ;
(ii) for each (τ, ξ) ∈ C, (11.7.1) has at least one noncontinuable C0-

solution u : [ τ, T ) → X.

The next result concerns the existence of global solutions.

Theorem 11.7.2. Let X be a Banach space, A : D(A) ⊆ X ; X

an m-dissipative operator, let C ⊆ R×D(A) be a nonempty subset and let
F : C ; X be a given multi-function. If C is X-closed6, F is positively
sublinear7 and maps bounded subsets in C into bounded subsets in X and C

is C0-viable with respect to A+F , then each C0-solution of (11.7.1) can be
continued up to a global one, i.e., defined on [ τ, TC), where TC is given by
(3.6.2).

Proof. Since C is C0-viable with respect to A + F , for each (τ, ξ) ∈ C,
there exists at least one noncontinuable C0-solution u : [ τ, T ) → X to
(11.7.1). We will show that T = TC. To this aim, let us assume the contrary,
i.e., that T < TC. By using a translation argument if necessary, we may
assume with no loss of generality that 0 ∈ D(A) and 0 ∈ A0. From (1.6.2)
with η = 0, g ≡ 0 and v ≡ 0, we deduce

‖u(t)‖ ≤ ‖ξ‖+
∫

Et

[ u(s), f(s) ]+ ds +
∫

Ht\Gt

[ u(s), f(s) ]+ ds

for each t ∈ [ τ, T ), where f is the function given by Definition 11.1.1, and

Et = {s ∈ [ τ, t ]; [ u(s), f(s) ]+ > 0 and ‖u(s)‖ > c(s)},
Gt = {s ∈ [ τ, t ]; [u(s), f(s) ]+ ≤ 0},
Ht = {s ∈ [ τ, t ]; ‖u(s)‖ ≤ c(s)}.

Here a, b, c : R → R+ are the continuous functions in Definition 6.6.1. As
Ht ⊆ HT and [ u, v ]+ ≤ ‖v‖ for each u, v ∈ X, we get

‖u(t)‖ ≤ ‖ξ‖+
∫

Et

[a(s)‖u(s)‖+ b(s)] ds +
∫

HT

‖f(s)‖ ds

6See Definition 3.6.2.
7See Definition 6.6.1.
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for each t ∈ [ τ, T ). But F maps bounded subsets in C into bounded subsets
in X and therefore there exists m > 0 such that ‖f(s)‖ ≤ m a.e. for s ∈ HT .
Hence

‖u(t)‖ ≤ ‖ξ‖+ Tm +
∫ T

τ
b(s) ds +

∫ t

τ
a(s)‖u(s)‖ ds,

for each t ∈ [ τ, T ). By Gronwall Lemma 1.8.4, u is bounded on [ τ, T ).
Using once again the fact that F maps bounded subsets in C into

bounded subsets in X, we deduce that f is bounded on [ τ, T ) and therefore,
there exists limt↑T u(t) = u∗. Since C is X-closed, it follows that (T, u∗) ∈ C.
From this observation, recalling that C is C0-viable with respect to A + F
and T < +∞, we conclude that u can be continued to the right of T .
But this is absurd, because u is noncontinuable. This contradiction can be
eliminated only if T = TC, as claimed. ¤



CHAPTER 12

Carathéodory perturbations of m-dissipative
operators

In this chapter we reconsider some problems, already touched upon in Chapter 5
and Chapter 10. More precisely, here, we deal with the (partly) more general frame
of fully nonlinear evolutions equations governed by single-valued Carathéodory
perturbations of m-dissipative operators in separable Banach spaces. We begin by
proving a necessary condition for C0-viability and continue with the statements
and proofs of several necessary and sufficient conditions for C0-viability. Finally,
we focus our attention on the problem of the existence of C0-noncontinuable or
even global solutions.

12.1. Necessary and sufficient conditions for C0-viability

The goal of this chapter is to prove a necessary and sufficient condition for a
given subset in R×X, with X a Banach space, to be C0-viable with respect
to A + f , where A is an m-dissipative operator and f is a Carathéodory
function. More precisely, let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator generating a nonlinear semigroup of nonexpansive
mappings, {S(t) : D(A) → D(A); t ≥ 0}, K a nonempty subset in D(A),
I a nonempty and open interval and f : I ×K → X a given function. We
consider the Cauchy problem

{
u′(t) ∈ Au(t) + f(t, u(t))
u(τ) = ξ.

(12.1.1)

Definition 12.1.1. By a C0-solution of (12.1.1), on [ τ, T ], we mean a
continuous function u : [ τ, T ] → K such that t 7→ g(t) = f(t, u(t)) for a.e.
t ∈ [ τ, T ] belongs to L1(τ, T ; X) and u is a C0-solution on [ τ, T ] of the
problem {

u′(t) ∈ Au(t) + g(t)
u(τ) = ξ,

239



240 Carathéodory perturbations of m-dissipative operators

in the sense of Definition 1.6.2. A C0-solution of (12.1.1), on [ τ, T̃ ), is a
continuous function u : [ τ, T̃ ) → K such that, for each τ < T < T̃ , u is a
C0-solution of (12.1.1), on [ τ, T ], in the sense just mentioned.

As we have already noticed, we are interested here in finding necessary
and sufficient conditions in order that I ×K be C0-viable with respect to
A + f in the sense of the definition below.

Definition 12.1.2. We say that I × K is C0-viable with respect to
A + f if for each (τ, ξ) ∈ I ×K there exist T ∈ I, T > τ and a C0-solution
u : [ τ, T ] → K of (12.1.1).

We emphasize that we confined ourselves here only to the cylindrical
case because, as we have already seen in Example 5.1.1, even for A ≡ 0,
there is no hope to obtain viability of general noncylindrical domains, with
respect to Carathéodory perturbations of m-dissipative operators, without
any extra-assumptions.

We are now ready to state the main results of this chapter.

Theorem 12.1.1. Let X be a Banach space, A : D(A) ⊆ X ; X
an m-dissipative operator which is the infinitesimal generator of a compact
semigroup, K a nonempty, locally closed subset in D(A), I a nonempty and
open interval and f : I ×K → X a locally Carathéodory function1. Then
a necessary and sufficient condition in order that I ×K be C0-viable with
respect to A + f is to exist a negligible subset Z in I such that, for each
(τ, ξ) ∈ (I \ Z)×K, f(τ, ξ) ∈ TA

K(ξ).

Theorem 12.1.2. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a nonempty, locally closed and separable subset
in D(A), I a nonempty and open interval and f : I ×K → X a Lipschitz-
Carathéodory function2. Then a necessary and sufficient condition in order
that I ×K be C0-viable with respect to A + f is to exist a negligible subset
Z in I such that, for each (τ, ξ) ∈ (I \ Z)×K, f(τ, ξ) ∈ TA

K(ξ).

Theorem 12.1.3. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a nonempty, locally compact and separable subset
in D(A), I a nonempty and open interval and f : I × K → X a locally
Carathéodory function. Then a necessary and sufficient condition in order
that I ×K be C0-viable with respect to A + f is to exist a negligible subset
Z in I such that, for each (τ, ξ) ∈ (I \ Z)×K, f(τ, ξ) ∈ TA

K(ξ).

1See Definition 2.8.1.
2See Definition 5.2.1.
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Remark 12.1.1. From Problem 1.6.1, it follows that, under the hy-
potheses of Theorem 12.1.1, D(A) is separable and hence K enjoys the
same property.

One of the main tools in the proof of Theorems 12.1.1∼12.1.3 is the
following characterization of the tangency condition f(τ, ξ) ∈ TA

K(ξ) for
each (τ, ξ) ∈ (I \ Z) × K. First, we recall that, for each τ ∈ R, t ≥ τ ,
ξ ∈ D(A) and g ∈ L1

loc(τ,∞; X), u(t, τ, ξ, g(·)) denotes the value at t of the
unique C0-solution u of the Cauchy problem{

u′(t) ∈ Au(t) + g(t)
u(τ) = ξ.

Of course, whenever g is constant, say g = η, u(t, τ, ξ, η) = Sη(t− τ)ξ.

Proposition 12.1.1. Let X be a Banach space, A : D(A) ⊆ X ; X

an m-dissipative operator, K a nonempty and separable subset in D(A),
and let f : I × K → X be a locally Carathéodory function. Then there
exists a negligible subset Z in I such that, for each (τ, ξ) ∈ (I \Z)×K, we
have f(τ, ξ) ∈ TA

K(ξ) if and only if there exists a negligible subset Z1 in I
such that, for each (τ, ξ) ∈ (I \ Z1)×K, we have

lim inf
h↓0

1
h

dist (u(τ + h, τ, ξ, f(·, ξ));K) = 0. (12.1.2)

Problem 12.1.1. Prove Proposition 12.1.1.

The necessity of Theorems 12.1.1∼12.1.3 is an immediate consequence
of the next result which is interesting by itself.

Theorem 12.1.4. Let X be a Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a locally closed and separable subset in X and
let f : I ×K → X be a locally Carathéodory function. Then, a necessary
condition in order that I × K be C0-viable with respect to A + f is to
exist a negligible subset Z in I such that, for each (τ, ξ) ∈ (I \ Z) × K,
f(τ, ξ) ∈ TA

K(ξ).

Proof. Let Z be given by Theorem 2.8.5, let τ ∈ I \ Z, let ξ ∈ K,
choose a solution u of (12.1.1) which is defined on a subinterval [ τ, T ] of I
and take a continuous function z : I → K which coincides with u on [ τ, T ].
We have

u(τ + h, τ, ξ, f(·, z(·))) ∈ K

for each h ∈ [ 0, T − τ ]. On the other hand, by (1.6.5), we get

‖u(τ + h, τ, ξ, f(·, z(·)))− Sf(τ,ξ)(h)ξ‖ ≤
∫ τ+h

τ
‖f(s, z(s))− f(τ, ξ)‖ ds
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for each h ∈ [ 0, T − τ ]. By Theorem 2.8.5 we know that

lim
h↓0

1
h

∫ τ+h

τ
‖f(s, z(s))− f(τ, ξ)‖ ds = 0

and therefore
lim
h↓0

1
h

dist (Sf(τ,ξ)(h)ξ; K) ≤

≤ lim
h↓0

1
h
‖Sf(τ,ξ)(h)ξ − u(τ + h, τ, ξ, f(·, z(·)))‖ = 0.

Hence f(τ, ξ) ∈ TA
K(ξ) for each (τ, ξ) ∈ (I \ Z)×K and this completes the

proof. ¤
Let us pass now to the proof of the necessity of Theorems 12.1.1∼12.1.3.

To complete this, we have merely to observe that, in either cases, K is sepa-
rable and therefore the hypotheses of Theorem 12.1.4 are satisfied. This sep-
arability condition, required by Theorem 12.1.4, follows from Problem 1.6.1
– in the case of Theorem 12.1.1 – and by hypothesis – in the case of Theo-
rems 12.1.2 and 12.1.3.

Remark 12.1.2. The proof of Theorem 12.1.4 shows that, even in a
more general frame than that assumed in either Theorems 12.1.1∼12.1.3, a
necessary condition for the C0-viability of I ×K with respect to A + f is a
tangency condition which is stronger than f(τ, ξ) ∈ TA

K(ξ) for each (τ, ξ) ∈
(I \Z)×K. More precisely, we have proved that such a necessary condition
is to exist a negligible subset Z in I such that, for each (τ, ξ) ∈ (I \Z)×K,
we have f(τ, ξ) ∈ FA

K(ξ), where FA
K(ξ) is defined as in Remark 10.1.1.

12.2. Existence of ε-approximate C0-solutions

The proof of the sufficiency consists in showing that the tangency condi-
tion f(τ, ξ) ∈ TA

K(ξ) for each (τ, ξ) ∈ (I \Z)×K along with Brezis-Browder
Theorem 2.1.1 imply that, for each (τ, ξ) in I ×K, there exists at least one
sequence of “C0-approximate solutions”, (vn)n, of (12.1.1), defined on the
same interval, [ τ, T ], such that (vn)n converges uniformly to a C0-solution
of (12.1.1).

The next lemma is an existence result referring to ε-approximate C0-
solutions of (12.1.1) and it is an “m-dissipative plus locally Carathéodory”
version of Lemma 5.3.1.

Lemma 12.2.1. Let X be a real Banach space, A : D(A) ⊆ X ; X an
m-dissipative operator, K a nonempty, locally closed and separable subset
in D(A) and f : I × K → X a locally Carathéodory function satisfying
the tangency condition in Theorem 12.1.1 with the negligible set Z1 and
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thus the equivalent one in Proposition 12.1.1 with the negligible set Z2. Let
Z = Z1 ∪ Z2 ∪ Z3, where Z3 is the negligible set in I such that for each
t ∈ I \ Z3, f(t, ·) is continuous on K. Then, for each (τ, ξ) ∈ I ×K, there
exist ρ > 0, T ∈ I, T > τ , θ0 ∈ I \ Z and M ∈ L1(τ, T ;R+) such that
D(ξ, ρ) ∩ K is closed and, for each ε ∈ (0, 1) and each open set L of R
with Z ⊆ L and λ(L) < ε, there exist a family of nonempty and pairwise
disjoint intervals, PT = {[ tm, sm); m ∈ Γ}, with Γ finite or countable, and
two functions, g : [ τ, T ] → X measurable and v : [ τ, T ] → X continuous,
satisfying :

(i)
⋃

m∈Γ

[ tm, sm) = [ τ, T ) and sm − tm ≤ ε for each m ∈ Γ ;

(ii) if tm ∈ L then [ tm, sm) ⊆ L ;
(iii) v(tm) ∈ D(ξ, ρ) ∩ K for each m ∈ Γ, v(T ) ∈ D(ξ, ρ) ∩ K and

v([ τ, T ]) is precompact ;

(iv) g(s) =
{

f(s, v(tm)) a.e. on [ tm, sm) if tm /∈ L

f(θ0, v(tm)) a.e. on [ tm, sm) if tm ∈ L ;
(v) ‖g(t)‖ ≤ M(t) a.e. for t ∈ [ τ, T ] ;
(vi) v(τ) = ξ and ‖v(t)−u(t, tm, v(tm), g)‖ ≤ (t− tm)ε for each m ∈ Γ

and t ∈ [ tm, T ] ;
(vii) ‖v(t)− v(tm)‖ ≤ ε for each m ∈ Γ and t ∈ [ tm, sm).

Proof. Let (τ, ξ) ∈ I ×K be arbitrary and choose ρ > 0 and a locally
integrable function `(·) such that D(ξ, ρ) ∩ K is closed (compact in the
hypotheses of Theorem 12.1.3) and ‖f(t, u)‖ ≤ `(t) for almost every t ∈ I
and for every u ∈ D(ξ, ρ)∩K. This is always possible because K is locally
closed and f satisfies (C4) in Definition 2.8.1.

Fix θ0 /∈ Z. Since v 7→ f(θ0, v) is continuous, diminishing ρ > 0 if
necessary, we can find M > 0 such that

‖f(θ0, v)‖ ≤ M

for each v ∈ D(ξ, ρ) ∩K. Next, take T ∈ I, T > τ and let us define

M(t) = max{M, `(t)}
a.e. for t ∈ [ τ, T ]. Obviously M ∈ L1(τ, T ;R+) and consequently, taking a
smaller T > τ if necessary, we may assume that

sup
τ≤t≤T

‖S(t− τ)ξ − ξ‖+
∫ T

τ
M(s) ds + T − τ ≤ ρ. (12.2.1)

We first prove that the conclusion of Lemma 12.2.1 remains true if we
replace T as above with a possible smaller number µ ∈ (τ, T ] which, at this
stage, is allowed to depend on ε ∈ (0, 1). Then, by using the Brezis-Browder
Theorem 2.1.1, we will prove that we can take µ = T , independent of ε.
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Let ε ∈ (0, 1) be arbitrary but fixed and take an open set L of R with
Z ⊆ L and whose Lebesgue measure λ(L) < ε.

Case 1. If τ ∈ L, since f(θ0, ξ) is A-tangent to K at ξ, it is easy to see
that there exist δ ∈ (0, ε) and p ∈ X with ‖p‖ ≤ ε such that [ τ, τ + δ) ⊆ L

and such that
u(τ + δ, τ, ξ, f(θ0, ξ)) + δp ∈ K.

Now, let us define g : [ τ, τ+δ ] → X and v : [ τ, τ+δ ] → X by g(t) = f(θ0, ξ)
and respectively by

v(t) = u(t, τ, ξ, g) + (t− τ)p (12.2.2)

for each t ∈ [ τ, τ + δ ].
Let us observe that the family Pτ+δ = {[ τ, τ + δ)} and the functions g

and v satisfy (i)∼(v) with T substituted by τ + δ and t0 = τ , s0 = τ + δ.
Clearly, v(τ) = ξ. Moreover, since ‖p‖ ≤ ε, we deduce

‖v(t)− u(t, τ, v(τ), g)‖ = (t− τ)‖p‖ ≤ (t− τ)ε.

Thus (vi) is also satisfied. Next, diminishing δ > 0 if necessary, we get

‖v(t)− v(τ)‖ ≤ ‖u(t, τ, ξ, g)− ξ‖+ (t− τ)‖p‖

≤ ‖S(t− τ)ξ − ξ‖+
∫ t

τ
‖g(s)‖ ds + (t− τ)ε

≤ sup
t∈[ 0,δ ]

‖S(t)ξ − ξ‖+
∫ t

τ
M(s) ds + (t− τ)ε ≤ ε

for each t ∈ [ τ, τ + δ), and thus (vii) is also satisfied.
Case 2. If τ /∈ L, we have τ /∈ Z and in view of Proposition 12.1.1 there

exist δ ∈ (0, ε) and p ∈ X with ‖p‖ ≤ ε such that

u(τ + δ, τ, ξ, f(·, ξ)) + δp ∈ K.

Setting g(s) = f(s, ξ) and defining v by (12.2.2), we can easily see that,
again, the family Pτ+δ = {[ τ, τ + δ)} and the functions g and v satisfy
(i)∼(v) with T substituted by τ +δ. Moreover, by the very same arguments,
diminishing δ > 0 if necessary, we obtain (vi) and (vii).

Next, we will show that there exists at least one triplet (PT , g, v) satis-
fying (i)∼(vii). To this aim we shall use Brezis-Browder Theorem 2.1.1 as
follows. Let S be the set of all triplets (Pµ, g, v) with µ ≤ T and satisfy-
ing (i)∼(vii) with µ instead of T . This set is clearly nonempty, as we have
already proved. On S we introduce a partial order ¹ as follows. We say that

(Pµ1 , g1, v1) ¹ (Pµ2 , g2, v2),

where Pµk
= {[tkm, sk

m);m ∈ Γk}, k = 1, 2, if
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(O1) µ1 ≤ µ2 and if µ1 < µ2 there exists i ∈ Γ2 such that µ1 = t2i ;
(O2) for each m1 ∈ Γ1 there exists m2 ∈ Γ2 such that t1m1

= t2m2
and

s1
m1

= s2
m2

;
(O3) g1(s) = g2(s) and v1(s) = v2(s) for each s ∈ [ τ, µ1 ].
Let us define the function N : S → R by

N((Pµ, g, v)) = µ.

It is clear that N is increasing on S. Let us take now an increasing sequence

((Pµj , gj , vj))j

in S and let us show that it is bounded from above in S. We define an upper
bound as follows. First, set

µ∗ = sup{µj ; j ∈ N}.
If µ∗ = µj for some j ∈ N, (Pµj , gj , vj) is clearly an upper bound. If µj < µ∗
for each j ∈ N, let us observe that the family Pµ∗ = ∪j∈NPµj is countable.
Hence, relabelling if necessary, we may assume that

Pµ∗ = {[ tm, sm);m ∈ N}.
We define

g(t) = gj(t), v(t) = vj(t)

for j ∈ N and every t ∈ [ τ, µj ]. Now let us observe that (Pµ∗ , g, v), where
Pµ∗ , g and v are defined as above, satisfies (i), (ii), (iv) and (v) with T
replaced with µ∗. Obviously we have v(tm) ∈ D(ξ, ρ) ∩K for each m ∈ N.
To see that (Pµ∗ , g, v) also satisfies (iii) we first have to check that v([ τ, µ∗))
is precompact in X and next to show how to define v(µ∗). By (iv) and
(v) we know that g ∈ L1(τ, µ∗ ;X) and so, for each j ∈ N, the function
u(·, µj , v(µj), g) : [ µj , µ

∗ ] → D(A) is continuous. As a consequence, the set
Cj = u([µj , µ

∗ ], µj , v(µj), g) is precompact. On the other hand, by (iii), for
each j ∈ N, we know that Kj = v([ τ, µj ]) is precompact too. By (vi) and
(O1) we deduce that, for each j ∈ N,

v([ τ, µ∗)) ⊆ Cj ∪Kj + (µ∗ − µj)D(0, ε).

Let η > 0 be arbitrary and fix j ∈ N such that

(µ∗ − µj)ε ≤ η

2
.

Since Cj ∪Kj is precompact, there exists a finite family {ξ1, ξ2, . . . , ξn(η)}
such that, for each ξ ∈ Cj ∪Kj , there exists k ∈ {1, 2, . . . , n(η)}, with

‖ξ − ξk‖ ≤ η

2
.
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The last two inequalities and the inclusion above yield

v([ τ, µ∗)) ⊆ ∪n(η)
k=1D(ξk, η),

and accordingly v([ τ, µ∗)) is precompact. Now, take any limit point vµ∗ of
v(µj) as j tends to ∞ and set v(µ∗) = vµ∗ . Clearly v(µ∗) ∈ D(ξ, ρ)∩K. So,
with v : [ τ, µ∗ ] → X, defined as above, we obviously have that (Pµ∗ , g, v)
satisfies (i)∼(v). It is also easy to see that (vi) and (vii) hold for each m ∈ N
and each t ∈ [ tm, µ∗). To check (vi) for t = µ∗, we have to fix any m ∈ N,
to take t = µj with µj > tm in (vi), and to pass to the limit for j tending
to ∞ both sides in (vi) on that subsequence on which (vj(µj))j tends to
vµ∗ = v(µ∗). To check (vii), we have to proceed similarly. So (Pµ∗ , g, v) is an
upper bound for ((Pµj , gj , vj))j , and consequently the set S, endowed with
the partial order ¹, and the function N satisfy the hypotheses of Theorem
2.1.1. Accordingly, there exists at least one element (Pν , gν , vν) in S such
that, if (Pν , gν , vν) ¹ (Pσ, gσ, vσ) then ν = σ.

We next show that ν = T , where T satisfies (12.2.1). To this aim let us
assume by contradiction that ν < T , and let ξν = vν(ν) which belongs to
D(ξ, ρ) ∩K. In view of (1.6.5), (v) and (vi), we have

‖ξν − ξ‖ ≤ ‖S(ν − τ)ξ − ξ‖+ ‖u(ν, τ, ξ, gν)− S(ν − τ)ξ‖
+‖vν(ν)− u(ν, τ, ξ, gν)‖

≤ ‖S(ν − τ)ξ − ξ‖+
∫ ν

τ
‖gν(s)‖ ds + (ν − τ)ε

≤ sup
τ≤t≤ν

‖S(t− τ)ξ − ξ‖+
∫ ν

τ
M(s) ds + (ν − τ)ε.

Recalling that ν < T and ε < 1, from (12.2.1), we get

‖ξν − ξ‖ < ρ. (12.2.3)

There are two possibilities: either ν ∈ L, or ν /∈ L.
If ν ∈ L, we proceed as in Case 1 above, with ν instead of τ , and with

ξν instead of ξ. So, since f(θ0, ξν) ∈ TA
K(ξν), from (12.2.3), we infer that

there exist δ ∈ (0, ε], with ν + δ ≤ T , [ ν, ν + δ) ⊆ L, and p ∈ X satisfying
‖p‖ ≤ ε and such that

u(ν + δ, ν, ξν , f(θ0, ξν)) + δp ∈ D(ξ, ρ) ∩K.

If ν /∈ L we proceed as in Case 2 above, with ν instead of τ , and with ξν

instead of ξ. So, from Proposition 12.1.1 combined with (12.2.3), we infer
that there exist δ ∈ (0, ε], with ν + δ ≤ T , and p ∈ X, satisfying ‖p‖ ≤ ε
and such that

u(ν + δ, ν, ξν , f(·, ξν)) + δp ∈ D(ξ, ρ) ∩K.
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We define successively Pν+δ = Pν ∪ {[ ν, ν + δ)}, gν+δ : [ τ, ν + δ ] → X
and vν+δ : [ τ, ν + δ ] → X by

gν+δ(t) =
{

gν(t) if t ∈ [ τ, ν ]
f(θ0, ξν) if t ∈ ( ν, ν + δ ],

if ν ∈ L, and

gν+δ(t) =
{

gν(t) if t ∈ [ τ, ν ]
f(t, ξν) if t ∈ ( ν, ν + δ ],

if ν /∈ L, and respectively by

vν+δ(t) =
{

vν(t) if t ∈ [ τ, ν ]
u(t, ν, ξν , gν+δ) + (t− ν)p if t ∈ (ν, ν + δ ].

Since vν+δ(ν + δ) ∈ K ∩ D(ξ, ρ), (Pν+δ, gν+δ, vν+δ) satisfies (i)∼(v)
with T replaced by ν + δ. Clearly (vi) holds for each tm and t satisfying
either tm ≤ t ≤ ν, or ν ≤ tm ≤ t. It remains to verify the case in which
tm ≤ ν < t ≤ ν + δ. To this aim, let us observe that, by virtue of the
evolution property (1.6.4) and (vi), we have

‖vν+δ(t)− u(t, tm, vν+δ(tm), gν+δ)‖

= ‖u(t, ν, vν+δ(ν), gν+δ) + (t− ν)p− u(t, ν, u(ν, tm, vν+δ(tm), gν+δ), gν+δ)‖

≤ ‖vν+δ(ν)− u(ν, tm, vν+δ(tm), gν+δ)‖+ (t− ν)‖p‖

≤ (ν − tm)ε + (t− ν)ε = (t− tm)ε.

So (vi) holds for each m ∈ N and each t ∈ [ tm, ν+δ ]. Similarly, we conclude
that (vii) is satisfied. We conclude that (Pν+δ, gν+δ, vν+δ) ∈ S,

(Pν , gν , vν) ¹ (Pν+δ, gν+δ, vν+δ)

and ν < ν + δ. This contradiction can be eliminated only if ν = T . This
completes the proof of Lemma 12.2.1. ¤

Remark 12.2.1. Under the general hypotheses of Lemma 12.2.1, for
each γ > 0, we can diminish both ρ > 0 and T > 0, such that T − τ < γ,
ρ < γ and all the conditions (i)∼(vii) in Lemma 12.2.1 be satisfied.

Definition 12.2.1. Let (τ, ξ) ∈ I × K, ε ∈ (0, 1) and let L be the
set as in Lemma 12.2.1. A triplet (PT , g, v) satisfying (i)∼(vii) is called an
ε-approximate C0-solution of (12.1.1).
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12.3. Convergence in the case of Theorems 12.1.1 and 12.1.3

In order to complete the proof of the sufficiency of Theorems 12.1.1 and
12.1.3, we will show that a suitably chosen subsequence of εn-approximate
C0-solutions is uniformly convergent on [ τ, T ] to a function u which is a
C0-solution of (12.1.1).

Proof. Let (εn)n be a sequence strictly decreasing to 0 and let (Ln) be a
decreasing sequence of open subsets in R such that Z ⊆ Ln and λ(Ln) < εn

for n = 1, 2, . . . . Take L = ∩n≥1Ln and a sequence of εn-approximate C0-
solutions ((Pn

T , gn, vn))n of (12.1.1). From (v), we know that {gn; n =
1, 2, . . . } is uniformly integrable in L1(τ, T ;X). See Remark 1.3.3.

Under the hypotheses of Theorem 12.1.1, since the semigroup of non-
linear contractions {S(t) : D(A) → D(A); t ≥ 0}, is compact, by The-
orem 1.6.5, it follows that there exists u ∈ C([ τ, T ]; X) such that, on a
subsequence at least, we have

lim
n

u(t, τ, ξ, gn) = u(t) (12.3.1)

uniformly for t ∈ [ τ, T ].
We shall now prove that, under the hypotheses of Theorem 12.1.3,

(12.3.1) still holds true. First, let us remark that, in view of Remark 12.2.1,
we can diminish T > τ and ρ > 0, if necessary, such that D(ξ, ρ) ∩ K is
compact and (i) ∼ (vii) in Lemma 12.2.1 be satisfied. So, by (vi) and (vii)
we have

‖u(t, τ, ξ, gn)− vn(tnm)‖ ≤ ‖u(t, τ, ξ, gn)− vn(t)‖+ ‖vn(t)− vn(tnm)‖
≤ (t− τ)εn + εn ≤ (T − τ + 1)εn

for n = 1, 2, . . . , each m ∈ Γn and t ∈ [ tnm, sn
m). For each k = 1, 2, . . . , let

us denote by 



Ck =
k⋃

n=1

{u(t, τ, ξ, gn) ; t ∈ [ τ, T ]}

C =
∞⋃

n=1

{vn(tnm) ; m ∈ Γn}

and let us observe that, in view of the inequality above, we have
∞⋃

n=1

{u(t, τ, ξ, gn) ; t ∈ [ τ, T ]} ⊆ Ck ∪ C + (T − τ + 1)D(0, εk) (12.3.2)

for each k = 1, 2, . . . . But, for k = 1, 2, . . . , Ck and C are precompact, Ck

because for n = 1, 2, . . . , u(·, τ, ξ, gn) is continuous on [ τ, T ], and C as a
subset of D(ξ, ρ) ∩ K which, in its turn, is compact. This remark, along
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with (12.3.2), shows that, for each t ∈ [ τ, T ], {u(t, τ, ξ, gn); n = 1, 2, . . . }
is precompact too.

Thus Theorem 1.6.4 applies, and hence there exists u ∈ C([ τ, T ]; X)
such that, on a subsequence at least, we have (12.3.1). So, under the hy-
potheses of either Theorems 12.1.1 or 12.1.3, (12.3.1) holds. By (vi) and
(12.3.1), on the same subsequence, we also have

lim
n

vn(t) = u(t) (12.3.3)

uniformly for t ∈ [ τ, T ].
Now, let us observe that, by (i), for each t ∈ [ τ, T ) and each n = 1, 2, . . . ,

there exists m ∈ Γn such that t ∈ [ tnm, sn
m) and sn

m − tnm ≤ εn. As a
consequence {tnm; n = 1, 2, . . . , m ∈ Γn} is dense in [ τ, T ]. In addition,
vn(tnm) belongs to D(ξ, ρ) ∩ K for n = 1, 2 . . . and m ∈ Γn. Therefore,
from (12.3.1) and (12.3.3), we conclude that, for each t ∈ [ τ, T ], we have
u(t) ∈ D(ξ, ρ)∩K. Indeed, this is clearly the case if t = τ . So, take t ∈ (τ, T ],
n = 1, 2, . . . , m ∈ Γn and let us denote (for the sake of simplicity) s = tnm
if t ∈ [ tnm, sn

m). Let us observe that, by virtue of (vi) and (1.6.5), we have

‖vn(t)−vn(s)‖≤‖vn(t)−u(t, s, vn(s), gn)‖+‖u(t, s, vn(s), gn)−S(t−s)vn(s)‖

+‖S(t− s)vn(s)− vn(s)‖ ≤ (t− s)εn+
∫ t

s
‖gn(θ)‖dθ+sup

η∈C
‖S(t− s)η − η‖

≤ (t− s)εn +
∫ t

s
M(θ) dθ + sup

η∈C
‖S(t− s)η − η‖,

where

C =
∞⋃

n=1

{vn(t) ; t ∈ [ τ, T ]}.

Since, due to (12.3.3), C is precompact in X, by Problem 1.3.1, we have

lim
δ↓0

sup
η∈C

‖S(δ)η − η‖ = 0.

Recalling that M ∈ L1(τ, T ;R+), that s denotes a generic element tnm
satisfying 0 ≤ t− tnm < εn, and using the relation above, we easily deduce
that

u(t) ∈
∞⋃

n=1

{vn(tnm) ; m ∈ Γn},

where the latter is included in D(ξ, ρ)∩K. As a consequence, we necessarily
have u(t) ∈ D(ξ, ρ) ∩K for each t ∈ [ τ, T ].

Next, let us observe that, if s /∈ L, there exists n(s) ∈ N∗ such that, for
each n ≥ n(s), s /∈ Ln. Hence, by (i) and (iv), we have gn(s) = f(s, vn(tnm))
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for each n ≥ n(s) and for some m ∈ Γn with |s − tnm| ≤ εn. Therefore, we
get

lim
n

gn(s) = f(s, u(s))

a.e. for s ∈ [ τ, T ]. From (v) and the Lebesgue Dominated Convergence
Theorem 1.2.3, we deduce that

lim
n

gn = f(·, u(·)) (12.3.4)

in L1(τ, T ; X).
Let ũ : [ τ, T ] → D(A) be the unique solution of the Cauchy problem{

ũ′(t) ∈ Aũ(t) + f(t, u(t))
ũ(τ) = ξ.

In view of (12.3.1) and (1.6.5), we have

‖ũ(t)− u(t, τ, ξ, gn)‖ ≤
∫ t

τ
‖f(s, u(s))− gn(s)‖ ds

for n = 1, 2, . . . and each t ∈ [ τ, T ]. Passing to the limit in the preceding
inequality and using (12.3.4), we get u(t) = ũ(t) = u(t, τ, ξ, f(·, u(·))) for
each t ∈ [ τ, T ]. But this means that u is a C0-solution of (12.1.1), and this
completes the proof. ¤

12.4. Convergence in the case of Theorem 12.1.2

Under the hypotheses of Theorem 12.1.2, we will show that there exists
a sequence of εn-approximate solutions which is uniformly convergent on
[ τ, T ] to a C0-solution of (12.1.1).

Proof. Let (τ, ξ) ∈ I × K and let ρ > 0 and T ∈ I, T > τ be
given by Lemma 12.2.1. As f is a Lipschitz-Carathéodory function, by
Remark 12.2.1, we can diminish T > τ and ρ > 0 if necessary, in order
to assume that there exists L ∈ L1

loc(I) such that all the conditions in
Lemma 12.2.1 be satisfied and, in addition,

‖f(t, u)− f(t, v)‖ ≤ L(t)‖u− v‖
for a.a. t ∈ I and for all u, v ∈ D(ξ, ρ) ∩K. See (C6) in Definition 5.2.1.

Let (εn)n be a sequence strictly decreasing to 0 and let (Ln) be a de-
creasing sequence of open subsets in R such that Z ⊆ Ln and λ(Ln) < εn

for n = 1, 2, . . . . Take L = ∩n≥1Ln and a sequence of εn-approximate
solutions ((Pn

T , gn, vn))n of (12.1.1).
For n = 1, 2, . . . , let us denote by σn : [ τ, T ] → [ τ, T ] the a.e. defined

function
σn(s) = tnm
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a.e. for s ∈ [ tnm, sn
m), where Pn

T = {[ tnm, sn
m); m ∈ Γn} is as in Lemma 12.2.1.

Let Σn = {i ∈ Γn; tni ∈ Ln} and let us denote by

En =
⋃

i∈Σn

[ tni , sn
i ),

by Et
n = En ∩ [ τ, t), by

Hn = [ τ, T ] \ En

and by Ht
n = [ τ, t) \ Et

n.
Since, by (ii) in Lemma 12.2.1, we have [ tni , sn

i ) ⊆ Ln whenever tni ∈ Ln,
we deduce that Et

n ⊆ Ln and, since λ(Ln) < εn, we conclude that

λ(Et
n) < εn

for each t ∈ [ τ, T ]. In view of (iv) in Lemma 12.2.1, we have

‖u(t, τ, ξ, gn)− u(t, τ, ξ, gk)‖ ≤
∫ t

τ
‖gn(s)− gk(s)‖ ds

≤
∫

Ht
n∪Ht

k

‖f(s, vn(σn(s)))− f(s, vk(σk(s)))‖ ds + 2
∫

Et
n∪Et

k

M(s) ds

≤
∫

Ht
n∪Ht

k

L(s)‖vn(σn(s))− vk(σk(s))‖ ds + 2
∫

Et
n∪Et

k

M(s) ds.

Consequently

‖u(t, τ, ξ, gn)− u(t, τ, ξ, gk)‖ ≤
∫

Ht
n∪Ht

k

L(s)‖vn(σn(s))− u(s, τ, ξ, gn)‖ ds

+
∫

Ht
n∪Ht

k

L(s)‖u(s, τ, ξ, gn)− u(s, τ, ξ, gk)‖ ds

+
∫

Ht
n∪Ht

k

L(s)‖u(s, τ, ξ, gk)− vk(σk(s))‖ ds + 2
∫

Et
n∪Et

k

M(s) ds. (12.4.1)

Using (vi) and (vii) in Lemma 12.2.1 to estimate the first and the third
integral on the right hand side in (12.4.1), we get

‖u(t, τ, ξ, gn)− u(t, τ, ξ, gk)‖

≤
∫

Ht
n∪Ht

k

L(s) [(T − τ + 1)εn + (T − τ + 1)εk] ds

+2
∫

Et
n∪Et

k

M(s) ds +
∫

Ht
n∪Ht

k

L(s)‖u(s, τ, ξ, gn)− u(s, τ, ξ, gk)‖ ds.

Since L,M ∈ L1
loc(I), from this inequality we deduce

‖u(t, τ, ξ, gn)− u(t, τ, ξ, gk)‖
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≤ α(n, k) +
∫ t

τ
L(s)‖u(s, τ, ξ, gn)− u(s, τ, ξ, gk)‖ ds,

where α : N× N→ R+ satisfies

lim
n,k

α(n, k) = 0.

From the Gronwall Lemma 1.8.4, we get

‖u(t, τ, ξ, gn)− u(t, τ, ξ, gk)‖ ≤ α(n, k)e
T
τ L(s) ds,

for each n, k ∈ N∗ and t ∈ [ τ, T ]. Thus (u(·, τ, ξ, gn))n is a Cauchy sequence
in the sup-norm. Let u be the uniform limit of (u(·, τ, ξ, gn))n on [ τ, T ]. By
(vi) in Lemma 12.2.1, we have

lim
n

vn(t) = u(t) (12.4.2)

uniformly for t ∈ [ τ, T ]. If s /∈ L, there exists n(s) ∈ N such that, for each
n ≥ n(s), we necessarily have s /∈ Ln. By (i) and (iv) in Lemma 12.2.1,
we have gn(s) = f(s, vn(tnm)) for each n ≥ n(s) and for some m ∈ Γn

satisfying |s − tnm| ≤ εn. Clearly, by (iii), (vi) and (vii), we deduce that
u(t) ∈ D(ξ, ρ) ∩ K for each t ∈ [ τ, T ]. Hence, limn gn(s) = f(s, u(s)) for
almost every s ∈ [ τ, T ]. From (v) and the Lebesgue Dominated Conver-
gence Theorem 1.2.3, we conclude that limn gn = f(·, u(·)) in L1(τ, T ; X).
Now, repeating the same arguments as those following (12.3.4), we deduce
that u(t) = u(t, τ, ξ, g) for each t ∈ [ τ, T ], where the function g is given
by g(s) = f(s, u(s)) a.e. for s ∈ [ τ, T ]. Consequently, u is a C0-solution of
(12.1.1) and this completes the proof. ¤

12.5. Noncontinuable C0-solutions

In this section, we present some results concerning the existence of noncon-
tinuable, or even global C0-solutions to

{
u′(t) ∈ Au(t) + f(t, u(t))
u(τ) = ξ.

(12.5.1)

A C0-solution u : [ τ, T ) → K to (12.5.1) is called noncontinuable, if there is
no other C0-solution v : [ τ, T̃ ) → K of the same equation, with T < T̃ and
satisfying u(t) = v(t) for all t ∈ [ τ, T ). The C0-solution u is called global
if T = sup I. The next theorem follows from the Brezis–Browder Theo-
rem 2.1.1. Since its proof is almost identical with that of Theorem 3.6.1,
we do not enter into details.

Theorem 12.5.1. Let X be a Banach space, A : D(A) ⊆ X ; X

an m-dissipative operator, I a nonempty and open interval, let K ⊆ D(A)

∫
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be nonempty and let f : I × K → X. Then, the following conditions are
equivalent :

(i) I ×K is C0-viable with respect to A + f ;
(ii) for each (τ, ξ) ∈ I × K there exists at least one noncontinuable

C0-solution u : [τ, T ) → K of (12.5.1).

The next result concerns the existence of global solutions.

Theorem 12.5.2. Let X be a Banach space, A : D(A) ⊆ X ; X

an m-dissipative operator, I a nonempty and open interval, let K ⊆ D(A)
be nonempty and let f : I ×K → X be a Carathéodory function which is
Carathéodory positively sublinear3. If K is closed and I × K is C0-viable
with respect to A + f , then each C0-solution of (12.5.1) can be continued
up to a global one, i.e., defined on [ τ, sup I).

Proof. Since I ×K is C0-viable with respect to A + f , it follows that,
for each (τ, ξ) ∈ I×K, there exists at least one noncontinuable C0-solution
u : [ τ, T ) → K to (12.5.1). We will show that T = sup I. To this aim, let
us assume the contrary, i.e., that T < sup I. In particular this means that
T < +∞. By using a translation argument if necessary, we may assume
with no loss of generality that 0 ∈ D(A) and 0 ∈ A0. From (1.6.2) with
η = 0, g ≡ 0 and v ≡ 0, we get

‖u(t)‖ ≤ ‖ξ‖+
∫

Et

[ u(s), f(s, u(s)) ]+ ds +
∫

Ht\Gt

[ u(s), f(s, u(s)) ]+ ds

for each t ∈ [ τ, T ), where

Et = {s ∈ [ τ, t ]; [u(s), f(s, u(s)) ]+ > 0 and ‖u(s)‖ > c(s)},
Gt = {s ∈ [ τ, t ]; [ u(s), f(s, u(s)) ]+ ≤ 0},
Ht = {s ∈ [ τ, t ]; ‖u(s)‖ ≤ c(s)}.

As Ht ⊆ HT and [u, v ]+ ≤ ‖v‖ for each u, v ∈ X, we get

‖u(t)‖ ≤ ‖ξ‖+
∫

Et

[a(s)‖u(s)‖+ b(s)] ds +
∫

HT

‖f(s, u(s))‖ ds

for each t ∈ [ τ, T ). But f is a Carathéodory function and therefore there
exists ` ∈ L1

loc(I) such that ‖f(s, u(s))‖ ≤ `(s) for a.a. s ∈ HT . See (C3) in
Definition 2.8.1. Hence

‖u(t)‖ ≤ ‖ξ‖+
∫ T

τ
`(s) ds +

∫ T

τ
b(s) ds +

∫ t

τ
a(s)‖u(s)‖ ds,

for each t ∈ [ τ, T ). By the Gronwall Lemma 1.8.4, u is bounded on [ τ, T ).

3See Definition 5.5.1.
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Using once again the fact that f is Carathéodory, we deduce that
f(·, u(·)) is bounded on [ τ, T ) by a function in L1(τ, T ) and so, there ex-
ists limt↑T u(t) = u∗. Since K is closed and T < sup I, it follows that
(T, u∗) ∈ I ×K. From this observation, recalling that I ×K is C0-viable
with respect to A + f , we conclude that u can be continued to the right of
T . But this is absurd, because u is noncontinuable. This contradiction can
be eliminated only if T = sup I, and this completes the proof. ¤



C H A P T E R  13 

Applications 

Here we collect several applications illustrating the effectiveness of the abstract 

developed theory. We begin with a sufficient condition for a set K, which is in- 

variant with respect to the infinitesimal generator, A, of a C0-semigroup, to be 

viable with respect to A + f with f : K ~ X continuous. From this, we deduce 

the existence of orthogonal solutions of a first-order system of partial differential 
equations of hyperbolic type. Further, we deduce a necessary and sufficient con- 

dition in order that  a first-order partial differential equation of hyperbolic type 

have a unique solution taking values in a certain closed subset in R. Next, using 

viability techniques, we show how to get necessary and sufficient conditions for a 
pair of functions to be a Lyapunov pair for a semilinear evolution equation. We 

notice that  the existence of such a pair implies the asymptotic stability of the 

null solution of the semilinear evolution equation in question. We continue with 

several comparison results: for a semilinear diffusion equation, for a semilinear 

pray-predator system, for a nonlinear diffusion inclusion and for a fully nonlinear 

reaction-diffusion system. We next prove a null controllability result for a class 

of semilinear evolution equations, and we conclude with an existence result for 
periodic solutions to a fully nonlinear evolution equation. 

13.1. Viabi l i ty  in the  first a p p r o x i m a t i o n  

Let X be a Banach  space and  let A"  D(A)  c_ X ~ X be the  inf ini tes imal  

genera to r  of a C0-semigroup,  {S( t )  • X ~ X;  t _> 0}. Let  K be a n o n e m p t y  
subset  in X ,  invar iant  wi th  respect  to A, in the  sense t h a t  S ( t ) K  c_ K for 

each t E R+,  and  let f "  K ~ X be a cont inuous  function.  Here, we in tend  
to find a p p r o p r i a t e  suiTicient condi t ions  on f in order  t h a t / (  be mild  viable 

wi th  respect  to A + f .  

L e m m a  1 3 . 1 . 1 .  Let X be a Banach space, A " D(A)  c X ~ X the 

nonempty subset in X .  Assume that K is invariant with respect to A, i.e., 

255 
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Proof .  Let r/E 9"K(~). By Proposition 8.1.1, it sumces to check that 

1 
lir~li0nf ~dist (S(h)~ + hS(h)rl; K)  - O. 

Let M _> 1 and a E R be given by Theorem 1.4.1, i.e., IIs(t)ll _< for 
each t _> 0. Since S ( t ) K  c_ K for each t _> 0, we have 

dist (S(h)~ + hS(h)rl; K)  

_< dist (S(h)~ + hS(h)rl; S (h )K)  <_ Meahdist (~ + hrl; K).  

Thus 

1 1 
lir~li0nf ~dist (S(h)~ + hS(h)rl; K) < lir~li0nf -~Meahdist (~ + hr]; I f)  - 0 

and this completes the proof. D 

P r o b l e m  13.1.1. Show that, if in Lemma 13.1.1, instead of a Co- 
semigroup, we consider a Co-group of isometrics, {G(t)" X ~ X; t E R}, 
satisfying G ( t ) K -  K for each t E R, then 

• 

T h e o r e m  13.1.1. Let X be a Banach space, A " D(A) c_ X ~ X the 
infinitesimal generator of a Co-sernigroup, {S( t )"  X ~ X; t >_ 0}, K a 
nonempty and locally closed subset in X ,  and f • K ~ X a continuous 
function such that A + f is locally of compact type. I f  S ( t ) K  c_ K for each 
t > 0 and 

f(~) E ~K(~) (13.1.1) 

for each ~ E K,  then K is mild viable with respect to A + f .  

Proof .  The conclusion follows from Lemma 13.1.1 and Theorem 8.2.1. 
The proof is complete. D 

T h e o r e m  13.1.2. Let X be a Banach space, A " D(A) c_ X ~ X the 
infinitesimal generator of a Go-group of isometrics {G(t) • X ~ X; t E R}, 
K a nonempty and locally closed subset in X ,  and f "  K ~ X a continuous 
function such that A + f is locally of compact type ~. I f  G( t )K  - K for each 
t E R, then a necessary and sufficient condition in order that K be mild 
viable with respect to A + f is (13.1.1). 

Proof .  The conclusion follows from Problem 13.1.1 and Theorem 8.2.1. 
D 

1See Definition 8.2.1. 
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P r o b l e m  13.1.2.  Prove that a locally closed set K is invariant with 
respect to the Co-semigroup {S(t) • X --+ X ;  t _> 0} if and only if O E 7A(~) 
for each ~ E K. 

E x a m p l e  13.1.1.  As a first application of Theorem 13.1.2, we prove 
a sufficient condition for a first-order nonlinear hyperbolic system to have 
solutions with orthogonal components. 

Let f l " R x R - - + R ,  f 2 " R x R - - + R a n d l e t ~ , r / E L 2 ( R n ) . L e t a E R  n 
and let us consider the hyperbolic system 2 

ut - aVv + f l (u, v) 

vt - aVu + f2(u, v) (13 1.2) 
~(0 ,  ~)  - ~ (~ )  
~(0 ,  ~)  - ~(~). 

We are looking for mild solutions, (u,v) • [0, T] --+ L2(R n) × L2(Rn), of 
(13.1.2), satisfying 

(~( t ,  .), ~(t ,  .)) = 0 ( l a . l . a )  

for each t E [0, T ], whenever the initial datum, (~, r]) E X, satisfies 

(~, rj) = 0 .  (13.1.4) 

Here and thereafter, (., .} denotes the inner product on L2(R~), i.e., 

for each u, v E L2(R~). Roughly speaking, by a mild solution of (13.1.2) 
we mean a mild solution of the Cauchy problem for the abstract  semilinear 
evolution equation 

u'(t) - A n( t )+  f(u(t))  (13 1.5) 
~(o )  - ~, 

where X -  L2(R ~) × L2(R~), A ' D ( A )  c_ X --+ X is defined by 

D ( A ) - { ( u , v )  E X ;  (aVv, aVu) E X }  
(13 1.6) 

A(u, v ) -  (aVv, aVu) for all (u, v) E D(A), 

f : X  + X is given by 

f(u, v)(x) = (f, (u(x), v(x)), f2(u(x), v(x))), (13.1.7) 

for each (u, v) E X and a.e. for x E R n. 

n 0 w  
2 T h r o u g h o u t ,  if  w • R ~ -+  R is c o n t i n u o u s ,  we  d e n o t e  by, aVw - E a~ox i in  t h e  

i - 1  
s e n s e  of  d i s t r i b u t i o n s  o v e r  N ~. 
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On X we consider the usual Hilbert space norm 

II (u, v)II - V/( ~, u} + {v, v}, 

for each (u, v) E X. 

T h e o r e m  13.1.3.  Let fi : R  x R + R, i = 1, 2, be globally Lipschitz. 
Then, a necessary and sufficient condition in order that for each initial 
datum (~, r/) E L2(R ~) × L2(R~), satisfying (13.1.4), to exist a unique mild 
 ol tio  . R+ L2(R × L2(R of (13.1.2),   ti4yi g (13.1.3) 
each t E R+, is 

{~, f2(~, r])} + {r], fl(~, r])} = 0, (13.1.8) 

for each (~, r]) E L2(R n) x L2(R n) satisfying (13.1.4). 

P r o o f .  We will apply Theorem 13.1.3 as follows. First, let us observe 
that  the linear operator A, defined by (13.1.6), generates a C0-group of 
isometries, {a(t) :  x x ;  t c R}, given by 

1 (u(x+ta)+u(x-ta)+v(x+ta)-v(z-ta) )~r 
[G(t)(u, v)] (x) - 2 , u(x + ta) - u ( x -  ta) + v(x + ta) + v ( x -  ta) ~ ' 

where B ~ denotes the transpose of the matr ix B. Second, since fi, i = 1, 2, 
are globally Lipschitz, the function f : X  ~ X, given by (13.1.7), is well- 
defined and globally Lipschitz on X. 

Next, let us define 

K = {(~, r/) E X; ~ and r/satisfy (13.1.4)} 

and let us remark that  K is nonempty and closed in X. Moreover, a simple 
computational  argument based on the fact that  the Lebesgue measure on 
R ~ is translation invariant, shows that  G ( t ) K  = K for each t E R. Thanks 
to Theorem 13.1.2, K is mild viable with respect to A + f if and only if 
f(~, ~]) E 9~K(~, ~]) for each (~, ~) E K. By virtue of Corollary 2.4.1, the last 
condition is equivalent to the existence of two sequences, (h~)~ in R+ and 
((p~, q~))~ in X, with h~ ~ 0, lim~(p~, q ~ ) =  (0, 0) and such that  

(~,r]) + hn(fl(~,rl) , f2(~,r])) + hn(Pn, qn) e K 

for n = 1, 2, . . . .  Equivalently, 

{~ + h~fl  (~, r]) + h~p~, r] + h~f2(~, r]) + h~q~} = 0 

for n = 1, 2, . . . .  A simple calculation using the fact that  {~, r]) = 0, h~ ; 0 
and lim~ p~ = lim~ q~ = 0, shows that  the last relation is equivalent to 
(13.1.8), and this completes the proof. D 
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E x a m p l e  13.1.2.  Let E c_ R be nonempty  and closed, a E R ~, n _> 1, 
g" E ~ R a continuous function and ~]" R ~ ~ E a bounded and uniformly 
continuous function. We consider the initial-value problem for the transport 
equation in R ~, 

ut - a V u  + g ( u )  

~(o, ~) - , ( ~ )  
( t , ~ )  e [ o , r ]  × R ~ 
x E R ~, (13.1 .9)  

and we are interested in finding sufl:icient conditions for (13.1.9) to have 
at least one mild solution u :  [0, T] ~ C~a(R ~) satisfying u( t ,x )  E E for 
an (t,~) e [0, T] × R ~. H~r~ Gb(R  ~) d~not~ th~ ~pa~ of an .niformly 
continuous and bounded functions from R ~ to R, endowed with the sup- 
norm. Finally, by a mild solution of (13.1.9), we unders tand a mild solution 
of (13.1.5), with X = C~b(IRn), A :  D(A) c_ X ~ X given by 

D ( A ) -  {u ¢ X; aVu ¢ X }  
A u -  aVu  for each u e D(A),  

K = { ~ x ; ~ ( ~ ) ~ r  foraU ~ R  ~} 

and y "  K -~ X d~n~d  by f(~)(~) = g(~(~)) for ~ h  ~ e K ~nd ~a~h 
x E R .  

The main result concerning (13.1.9) is 

T h e o r e m  13.1.4.  Let g :  E ~ R be a continuous function which is 
globally Lipschitz on E. Assume that, for each ~ E E, we have 

lir~li0nf hdis t  (~ + hg(~); E) - 0. (13.1.10) 

Then, for each rl E K and each T > O, the problem (13.1.9) has a unique 
mild solution u : [ 0 ,  T] ~ K.  

P r o o f .  We will show tha t  we are in the hypotheses of Theorem 13.1.2. 
First, let us observe tha t  A is the infinitesimal generator of a C0-group of 
isometries {G( t ) :  X ~ X; t E R} defined by 

[G(t)~(.)](~) = ~(~ + ta) 

for each ~ E X. Since E is nonempty  and closed, it follows tha t  K is 
nonempty  and closed too. It is a simple exercise to verify tha t  f is globally 
Lipschitz on K and tha t  G(t )K  = K for each t E R. In order to be able to 
use Theorem 13.1.2, we only have to verify the tangency condition (13.1.1). 
We will proceed indirectly. Namely, we will prove tha t  K is viable with 
respect to f and then we will apply Theorem 3.2.3. To prove tha t  K is 
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viable with respect to f ,  let r/ E K and let x E R n. Since g satisfies the 
tangency condition (13.1.10), for each x E R ~, the problem 

{ ~'(t, ~) - g (~( t ,  ~))  
~ (0 ) (~ )  - ~ (x)  

has a unique noncontinuable solution v(. ,x) : [0, T(x)) ~ E. Since 9 is 
globally Lipschitz on E, it maps bounded subsets in E into bounded subsets 
in R and is positively sublinear. See Definition 3.6.1 and Remark 3.6.2. By 
Theorem 3.6.3 it follows that  T(x) = oc for each x E R ~. 

Now, using once again the fact that  g is globally Lipschitz on E, we 
deduce that  

I~(t, ~) - ~(t ,  y) l _< I~(~) - ~(y)  l + f0  ~ Llv ( s ,  x)  - v(s ,  y)l ds 

for each t E [0, T] and x ,y  E R n. Let T > 0 be arbitrary but fixed. By 
virtue of the Gronwall Lemma 1.8.4, we have 

for each x, y E R ~. Therefore v(t, .) is uniformly continuous and bounded, 
i.e., v(t,.) E X.  But v(t ,x)  E E for each (t,x) E [0, T] x R ~ and conse- 
quently v(t, .) E K for each t E [r, T]. Hence, the function u :  [0, T] + K, 
u(t)(x) - v(t, x), is a Cl-solution of the Cauchy problem 

u ' ( t ) -  f(u(t)) 
~(0)  -- ~. 

Therefore, K is viable with respect to f and, in view of Theorem 3.2.3, it 
satisfies the tangency condition (13.1.1). Consequently, all the hypotheses 
of Theorem 13.1.2 are satisfied, and this achieves the conclusion. D 

13.2. Lyapunov pairs 

Let X be a Banach space, let A be the infinitesimal generator of a C0- 
semigroup, { S ( t ) :  X ~ X; t _> 0}, and let f : X ~ X be a globally 
Lipschitz function. Given ~ E X, the Cauchy problem 

u'(t) - A u ( t ) +  f(u(t))  
(13.2.1) 

~(0)  - 

has a unique mild solution u : [ 0 ,  oc) --+ X. 

D e f i n i t i o n  13.2.1.  Let V : X ~ ( -oc ,  +oc ] be a proper function, i.e., 
a function V whose effective domain, D(V)  = {~ E X; V(~) < +oc}, is 
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nonempty. The A-contingent derivative DV(~)(u) of V, at ~ e D(V) in  the 
direction u E X, is defined by 

1 
+ + DV(~)(u) - lim, inf.~+_ ~ _ _ 

w--+0 
D e f i n i t i o n  13.2.2.  Let V, g" X ~ ( - ~ ,  +cx~] be two lower semicon- 

tinuous functions. We say that  (V~ g) is a Lyapunov pair for the problem 
(13.2.1) if 

V(u(t)) + 9(u(s))ds <_ V((), (13.2.2) 

for each ( E X and each t _> 0, where, as already mentioned, u • [0, ~ )  ~ X 
denotes the unique mild solution of (13.2.1). 

Let us define Jr" D(Jt) c_ X × R --+ X × R by D(A) - D(A) × R and 
A(~, t ) -  (A~, 0) for each (~, t) e D(A). Recalling that  

epi(V) - {(x, t) e X × R; V(x) <_ t ,x  e D(V)} ,  

it is easy to see that ~e~pi(V)(~, ~) coincides with the set of all (u, A) e X × R 

with the property that  there exist three sequences (h~)~ and (0~)~ in R, 
(w~)~ in X with h~ ~ 0, lim~ w~ - 0, lim~ 0~ - 0 such that  

(S(hn){ + hn(u + wn), p + hn(A + On)) E epi(V), 

for n -  1, 2, . . . .  Notice that  ~pi(V)(~, P) is the set of A-tangent  vectors to 

epi(V), as introduced in Definition 8.1.3. 
The following result describes the set of all A-tangent  vectors to the 

epigraph at one of its points. 

L e m m a  13.2.1.  Let V" X ~ (-oc, +oc] be a function and ~ E D(V). 
Then 

J[ 
9~pi(V)(~, V(())  - N 9~i(v) (~' P)" 

v(~)_<, 

P r o b l e m  13.2.1.  Prove Lemma 13.2.1. 

Furthermore, we have the following geometric property. 

L e m m a  13.2.2.  For all ~ E D(V), we have 

epi(DV(~)) - A ~J~epi(V) (%C, g(~)). 

P r o o f .  Let (u,A) E epi(DV(~)).  In view of Definition 13.2.1, this is 
equivalent to 

lim i0nf ~1 _[V(S(h)~ + h(u + w ) ) -  V(~)]_ _< A. 

w---+0 
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The above inequality ensures that  there exist (hn)n in IR and (Wn)n in X 
such that  h~ ~ 0, lim~ w~ = 0 and 

(1) 
v ( s ( h ~ ) ~  + h~(~ + ~ ) )  <_ v(~)  + h~ ~ + - , 

I t  

for n -  1, 2, . . . .  This means that  (u, A) E ~pi(V)(~, V(~)). 

Conversely, let (u,a)  E ~pi(V)(~, V(~)). Then there exist (h~)~ and 

(On)n in R, (wn)n in X with hn ~ O, limn On = 0, and limn Wn = 0 satisfying 

1 
( v ( s ( h ~ ) ~  + h~(~ + w~)) - v(~))  <_ a + o~, 

h~ 

for n =  1,2, . . . .  
Passing to the limit, we obtain 

1 
l imsup Z-  ( V ( S ( h n ) ~  + hn(u + Wn)) - V(~))  <_ A ,  

n 1 in  

which shows that  ( u , A ) e  epi(DV(~)). See Definition 13.2.1. D 

Before stating the main result of this section, let us present an auxiliary 
result providing suitable approximations of a lower semicontinuous function 
by locally Lipschitz functions. 

L e m m a  13.2.3.  Let X be a Banach space and let g : X ~ ( - o c ,  +oc] 
be a proper, lower semicont inuous func t ion  which satisfies the unilateral 
growth condition 

g(x) _> - C ( 1  + IIxllP), (13.2.3) 

for  some constants C > 0 and p > 1, and for  every x E X .  Then there 
exists a sequence (gn)n of functions,  gn : X ~ IR, such that every gn is 
Lipschitz  continuous on bounded subsets of X and gn T g pointwise on X 
a s  ?z----~ o o .  

P r o b l e m  13.2.2. Give a proof of L e m m a  13.2.3 by using the approxi- 
mat ion 

gn(x) -- inf {g(y) + nil x - Yl P} 
y E X  

for  n =  l , 2 , . . ,  and each x E X .  

Let us now formulate a characterization of a Lyapunov pair for (13.2.1) 
by using the A-contingent derivative introduced in Definition 13.2.1. 

T h e o r e m  13.2.1.  Let X be a Banach space, let V : X ~ ( - o c ,  +oc] 
be a proper, lower semicont inuous func t ion  and let g : X ~ ( -oc ,  +oc] be a 
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proper, lower semicontinuous function which satisfies (13.2.3). Then (V, g) 
is a Lyapunov pair for problem (13.2.1) if and only if 

DV(~)( f (~) )  + g(~) < O, (13.2.4) 

for all ~ E D(V) .  

P r o o f .  Let us first notice tha t  K - epi(V) is closed in X x R simply 
because V • X ~ ( - o c ,  +oc] is lower semicontinuous. Corresponding to the 
lower semicontinuous function g" X ~ ( - o c ,  +oc], Lemma 13.2.3 provides 
a sequence of functions g~" X ~ IR with the properties given therein. In 
particular,  due to the pointwise convergence g~ ]" g, one may easily see tha t  
(13.2.4) is equivalent to 

DV(~)( f (~) )  + g~(~) < O, 

for all ~ E D(V)  and n - 1, 2, . . . .  By Lemmas 13.2.1 and 13.2.2, we deduce 
tha t  the given inequality is satisfied if and only if 

( f (~) , -gn(~) )  E ~'epi(V)(~' ~)' (13.2.5) 

for an (~, ~) ~ ~pi(V) a~d ~ -  1, 2, . . . .  We ~ow apply Theorem 8.2.6 o~ 
the space X × R, with the subset K -  epi(V) and the evolution equation 

(u'(t) ,z '( t))  -- A(u( t ) , z ( t ) )  + ( f (u ( t ) ) , -g~(u ( t ) ) )  (13.2.6) 

on X x R. We conclude tha t  (13.2.5) holds if and only if for every ~ E D(V)  
there exists T~ > 0 such tha t  

/0 V(u(t)) < V(~) -  g~(u(s))ds, (13.2.7) 

for all n - 1, 2 , . . .  and each t E [0, T~], where u(.) is the solution of 
(13.2.1). Due to the special form of the differential equation in (13.2.6), we 
can choose T~ - T, independent  of n - 1, 2, . . . .  Passing to the limit as 
n ~ oc in (13.2.7) and taking into account the properties of the sequence 
(g~)~ given by Lemma 13.2.3, we conclude tha t  

/0 v(~(t)) + g(~(~))d~ _< V(~), 

for all t E [0, T].  Then,  a s tandard  continuat ion argument  shows tha t  
(13.2.2) holds true for all t _> 0. This completes the proof. D 

P r o b l e m  13.2.3.  Let {S(t) : X ~ X; t > O} be a semigroup of con- 
tractions. Let r > 0 and consider the Lipschitz function f : X ~ X given 
by f (x) = -x / / r  if Ilxll <_ r and f (x) - -x / l lx l l  if Ilxll >_ r. Show that, for 
every ~ e X with I1~11 > r, the solution of (13.2.1) reaches the closed ball 
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13.3.  A c o m p a r i s o n  resul t  for a s e m i l i n e a r  di f fus ion e q u a t i o n  

Throughout ,  by a domain we mean a nonempty, open and connected subset 
in R ~. So, let ft c_ R ~, n - 1, 2 , . . .  be a bounded domain with C 2 boundary  
F, and let us consider the Cauchy problem for the semilinear diffusion 
equation 

I u t - A u + f ( t , x , u )  inQ~,T 
u -- 0 o n  E.r, T (13.3.1) 
u(q-, x) -- ((x) in f~, 

where, if 0 <_ q- < T <_ oc, Q~,T -- (q-,T) x f~, E~,T -- (q-,T) x F, A is 
n 02 u 

the usual Laplace operator,  i.e., A u - -  ~ ~~ Ox~' f " R+ × f~ x R  ~ R is 

c o ~ t i ~ o ~  ~ d  bo~d~d 3, ~ d  ~ ~ n2(a), ~(~) _> 0 ~.~. for ~ ~ a .  

D e f i n i t i o n  13.3.1 .  A mild solution of the problem (13.3.1), on [q-,T], 
is a function u"  [q-,T] ~ L2(ft) with t ~ f (t, ., u(t, .)) E LI(T,T;L2(ft)) 
and such tha t  u is a mild solution in the sense of Definition 1.5.3 of the 
problem 

{ ~ ' ( t ) -  + J fo(t) 

where A is the Laplace operator  A with homogeneous Dirichlet boundary  
conditions on L2(ft) as in Theorem 1.7.2 and fo(t)(x) - f ( t ,x ,  u(t, x)) a.e. 
for t E [~-, T] and x E ft. By a mild solution of the problem (13.3.1), on 

[q-, T), ~- < T _< oc, we mean a function u E C([ T, T); L2(f~)) such that  for 

each ~- < T < T, u is a mild solution of (13.3.1), o~ [~, T] in the sense 
s tated above. 

Let g : R +  x f t x  R ~ R be continuous, bounded and satisfying 

f (t, x, u) <_ g(t, x, u) 

for each (t, x, u) E R+ x f t x  R. In this section we will prove that ,  under 
some appropriate  conditions on g, for each u0 E L2(ft), with uo(x) >_ 0 
a.e. for x E ft, and for every global mild solution ~ : R +  × gt ~ R+ of the 
semilinear diffusion equation 

I u t - A u + g ( t , x , u )  inQ0,c~ 
u - 0 on E0,c~ (13.3.2) 
u(O, x) - uo(x) in ft, 

3In fact, we may merely assume tha t  f is only continuous, and has sublinear growth 
with respect to the last argument.  
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the semilinear diffusion equation (13.3.1) has at least one global mild so- 
lution which, for each t E [T, oc), lies almost everywhere "between" 0 and 
~(t, .), provided 0 _< ~(z) _< ~(T, z) a.e. for z E ft. 

More precisely, since g is continuous and, in view of Theorem 1.7.2, the 
Laplace operator  with homogeneous boundary  conditions in L2(ft), i.e., A, 
generates a compact  C0-semigroup, the problem (13.3.2) has at least one 
noncontinuable mild solution ~ • [0, T,~) ~ L2(ft). Since g is bounded, it 
readily follows tha t  T,~ - oc. Let e c_ R x L2(f~) be the infinite tube defined 
by 

e -  {( t ,u)  E R+ x L2(a) ;  0 < u(x) < ~( t ,x)  a.e. for x E f~}. (13.3.3) 

So, our goal is to show that ,  for each (T, ~) E e, the Cauchy problem 
(13.3.1) has at least one mild solution u" [T, oc) ~ L2(f~) with (t, u(t)) e C 
for each t E [T, oc). Namely, we will prove 

T h e o r e m  13.3.1.  Let f~ c R n, n -  1, 2 , . . . ,  be a bounded domain with 
C 2 boundary F, let f ,  g • R+ x f~ x R ~ R+ be continuous, with g bounded, 
nondecreasing with respect to its last argument, and f ( t , x ,  u) <_ g( t ,x ,  u) 
for each (t, x, u) E R x f t x  R. Let uo E L2(ft), uo(x) >_ 0 a.e. for x E ft and 
let e be defined by (13.3.3), where ~ ' R +  x ft ---, R+ is a global solution of 
(13.3.2). Then, for each (T,~) E e there exists at least one global solution 
u "[ T, oc) x a ~ R+ of (13.3.1) satisfying for each ~- < 5 < T" 

(i) u e C([T,T];L2(f~))  NL2(5, T;H2(f~)) A WI'I(5,  T;H~(f~)) ; 
(ii) for each t e [~-, oc), we have (t, u(t)) e C. 

P r o o f .  Since (i) follows from a classical regularity result in the theory 
of parabolic equations see Vrabie [175], Theorem 11.6.1, p. 2 6 5 - - ,  it 
remains to prove (ii). In other words, we have to show first tha t  C is mild 
viable, in X - L2(f~), with respect to A + f and second tha t  every mild 
solution u • IT, T) ~ L2(ft), with ( t ,u(t))  e e for each t e [~-,T), can 
be extended to a global one satisfying the very same constraint.  We will 
first make use of Theorem 8.5.4 and second of Theorem 8.8.2. To this aim, 
we denote by X - L2(ft), and we rewrite both (13.3.1) and (13.3.2) as 
evolution equations in X. 

First, let us define A " D(A)  c_ X ~ X by 

D(A) - H~(a )  N H 2 ( a )  
A u - -  Au  f o r u E D ( A ) ,  

and F , G "  R x X ~ X by 

F(t,  u)(x) - f ( t ,  x, u(x)) G(t, u)(x) - g(t, x, u(x))  

for each t E R, each u E X and a.e. for x E ft. Since both f and g are 
continuous and bounded, both F and G are well-defined, continuous and 
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bounded. With the notations above, the problem (13.3.1) can be rewritten 
as the abstract Cauchy problem for an evolution equation, i.e., 

{ u ' ( t ) -~u( t )+F( t ,u( t ) )  
u(~) _ . (13.3.4) 

Similarly, (13.3.2) can be rewritten as 

u'(t) - Au(t) + G(t~ u(t)) (13.3.5) 
u ( o )  - u o .  

At this point~ let us recall that  A generates a compact C0-semigroup. 
See Theorem 1.7.2. Furthermore~ e is nonempty and locally closed~ and F is 
continuous. Since both ~ and f are nonnegative~ in view of Theorem 1.7.5~ 
all solutions of (13.3.1) are a fortiori nonnegative. Therefore~ in order to 
check the viability of e with respect to A + F it suffices to show that  the 
set 

-- {(t ,u)  e IR+ × L2(ft); u(x) < ~(t,x) a.e. for x e ~ } ,  

which obviously is closed, is mild viable with respect to A + F. So, in order 
to apply Theorem 8.5.4 it suffices to verify the tangency condition 

1 
li~ti0nf ~dist  ((w, S(h)~) + h(1, F(T, ~)); ~) -- 0, (13.3.6) 

fo~ ~aCh ( ~ )  e e, w h ~  {S( t )  • X --~ X,  t ___ 0} i~ th~ C 0 - ~ i g ~ o u p  
of contractions generated by A. So~ let (~-~ ~) E e be arbitrary and let us 
observe that~ in order to prove (13.3.6)~ it suffices to show that,  for each 

h > 0, there exists Uh E L2(~t) with (7 + h~ uh) E e and 

1 

h $ O  / t  

Let us define 

/ ~ - + h  

, ] 7 -  

/ ~ - + h  

+ s ( ~  + h - ~)[ a (~ ,  ~(~)) - a (~ ,  ~(~)) ] d~. 
J T  

Since ~ < ~(T), F(s~) < G(s~) for each s e R+~ and u ~-+ G(s~u) is 
nondecreasing, in view of Theorem 1.7.5~ we get 

/ ~ - + h  

, ] 7 -  

r+h 

+ ~(~ + h - ~)[ a ( ~  ~(~)) - a ( ~  ~(~)) ] d~ - ~(~ + h). 
,27"  
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Therefore,  (T + h, Uh) E C. To complete  the proof, it remains to check 
(13.3.7). Since G and g are continuous,  we first observe tha t  

lim 1 f ~+h ht0 h ~ S(~ + h -  s ) [ G ( s , ~ ( s ) )  - a ( s , ~ ( ~ ) ) ] d s  - 0. 

Similarly, we have 

/~-+h 
l i m l  S(h)~ + hF(T,~) - S ( h ) ~ -  S(~- + h -  s )F(s  ~) ds - 0 ,  
h~O -h ~ ~_ 

which proves (13.3.7). Thus  e is mild viable with respect to A + F .  Since F is 
bounded,  we are in the hypotheses  of Theorem 8.8.2. So each mild solution 
u :  IT, T) ~ L2(gt) of (13.3.1) whose graph lies in C can be continued to 
a mild solution defined on [T, oc) and whose graph is in C too, and this 
completes the proof. D 

13.4. A c o m p a r i s o n  result  for a p r e d a t o r - p r a y  s y s t e m  

Let ft C_R ~ , n -  1 , 2 , . .  ,. be a bounded  domain  with C 2 b o u n d a r y F ,  let 
6i _> 0, i - 1, 2, a > 0, r > 0, let f "  R+ x R + R+ and g ' R +  x R + R_ be 
two continuous functions and let us consider the following general predator- 
pray system 4 

u t  - -  51Au - a u  + f ( u ,  v )  in Q~,oc 
vt -- 52Av + rv + g(u, v) in Q¢,oc (13.4 1) 
u - v - 0 on E~,~ " 
u(T, x) - ~(x) v(T, x) - r/(x) in ft. 

Here, for 0 _< r < T _< oc, we denote by Q~,r - (r, T) x ft, E~,r - (r, T) x F. 
Moreover, ~, r /E L2(ft),  {(x) _> 0 and r/(x) _> 0 a.e. for x E ft. 

~ v  

Let f ' R +  x R ---, R+ and ~ ' R +  x R + R_ be two continuous functions 
such tha t  

f (u ,  v) <_ f (u ,  v) (13.4.2) 
>_ 

for each (u, v) E R × R. Let us consider also the comparison p reda to r -p ray  
system 

ut -- 51Au - au + f (u, v) in Q0,oo 

vt - 62Av + rv + ~(u, v) in Q0,oc (13.4.3) 
u -- v -- 0 on E0,~,  
u(O, x) -- uo(x), v(O, x) -- vo(x) in ft 

4In order to simplify the notation, throughout this section, whenever no confu- 
sion may occur, we will write u, g, v, g, instead of u(t,x), g(t,x), v(t,x) and g(t,x) 
respectively. 
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and let (g, ~) • IR+ x ~t --+ R+ x R+ be a mild solution of (13.4.3). 
In this section, by using the viabil i ty results presented in Section 8.6, we 

will prove a sumcient condit ion such tha t ,  for each (~, ~1) E L2(~)  x L2(~) ,  
with  

0 < ~(x) < ~ ( r , x )  (13.4.4) 
_ 

a.e. for x E ~, the preda tor -pray  sys tem (13.4.1) has at least one solution 
(u, v) • ]R+ × ~ --+ ]R+ × IR+, such tha t ,  for each t E It ,  co), we have 

0 < u(t,  x) ___ a(t ,  x) (13.4.5) 
.) ___ .) 

a.e. for x E ~t. 
Let e C_ IR × L2(~)  × L2(~)  be defined by 

e -  {(t, u, v) E IR+ × L2(~t) × L2(~t); (u, v ) sa t i s fy  (13.4.7) below} 
(13.4.6) 

0 < u(x)  < ~ ( t , x )  (13.4 7) 
_< 

a.e. for x E ~t. We intend to show tha t ,  for each (r ,~,  r/) E g, the problem 
(13.4.1) has at least one mil l  solution (u, v)" [r, co) --+ L2(~)  × L2(~t) with 
(t, u(t) ,  v( t ))  E e for each t E It ,  co). To this aim, let us assume tha t  there  
exist the constants  ci _> 0, i - 1 , . . . ,  5, such tha t  

{ _< + (13.4.8) 
<- + c41vl + c5 

for each (u, v) E R+ x R+. Now we are ready to prove 

T h e o r e m  13 .4 .1 .  Let ~t c_ R ~, n -  1, 2 , . . . ,  be a bounded domain with 
C 2 boundary F, let f • R x R ~ R+ and g • R x R ~ R _  be continuous and 

let f "  R × R --+ R+ and ~" R x R ~ R_  be continuous and such that, for  

~ v  

u ~ y(u,  vo) and v ~ f (uo ,  v) are nonincreasing and satisfy (13.4.2) and 
(13.4.8). Let (uo, vo) ~ L2(~)  × L2(~)  with uo ( , )  > 0 and vo( , )  > 0 a.e. 
for  x e gt and let (a, ~) • IR+ + L2(~t) × L2(~)  be a global mild solution 5 
of (13.4.3) with ~ > 0 for  each t > 0 and a.e. for  x E ~.  Let e be defined 
by (13.4.6). Then, for each (r,~, ~) e e, the problem (13.4.1) has at least 
one global mild solution (u, v ) ' [  r,  co) -+ L~(gt)× L~(gt) satisfying for  each 
T<a<T" 

5In view of Definition 13.3.1 it is clear to see what a mild solution in this context 
ought to be. In our specific case, such a solution exists since both 61A- aI and 62A ÷ rI 
generate compact C0-semigroups and f, ~ are continuous and have sublinear growth. 
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(i) u ,v  E C([T,T];L2(f~))  NL2(6, T;H2(f~)) A WI'I(6,  T;H~(f~)) ; 
(ii) for each t e [T, OC), we have (t, u(t), v(t)) e e. 

P r o o f .  We observe tha t  (i) is a classical regularity result in the theory 
of parabolic equations in a L2(f~)-setting. See Vrabie [175], Theorem 11.6.1, 
p. 265. It remains to prove (ii). So, we have to show first tha t  C is mild 
viable with respect to (51A - aI + f ,  62A + r I  + g) and second tha t  every 
mild solution (u, v) • [~-,T) ~ L2(ft) x L2(ft), satisfying (t, u(t), v(t)) E C 
for each t E [T, T), can be extended to a global one obeying the very same 
constraints.  To this aim, we will first make use of Theorem 8.6.4 and second 
of Theorem 8.8.2. 

Let e c_ R+ x L2(ft) x L2(ft) be defined by 

- {(t, u, v) E R+ x L2(ft) x L2(ft); (u, v) satisfy (13.4.10) below} 
(13.4.9) 

{~(~) _< ~(t, ~) 
~(t, ~) _< ~(~) (~3.4.~0) 

a.e. for x E ft. Since f and ( are nonnegative, by Theorem 1.7.5, u is 
nonnegative and therefore, to prove tha t  C is mild viable with respect to 

(61A - aI + f ,  62A + r I  + g), it suffices to show tha t  C is mild viable with 
respect to (51A - aI + f ,  62A + r I  + g). 

Let us denote by X - L2(ft), and % - X x X which, endowed with the 
usual norm (u, v) - ]]u x + ]]vl]x, is a Banach space. We rewrite (13.4.1) 
as an evolution system in X or, equivalently, as an evolution equation in 
~C. To this aim, let us define A " D(A)  c_ X ~ X and B " D(B)  c_ X ~ X 
by 

D(A) - H~ (ft) N H 2 (ft) 
A u -  5 1 A u -  au for u E D(A)  

and respectively by 

D(B) - Hd(~)n H~(~) 
Bv  - 62Av + rv f o r v E D ( B ) .  

Further,  let us define F "  ~C ~ X and G" ~C ~ X by 

F(u,  v)(x) - f (u (x ) ,  v(x)) 

and respectively by 

a t e ,  ~)(~) - g(~(~),  ~(~)) 
for each (u, v) E X x X and a.e. for x E ft. Wi th  the notat ions above, the 
problem (13.4.1) can be rewri t ten as the abstract  evolution system 

u'(t) - A u ( t ) +  F(u(t) ,  v(t)) (13.4.11) 
~'(t) - B~(t)  + a (~( t ) ,  ~(t)), 
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while (13.4.2) takes the abstract form 

u'(t) - A u ( t ) +  F(u( t ) ,  v(t)) 
(13.4.12) 

~' (t) - Bv(t) + G(~(t)~ ~(t))~ 

where F and G are defined likewise F and G but with f instead of f and 
instead of g. Since f and ~ are continuous and have sublinear growth 

see (13.4.8) --~ F and G are well-defined~ continuous and have sublinear 
growth. From the very same reason F and G are well-defined~ continuous 
and have sublinear growth too. Since both A and B generate compact 
semigroups~ in view of Theorem 8.6.4~ to show that  e is mild viable with 
respect to (A + F~ B + G)~ we have merely to check the tangency condition 

1 
lir~ i0nf ~dist  ((T~SA(h)~SB(h)~])+h(1, F ( ~  ~1)~ G(~ ~1)); e) - 0~ (13.4.13) 

fo~ ~ach ( ~  ~) c e~ w h ~  {SA( t )"  X --+ X~ t _> 0} i~ th~ C 0 - ~ i g ~ o u p  

by B. To do this~ it suffices to prove that  for each (~-, ~ ~1) E C and each 
h > 0 there exists (uh~ vh) E 2; with (7 + h~ uh, vh) E e and 

1 
l i~  i0~f ~ll~A(h)~ + h F ( ~  , )  - Uh l l -  0 

1 (13.4.14) 
limli0nf -~llSB(h)~] + hG(~ ~1) - vhll - O. 

So, let (T, ~ ~1) E C, and let us define uh and vh by 

/ ~ - + h  

, 27 -  

+ s A ( ~  + h - ~)[ F(~(~)~ ~(~)) - F(~(~)~  ~(~)) ] ~ 
,]7- 

a n d  respectively by 

/ ~ - + h  

~h - s~(~)~  + s~ (~  + ~ -  ~ )~(~  ~) d~ 
,]~l- 

/ ~ - + h  ~ 

+ s . ( ~  + ~ - ~)[ ~(~(~), ~(~)) - ~(~(~), ~(~)) ] d~. 
, ]T  

Now let us observe that,  inasmuch as ~ < ~(r)  and ~] > ~(r) a.e. on ~t, in 
view of Theorem 1.7.5, we have both 
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Since f _< f ,  taking into account of the monotonicity properties of f ,  
we get 

Similarly, using the fact that  g > ~ and the monotonicity properties of ~, 
we deduce 

_> _> 

These inequalities and Theorem 1.7.5, show that  both uh < ~(T + h) 
and Vh >_ ~(T + h), and thus (T + h, Uh, Vh) E ¢. On the other hand 

IISA(h)  + hr( ,  hll _< f +h 
d T  

I 
T+h 

+ M e  ah IlF(u(s) ,  v(s)  ) - F(u(T) ,  v(7)  ) ll ds, 
d T  

where M _> 1 and a E R are the growth constants of the C0-semigroup 
{SA(t)" X ~ X, t >_ 0} given by Theorem 1.4.1. Consequently, the first 
equality in (13.4.14) holds. Similarly, we get the second equality, and this 

. - v  

completes the proof of the viability part. As f and ~ have sublinear growth, 
0 _< f _< f and ~ _< g _< 0, it follows that  f and g have sublinear growth 
too. Further, since e is X-closed 6, by Theorem 8.8.2 it follows that  each 

. - v  

mild solution (u,v) " [T,T] ~ X of (13.4.1) satisfying (t ,u(t) ,v(t))  E e for 
each t E [7, T] can be continued up to a global one (u*, v * ) ' [  T, Te) ~ X 
satisfying the very same condition on [7, Te). Finally, as (~, ~) is defined 
on R+, it readily follows that  T e -  oc 7 and this completes the proof. D 

13.5 .  A c o m p a r i s o n  re su l t  for a n o n l i n e a r  d i f f u s i o n  i n c l u s i o n  

Let Ft C_ R ~, n -  1, 2 , . . . ,  be a bounded domain with C 2 boundary F, let 
• R -+ N be a continuous and strictly increasing function with ~(0) - 0 

and let us consider the Cauchy problem for the nonlinear diffusion equation 

I ut E Aqp(u )+[ f l ( t , z , u ) , f 2 ( t , z , u ) ]  in Q~,T 
u - 0 on E~,T (13.5.1) 
u(r,  z )  -- ~(z)  in ft, 

where Q~,T -- (T, T) x ft, E~,T -- (r, T) x F, A~  is the nonlinear diffusion 
operator, fi " R x ft × R + R+ for i - 1, 2. We assume that  fl  is an 1.s.c. 

6See Definition 3.6.2. 
7For the definition of Te see (3.6.2). 
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function s and f2 is an u.s.c, function on R x f t x  R. Fur ther  we assume tha t  

0 _< f l  (t, z, u) _< f2 (t, x, u) 

for each (t, z, u) E R x f t x  R. We notice tha t  here, unlike in Section 3, we 
have to use an L 1 (ft)-sett ing simply because only in this space the equation 
above can be rewri t ten as an u.s.c, per turbed  m-dissipat ive-type evolution 
inclusion. 

D e f i n i t i o n  13 .5 .1 .  By a C°-solution of the problem (13.5.1), on IT, T],  
we mean a continuous function u"  [T,T) ~ Ll(f t ) ,  for which there exists 
f E LI(O,T;LI(f~))with f( t ,x)  E [fz(t ,x ,u(t ,x)) , f l ( t ,x ,u(t ,x))]  a.e. for 
t E IT, T] and x E t2, such tha t  u is a C°-solution in the sense of Defini- 
tion 1.6.2 of the problem 

{ u'(t)-~,u(t)+f(t)u(T) - 

where A - A p  is the m-dissipative operator  in Theorem 1.7.7. By a C °- 
solution of the problem (13.5.1), on IT, T), ~- < T _< oc, we mean a function 

U E C([T, T); L 1 (~))  Sllch tha t  for each T < T < T, u is a C°-solution of 
(13.5.1) on IT, T] in the sense s ta ted before. 

Next let us consider another  function g " R x ft × R --+ R+ which is 
continuous, bounded,  nondecreasing with respect to its last argument  and 
such tha t  f l ( t ,x ,u)  <_ g(t ,x ,u)for each (t,x,u) E R x ft x R, and we 
intend to show that ,  for each u0 E Ll(f t ) ,  with uo(x) >_ 0 a.e. for x E f t ,  
and for every global C0-solution ~" R+ x ft --+ R+ of the nonlinear diffusion 
equation 

I ut - A~(u)  + g(t,x,u) in Q0,oc 
u - 0 on E0,oc (13.5.2) 
u(O, x) - uo(x) in ft, 

the nonlinear diffusion equation (13.5.1) has at least one global C0-solution 
which, for each t E[T,  oc), lies almost everywhere "between" 0 and ~(t, .), 
provided 0 _< ~(x) _< ~(~-, x) a.e. for x E ft. 

Namely, as g is continuous and, in view of Theorem 1.7.7, the operator  
A ~  with homogeneous boundary  conditions in Ll( f t )  generates a compact  
semigroup of contractions, the problem (13.5.2) has at least one noncontinu- 
able C0-solution ~ • [0, T,~) --+ L~(ft). Recalling tha t  g is bounded,  thanks  

8Here the concept of 1.s.c. function, (u.s.c. function) has a different meaning from 
the one introduced for multi-valued functions. Namely, a real function f defined on a 
topological space Y is called 1.s.c. (u.s.c.) at a point y C Y if l iminfx~y f ( x )  - f ( y )  

( l imsupx~v f ( x )  -- f ( y ) ) .  
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to Theorem 11.7.2, we readily conclude tha t  Tm - co. Let C C_ R x Ll(f~) 
be the infinite tube  defined by 

¢ -  {( t ,u)  E IR+ x Ll(f t ) ;  0 < u(x)  <_ ~( t , x )  a.e. for x E f~}. (13.5.3) 

The main result in this section is the following nonlinear L 1 (gt)-version 
of Theorem 13.3.1. 

T h e o r e m  13.5.1.  Let ft C_ R ~, n -  1 , 2 , . . . ,  be a bounded domain with 
C 2 boundary F and let ~"  R ~ R be continuous on R and C 1 on R \ {0}, 
with ~(0) - O ,  and for which there exist C > 0 and a > 0 if n <_ 2 and 
a > ( n -  2) In  i f n  > 3 such that 

I 1 
>_ Cl l a -  

f o r  each r E R \ {0}. Let fi, g" R x ft x R --+ R+, i - 1, 2, with f l  1.s.c., f2 
u.s.c, and g continuous, bounded and nondecreasing with respect of its last 
argument. Let us assume also that 

0 <_ f l ( t , x , u )  <_ m i n { f 2 ( t , x , u ) , g ( t , x , u ) } ,  

for each ( t , x , u )  E R x a x R .  Letuo E L l ( a ) ,  uo(x) >_ 0 a.e. f o r x  E a,  and 
let e be defined by (13.5.3), where ~ " N+ ~ LZ(ft) is a global Co-solution of 
(13.5.2). Then, for each (T, ~) E e there exists at least one global C°-solution 
u "[ T, oc) --+ Ll ( f t )  of (13.5.1) satisfying 

o <_ <_ 

for each t >_ T and a.e. for x E f~. 

The proof of Theorem 13.5.1 rests heavily upon a nonlinear version of 
Theorem 1.7.5, which is mainly based on Theorem 1.7.4 and is interesting 
in itself. So, we postpone for a moment  the proof of Theorem 13.5.1 in favor 
of 

L e m m a  13.5.1.  Let f~ be a bounded domain in R ~, n - 1, 2, . . . ,  with 
C 2 boundary F, let ~ "  R ~ R be strictly increasing 9 with ~(0) - O, let 
uo, vo E LI(~), fo,go E L I ( T , T ; L I ( f t ) )  and let u"  [T,T] --+ L I ( ~ )  b(? the 
unique C°-solution of the Cauchy problem 

I ut -- A ~ ( u ) +  f o ( t , z )  in Q~,T 
u -- 0 on E~-,T 
u(~-, x)  --  u o ( x )  in f~ 

and v "  [T,T]- -+  Ll(f~) the unique C°-solution of the very same Cauchy 
problem but with fo replaced by go and uo replaced by vo. I f  uo(x) < vo(x) 

9In fact, the conclusion of Lemma 13.5.1 remains unchanged if we assume merely 
that p is nondecreasing. 
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a.e. for x E f t  and fo(s, x) <_ go(s, x) for each s E [T, T] and a.e. for x E ft, 
then 

<_ 

for each s E [0, T] and a.e. for x E t2. 

P r o o f .  Firstly, from Theorem 1.7.10, it follows that ,  for each ~ > 0 
and each ~1, @ E Ll(f t )  with {l(X) <_ ~2(x) a.e. for x E f t ,  we have 

[ ( /  -- A / ~ ) - - I ~ I  ](X) ~ [ ( /  -- , '~A~)-- l~2 ](X) (13 .5 .4)  

a.e. for x E ft. Secondly, let s > 0 and let u~, v~ : [  T, t~ ] --, L~(ft) be two 
s-DS-solutions corresponding to u and v satisfying 

{ l u ( t ) - u ~ ( t ) l  I _< 
I v ( t )  - v (t)ll _< c 

for each t E [~-, t~ ] with T -  t~ _< c. See Definition 1.6.2. Let us recall tha t  
ue(t) = uk and r e ( t ) =  vk for t E [ tk - l , t k ) ,  k = 1, 2 , . . . , n ,  where 

Uk -- Uk--1 A~(ltk) + A and vk - vk-1 AF(vk) + gk 
tk - tk_~ tk - tk-1 

for k = 1, 2 , . . . , n ,  with 

Z I I f o ( t ) - f k l l d t < _ e  and ~ I g o ( t ) - g k l l d t < _ e .  
i=1 -1 i=1 -1 

Notice that, since both f0 and g0 are continuous, we may assume with no 

loss of generality tha t  both  fk = fo(tk) and gk = go(tk) for k = 1, 2 , . . . ,  n. 
We use an inductive argument  to evaluate vi by means on ui, taking 

into account of gi _< fi and (13.5.4). So, if we assume tha t  vk-1 _< uk-1, we 
get 

vk - ( I -  (tk - tk-1)Aqp)- l (vk-1 + (tk -- tk-1)gk) 

( f -  (t k - t k _ l ) / ~ : ) - l ( u k _ l  Jr- ( t  k - -  t k _ l ) f k  ) - -  U k .  

Passing to the limit for ¢ ~ 0, we get the conclusion for t E IT, T). The 
case t = T follows by simply passing to the limit. D 

We are now prepared to continue with the proof of Theorem 13.5.1. 

P r o o f .  To get the conclusion, we will first make use of Theorem 11.6.3, 
to show tha t  C is C°-viable with respect to A + F,  and second of Theo- 
rem 11.7.2 to prove tha t  each C°-solution u "  [T,T) ~ Ll( f t )  of (13.5.1) 
whose graph lies in C can be continued to a C°-solution defined on R+ and 
whose graph is in e too. To this aim, we denote by X = L l(ft) and we 
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rewrite (13.5.1) as an evolution equation in X. First, since in our case ~ is 
single-valued, let us define A : D(A)  c_ X --~ X by 

D ( A ) -  {u E Ll(f~); ~(u) E Wl'l(f~), A~(u) E Ll(f~)} 
d u -  A~(u) for u e D(d ) ,  

F :  R × X ~ X by defining F(t~ u) as the set of all functions f(t~ .) : gt --+ R 
such that  f ( t ,  .) is measurable and f(t~ x) e [fl(t~ x, u(x)), f2(t~ x, u(x)) ] 
a.e. f o r x E f ~ , a n d G : R x X ~ X b y  

G(t  = g(t  

for each t E R, each u E X and a.e. for x E ~t. Since fl  is 1.s.c. and 
f2 is u.s.c, and both are bounded, from Problem 2.6.1, we conclude that  
F is strongly-weakly u.s.c, with nonempty, convex and weakly compact 
values. Moreover, since g is continuous and bounded, G is well-defined, 
continuous and bounded. With the notations above, the problem (13.5.1) 
can be rewritten as a Cauchy problem for an evolution inclusion, i.e. 

u' (t) E Au(t)  + F(t,  u(t) ) 
(13.5.5) 

- 

while (13.5.2) takes the abstract form 

u'(t) - Au(t)  + G(t~ u(t)) 
(13.5.6) 

- 

At this point~ let us recall that~ in view of Theorem 1.7.7~ A generates 
a compact semigroup of nonexpansive mappings. Since ~ and all elements 
in F(T, ~) are nonnegative~ by Lemma 13.5.1 it follows that  each solution 
of (13.5.2) is necessarily nonnegative. Therefore, to prove that  C is viable 
with respect to A + F it suffices to show that  the larger set 

-- {(t ,u)  E R+ x Ll(gt); u(x) < ~( t ,x)  a.e. for x E ft} 

is C°-viable with respect to A + F. Clearly, E is nonempty and closed, and 
F is strongly-weakly u.s.c, with nonempty, convex and weakly compact 
values. Moreover, let us observe that,  by Theorem 1.7.9, A is of complete 
continuous type. So, in order to apply Theorem 11.6.3, it remains to check 
the tangency condition (1, F(T,~)) e Qg~sA(~-,~) for each (~-,~) e ~. Since 

ffsA(~-~ ~) C_ Q~I'sA(~-~ ~)~ it suffices to show that  

1 

for each (~-~ ~) E C. We recall that  

f);  / e 
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where s ~ u(s, T, ~, f )  is the unique C°-solution of the Cauchy problem 

{ ~'(t) - A~(t)+ f 

So, let (T, ~) E e be arbitrary and let us observe that, to prove (13.5.7), 
it suffices to show that, for each h > 0, there exist both Uh E Ll( f t )  and 

fh e F(T, ~) such that (T + h, Uh) e C and 

1 
lir~ i0nf ~ u(T + h, T, ~, fh) -- uhll -- O. (13.5.9) 

Let us define f h ( x ) =  fl(T,  x, ~(x)) a.e. for x e gt and 

+~(~ + h, ~, ~(~), G(., ~(.))) - ~(~ + h, ~, ~(~), G(~, ~(~))). 

Since ~ < ~(T), fh < G(T, ~) and u ~ G(T, u) is nondecreasing, in view of 
Lemma 13.5.1, we deduce 

uh (x) _< u(~ + h, ~, ~(~), G(~, ~(~))) 

+~(~ + h, ~, ~(~), G(., ~(.))) - ~(~ + h, ~, ~(~), G(~, ~(~))) = ~(~ + h). 

Thus (T + h, uh) E e. On the other hand, from (1.6.5) and the continuity 
of both G and ~, we get 

lira 1 h~0 h I1~(~ + h, ~, ~(~), G(., ~(.))) - u(~ + h, ~, ~(~), G(~, u(~))) II 

1 f ~  +h 
_< limh~0 ~ ].~ IIG(~, ~(~)) - G(~, ~(~))11 d~ - 0 

and so (13.5.9) is satisfied. Consequently, we have 

lira 1 h;0 ~dist ((T + h, u(T + h, T, ~, fh)); e) - 0. 

In view of Theorem 11.6.3, C, and hence C, is C°-viable with respect to 
A + F. As F is bounded, an appeal to Theorem 11.7.2, shows that each 
C°-solution u : [  T, T) ~ L~(f~), whose graph lies in e, can be continued to 
a C°-solution defined on [T, oc), and whose graph is in e too. The proof is 
complete. D 
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13.6.  C o m p a r i s o n  for a fully nonl inear  react ion-d i f fus ion  s y s t e m  

Let ft c_ R ~, n -  1, 2 , . . . ,  be a bounded domain with C 2 boundary F, let 
~"  R ~ R and ~"  R ~ R be two continuous and nondecreasing functions 
with ~(0) - ~(0) - 0 and let us consider the nonlinear reaction diffusion 
system 

ut - Aq2(u) + f (u, v) in Q~-,T 

vt -- A~(v)  + 9(u, v) in Qr,T (13.6.1) 
u - v - 0 in ET,T 
~(~, ~) - ~(~), ~(~, ~) - ~(~) on a, 

where, for 0 _< w < T _< oc, Qz,T -- (T, T) x ft, Ez,T -- (T, T) x F. Further, 

A 7) and A~ are nonlinear diffusion operators, both f • ]R x IR --~ IR+ and 

g " ]R × ]R --~ R_ are continuous and ~, r/E L 1 (f~) are nonnegative. We notice 

that, if either 7) or @ is not strictly increasing, (13.6.I) is degenerate. 

Let f" R × R -~ R+ and ~" IR × ]R -~ R_ be two continuous functions 

such that 

{ f (u ,v )  _< f ( u , v )  (13.6.2) 

for each (u, v) E ]R x ]R. Further, let us consider the comparison reaction- 

diffusion system 

ut - A ~ ( u ) +  f (u, v) in Q0,~ 
vt - A~(v)  + ~(u, v) in Q0,~ 
u -- v -- 0 on E0,oc 
u(O, x) -- uo(x), v(O, x) -- vo(x) in ft, 

(13.6.3) 

and let (g, U ) ' R +  x ft ~ R+ x R+ be a C°-solution of (13.6.3). 
Here, by using the viability results in Section 10.7, we will prove a 

sumcient condition in order that,  for each (~, ~1) E Ll(ft)  x LZ(ft), with 

0 _< ~(~) _< z(~, ~) 
~(~, ~) _< ~(~) (13.6.4) 

a.e. for x Ef t ,  the reaction-diffusion system (13.6.1) has at least one solution 
(u, v ) ' R +  x ft --~ R+ x R+, such that,  for each t E [7, oc), we have 

0 _< ~(t, ~) < ~(t, ~) 
(13.~.5) 

a.e. for x E ft. 
Let ¢ c_ R+ × Ll(f t)  × Lz (f t) be defined by 

C -  {(t, u, v) E R+ × Ll(ft) × Ll(f~); (u, v) satisfy (13.6.7) below} 
(~3.6.6) 
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0 _< ~(~) _< ~(t, ~) 6 (13 7) 
~(t, x) _< v(x) " " 

a.e. for x 6 ft. 
We want to prove that,  for each (T,~,r/) 6 e, the Cauchy problem 

(13.6.1) has at least one mild solution (u, v)" [T, OC) ~ Ll(ft)  x Ll(ft)  with 
(t, u(t) ,  v( t))  6 e for each t 6 IT, OC). To this end, let us assume that  there 
exist ci _> 0, i -  1 , . . . ,  5, such that  

{ I£(~, v)l _< cllul + c2 (13.6.8) 
~(~, ~)1 -< ~31~1 + ~41~1 + ~ 

for each (u, v) 6 R+ x R+. Namely, we will prove 

T h e o r e m  13.6.1.  Let ft c_ R ~, n -  1, 2 , . . . ,  be a bounded domain with 
C 2 boundary F and let ~ "  R ~ R and ~ • R ~ R be two continuous and 
nondecreasing funct ions  with ~(0) - ~2(0) - 0 and such that ~ is C 1 on 
R \ { 0 }  and there exist C > 0 a n d a  > 0 i f n  <_ 2 a n d a  > ( n - 2 ) / n  if  
n > 3 such that 

~'(~) >_ c ~1 a-~ 
for  each r 6 R \{0} .  Let f " R x R  ~ R+ and g " R x R  ~ R _  be continuous 

and let f • R x R ~ R+ and ~" R × R ~ R_  be continuous and such that, for  

~ v  

(13.6.8). Let us assume that there exist L > 0 and L > 0 such that 

{ If(~l,  ~) - f(~2,  ~)1 -< L ~1 - ~21 
I?(~tl, V ) -  fret2,  V)I ~ L ~ t l -  u21 

for  each Ul,U2,V 6 R. Let (u0,v0) 6 Ll(f t)  x Ll(ft)  with no(z)  >_ 0 and 
vo(x) >_ 0 a.e. for  x E ft, let (~, ~) • R+ xf t  ~ R+ xR+ be a global solution 1° 
of (13.6.3) and let e be defined by (13.6.6). Then, for  each (T,~,rl) 6 e, 
(13.6.1) has at least one global C°-solut ion (u, V) " [T, OC) --+ L l ( f t ) ×  Ll(f t)  
satisfying (t, u(t) ,  v( t))  6 e for  each t 6 [7, oc). 

Proo f .  We begin by showing that  e, given by (13.6.6), is C°-viable 
with respect (A~ + f, A ¢  + g). Secondly, we will show that  every C °- 
solution ( u , v ) ' [ T , T )  ---, Ll(ft)  x Ll(f t) ,  satisfying ( t , u ( t ) , v ( t ) )  6 e for 
each t 6 [7, T), can be extended to a global one obeying the very same 

10In view of Definition 13.5.1, it is clear what a C°-solution ought to be in this 
context. Such a solution exists since A~ generates a compact semigroup of contractions, 
f ,  ~ are continuous and have sublinear growth and f is globally Lipschitz with respect 
to u, uniformly with respect to v 6 R. For the existence see Theorems 10.7.4, and for the 
global continuation see Theorem 10.6.2. 
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constraints. To this aim, we will first make use of Theorem 10.7.4 and then 
of Theorem 10.6.3. 

Now, for t 6 IR+, let us consider the constraints 

{~(~) < ~(t, ~) 
V(t, x) _< v(x), (13.6.9) 

a.e. for x 6 ft, which are less restrictive than (13.6.7), and let us define 
e c_ IR × Ll(ft)  × Ll(ft)  by 

-- {(t ,u,v) 6 R+ × LI (~)  × Ll(~t); (u,v) satisfy (13.6.9)}. (13.6.10) 

Since f and ~ are nonnegative, by Lemma 13.5.1, it follows that  u 
is nonnegative too, and so, to prove that  e is C°-viable with respect to 
(A~ + f, A ¢  + g), it suffices to show that  e is C°-viable with respect to 
(A~ + f, A ¢  + g). 

Let us denote by X - L1 (~), and by 2: - X × X. We endow 2: with the 
usual norm ]](u, v)]] = ]]ui] + Iivi], and we rewrite (13.6.1) as an evolution 
system in X or, equivalently, as an evolution equation in 2:. To this aim, 
let us define the operators A :  D(A) C_ X ---+ X and B : D(B) C_ X ---+ X 
by 

D ( A ) -  {u e LI(f~); 99(u) e wl'l(f~),  /k99(u ) e Ll(f~)} 
d u -  A~(u) for u 6 D(A) 

and by 

D ( B ) -  {u E Ll(f~); ¢(u)  E W~'l(f~), A¢(u)  E Ll(f~)} 
B v -  zxf~(~) for v e D(B), 

respectively. Further, let us define F :3C ~ X and G:3C ~ X by 

F(u, v)(x) = f(u(x), v(x)) 

and respectively by 

for each (u, v) 6 X × X and a.e. for x 6 f~. With the notations above, the 
problem (13.6.1) can be rewritten as the abstract evolution system 

u'(t) - du( t )+  F(u(t), v(t)) (13 6 11) 
~'(t) - B ~ ( t )  + a ( ~ ( t ) ,  ~(t)), • • 

while (13.6.2) takes the abstract form 

u'(t) - du( t )+  F(u(t), v(t)) 
(13.6.12) 

~' (t) - B ~ ( ~ )  + G ( ~ ( t ) ,  ~(t)), 

where F and G are defined just like F and G but with f instead of f and 
instead of g. Since f and ~ are continuous and have sublinear growth 
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see (13.6.8) - - ,  F and G are well-defined, continuous and have sublinear 
growth. From the very same reason F and G are well-defined, continuous 
and have sublinear growth too. 

Throughout,  if (r, ~, r/) E e, we denote by 

{ ~(~ + h, ~, ~, ~) - ~(~ + h, ~, ~, F(~, ~)) 
~(~ + h, ~, ~, ~) - ~(~ + h, ~, ~, a(~, ~)). 

Since B generates a compact semigroup and F is locally Lipschitz with 
respect to u E X see Definition 10.7 .3-- ,  in view of Theorem 10.7.4, to 
show that  g is C°-viable with respect to (A + F, B + G), we have merely 
to prove that  the tangency condition 

1 -~ 
lir~ti0nf ~dist  ((r + h, u(r + h, r, V, rl), v(r + h, T, ~, r/)); g) -- 0 (13.6.13) 

holds for each (r, ~, r/) E g. To this aim, it suffices to show that,  for each 

(r, {, r/) E e and each h > 0, there exists (uh, Vh) E % with (r+h, Uh, vh) E eo 
and 

1 liminf<u h U(r + h. T. ~. ,) -- Uh II -- 0 
(13.6.14) 

1 ~(~ + h, ~, ~ ~) - ~ h l l -  o lil~;i0nf ~ , • 

So, let (r, ~, r/) C C, and let us define Uh and Vh by 

uh = u ( r  + h, r, ~, ~) 

+~(~ + h, ~, ~(~), F(~(.), ~(.))) - ~(~ + h, ~, ~(~), F(~(~), ~(~))) 
and respectively by 

vh = v ( r  + h, r, ~, rl) 

+~(~ + h, ~, ~(~), G(~(.), ~(.))) - ~(~ + h, ~, ~(~), G(~(~), ~(~))). 

From f < f and from the monotonicity properties of the latter, we get 

F(~, ~)_< V(~, ~)<_ V(~(~), ~(~)). 

Similarly, we deduce 

c(~, ~) _ c(~, ~) > c(~(~),  ~(~)). 

Now let us observe that,  inasmuch as ~ _< ~(r)  and r/_> ~(r) a.e. on gt, 
in view of Lemma 13.5.1, we have both 

{ ~(~ + h, ~, ~, ~) < ~(~ + h, ~, ~(~), F(~(~), ~(~))) 
v(~ + h, ~, ~, ~) > ~(~ + h, ~, ~(~), a(~(~),  ~(~))). 

From these inequalities we get both uh <_ ~(r + h) and Vh >_ ~(r + h) and 

thus (r + h, uh, vh) E e. On the other hand 
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, ] 7 -  

Consequently the first equality in (13.6.14) holds. Similarly, we get the sec- 
ond equality, and this completes the proof of the viability part. Since f 

and g have sublinear growth and C is X-closed 11 being closed, by Theo- 
rem 10.6.3 it follows that each C°-solution (u, v) • [w,T] --+ ~ of (13.6.1) 

satisfying (t, lt(t), v(t)) E e for each t E [% T] can be continued up to a 
global one (u*, v*)" [T, Te) ~ X satisfying the same condition on [T, Te) 12. 
Finally, as (~, ~) is defined on R+, it readily follows that  Tc - oe and this 
completes the proof. D 

13.7. A controllability problem 

Let X be a Banach space, A :  D ( A )  c X -+ X the infinitesimal generator 
of a C0-semigroup, {S(t) : X ~ X; t > 0}, g :  X ~ X a given function, 

e X, and c(.) a measurable control taking values in D(0, 1). Here, the 
problem we consider is how to find a control c(.) in order to reach the origin 
starting from the initial point ~ in some time T, by mild solutions of the 
state equation 

u'(t) --~tu(t)  + g(u(t))+ c(t) (13 r 1) 
- . " " 

Let us consider G :  X ~.z X, defined by G(x)  = 9 ( x ) +  D(O, 1). We can 
rewrite the above problem as follows. For a given ~ E X, find T > 0 and a 
mild solution of multi-vMued semilinear Cauchy problem 

u' (t) E Au( t )  + G(u(t) ) (13 7.2) 

that  satisfies u(T)  = O. 
The main result of this section is given by the following theorem. 

Theorem 13.7.1. Let g : X --. X be a continuous func t ion  such that 
for  some L > 0 we have 

119( )11 <_ nll ll, ( 1 3 . 7 . 3 )  

for  every x E X .  A s s u m e  that the semigroup {S(t) : X ~ X ; t  >_ 0} is 
compact and satisfies the condition 

IlS(0xll _< p t l l x  , (13.7.4) 

llSee Definition 3.6.2. 
12For the definition of Te see (3.6.2). 
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for every x E X .  Then, for every { E X with ~ ~ 0 there exists a mild 
solution u "[0, c~) -+ X of (13.7.2) which satisfies the inequation 

/o u(t)ll _< ~11- t + (L + a) Ilu(s)llds (13.7.5) 

for every t >_ 0 for which u(t) ¢ O. 

C o r o l l a r y  13.7.1.  Under the hypotheses of Theorem 13.7.1, the fol- 
lowing properties hold. 

(i) I~ ~ L + a <_ O, fo~ ~ y  ~ ~ X ,  ~ ¢ O, t h ~  ~ i~ t  ~ ~o~t~ol 
c(.) and a mild solution of (13.7.1) that reaches the origin of X in 
some time T <_ I1~11 and satisfies 

I ~(t)ll _< I1~ - t (13.7.6) 

for any 0 <_ t <_ T. 
(ii) In case L +  a > O, for every ~ E X satisfying 0 < I1~11 < 1 / ( L +  a), 

t h ~  ~xi~t ~ ~o~t~ol ~(.) ~ d  ~ ,~ild ~ol~tio~ of(13.7 .1)  that ~ h ~  
the origin of X in some time 

1 1 
T < log 

- L + a  1 -  (L+a)l ~ 

and satisfies 

( 1)  1 
+ (13.7.7) II~(t)ll _< ~<L+a)~ I1~11 L + ~ L + 

for any 0 <_ t <_ T. 

We notice that,  in view of Theorem 1.4.2, the condition (13.7.4) can 
always be satisfied if we replace the initial norm with an equivalent one. 
We begin with the proof of Corollary 13.7.1. 

P roo f .  I~ the case (i), since L + a _< 0, by (13.7.5) we deduce that  
there exists a mild solution n • [0, cx~) --+ X of (13.7.2) which satisfies 
the inequality ]]n(t)l ] <_ I~]]-  t for every t _> 0 for which u(t) # O. This 
implies that  there exists T > 0 with T <_ ]]~11 such that  u(T)  - O. By 
Definition 9.1.1, there exists c E L I ( O , T ; X )  such that  c(s) E D(0, 1) a.e. 
for s E [0, T] and u is a mild solution of (13.7.1). This completes the proof 
of (i). To prove (ii) we proceed similarly, by observing that  (13.7.7) comes 
from (13 7 5) via the Gronwall Lemma 1 8.4, with x(.) -Ilu(.)]]  1 D 

• " ~ " L + a "  

We now proceed with the proof of Theorem 13.7.1 
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P roof .  We consider the space R x X, the operator A - (0, A) which 
generates the C0-semigroup (1, S(t))  on R x X, the locally closed set 

K -  {(~, x) ~ R+ × x \ {0}; I~ _< ~}, 
and the multi-function F "  R x X ~.z R × X defined by 

F ( t , z )  - ((L + a)ll~ll- 1, g(z) + D(0, 1)), 

for every (t, z) E R x X. We show that  

((L + a)l l{ l l -  1, g({) + D(0, 1)) E Q~g~(~, ~), (13.7.8) 

for every (A,~) E K. In view of Remark 9.1.1, to prove this it suffices to 
check that,  for each ~ E X, ~ ¢ 0, there exist (h~)~, (0~)~ both in R, and 
(g~)~ E 3(~)13, with h~ $ 0 and lim~ 0 ~ -  0 and such that  

I /0 
_< I1~ + h~((L + a) ~11- 1) + h~0~. 

We will consider a ¢ 0, the case a - 0 following by simpler arguments. 
Namely, let us first observe that  

/0 /0 s(h)~ + s ( h -  ~)g(~)d~- 

s(h)~ + foh s (h-  ~)g(~)d~ + 

S ( h -  8)~(8)C -as ~ I~1 d~ 
1 

(e - a h -  1)S(h)~ 

f0 h s(h - ~)g(~)d~ IIS(h){ (1 Jr (c - a h -  1))-F 
a ~11 

/0 l (eah 1) Jr- S ( h -  8)g(~)d8 , < - P h i {  - a  - 

for h sufficiently small. Further, 

( eah-- I eah-- I 1 ~ h ) 
J im - - I 1 ~ 1 1  - + s ( h  - s)g({)ds < (n + a)I1~11 - 1 
h~o h ah -h - " 

From these inequalities, it ~s easy to see that  for any arbitrary sequence 
(h~)~, with h~ $ 0, there exist (0~)~ in R, 0~ ; 0, and (g~)~, defined by 

gn(8) -- g({) - S(8)G -as ~ e g(~) -Jr- D(O, 1), 
II~ll 

for n -- 1 ,2 , . . .  and a.e. for s _> 0, and such that  (hn)n, (On)n and (gn)n 
satisfy the conditions in Remark 9.1.1. Thus, we get (13.7.8). Moreover, 

13We recall that  ~(~) -- {g E L I ( R + ; X ) ;  g(s) E G(~) a.e. for s E R+}. See also 
Definition 9.1.3. 
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from Theorems 9.2.1 and 9.8.2, we deduce that  for each ~ E X, ~ ¢ 0, there 
exist T > 0 and a noncontinuable mild solution (z, u ) :  [0, T) --+ R x X of 
the Cauchy problem 

z'(t) - (L + a) llu(t)[[ - 1 
u'(t) E Au( t )  + G(u(t))  (13.7.9) 
z(0)- I1~11 and u(0) - ~, 

which satisfies (z(t),  u(t))  E I f  for every t E [0, T). This means that  (13.7.5) 
is satisfied for every t E [0, T). 

Now, let us observe that  u, as a solution of (13.7.2), can be continued 
to R+ simply because G has sublinear growth. So, u(T)  exists, even though 
the solution (z, u) of (13.7.9) is defined merely on [0, T). Clearly u(T)  must 
be 0 since otherwise, (z, u) can be continued to the right of T, thereby 
contradicting the fact that  (z, u) is noncontinuable. This completes the 
proof. D 

1 3 . 8 .  P e r i o d i c  s o l u t i o n s  

Let X be a Banach space, A"  D(A)  c_ X ~ X an m-dissipative operator, 
f • R x D(A)  ~ X a given continuous function which is T-periodic with 
respect to its first argument and let us consider the periodic problem 

u ' ( t ) E  A u ( t ) +  f ( t ,  u(t))  
(13.8 1) 

u(0)  - u (T) .  

T h e o r e m  13.8.1.  Let X be a Banach space, A " D(A)  c_ X ..~ X an 

m-dissipative operator and let f • R x D(A)  ~ X be continuous. I f  the 
semigroup of contractions generated by A is compact, D(A)  is convex 14, 

o ~ O(A) ,  o e AO, f ( . ,  ~) i~ T-p¢~iodi¢ fo~ ¢~¢h • ~ O(A) ,  i.¢., 

f (t 4- T, x) - f (t, x), 

for each (t, x) E R x D(A),  and there exists r > 0 such that 

[ x, f (t, x) ]+ _< 0 

fo~ ¢~h  (t, ~) ~ R × D(A)  ~ t h  ~11 - ~, a~d f ~ bo~d¢d o~ R × (D(A) n 
D(0, ~)), th¢~ (13 8 1) h ~  ~t l¢~t  o ~  T-p¢~iodi~ ~ol~tio~ 

P r o o f .  Let us denote by K - D ( A ) A  D(0, r) which is nonempty, 
bounded, closed and convex. We first suppose that,  in addition to the hy- 
potheses assumed, f is locally Lipschitz on R x D(A)  and there exists (~ > 0 

14This happens, for instance, whenever X* is uniformly convex. See Barbu [10], (c) 
in Proposition 3.6, p. 77. 
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such tha t  

[x , f ( t , x )]+ _< - 5  

for each (t,x) E R × K, with ] x ] ] -  r. Then, for each { E D ( A ) A  D({, r), 
the Cauchy problem 

u'(t) E Au(t) + f( t ,  u(t)) (13.8.2) 
~ ( o )  - 

has a unique noncontinuable solution u "  [0, Tm) + D(A). We will next 
show tha t  T,~ - ~ .  To this aim, we begin by observing tha t  K is invariant 
with respect to A + f .  Indeed, since 0 E D(A) and 0 E A0, we have tha t  
u(T + h, 0, 0, 0) - 0. Therefore, an appeal  to (1.6.2) with ~ - 0, g - 0 and 

- 0, yields 

i 
T + h  

]]U(T + h,T,~,f(7,~))]] <_ ]]~]] + [U(S,T,~,f(T,~)) , f(T,~)]+ds,  
, 27"  

for each h > 0. Inasmuch as lira sup(u,v)~(x,y)[ u, v ]+ - [ x, y ]+, we conclude 
that ,  there exists h0 > 0 such tha t  for each h E (0, h0), 

5 
]]U(T + h, T,~, I(T,~))]] < ]]~]] - h-~ < r. 

But this shows that ,  for each (7, ~) E IR × K,  we have 

1 
lir~,ionf ~dis t  (U(T + h, T, ~, f (T, ~)); K)  -- O. 

In view of Theorem 10.1.2, it follows tha t  K is C°-viable with respect to 
A + f .  Since f is locally Lipschitz, the Cauchy problem (13.8.2) has the 
uniqueness property and accordingly K is invariant with respect to A + f .  
Since f is bounded on R x K,  in view of Theorem 10.6.2 combined with (i) 
in Remark  3.6.2, it follows tha t  T,~ -- ~ .  So, we can define the Poinca% 
map P "  K ~ K by 

P(~) -- u(T),  

w h ~  ~ . [  0, T] ~ K i~ th~ ~ i q ~  ~ol~tio~ of (13.S.2). TS~ idea i~ to ~how 
tha t  P has at least one fixed point ~ E K which, by means of (13.8.2) will 
produce a T-periodic solution for (13.8.1). We prove this with the help of 
Schauder Fixed Point Theorem 1.3.3. So, as K is invariant with respect to 
A + f ,  it follows tha t  P maps K into itself. To prove tha t  P is continuous, 
let ~ E K and let (~n)n in K with limn ~n - ~c. From Theorem 1.6.6, we 
deduce tha t  {P(~n); n - 1, 2~...  } is relatively compact.  On the other hand, 
~ach convergent ~b~q ,~n¢~  of (P(¢~))~ ¢onv~g~ to P(~). Ind~d,  l~t ~ 
assume for simplicity tha t  (P(~%))~ is itself convergent, and let us denote 
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by Un the unique C°-solut ion of (13.8.2) corresponding to the initial d a t u m  
~ .  By (1.6.5), we have 

IIf(s ,  - f ( s ,  u(s))ll ds (13.8.3) 

for n = 1 , 2 , . . .  and t E [0, T].  
At this point let us recall tha t  f is locally Lipschitz. Then,  for each 

~- E [0, T] ,  there exist p~ > 0 and L~ > 0 such tha t  

IIf(t ,  x) - f ( t ,  y)ll L llx- Yll 

for each (t, x), (t, y) E [T -- p~, T + p~ ] X D(~, p~). Since [0, T] is compact ,  
there exists a finite family, {~-i; i = 1, 2 , . . . ,  n} in [ 0, T ], such tha t  

Let p = min{p~;  i = 1 , 2 , . . . , n }  and L = max{L~;  i = 1 , 2 , . . . , n } .  We 
then have 

Il f (t, x) - f (t, y) ll <- Lllx - yll 
for each ( t ,x) ,  (t, y) E [0, T] x D(~, p). As lim~ ~ = ~, we may  assume 
wi thout  loss of generali ty tha t  ~ -  _ p e-TL for n -- 1,2, . . . .  Fix 
n = 1, 2 , . . .  and let us remark  tha t ,  on a right neighborhood [0, a] of 0 
we have I l un ( s ) -  ~(~)11 _< ~. Let a be the greatest  number  in (0, T] with 
the proper ty  above. We will show tha t  a = T. Indeed, if we assume by 
contradict ion tha t  a < T, from (13.8.3) and the Lipschitz condition, we get 

~0 t 

for n = 1, 2 , . . .  and t E [0, a]. By Gronwall  L e m m a  1.8.4, we have 

 (t)ll ~11 eaL ~ P e-(T-a)L 

for n = 1, 2 , . . .  and t E [0, a]. Since bo th  un and u are continuous, this 
inequali ty contradicts  the maximal i ty  of a. This contradict ion can be elim- 
inated only if a = T. Thus  we have 

TL 

for n = 1, 2 , . . .  and t E [0, T] .  Hence each convergent subsequence of 
( P ( ~ ) ) ~  converges to P(~).  As { P ( ~ ) ;  n = 1, 2 , . . .  } is relatively compact ,  
this shows tha t  even lim~ P ( ~ )  = P(~) ,  and thus P is continuous. Finally, 
again by Theorem 1.6.6, we conclude tha t  P ( K )  is relatively compact .  From 
the Schauder  Fixed Point  Theorem 1.3.3 it follows tha t  P has at least one 
fixed point  ~ E K.  Clearly the solution u of (13.8.2), with initial d a t u m  

= P(~) ,  is T-periodic.  
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We may now pass to the general case, i.e., f merely continuous. Let 
c > 0 be arbitrary. By a well-known approximation result, there exists a 
locally Lipschitz function f~ : R  x K --+ X such that  

c 
I i f ( t ,x )  - g x -  fe( t  x)l I < - 

- -  2 

for each (t, x) E R × K.  By the inequality above and (viii) in Exercise 1.6.1, 
we get 

C 
[x, f~ (t, x ) ]+  < 

2 
for each (t, x) E IR x K,  with IixiI = r. In view of the first part  of the proof, 
we know that  the periodic problem 

u ' ( t )  E A u e ( t ) +  fe(t ,  ue(t)) 
~,~(o) - ~ ( T )  

has at last one Tlperiodic solution ue : R --, K .  Let (cn)n be a sequence in 
(0, 1) with c~ $ 0 and let us denote by u~ = uc~. Again by Theorem 1.6.6, 
we deduce that  {u~; n = 1, 2 , . . .  } is relatively compact  in C([a ,  T]; X)  
for each a E (0, T). Then, {u~(T); n = 1 , 2 , . . .  } is relatively compact  in 
X.  Taking into account tha t  u~(0) = u~(T) ,  again by Theorem 1.6.6, we 
conclude tha t  {u~; n = 1, 2 , . . .  } is relatively compact  even in C([ 0, T ]; X) .  
So, we may assume with no loss of generality tha t  there exists a contin- 
uous function u :  [0, T] --+ K such tha t  lim~ u~(t) = u(t) uniformly for 
t E [0, T].  Let us denote by f~ = f ~ .  Since lim~ f~(t ,  u~(t)) = f ( t ,  u(t))  
uniformly for t E [0, T] ,  we deduce tha t  u is a T-periodic solution of 
(13.8.1). The proof is complete. D 

P r o b l e m  13.8 .1 .  Let X = g2, r > 0 and let f : X --+ X be defined by 

A((~k)k)  - a ~  + b~( l l (~k)kl l -  ~)~ 

for n - 1, 2 , . . . ,  where a~ < O, lim~ a~ - 0, (bk)k E g2 and (bka-~l)k ~ g2. 
Prove that f is compact, ( f ( ( xk )k ) ,  (xk)k) < 0 for each (xk)k E g2 with 
II(~k)kll = ~, b~t, fo~ ~ h  T > o, ~'( t)  = f ( ~ ( t ) )  h ~  ~o T - v ~ i o d i ~  ~ol~tio~. 
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Solutions to Chapter 1

Problem 1.3.1. The conclusion is straightforward if C is finite. The general
case follows from the preceding one by taking ε-nets and using (i).

Problem 1.3.2. Let (xn)n be a sequence in B +C with limn xn = x. We have
xn = yn + zn with yn ∈ B and zn ∈ C, for n = 1, 2, . . . . In view of Theorem 1.3.5
both B and C are weakly relatively sequentially compact. So, we may assume with
no loss of generality that limn yn = y and limn zn = z weakly in X. Thanks to
Theorem 1.1.1, we get y ∈ B and z ∈ C. Thus x ∈ B + C and this completes the
proof.

Problem 1.3.3. Since εn ↓ 0, for each ε > 0 there exists n(ε) ∈ N such that
εn ≤ ε

2 for each n ∈ N, n ≥ n(ε). Since limh↓0 m(h) = m(0) = 0, for the same
ε > 0, there exists δ1(ε) > 0 such that m(h) ≤ ε

2 for each h ∈ [ 0, δ1(ε)]. Finally,
since {u1, u2, . . . , un(ε)} is a finite set of continuous functions, it is equi-uniformly
continuous on [ τ, T ]. Therefore, for the very same ε > 0, there exists δ2(ε) > 0
such that ‖uk(t) − uk(t̃)‖ ≤ ε, for k = 1, 2, . . . , n(ε) and each t, t̃ ∈ [ τ, T ], with
|t − t̃| ≤ δ2(ε). Set δ(ε) = min{δ1(ε), δ2(ε)}. Then, for each n ∈ N and each
t, t̃ ∈ [ τ, T ], with |t− t̃| ≤ δ(ε), we have

‖un(t)− un(t̃)‖ ≤ ε

2
+

ε

2

which shows that {un; n ∈ N} is equi-uniformly continuous on [ τ, T ], as claimed.
Problem 1.3.4. Take ε = 1. Then, there exists δ > 0 such that, for each

interval E in [ τ, T ] whose length, λ(E), is less than δ, we have
∫

E

‖f(s)‖ ds ≤ 1

for each f ∈ F. Since [ τ, T ] is compact, it has a finite covering of nonoverlaping
intervals E1, E2, . . . , Ek with λ(Ei) ≤ δ for i = 1, 2, . . . , k. Then

∫ T

τ

‖f(s)‖ ds =
k∑

i=1

∫

Ei

‖f(s)‖ ds ≤ k

for each f ∈ F. Thus F is norm bounded by k.
Exercise 1.6.1. To check (i)∼(viii) just recall the definition of both direc-

tional derivatives [x, y ]± and (x, y)± and apply the triangle inequality. Finally,
(ix) is obtained in the very same manner as the classical chain rule, while the first
implication in (x) follows from (iv) recalling that, whenever ‖ · ‖ is Gâteaux dif-
ferentiable on X \ {0}, we have [ x, y ]+ = [ x, y ]− for each x ∈ X \ {0} and y ∈ X.
Conversely, if [ x, y ]+ = −[−x, y ]+ for each x ∈ X \ {0} and y ∈ X, by (iv), (v)
and (vi), we deduce that [ x, · ] is linear and thus ‖ · ‖ is Gâteaux differentiable on
X \ {0}.

288
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Exercise 1.6.2. Let ((tn, xn))n and (t, x) in R+ × C be such that

lim
n

(tn, xn) = (t, x).

Using the semigroup properties, we get

‖S(tn)xn − S(t)x‖ ≤ ‖S(tn)xn − S(tn)x‖+ ‖S(tn)x− S(t)x‖

≤
{ ‖xn − x‖+ ‖S(tn − t)x− x‖ if tn ≥ t
‖xn − x‖+ ‖S(t− tn)x− x‖ if tn < t.

The conclusion follows from the continuity of τ 7→ S(τ)x at τ = 0.
Exercise 1.6.3. We will check (i)∼(iv) in Definition 1.6.3. First, let us observe

that S(0)ξ = u(0, 0, ξ, 0) = ξ for each ξ ∈ D(A) which proves (i). From the
evolution property (1.6.4), we get

S(t + s)ξ = u(t + s, 0, ξ, 0) = u(t, 0, u(s, 0, ξ, 0), 0) = S(t)S(s)ξ

for each t, s ≥ 0, wherefrom (ii). Moreover, as u(·, 0, ξ, 0) is continuous at τ = 0
and u(0, 0, ξ, 0) = ξ, we deduce limt↓0 S(t)ξ = limt↓0 u(t, 0, ξ, 0) = ξ. Thus, we get
(iii). Finally, from (1.6.2), we have

‖S(t)ξ − S(t)η‖ = ‖u(t, 0, ξ, 0)− u(t, 0, η, 0)‖ ≤ ‖ξ − η‖
for each t ≥ 0 and each ξ, η ∈ D(A), wherefrom (iv).

Exercise 1.6.4. Apply (1.6.2) and then use (ii) in Exercise 1.6.1 to evaluate
[ ũ(s)− ṽ(s), f(s)− g(s) ]+ under the integral sign.

Problem 1.6.1. Let (tn)n in R+ with tn ↓ 0, and let n0 ∈ N be such that,
for each n ≥ n0, D(0, n) ∩ C 6= ∅. Since, for each n ≥ n0, S(tn)(D(0, n) ∩ C) is
precompact there exists a finite family of points Cn in D(0, n) ∩ C such that for
every ξ ∈ D(0, n) ∩ C there exists ξn ∈ Cn satisfying

‖S(tn)ξ − S(tn)ξn‖ ≤ tn.

Let ξ ∈ C and ε > 0 and choose n ∈ N such that tn ≤ ε, ‖ξ − S(tn)ξ‖ ≤ ε and
‖ξ‖ ≤ n. Taking ξn ∈ Cn as above, we have

‖ξ − S(tn)ξn‖ ≤ ‖ξ − S(tn)ξ‖+ ‖S(tn)ξ − S(tn)ξn‖ ≤ 2ε.

So D = ∪n≥n0S(tn)Cn (which obviously is countable) is dense in C and this
completes the proof.

Problem 1.8.1. Since

x(t) ≤ 1
n

+
∫ t

0

ω(x(s)) ds

for n = 1, 2, . . . and each t ∈ [ 0, T ], an appeal to Lemma 1.8.2 shows that there
exists T0 ∈ (0, T ] such that x ≡ 0 on [ 0, T0 ]. Let Tm be the greatest number
T0 in (0, T ] with the property above. If we assume that Tm < T , by applying
Lemma 1.8.2 on [Tm, T ] we get a contradiction, i.e., that Tm is not maximal. This
contradiction can be eliminated only if Tm = T and this completes the proof.

Problem 1.8.2. Just repeat the proof of Problem 1.8.1 by using Lemma 1.8.3
instead of Lemma 1.8.2.
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Problem 1.8.3. Let y : [ τ, T ) → R be defined by

y(t) = m +
∫ t

τ

k(s)x(s) ds

for every t ∈ [ τ, T ). Clearly y is absolutely continuous on [ τ, T ) and

y′(t) = k(t)x(t) ≤ k(t)y(t)

a.e. for t ∈ [ τ, T ). Multiplying both sides by e−
t
τ

k(θ) dθ, after some simple calcu-
lations, we get

y(t) ≤ me
t
τ

k(θ) dθ

for every t ∈ [ τ, T ). But x(t) ≤ y(t) for each t ∈ [ τ, T ) and this completes the
proof.

Solutions to Chapter 2

Problem 2.1.1. Let x ∈ K and t > 0. Let us fix ε > 0. On S = K × [0, t]
we introduce the binary relation ¹ defined by (v1, s1) ¹ (v2, s2) if s1 ≤ s2 and
‖S(s2 − s1)v1 − v2‖ ≤ ε(s2 − s1). It is easy to see that ¹ is a preorder on S. The
reflexivity is obvious. To prove the transitivity, let (v1, t1) ¹ (v2, t2) and (v2, t2) ¹
(v3, t3). We have ‖S(t2−t1)v1−v2‖ ≤ ε(t2−t1) and ‖S(t3−t2)v2−v3‖ ≤ ε(t3−t2).
But

‖S(t3− t1)v1− v3‖ ≤ ‖S(t3− t2)S(t2− t1)v1−S(t3− t2)v2‖+ ‖S(t3− t2)v2− v3‖
≤ ‖S(t2 − t1)v1 − v2‖+ ‖S(t3 − t2)v2 − v3‖ ≤ ε(t3 − t1),

as claimed. Let us define the function N : S → R by N((v, s)) = s. Clearly, N is
increasing. Let us now prove that it satisfies condition (i) in Theorem 2.1.1. To this
end, let ((vn, tn))n any increasing sequence in S. It is obvious that the sequence
(tn)n is convergent, say, to t0, and tn ≤ t0 for every n ∈ N. We prove that the
sequence (vn)n is Cauchy and hence convergent. First, let us observe that, for each
n ∈ N and each k ∈ N, we have

‖S(tn+k − tn)vn − vn+k‖ ≤ ε(tn+k − tn). (14.2.1)

Since (tn)n is convergent too, for every η > 0 there exists nη ∈ N such that for
n ≥ nη we have ε(tn+k − tn) < η. For n ≥ nη and k, l ∈ N we get

‖vn+k − vn+l‖ ≤ ‖S(tn+k − tn)vn − S(tn+l − tn)vn‖+ 2η.

Fix n ≥ nη. Letting k → ∞, l → ∞, we deduce that the right hand side of the
above inequality tends to 2η. Therefore, there exists n′η such that for k, l ≥ n′η we
have

‖vn+k − vn+l‖ ≤ 3η,

which shows that (vn)n is a Cauchy sequence. Let v0 = limn vn. Letting k → ∞
in (14.2.1), we conclude

‖S(t0 − tn)vn − v0‖ ≤ ε(t0 − tn),

∫

∫
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which shows that (vn, tn) ¹ (v0, t0) for every n ∈ N. We apply Theorem 2.1.1 and
deduce the existence of an N-maximal element (ṽ, t̃) ∈ S such that (x, 0) ¹ (ṽ, t̃).
We show that t̃ = t. Indeed, let us assume by contradiction that t̃ < t. By (2.1.3),
there exists 0 < t′ < t− t̃ such that

dist (S(t′)ṽ;K) < εt′.

Therefore, there exists v ∈ K such that ‖S(t′)ṽ − v‖ < εt′, which implies that
(ṽ, t̃) ¹ (v, t̃+ t′). But this contradicts the fact that (ṽ, t̃) is N-maximal. Hence we
have proved that there exists ṽ ∈ K such that (x, 0) ¹ (ṽ, t), which means that

‖S(t)x− ṽ‖ ≤ εt.

Since ṽ ∈ K, we deduce that dist (S(t)x; K) ≤ εt. As ε is arbitrary and K is
closed, we get the conclusion.

The hypothesis that S(t) is nonexpansive is not essential. More precisely, if
there exists a ∈ R+ such that ‖S(t)v1 − S(t)v2‖ ≤ eat‖v1 − v2‖ for each t ≥ 0
and v1, v2 ∈ M , then we can get the same conclusion repeating the proof above
by considering the preorder (v1, t1) ¹ (v2, t2) if t1 ≤ t2 and ‖S(t2 − t1)v1 − v2‖ ≤
(ε/a)(ea(t2−t1) − 1).

Problem 2.2.1. Let us first assume that K is closed relative to D. Then there
exists a closed set K0 such that K = D ∩ K0. Since D is open, for each x ∈ D
there exists rx > 0 such that D(x, rx) ⊆ D. As D(x, rx) ∩ K0 = D(x, rx) ∩ K
and D(x, rx) ∩ K0 is closed, it follows that D(x, rx) ∩ K is closed, as claimed.
Conversely, if K is locally closed, it follows that for each x ∈ K there exists rx > 0
such that K ∩ D(x, rx) is closed. Let us denote by B(x, rx) the open ball with
center x and radius rx and let us observe that D = ∪x∈KB(x, rx) is open and
K ⊆ D. We will show that K is closed relative to D. To this aim, we will prove
that K = D∩K. Since the inclusion K ⊆ D∩K is obvious, it remains to show that
D ∩K ⊆ K. Let ξ ∈ D ∩K be arbitrary. As ξ ∈ D, there exists x ∈ K such that
ξ ∈ B(x, rx). On the other hand, since ξ ∈ K, there exists (ξn)n with ξn ∈ K for
n = 1, 2, . . . and limn ξn = ξ. Since B(x, rx) is open, we may assume without loss
of generality that ξn ∈ B(x, rx) for n = 1, 2, . . . . Accordingly, ξn ∈ K ∩D(x, rx)
for n = 1, 2, . . . . Taking into account that K ∩D(x, rx) is closed, we conclude that
ξ ∈ K ∩D(x, rx) and hence ξ ∈ K, as claimed.

Problem 2.3.1. Let us observe that, by Definition 2.3.1, E ∈ TSK(ξ) if and
only if, for each ρ > 0, we have

lim inf
h↓0

1
h

dist (ξ + hE;K ∩D(ξ, ρ)) = 0,

relation equivalent to

sup
δ>0

inf
h∈(0,δ)

1
h

dist (ξ + hE; K ∩D(ξ, ρ)) = 0.

In its turn, this relation is equivalent to: for each δ > 0 and each ε > 0, there
exists h ∈ (0, δ) such that

dist (ξ + hE; K ∩D(ξ, ρ)) < εh.



292 Solutions to the proposed problems

Since dist (C; D) < α if and only if there exist x ∈ C and y ∈ D(0, α) such that
x + y ∈ D, we finally deduce that E ∈ TSK(ξ) if and only if for each ρ > 0, each
δ > 0 and each ε > 0, there exist h ∈ (0, δ), η ∈ E and p ∈ D(0, ε) such that

ξ + hη + hp ∈ K ∩D(ξ, ρ),

and so (i) is equivalent to (iii).
Now, to prove that (iii) implies (iv), let us take in (iii) ρ = δ = ε = 1

n , for
n = 1, 2, . . . . It follows that there exist (hn)n, in R+, with hn ↓ 0, (ηn)n in E and
(pn)n, in X, with limn pn = 0, and such that

ξ + hnηn + hnpn ∈ K ∩D

(
ξ,

1
n

)

for n = 1, 2, . . . . From ‖hnηn + hnpn‖ ≤ 1
n and hnpn → 0 we get hnηn → 0, and

thus (iv) is fulfilled.
Conversely, let us assume that (iv) holds. Let ρ > 0, δ > 0, and ε > 0. Then,

there exists n0 ∈ N such that hn0 ∈ (0, δ), pn0 ∈ D(0, ε), ξ + hn0ηn0 + hn0pn0 ∈ K
and

‖hn0ηn0 + hn0pn0‖ < ρ.

Therefore ξ + hn0ηn0 + hn0pn0 ∈ K ∩ D(ξ, ρ), hence (iii) is satisfied. Since the
equivalence between (i) and (ii) is straightforward, the proof is complete.

Problem 2.3.2. Arguing as in the proof of Problem 2.3.1, we deduce that
conditions (ii), (iii) and (iv) are equivalent. On the other hand, since A ⊆ B
implies dist (x; A) ≥ dist (x; B), it follows that whenever E ∈ TSK(ξ) we have (ii).
Next we show that, for each bounded set E, the converse implication is true. Let
E ∈ B(X) satisfying (ii). But (ii) and (v) are equivalent and thus there exist three
sequences, (hn)n in R+, with hn ↓ 0, (ηn)n in E and (pn)n in X, with limn pn = 0,
such that

ξ + hnηn + hnpn ∈ K.

Since E is bounded, it follows that limn hnηn = 0 and, in view of the equivalence
between (i) and (iv) in Problem 2.3.1, we get E ∈ TSK(ξ). Since the equivalence
between (iv) and (v) is obvious, the proof is complete.

Problem 2.3.3. Let ε > distHP (B; C). Then, ε > e(B; C) and ε > e(C; B).
Therefore, B ⊆ C + D(0, ε) and C ⊆ B + D(0, ε). Consequently

inf {ε > 0;B ⊆ C + D(0, ε), C ⊆ B + D(0, ε)} ≤ distHP (B; C).

To prove the converse inequality, we first show that

e(B; C) = inf{ε > 0; B ⊆ C + D(0, ε)}. (14.2.2)

Indeed, ε > e(B;C) if and only if ε > supx∈B dist (x;C) which is equivalent to
B ⊆ C + D(0, ε). So, inf{ε > 0; B ⊆ C + D(0, ε)} ≤ e(B; C). Next, if ε > 0 is
such that B ⊆ C + D(0, ε), then e(B; C) ≤ ε. Thus

e(B;C) ≤ inf{ε > 0; B ⊆ C + D(0, ε)}
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and this completes the proof of (14.2.2). Let

d = inf{ε > 0; B ⊆ C + D(0, ε), C ⊆ B + D(0, ε)}.
By (14.2.2), we have both e(C; B) ≤ d and e(B; C) ≤ d and so distHP (B; C) ≤ d,
and this completes the proof.

Problem 2.3.4. Let us denote by d = supx∈X (dist (x; C)− dist (x;B)) and
by dist (x; y) = ‖x − y‖. We begin by checking that e(B; C) ≤ d. Let x ∈ B and
ε > 0. We have

dist (x; C) = dist (x; C)− dist (x; B) ≤ d < d + ε

which shows that x ∈ C +D(0, d+ ε). Hence B ⊆ C +D(0, d+ ε) and, since ε > 0
is arbitrary, in view of (14.2.2), we get e(B; C) ≤ d.

To prove the converse inequality, i.e., e(B;C) ≥ d, let ε > 0, let x ∈ X and
choose b ∈ B such that dist (x; b) < dist (x; B)+ε/2. Next, choose c ∈ C such that
dist (b; c) < dist (b;C) + ε/2 ≤ e(B; C) + ε/2. We have

dist (x; C) ≤ dist (x; c) ≤ dist (x; b) + dist (b; c) < dist (x;B) + e(B; C) + ε.

Therefore
dist (x; C)− dist (x; B) ≤ e(B;C) + ε.

But both ε > 0 and x ∈ X were arbitrary, and thus d ≤ e(B; C). But

max
{

sup
x∈X

{dist (x; C)− dist (x; B)}, sup
x∈X

{dist (x; B)− dist (x; C)}
}

= sup
x∈X

|dist (x; C)− dist (x;B)| .
The proof is complete.

Problem 2.3.5. Since (i)∼(v) are simple consequences of Definition 2.3.1, we
confine ourselves only to the proof of (vi). To check (vi), let E ∈ B(X) and let
(En)n be such that En ∈ TSK(ξ) for n = 1, 2, . . . and

lim
n

e(En;E) = 0.

Let ε > 0 and fix n = 1, 2, . . . such that

e(En;E) ≤ ε.

Since En ∈ TSK(ξ), in view of the equivalence between (i) and (ii) in Problem 2.3.2,
there exist η̃n ∈ En and hn ∈ (0, ε) such that

dist (ξ + hnη̃n;K) ≤ hnε.

Since e(En; E) ≤ ε, there exists ηn ∈ E such that ‖ηn − η̃n‖ ≤ 2ε. We then have

dist (ξ + hnηn;K) ≤ dist (ξ + hnη̃n; K) + hn‖η̃n − ηn‖ ≤ 3hnε.

But this inequality combined with (iii) in Problem 2.3.2 shows that E ∈ TSK(ξ)
and this completes the proof.

Problem 2.4.1. If η ∈ K and K is a cone, we have hη ∈ K for each h > 0.
Therefore lim infh↓0 1

hdist (0 + hη;K) = 0, which proves that η ∈ TK(0). Hence
K ⊆ TK(0). To prove the converse inclusion, we have merely to observe that,
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whenever η /∈ K we have also η /∈ TK(0). So let η /∈ K. Since K is closed,
dist (η;K) > 0. On the other hand

1
h

dist (0 + hη; K) = dist (η;
1
h

K) = dist (η;K),

which shows that η /∈ TK(0). The proof is complete.
Problem 2.4.2. Let E ∈ TSK(ξ) be compact. Then, we may assume with no

loss of generality that (ηn)n in (v), Problem 2.3.2, is convergent to some η ∈ E.
We then have ξ + hnηn + hnpn ∈ K if and only if ξ + hnη + hnqn ∈ K, where
qn = pn + ηn − η → 0. In view of Problem 2.3.2, {η} ∈ TSK(ξ), i.e. η ∈ TK(ξ).

Problem 2.4.3. Clearly K is a closed cone and therefore TK(0) = K. See
Problem 2.4.1. Let Ω = X \K. Clearly

Ω = {f ∈ C([ 0, 1 ]) ; for each t ∈ [ 0, 1 ], f(t) > 0}.
For f ∈ Ω, we define

f̃(t) = f(t)− min
[ 0,1 ]

f(t) = f(t)− f(tmin).

We have f̃(tmin) = 0 and therefore f̃ ∈ K and ‖f̃ − f‖ = min[ 0,1 ] f(t). So,

dist (hE; K) ≤ ‖hf − hf̃‖ = min
[ 0,1 ]

hf(t) = h min
[ 0,1 ]

f(t)

for each f ∈ E and h > 0. Hence

dist (hE; K) ≤ h inf
f∈E

min
[ 0,1 ]

f(t) = 0

and consequently E ∈ TSK(0). Nevertheless E∩TK(0) = ∅ simply because E ⊆ Ω.
Problem 2.4.4. Let (ηn)n in TK(ξ) with limn ηn = η. Then ({ηn})n is in

TSK(ξ) and limn e({ηn}; {η}) = 0. In view of (vi) in Problem 2.3.5, {η} ∈ TSK(ξ)
which means that η ∈ TK(ξ), as claimed.

Problem 2.4.5. Let η ∈ TΣ(ξ). If η = 0 we have nothing to prove. So let η 6= 0.
In view of Corollary 2.4.1, there exist (hn)n, hn ↓ 0 and (pn)n, with limn pn = 0,
such that ξ + hnη + hnpn ∈ Σ, i.e., ‖ξ + hnη + hnpn‖ = r for n = 1, 2, . . . . Hence

0 =
‖ξ + hnη + hnpn‖2 − ‖ξ‖2

2hn

and consequently,

0 = lim
n

‖ξ + hnη + hnpn‖2 − ‖ξ‖2
2hn

= lim
n

‖ξ + hnη‖2 − ‖ξ‖2
2hn

= (ξ, η)+.

Thus, if η ∈ TΣ(ξ), we have (ξ, η)+ = 0. Conversely, if (ξ, η)+ = 0, we have either
η = 0 which shows that η ∈ TΣ(ξ), or η 6= 0. In the latter case, in view of (i) in
Exercise 1.6.1, we have [ ξ, η ]+ = 0 which means

lim
h↓0

‖ξ + hη‖ − ‖ξ‖
h

= 0.
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Since ‖ξ‖ = r, for each h > 0, we have

1
h

dist (ξ + hη; Σ) ≤ 1
h

∥∥∥∥ξ + hη − r
ξ + hη

‖ξ + hη‖

∥∥∥∥ =
∣∣∣∣
‖ξ + hη‖ − ‖ξ‖

h

∣∣∣∣
which proves that limh↓0 1

hdist (ξ + hη; Σ) = 0. Thus η ∈ FΣ(ξ) ⊆ TΣ(ξ) and this
completes the proof of (i).

To prove the second assertion just repeat, with minor modifications, the ar-
guments above.

Problem 2.5.1. Let η ∈ CK(ξ0) and let (ξm)m in K with limm ξm = ξ0.
The idea is to find (ηm)m in TK(ξm) with limm ηm = η. This would imply that
η ∈ lim infξ→ξ0

ξ∈K
TK(ξ). To this end, let us observe that, since η ∈ CK(ξ0), for every

ε > 0, there exist mε ∈ N and hε > 0 such that, for all 0 < h < hε and m ≥ mε,
we have

dist (ξm + hη; K) < hε.

Fix m as above and take µh
m ∈ K with ‖µh

m − ξm − hη‖ < hε. Let us consider

ηh
m =

1
h

(µh
m − ξm).

Since ‖ηh
m − η‖ ≤ ε, {ηh

m ; 0 < h < hε} is bounded and therefore it has a limit
point ηm as h ↓ 0. In its turn, ηm satisfies ‖ηm − η‖ ≤ ε. A simple computational
argument shows that ηm ∈ TK(ξm). Since TK(ξ) ⊆ BK(ξ) for each ξ ∈ K, we have

lim inf
ξ→ξ0
ξ∈K

TK(ξ) = lim inf
ξ→ξ0
ξ∈K

BK(ξ)

for each ξ0 ∈ K. If, in addition, K is locally closed, by Lemma 2.2.1, it is proximal.
Then, by Lemma 2.5.1, we have

lim inf
ξ→ξ0
ξ∈K

BK(ξ) = CK(ξ0),

and this completes the proof.
Problem 2.6.1. Clearly F is nonempty, closed and convex values. In addition,

since fi, i = 1, 2, are bounded it follows that, for each ξ ∈ L1(Ω), F (ξ) lies and is
bounded in L∞(Ω) and thus in L2(Ω). As a consequence, F (ξ) is weakly compact
in L2(Ω). But L2(Ω) ⊆ L1(Ω), and therefore F (ξ) is weakly compact in L1(Ω).
To prove that F is strongly-weakly u.s.c. on L1(Ω), we proceed by contradiction.
So, let us assume that there exists ξ ∈ L1(Ω) such that F is not strongly-weakly
u.s.c. at ξ. Then, there would exist an open halfspace E in L1(Ω) containing F (ξ)
and a sequence (ξn)n in L1(Ω) with limn ξn = ξ and F (ξn) * E. This means that
there exists a sequence (ηn)n with ηn ∈ F (ξn) and ηn ∈ L1(Ω) \ E. Clearly (ηn)n

is uniformly bounded and thus, we may assume with no loss of generality that it
is weakly convergent in L1(Ω) to some function η. By Corollary 1.1.1, there exists
a sequence (gn)n with gn ∈ conv {ηk; k ≥ n}, for n = 1, 2, . . . and such that
limn gn = η strongly in L1(Ω). We may assume further that limn gn = η a.e. on
Ω. Since f1 is l.s.c. and f2 is u.s.c., we conclude that η ∈ F (ξ) ⊆ E. On the other
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hand, we have η ∈ L1(Ω)\E simply because the latter is closed. This contradiction
can be eliminated only if F is strongly-weakly u.s.c. on L1(Ω), as claimed.

Problem 2.7.1. Except for (ii), which is nothing but an equivalent formula-
tion of Theorem 1.3.1, (i)∼(vii) are simple consequences of Definitions 2.7.1 and
2.7.2. It remains to check (viii), i.e., that γ is Lipschitz continuous with respect to
the Hausdorff-Pompeiu distance with Lipschitz constant 1 in the case of β and 2
in the case of α. We will confine ourselves only to the proof of

|β(B)− β(C)| ≤ distHP (B; C). (14.2.3)

In view of Problem 2.3.3, we have

distHP (B;C) = inf{ε > 0; B ⊆ C + D(0, ε), C ⊆ B + D(0, ε)}
and therefore {

β(B) ≤ distHP (B; C) + β(C)
β(C) ≤ distHP (B;C) + β(B),

which completes the proof of (14.2.3).
Problem 2.7.2. If {x1, x2, . . . , xn} ⊆ X is such that B ⊆ ∪n

i=1D(xi, ε), then
B = ∪n

i=1(B ∩D(xi, ε)) and B ∩D(xi, ε) ∈ B2ε(X), for i = 1, 2, . . . , n. Therefore
α(B) ≤ 2 β(B). Clearly β(B) ≤ βY (B). Finally let B ∈ B(Y ), B ⊆ ∪n

i=1Bi,
with Bi ∈ Bε(X) and Bi ∩ B 6= ∅ for i = 1, 2, . . . , n. Let xi ∈ Bi ∩ B, for
i = 1, 2, . . . , n. As xi ∈ Y for i = 1, 2, . . . , n and B ⊆ ∪n

i=1D(xi, ε), we conclude
that βY (B) ≤ α(B).

Solutions to Chapter 3

Problem 3.4.1. Let us consider a sequence (εn)n in (0, 1), decreasing to 0, and
let ((σn, gn, un))n be a sequence of εn-approximate solutions of (3.3.1) on [ 0, T ]
as given by Lemma 3.3.1. We will show that (un)n has at least one convergent
subsequence in the sup-norm.

First, let us observe that, in view of (iv) (i), (ii) in Lemma 3.3.1 and of (3.3.2),
we have

‖un(t)− ξ‖ ≤
∫ t

0

‖f(un(σn(s)))‖ ds +
∫ t

0

‖gn(s)‖ ds ≤ T (M + 1)

for each n ∈ N and t ∈ [ 0, T ]. Thus {un; n ∈ N} is uniformly bounded on [ 0, T ].
Similarly, we get

‖un(t)− un(t̃)‖ ≤
∣∣∣∣∣
∫ t

t

‖f(un(σn(s)))‖ ds

∣∣∣∣∣ +

∣∣∣∣∣
∫ t

t

‖gn(s)‖ ds

∣∣∣∣∣ ≤ (M + 1)|t− t̃|

for every n ∈ N and every t, t̃ ∈ [ 0, T ]. Consequently {un; n ∈ N} is equicon-
tinuous on [ 0, T ]. By virtue of Arzelá-Ascoli Theorem 1.3.6 – we recall that X is
finite dimensional and therefore the uniform boundedness of {un; n ∈ N} implies
the condition (ii) in Theorem 1.3.6 –, we conclude that there exists a continuous

˜ ˜
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function u : [ 0, T ] → X such that, on a subsequence, denoted for simplicity also
by (un)n, we have

lim
n

un(t) = u(t)

uniformly for t ∈ [ 0, T ]. From this point the proof runs exactly as that one of
Theorem 3.2.2.

Problem 3.4.2. Let us consider a sequence (εn)n in (0, 1), decreasing to 0,
and let ((σn, gn, un))n be a sequence of εn-approximate solutions of (3.3.1) on
[ 0, T ] as given by Lemma 3.3.1. We will show that (un)n is a Cauchy sequence in
the sup-norm.

We have
‖un(σn(t))− um(σm(t))‖

≤ ‖un(σn(t))− un(t)‖+ ‖un(t)− um(t)‖+ ‖um(t)− um(σm(t))‖. (14.3.1)

At this point let us observe that, for each n ∈ N and each t ∈ [ 0, T ], we have

‖un(t)− un(σn(t))‖ ≤
∫ t

σn(t)

‖f(un(σn(s)))‖ ds +
∫ t

σn(t)

‖gn(s)‖ ds.

In view of (i) and (ii), we deduce that

‖un(t)− un(σn(t))‖ ≤ (M + εn)(t− σn(t)) ≤ (M + 1)εn (14.3.2)

for each n ∈ N and each t ∈ [ τ, T ]. From the Lipschitz condition (3.2.1)

‖un(t)− um(t)‖ ≤ L

∫ t

0

‖un(σn(s))− um(σm(s))‖ ds +
∫ t

0

‖gn(s)− gm(s)‖ ds

for every n,m ∈ N and every t ∈ [ 0, T ]. From (ii) in Lemma 3.3.1, (14.3.1) and
(14.3.2), we get

‖un(t)− um(t)‖ ≤ T [L(M + 1) + 1](εn + εm) + L

∫ t

0

‖un(s)− um(s)‖ ds (14.3.3)

for every n,m ∈ N and every t ∈ [ 0, T ]. By Gronwall’s Lemma 1.8.4, we deduce

‖un(t)− um(t)‖ ≤ T [L(M + 1) + 1](εn + εm)eLT

for all n, m ∈ N and t ∈ [ 0, T ].
But this inequality shows that (un)n is a Cauchy sequence in the sup-norm.

So, there exists a function u : [ 0, T ] → X such that

lim
n

un(s) = u(s)

uniformly for s ∈ [ 0, T ]. Taking into account of (iii) and of the fact that D(ξ, ρ)∩K
is closed, we deduce that u(t) ∈ D(ξ, ρ) ∩K for every t ∈ [ 0, T ]. Finally, passing
to the limit for n →∞ both sides in the approximate equations

un(t) = ξ +
∫ t

0

f(un(σn(s))) ds +
∫ t

0

gn(s) ds,
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and observing that limn σn(t) = t uniformly for t ∈ [ 0, T ], we conclude that

u(t) = ξ +
∫ t

0

f(u(s)) ds

for every t ∈ [ 0, T ], which completes the proof of Theorem 3.2.3.
Problem 3.4.3. We proceed as in the case of Problem 3.4.1 with the men-

tion that ρ > 0 should be chosen small enough in order that f(D(ξ, ρ) ∩ K) be
relatively compact. Then use Lemma 1.3.1 and the approximate equations (iv) in
Lemma 3.3.1, to deduce the compactness of the cross-sections {un(t); n ∈ N} for
t ∈ [ 0, T ]. From now on, the proof continues as in the case of Problem 3.4.1.

Problem 3.5.1. We have

1
h

dist (ξ + hf(τ, ξ); K) ≤ 1
h

dist

(
ξ +

∫ τ+h

τ

f(θ, ξ) dθ;K

)

+
1
h

∥∥∥∥∥hf(τ, ξ)−
∫ τ+h

τ

f(θ, ξ) dθ

∥∥∥∥∥

≤ 1
h

dist

(
ξ +

∫ τ+h

τ

f(θ, ξ) dθ;K

)
+

1
h

∫ τ+h

τ

‖f(θ, ξ)− f(τ, ξ)‖ dθ.

Since t 7→ f(t, ξ) is continuous from the right at τ ∈ I, it follows that the last term
in the inequality above tends to 0 when h ↓ 0. So, if f satisfies (3.5.3) at (τ, ξ) then
f(τ, ξ) ∈ TK(ξ). Conversely, if f(τ, ξ) ∈ TK(ξ), a similar argument shows that

1
h

dist

(
ξ +

∫ τ+h

τ

f(θ, ξ) dθ; K

)
≤ 1

h
dist (ξ + hf(τ, ξ); K)

+
1
h

∫ τ+h

τ

‖f(θ, ξ)− f(τ, ξ)‖ dθ

and thus f satisfies (3.5.3). The proof is complete.
Problem 3.5.2. Let (τ, ξ) ∈ I ×K be arbitrary and choose ρ > 0 and T ∈ I,

T > τ , such that D(ξ, ρ) ∩ K is closed and there exists M > 0 such that the
continuous extension F : I ×X → X of f satisfies

‖F (t, u)‖ ≤ M (14.3.4)

for each t ∈ [ τ, T ] and every u ∈ D(ξ, ρ). This is always possible because K is
locally closed and F continuous.

Next, diminishing T > τ , if necessary, we may assume that

(T − τ)(M + 1) ≤ ρ. (14.3.5)

We first prove that the conclusion of Lemma 3.5.1 remains true if we replace
T as above with a possible smaller number µ ∈ (τ, T ] which, at this stage, is
allowed to depend on ε ∈ (0, 1). Then, this being done, by using the Brezis-
Browder Ordering Principle, we will prove that we can take µ = T , independent
of ε ∈ (0, 1).
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In view of Problem 3.5.1, there exist δ ∈ (0, ε) and p ∈ X, with ‖p‖ ≤ ε, such
that

ξ +
∫ τ+δ

τ

f(θ, ξ) dθ + δp ∈ K.

Set g(θ) = f(θ, ξ) and r(θ) = p, for θ ∈ [ τ, τ + δ], and let us define u by

u(t) = ξ +
∫ t

τ

f(θ, ξ) dθ + (t− τ)p,

for each t ∈ [ τ, τ + δ ]. Diminishing δ > 0 if necessary, we may assume that

sup
s∈[ τ,τ+δ ]

‖F (s, u(s))− f(τ, ξ)‖ ≤ ε.

Thus, the family Pτ+δ = {[ τ, τ + δ)} (in this case Γ = {1}, t1 = τ and s1 = τ + δ)
and the functions r and u satisfy (i)-(vi) with T substituted by τ + δ. From now
on the proof is similar with that one of Lemma 3.3.1.

Problem 3.5.3. To simplify presentation, we say that a triple (PT , r, u) as in
Lemma 3.5.1 is called an ε-approximate solution defined on [ τ, T ] for the Cauchy
problem {

u′(t) = f(t, u(t))
u(τ) = ξ.

(14.3.6)

Let (εn)n be a sequence in (0, 1), decreasing to 0, and let ((Pn
T , rn, un))n be a

sequence of εn-approximate solutions of (14.3.6) defined on [ τ, T ].
We will first show that (un)n is a Cauchy sequence in the sup-norm. Let n ∈ N

and let us define σn(t) = tnm for each t ∈ [ tnm, sn
m) and σn(T ) = T . We have

un(t) = ξ +
∫ t

τ

f(s, un(σn(s))) ds +
∫ t

τ

rn(s) ds

and therefore, by (v) in Lemma 3.5.1, we conclude

un(t) = ξ +
∫ t

τ

F (s, un(s)) ds +
∫ t

τ

Gn(s) ds, (14.3.7)

where
Gn(s) = f(s, un(σn(s)))− F (s, un(s)) + rn(s).

In view of (iv) and (vi) in Lemma 3.5.1, we have
∫ T

τ

‖f(s, un(σn(s)))− F (s, un(s)) + rn(s)‖ ds ≤ 2(T − τ)εn.

For a.a. t ∈ [ τ, T ] and all n, k ∈ N, we have

u′n(t)− u′k(t) = F (t, un(t))− F (t, uk(t)) + Gn(t)−Gk(t).

From (ix), (ii) and (vi) in Exercise 1.6.1, we deduce

d+

dt
(‖un(t)− uk(t)‖) = [ un(t)− uk(t), u′n(t)− u′k(t) ]+

≤ [ un(t)− uk(t), F (t, un(t))− F (t, uk(t)) ]+
+[un(t)− uk(t), Gn(t)−Gk(t) ]+
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≤ ω(t, ‖un(t)− uk(t)‖) + ‖Gn(t)−Gk(t)‖.
Thus

‖un(t)− uk(t)‖ ≤
∫ t

τ

ω(s, ‖un(s)− uk(s)‖) ds + 2(T − τ)(εn + εk).

Recalling that ω is a Carathéodory uniqueness function, we conclude that (un)n

is a Cauchy sequence. Indeed, let us denote by xn,k(t) = ‖un(t) − uk(t)‖ and by
γn,k = 2(T − τ)(εn + εk). The last inequality rewrites

xn,k(t) ≤ γn,k +
∫ t

τ

ω(s, xn,k(s)) ds

for each n, k = 1, 2, . . . and t ∈ [ τ, T ]. From Lemma 1.8.3, diminishing T > τ if
necessary, we deduce that limn,k xn,k(t) = 0. Equivalently, we have

lim
n,k

‖un(t)− uk(t)‖ = 0,

uniformly for t ∈ [ τ, T ]. So, there exists u ∈ C([ τ, T ]; X) such that

lim
n

un(t) = u(t)

uniformly for t ∈ [ τ, T ]. Since un(σn(t)) ∈ D(ξ, ρ)∩K for each n ∈ N, D(ξ, ρ)∩K
is closed, limn σn(t) = t uniformly for t ∈ [ τ, T ], it follows that u(t) ∈ D(ξ, ρ)∩K
and so F (t, u(t)) = f(t, u(t)) for each t ∈ [ τ, T ]. Passing to the limit for n → ∞
in the approximate equations (14.3.7), we get

u(t) = ξ +
∫ t

τ

f(s, u(s)) ds,

and this completes the proof.
Problem 3.5.4. The problem reduces to the nonautonomous case considered

in Problem 3.4.1 by introducing the new unknown function z = (t, u) and the new
right hand side F (z) = (1, f(z)).

Problem 3.5.5. We introduce the new unknown function z = (t, u) and the
new right hand side F (z) = (1, f(z)). From now on we are in the autonomous case
and we can use Problem 3.4.2.

Solutions to Chapter 4

Problem 4.1.1. Let u : [ τ, c ] → D be a solution of (4.1.1). Let

Tm = sup{T ∈ (τ, c ]; u(t) ∈ K, for each t ∈ [ τ, T ]}.
Since K is closed and u is continuous, it follows that u(Tm) ∈ K. Now, if Tm < c,
using once again the local invariance of K with respect to f , we conclude that there
exists d ∈ (Tm, c ] such that u(t) ∈ K for each t ∈ [ Tm, d ], thereby contradicting
the maximality of Tm. This contradiction can be eliminated only if Tm = c, as
claimed.
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Exercise 4.1.1. Let u, v : [ τ, T ] → D be two solutions of (4.1.1). Arguing
as in the proof of Theorem 4.1.2, we deduce that [D+g ](t) ≤ ω(t, g(t)) for each
t ∈ [ τ, T ) , where g(t) = ‖u(t) − v(t)‖ for t ∈ [ τ, T ]. Thus g ≡ 0, which means
that u ≡ v, as claimed.

Solutions to Chapter 5

Problem 5.3.1. Let Z be the negligible set given by Theorem 2.8.2. Then,
for each (t, ξ) ∈ (I \ Z)×K and h > 0 with t + h ∈ I, we have

1
h

dist (ξ + hf(t, ξ); K) ≤ 1
h

dist

(
ξ +

∫ t+h

t

f(θ, ξ) dθ;K

)

+
1
h

∥∥∥∥∥hf(t, ξ)−
∫ t+h

t

f(θ, ξ) dθ

∥∥∥∥∥

≤ 1
h

dist

(
ξ +

∫ t+h

t

f(θ, ξ) dθ; K

)
+

1
h

∫ t+h

t

‖f(θ, ξ)− f(t, ξ)‖ dθ.

From Theorem 2.8.2, it follows that the last term in the inequality above tends to
0 when h ↓ 0. So, if f satisfies (5.3.1) at (t, ξ) then it satisfies (5.2.1). Conversely,
if f satisfies (5.2.1), a similar argument shows that

1
h

dist

(
ξ +

∫ t+h

t

f(θ, ξ) dθ; K

)
≤ 1

h
dist (ξ + hf(t, ξ); K)

+
1
h

∫ t+h

t

‖f(θ, ξ)− f(t, ξ)‖ dθ

and thus f satisfies (5.3.1). The proof is complete.
Problem 5.4.1. With the notations in Section 5.4, we will show that the

sequence (un)n given by (5.4.2) is fundamental. We have

‖un(t)− um(t)‖ ≤
∫ t

τ

‖gn(s)− gm(s)‖ ds +
∫ t

τ

‖rn(s)− rm(s)‖ ds

for n,m = 1, 2, . . . . A standard calculation involving Lemma 5.3.1 shows that there
exists a double-indexed sequence (γn,m)n,m, with lim

n,m
γn,m = 0, and such that

‖un(t)− um(t)‖ ≤ γn,m +
∫ t

τ

L(s)‖un(s)− um(s)‖ ds,

for n,m = 1, 2, . . . , where L is given by Definition 5.2.1. The conclusion follows
from Gronwall Lemma 1.8.4.

Problem 5.4.2. With the notations in Section 5.4, show that the family
{un; n = 1, 2, . . . }, where un is given by (5.4.2), satisfies the hypotheses of Theo-
rem 1.3.6.
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Problem 5.4.3. Just proceed as in the case of Problem 5.4.2, taking advantage
of Lemma 1.3.1

Solutions to Chapter 6

Problem 6.1.1. Let ξ ∈ K. Let u : [ 0, T ] → K be an exact solution of (6.1.1).
Then, in view of Theorem 6.1.1, we have u′(t) ∈ F (u(t)) ∩ TK(u(t)) at each point
of differentiability of u. Thus, there exists at least one sequence (tk)k of differen-
tiability points of u such that limk tk = 0. Consequently, we have limk u(tk) = ξ
and this completes the proof.

Problem 6.1.2. Clearly each quasi-weakly compact set is weakly sequentially
closed, wherefrom the conclusion.

Problem 6.1.3. Just repeat the proof of Theorem 6.1.2 by recalling that, in
view of (iv) in Problem 2.3.5, we have F (ξ) ∈ TSK(ξ) if and only if F (ξ) ∈ TSK(ξ).

Problem 6.5.1. Suppose that (1, y) ∈ TC(τ, ξ). It follows that there exist two
sequences (hn)n and (θn)n in R, with hn ↓ 0, limn θn = 0, and (qn)n in X, with
limn qn = 0, and such that

(τ, ξ) + hn(1, y) + hn(θn, qn) ∈ C.

Clearly, τn = τ +hn +hnθn and ξn = ξ +hny +hnqn satisfy the desired condition.
The proof of the other implication is similar.

Problem 6.7.1. The proof is identical with that one of Problem 4.1.1.

Solutions to Chapter 7

Problem 7.2.1. It is convenient to use the characterization of tangency by
sequences, given by Corollary 2.4.1. So, assuming that

(1, ω(t, v(t))) ∈ Tepi(v)(t, v(t)),

there exist (hm)m in R+, and (pm)m, (qm)m in R, with hm ↓ 0 and limm pm = 0,
limm qm = 0, and such that

(t, v(t)) + hm(1, ω(t, v(t))) + hm(pm, qm) ∈ epi(v).

This means that

v(t + hm + hmpm) ≤ v(t) + hmω(t, v(t)) + hmqm.

Clearly this implies

v(t + hm + hmpm) ≤ v(t) + λ + hmω(t, v(t) + λ) + hmqm,

wherefrom the conclusion.
Problem 7.2.2. Let K = {(t, x); 0 ≤ t < T, f(t) ≤ x}. By Theorem 7.2.1 and

Remark 7.2.1, K is viable with respect to the function (t, y) 7→ (1, M). Therefore,
for 0 ≤ s ≤ t < T we have f(s)+M(t−s) ≥ f(t). Since f is lower semicontinuous,
the inequality above is verified by t = T , too. Therefore, f(t) − f(s) ≤ M(t − s)



Solutions to Chapter 8 303

for 0 ≤ s ≤ t ≤ T . On the other hand, since t 7→ t + f(t) is increasing, it follows
that f(t)− f(s) ≥ −(t− s). So, f is Lipschitz with constant M + 1.

Problem 7.3.1. The condition in hypothesis implies that the set I × epi(w)
is viable with respect to (f, 0). Let us define the preorder P : epi(w) ; epi(w) by

P(x, y) = {(u, v); w(u)− v ≤ w(x)− y}.

Since w is continuous, P is closed. The conclusion follows by Lemma 7.3.1.
Exercise 7.9.1. Let (η, t) ∈ epi (Dw(ξ)) and ε > 0. We have Dw(ξ)(η) ≤ t,

so there exist s ∈ (0, ε) and p ∈ D(0, ε) such that w(ξ +s(η+p))−w(ξ) ≤ s(t+ε).
It follows that (ξ + s(η + p), w(ξ) + s(t + ε)) ∈ epi(w). Proposition 2.4.2 implies
that (η, t) ∈ Tepi(w)(ξ, w(ξ)).

Conversely, let (η, t) ∈ Tepi(w)(ξ, w(ξ)). This means that for every ε > 0, there
exist s ∈ (0, ε), p ∈ D(0, ε) and h ∈ (−ε, ε) such that (ξ+t(η+p), w(ξ)+s(t+h)) ∈
epi(w), i.e., w(ξ+s(η+p))−w(ξ) ≤ s(t+h). We get (1/s)(w(ξ+s(η+p))−w(ξ)) ≤
t + ε. This clearly implies that

lim inf
s↓0
p→0

1
s
[ w(ξ + s(η + p))− w(ξ) ] ≤ t,

i.e., (η, t) ∈ epi (Dw(ξ)).
The proof of the second equality is similar and is left to the reader.
Problem 7.9.1. The proof is similar to that one of Problem 7.3.1. Namely,

let us consider the preorder P : epi(w) ; epi(w) defined by

P(x, y) = {(u, v); w(u)− v ≤ w(x)− y},

and apply Lemma 7.3.2.
Exercise 7.9.2. The characteristics system is v′(s) = 1, u′(s) = v(s) and has

the solutions v(s) = v(0) + s, u(s) = u(0) + sv(0) + s2/2. The function w does
not satisfy the condition: for every ξ ∈ R and for every s ∈ (0, +∞), w(ξ) + s ≤
w(ξ + sw(ξ) + s2/2) because if we take ξ = 0 and s ∈ (0, 1), we have w(0) + s =
s < 1 = w(0) + sw(0) + s2/2.

Exercise 7.9.3. The characteristics system is v′(s) = −1 u′(s) = v(s) and
has the solutions v(s) = v(0)− s, u(s) = u(0) + sv(0)− s2/2. The function w does
not satisfy the condition: for every ξ ∈ R and for every s ∈ (0, +∞), w(ξ) − s ≤
w(ξ + sw(ξ)− s2/2) because, if we take ξ = 0 and s ∈ (0, 1), we have w(0)− s =
−s > −1 = w(0) + sw(0)− s2/2.

Solutions to Chapter 8

Problem 8.5.1. In this specific case, the tangency condition (8.5.3), i.e.,

lim inf
h↓0

1
h

dist ((τ, S(h)ξ) + h(1, f(τ, ξ)); I ×K) = 0,
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holds if and only if

lim inf
h↓0

1
h

dist (S(h)ξ + hf(τ, ξ); K) = 0,

since in our case, i.e., I open (to the right), we have lim infh↓0 1
hdist (τ +h; I) = 0.

Solutions to Chapter 9

Problem 9.1.1. As in the case of Proposition 9.1.1, except for (vi), the re-
maining properties are direct consequences of the simple remark that E ∈ TSA

K(ξ)
if and only if there exist three sequences, (hn)n in R+, with hn ↓ 0, (ηn)n in E
and (pn)n in X with limn pn = 0 and such that

S(hn)ξ +
∫ hn

0

S(hn − s)ηn ds + hnpn ∈ K

for n = 1, 2, . . . . To prove (vi), let (ηn)n in E, hn ↓ 0 and (pn)n with limn pn = 0
as above. Since E is compact, we may assume with no loss of generality that there
exists η ∈ E such that limn ηn = η. Since

S(hn)ξ +
∫ hn

0

S(hn − s)η ds + hnqn ∈ K,

where qn = 1
hn

∫ hn

0
S(hn − s)[ ηn − η ] ds + pn for n = 1, 2, . . . , and

lim
1
hn

∫ hn

0

S(hn − s)[ ηn − η ] ds = 0,

we get the conclusion.
Problem 9.1.2. In view of (iv) in Proposition 9.1.1, we have E ∈ QTSA

K(ξ)
if and only if E ∈ QTSA

K(ξ). So, to get the conclusion of Theorem 9.1.1, it suffices
to show that F (ξ) ∈ QTSA

K(ξ). From now on the proof is similar to the one of
Theorem 9.1.1.

Solutions to Chapter 10

Problem 10.1.1. Let ξ ∈ D(A), let η ∈ TA
K(ξ) and let us define the operator

Aη : D(Aη) ⊆ X → X by D(Aη) = D(A) and Aηx = Ax + η for each x ∈ D(A).
Then u(h, 0, ξ, η) = Sη(h)ξ for each h > 0, where Sη(t) : D(Aη) → D(Aη) is the
semigroup of nonlinear contractions generated by Aη. Since ξ ∈ D(Aη), we have

lim
h↓0

1
h

(u(h, 0, ξ, η)− ξ) = Aξ + η.

But this shows that

lim inf
h↓0

1
h

dist (u(h, 0, ξ, η); K) = lim inf
h↓0

1
h

dist (ξ + h(Aξ + η); K)

and this completes the proof.
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Problem 10.1.2. If A is linear, the C0-solution u(·, 0, ξ, η) is in fact a mild
solution, i.e., it is given by

u(h, 0, ξ, η) = S(h)ξ +
∫ h

0

S(h− s)η ds

for each h > 0, wherefrom the conclusion.
Problem 10.5.1. This follows from the simple observation that, for ζ = (τ, ξ),

the solution z of the Cauchy problem
{

z′(s) ∈ Az(s) + F(ζ)
z(0) = ζ,

is given by z(s) = (τ + s, u(s, 0, ξ, f(τ, ξ))) = (τ + s, u(τ + s, τ, ξ, f(τ, ξ))), for each
s ∈ R+.

Problem 10.10.1. Just follow the very same lines as those in the proof of
Problem 4.1.1.

Solutions to Chapter 11

Problem 11.1.1. Clearly, if there exists η ∈ E with η ∈ TA
K(ξ), we have E ∈

TSA
K(ξ). To prove the converse statement, let us first observe that E ∈ TSA

K(ξ) ∩
B(X) if and only if there exist three sequences (hn)n in R+, (ηn)n in E and (pn)n

in X with hn ↓ 0, limn pn = 0 and such that

u(hn, 0, ξ, ηn) + hnpn ∈ K

for n = 1, 2, . . . . Since E is compact, we may assume that there exists η ∈ E such
that limn ηn = η. Inasmuch as, by (1.6.5), we have

‖u(hn, 0, ξ, ηn)− u(hn, 0, ξ, η)‖ ≤ hn‖ηn − η‖,
it follows that

u(hn, 0, ξ, η) + hnqn ∈ K

for n = 1, 2, . . . , where qn = 1
hn

(u(hn, 0, ξ, ηn)− u(hn, 0, ξ, η)) + pn. Finally, since
limn qn = 0, it follows that η ∈ TA

K(ξ), as claimed.
Problem 11.1.2. From (ii) in Remark 11.1.1, we deduce that E ∈ TSA

K(ξ) if
and only if E ∈ TSA

K(ξ). So, to get the conclusion of Theorem 11.1.1, it suffices to
show that F (ξ) ∈ TSA

K(ξ). From now on just repeat the proof of Theorem 11.1.1.
Problem 11.2.1. First let us observe that whenever A is linear, a function

u(·, τ, ξ, f) is a C0-solution of
{

u′(t) = Au(t) + f(t)
u(τ) = ξ,

on [ τ, T ], if and only if it is a mild solution of the same problem, on [ τ, T ], i.e.,

u(t, τ, ξ, f) = S(t− τ)ξ +
∫ t

τ

S(t− s)f(s) ds
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for each t ∈ [ 0, T ]. See Remark 1.6.1. Thus, in this case, the mild solution oper-
ator, f 7→ u(·, τ, ξ, f), is linear continuous from L1(τ, T ;X) → C([ τ, T ];X) and
therefore its graph is closed. But the graph is convex and hence it follows that it
is weakly-strongly sequentially closed, as claimed.

Problem 11.2.2. In view of (i) in Exercise 1.6.1 and (i) in Proposition 1.6.1,
we have (x, y)+ = (y, J(x)) for each x ∈ X. Let (fn)n be a sequence in L1(τ, T ;X)
with limn fn = f weakly in L1(τ, T ;X) and limn u(t, τ, ξ, fn) = ũ(t) uniformly
for t ∈ [ τ, T ]. We denote by un(t) = u(t, τ, ξ, fn), for n = 1, 2, . . . . Then, by
Theorem 1.6.3, we have

‖un(t)− x‖2 ≤ ‖un(s)− x‖2 + 2
∫ t

s

(fn(θ) + y, J(un(θ)− x)) dθ

for each x ∈ D(A), each y ∈ Ax and each τ ≤ s ≤ t ≤ T . Passing to the limit for
n →∞ and taking into account that, by Theorem 1.1.4, J is uniformly continuous
on bounded subsets in X, we conclude that

‖ũ(t)− x‖2 ≤ ‖ũ(s)− x‖2 + 2
∫ t

s

(f(θ) + y, J(ũ(θ)− x)) dθ

for each x ∈ D(A), each y ∈ Ax and each τ ≤ s ≤ t ≤ T . Using once again
Theorem 1.6.3, we deduce that ũ = u(·, τ, ξ, f), as claimed.

Solutions to Chapter 12

Problem 12.1.1. From 1.6.5, we have

‖Sf(τ,ξ)(h)ξ − u(τ + h, τ, ξ, f(·, ξ))‖ ≤
∫ τ+h

τ

‖f(s, ξ)− f(τ, ξ)‖ ds

for each (τ, ξ) ∈ I ×K and h > 0 with τ + h ∈ I. The conclusion follows directly
from Theorem 2.8.5.

Solutions to Chapter 13

Problem 13.1.1. In view of Lemma 13.1.1, we have TK(ξ) ⊆ TA
K(ξ), and

therefore it suffices to show that TA
K(ξ) ⊆ TK(ξ). Since, for each t ∈ R, G(t) is an

isometry, we have

dist (ξ + hη; K) = dist (G(h)ξ + hG(h)η; G(h)K) = dist (G(h)ξ + hG(h)η; K).

The conclusion follows from Proposition 8.1.1.
Problem 13.1.2. If S(t)K ⊆ K for each t ≥ 0, we have

lim inf
h↓0

1
h

dist (S(h)ξ;K) = 0

and thus 0 ∈ TA
K(ξ) for each ξ ∈ K. Conversely, if 0 ∈ TA

K(ξ) for each ξ ∈ K then,
in view of Theorems 8.2.6 and 8.8.2, for each ξ ∈ K, there exists at least one global
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mild solution u : [ 0,∞) → K of the problem u′(t) = Au(t), u(0) = ξ. Since the
unique mild solution of this problem is u(t) = S(t)ξ, this completes the proof.

Problem 13.2.1. Let (u, λ) ∈ TA
epi(V )(ξ, V (ξ)). Then, there exist three se-

quences, (hn)n and (θn)n in R and (wn)n in X, with hn ↓ 0, limn θn = 0,
limn wn = 0, and such that

V (S(hn)ξ + hn(u + wn)) ≤ V (ξ) + hn(λ + θn) ≤ µ + hn(λ + θn)

for n = 1, 2, . . . . But this yields (u, λ) ∈ TA
epi(V )(ξ, µ) whenever V (ξ) ≤ µ, as

claimed.
Problem 13.2.2. Corresponding to the function g : X → (−∞,+∞] we

introduce the sequence of functions (gn)n, for n > 2p−1C, given by

gn(x) = inf
y∈X

{g(y) + n‖x− y‖p},

for all x ∈ X.
First, we remark that gn(x) ∈ R for all x ∈ X. This follows easily from the

property of g to be proper. We also notice that, for every x ∈ X, the sequence
(gn(x))n is nondecreasing in R and gn(x) ≤ g(x). Moreover, limn gn(x) = g(x).
Indeed, using the lower semicontinuity of g, we find for each x ∈ X and ε > 0
some δ > 0 such that g(y) ≥ g(x)− ε whenever ‖y − x‖ ≤ δ. At this point, let us
observe that (13.2.3) implies that, if ‖y − x‖ > δ, we have

g(y) + n‖x− y‖p ≥ −C(1 + ‖y‖p) + n‖x− y‖p

≥ −C(1 + 2p−1‖x‖p) + (n− 2p−1C)δp,

since n > 2p−1C. It follows that there exists n(ε, x) ∈ N such that

g(y) + n‖x− y‖p ≥ g(x)− ε,

for all y ∈ X and for all n ∈ N, n ≥ n(ε, x). Thus gn(x) ↑ g(x) as n →∞.
To complete the proof it suffices to justify that each function gn : X → R is

Lipschitz continuous on the bounded subsets of X. To this end, fix both n ∈ N and
a bounded subset B of X. As a first step in showing that gn is Lipschitz continuous
on B, we prove that the set

B̃ = {z ∈ X; ∃ v ∈ B such that g(z) + n‖z − v‖p ≤ gn(v) + 1} (14.13.1)

is bounded in X. By (13.2.3), we derive

−C − n‖v‖p +
( n

2p−1
− C

)
‖z‖p ≤ g(z) + n‖z − v‖p

≤ gn(v) + 1 ≤ g(x0) + n‖v − x0‖p + 1,

for all z ∈ B̃, where the element v ∈ B is related to z ∈ B̃ in the sense of
(14.13.1), and choosing some fixed x0 ∈ D(g). Since the set B is bounded and
n > 2p−1C, we deduce the boundedness of B̃. The boundedness of the set B̃
permits to consider the Lipschitz constant LB of the function ‖·‖p on the bounded
subset B − B̃ = {ξ − η; ξ ∈ B, η ∈ B̃} of X. Let x, y ∈ B and ε ∈ (0, 1]. The



308 Solutions to the proposed problems

definition of gn(x) yields some z = z(x) ∈ X such that g(z)+n‖x−z‖p ≤ gn(x)+ε,
which means that z ∈ B̃. Then, by the definition of gn(y), we get

gn(y) ≤ g(z) + n‖y − z‖p ≤ gn(x) + ε + n(‖y − z‖p − ‖x− z‖p)

≤ gn(x) + ε + nLB‖x− y‖.
Letting ε → 0, we deduce that gn is Lipschitz on B. The proof is complete.

Problem 13.2.3. We take V : X → R by V (x) = ‖x‖ for every x ∈ X,
g : X → R by g(x) = 1 if ‖x‖ > r and g(x) = ‖x‖/r if ‖x‖ ≤ r. We show that
(13.2.4) is satisfied. To prove this fact, let us first take ‖ξ‖ ≥ r. For sufficiently
small h, we have

1
h

[
V

(
S(h)ξ + h

(
− ξ

‖ξ‖
))

− V (ξ)
]

≤ 1
h

[
‖S(h)ξ‖

(
1− h

‖ξ‖
)

+ h

∥∥∥∥S(h)
ξ

‖ξ‖ −
ξ

‖ξ‖

∥∥∥∥− ‖ξ‖
]

≤ −1 +
∥∥∥∥S(h)

ξ

‖ξ‖ −
ξ

‖ξ‖

∥∥∥∥ .

This shows that
DV (ξ)(f(ξ)) + 1 ≤ 0

for every ξ ∈ X with ‖ξ‖ > r. By a similar reasoning, we get

DV (ξ)(f(ξ)) +
‖ξ‖
r
≤ 0

for every ξ ∈ X with ‖ξ‖ ≤ r.
Applying Theorem 13.2.1, we conclude that the (V, g) is a Lyapunov pair for

(13.2.1). While ‖u(t)‖ ≥ r, we have

‖u(t)‖ ≤ ‖ξ‖ − t.

Clearly, ‖u(T )‖ = r at least for T = ‖ξ‖ − r.
Problem 13.8.1. First, let us observe that f is continuous and f(D(0, r))

is relatively compact being bounded and uniformly 2-sumable. Let us assume by
contradiction that there exists T > 0 such that u′(t) = f(u(t)) has a T -periodic
solution u : R→ D(0, r). Then

0 =
∫ T

0

u′n(s) ds = ancn + bn

∫ T

0

(‖(uk(s))k‖ − r)2 ds

where
∞∑

k=1

c2
k =

∞∑

k=1

(∫ T

0

uk(s) ds

)2

< ∞.

Hence ‖(uk(t))k‖ = r, for each t ∈ [ 0, T ], which is impossible.
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Section 1.1. The presentation follows Hille–Phillips [107] and Yosida [185].
Theorem 1.1.1 is due to Mazur. Theorem 1.1.3 is due to Milman [127] and to
Pettis [144] and Theorem 1.1.4 was proved by Kato [113].

Section 1.2. The Lebesgue-type integral for vector-valued functions was in-
troduced by Bochner [20]. Theorem 1.2.2 is due to Bochner [20] and Theorem 1.2.6
was proved by Clarkson [69]. Theorem 1.2.3, which is an extension to vector-valued
functions of the Dominated Convergence Theorem due to Lebesgue [120], is from
Bochner [20].

Section 1.3. The “compact” part of Theorem 1.3.2 is due to Mazur and
the “weakly” compact part to Krein–Šmulyan. Theorem 1.3.4 is due to Eberlein–
Šmulyan and Theorem 1.3.6 is an infinite-dimensional version of the well-known
Arzelà–Ascoli Theorem. Theorem 1.3.7 is a simple consequence of the Dunford
Theorem. See Diestel–Uhl [83], Theorem 15, p. 76 and Theorem 1, p. 101. Theo-
rem 1.3.8 is due to Diestel [82].

Section 1.4. Theorem 1.4.5 is the famous Hille-Yosida Generation Theorem,
Theorem 1.4.6 is due to Feller [95], Miyadera [129] and Phillips [145], while Theo-
rem 1.4.8 was proved by Lumer-Phillips [122]. For detailed proofs see Vrabie [175].

Section 1.5. The notion of mild solution was introduced by Segal [153] and
imposed under this name by Browder [38]. Theorem 1.5.2 was proved by Vra-
bie [172] in the general case of nonlinear m-dissipative operators. A linear variant
of the latter can be found in Vrabie [175]. Theorem 1.5.3 is due to Baras-Hassan-
Veron [9].

Section 1.6. Except for (x), Exercise 1.6.1 includes Lemma 1.2.2, p. 8 and
Corollary 1.2.1, p. 12 in Lakshmikantham-Leela [119]. We also refer to Pavel [138].
Suggested by the linear case, the notion of C0-solution was introduced by Cran-
dall [75] under the name of mild solution. This was called a DS-limit solution
by Kobayashi [116]. In order to make a net distinction between the linear and
nonlinear case, in this book, we preferred the name of C0-solution used by Showal-
ter [158]. In the case of evolutions driven by m-dissipative operators this turned
out to coincide with the one of integral solution as defined successively by Benilan-
Brezis [18] in the Hilbert space frame, and by Benilan [17] in the general Banach
space frame. Theorems 1.6.2 and 1.6.3 are from Benilan loc. cit., Theorem 1.6.4 is
from Vrabie [172] and Theorem 1.6.5 from Baras [8].
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Section 1.7. The extremely short presentation of the spaces Wm,p(Ω) follows
Vrabie [175]. For details see Adams [1]. Theorem 1.7.1 is the famous Sobolev–
Rellich–Kodrachov Imbedding Theorem. See Adams [1], Theorem 5.4, p. 97 and
Theorem 6.2, p. 144. Theorems 1.7.2 and 1.7.3 are well-known and can be found
in Vrabie [175], Theorem 4.1.2, p. 79, Theorem 7.2.5, p. 157 Theorem 4.1.3, p.
81 and Remark 4.1.3, p. 82. Theorem 1.7.4 is a consequence of Theorem 6, p.
64, in Protter-Weinberger [148]. The first part of Theorem 1.7.7 is due to Brezis-
Strauss [37], while the sufficient condition for the compactness of the generated
semigroup is from Badii-Diaz-Tesei [7]. Theorem 1.7.9 is a simple variant of Corol-
lary 1 in Diaz–Vrabie [81]. A sharper compactness result, allowing β to be merely
strictly monotone, was proved by Diaz-Vrabie [79].

Section 1.8. Lemmas 1.8.1, 1.8.2 and 1.8.3 are almost for sure well-known. We
included them here with complete proof simply because we did not find appropriate
references to their specific forms needed throughout the book. Lemma 1.8.4 is a
simple extension to measurable functions of the well-known Gronwall Inequality
in Vrabie [176], Lemma 1.5.2, p. 46.

Chapter 2.

Section 2.1. Theorem 2.1.1 is due to Brezis–Browder [36]. As we have already
seen, this is an ordering principle similar to Zorn’s Lemma, but based on the Axiom
of Dependent Choice which, as shown by Feferman [94], turns out to be strictly
weaker than the Axiom of Choice.

We notice that, in its turn, the Axiom of Dependent Choice implies the Axiom
of Countable Choice stated below, which is sufficient to prove that a lot of re-
markable properties in Real Analysis can be described by means of sequences. We
emphasize that the Axiom of Dependent Choice is “far enough” from the Axiom
of Countable Choice stated below, as shown by Howard–Rubin [110].

The Axiom of Countable Choice. Let S be a nonempty set and let F =
{Fm ; m ∈ N} be a countable family of nonempty subsets in S. Then, there exists
a sequence (ξm)m with the property that ξm ∈ Fm for each m ∈ N.

We notice that, whenever possible, this framework, based on the Axiom of
Dependent Choice, ought to be preferred simply because the results based on this
axiom remain true no matter which initial assumption we make, i.e., no matter if
we assume that either the Axiom of Choice, or its negation, holds true.

In the original formulation of Brezis–Browder Ordering Principle, it is assumed
that N is bounded from above. In order to handle a larger class of applications
this condition has been dropped in Cârjă–Ursescu [54], by obtaining the very
slight extension here presented. A simple inspection of the proof shows that the
conclusion of Theorem 2.1.1 remains true if (i) is replaced by the weaker condition:

(j) For any increasing sequence (ξk)k in S with the property that the sequence
(N(ξk))k is strictly increasing, there exists some η ∈ S such that ξk ¹ η
for all k ∈ N.
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For other extensions allowing N to take values in an ordered structure (P,≤) whose
chains enjoy countable regularity properties, see Turinici [162] and the references
therein. The proof of Theorem 2.1.1, here included, revealing the deep implica-
tion of the Axiom of Countable Choice, is due to Turinici [163]. The solution of
Problem 2.1.1 is from Brezis–Browder [36].

Section 2.2. The result in Problem 2.2.1 stating that a set K is locally
closed if and only if it is closed relative to some open set D is from Yorke [182].
Lemma 2.2.1 is a slight extension to infinite dimensional spaces of a result due
to Cârjă–Ursescu [54]. A broader class of proximal sets than that one offered by
Lemma 2.2.1 are the so-called ϕ-convex sets studied in finite dimensions by Fed-
erer [93] under the name of “sets with positive rich” in connection with the local
uniqueness of projection and the smoothness of the distance function. This class in-
cludes both weakly closed and convex sets. As proved in Colombo–Goncharov [70],
in Hilbert spaces, the sets with positive rich are nothing but the proximal sets for
which the projection ΠK is single-valued and continuous on V .

Section 2.3. In order to handle in the most appropriate way viability problems
concerning differential inclusions, Cârjă–Necula–Vrabie [52] have introduced the
notion of tangent set. We notice that Section 3 is inspired from Cârjă–Necula–
Vrabie [52].

Section 2.4. The general concept of a tangent vector, as given by Defini-
tion 2.4.1, was introduced independently by Bouligand [32] and Severi [155] in
the very same volume of the very same journal. Problem 2.4.1 is a classical one,
Problem 2.4.2, Examples 2.4.1 and 2.4.2 and Problem 2.4.3 are from Cârjă–Necula–
Vrabie [52]. The cone TK(ξ) was introduced by Bouligand [32], the proof proposed
in Problem 2.4.4 is new, Propositions 2.4.2, 2.4.3 and 2.4.4 are classical and The-
orem 2.4.1 is a variant of a similar result obtained by Quincampoix [149], Corol-
lary 2.3, in the case when K1,K2 are closed subsets in a normed vector space. The
tangency concept in Definition 2.4.2 was defined by Federer [93]. See also Gir-
sanov [101]. A similar tangency concept defined only with topological notions was
introduced by Ursescu [165] in general topological vector spaces. This concept, in
a Banach space X, reduces to the one of Federer [93]. For other kind of tangent
or normal cones, see Mordukhovich [131].

Section 2.5. The notion of metric normal vector to K at ξ ∈ K was defined by
Bony [24], the Bony tangent cone to K at ξ ∈ K was introduced by Ursescu [169]
and the tangent vector in the sense of Definition 2.5.4 by Clarke [65]. Example 2.5.1
is from Cârjă–Vrabie [58]. In this general form, Lemma 2.5.1 is new. As far as
we know, (2.5.2) it is also new and extends some previous similar results proved
independently by Ursescu [166] and by Cornet [71] in X = Rn. We notice that,
in all the above mentioned results, a weaker inclusion, i.e.,

lim inf
ξ→ξ0
ξ∈K

TK(ξ) ⊆ CK(ξ0),

is obtained. See also Treiman [160] for the proof of the inclusion above in general
Banach spaces. For a similar result see Mordukhovich [131], Theorem 1.9, p. 14.
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We emphasize that there are examples showing that the converse inclusion does not
hold in infinite dimensional Banach spaces. See for instance Treiman [160]. We
notice that Ursescu [166] proves a characterization of CK(ξ) in general Banach
spaces, pertaining also an immediate proof of Treiman’s main result in [160].
Problem 2.5.1 is inspired from Cornet [71] and Proposition 2.5.1 is essentially due
to Ursescu [169].

Section 2.6. Theorem 2.6.1 is due to Michael [125], [126]. Lemma 2.6.1 is
classic. Lemma 2.6.2 is a particular case of a general closed graph result due to
Castaing–Valadier [59].

Section 2.7. The presentation of the measures of noncompactness α, of Ku-
ratowski, and β, of Hausdorff, is inspired from Akhmerov–Kamenskii–Potapov–
Rodkina–Sadovskii [3] and Deimling [77]. Lemmas 2.7.1 and 2.7.2 are due to
Mönch [130].

Section 2.8. Theorem 2.8.1 is a specific form of a Lusin-type continuity result
due to Scorza Dragoni [152]. For more general results see Berliocchi–Lasry [19]
and Kucia [117]. Theorem 2.8.2 is from Cârjă–Monteiro Marques [47] and Theo-
rems 2.8.4 and 2.8.5 are new.

Chapter 3.

What we are referring to now as viability is in fact the actual name of an old
concept introduced for the first time by Nagumo [132] and baptized by him “rechts
zuläsig” in German, whose English translation is “right admissibility”. Although
Nagumo loc. cit proved the complete characterization of the viability of a locally
closed set with respect to a continuous function in a finite dimensional space, one
should not forget the earlier notable contribution of Perron [142] on the subject.
More precisely, as far as we know, the first result in the spirit of what we mean
nowadays by viability is due to Perron loc. cit.. He considered the case

C = {(t, u); ω1(t) ≤ u ≤ ω2(t), t ∈ [ a, b ]},

where ω1, ω2 : [ a, b ] → R and f : C → R are continuous, and ω1(t) ≤ ω2(t)
for each t ∈ [ a, b ]. In fact Perron loc. cit. proved nothing but Nagumo Viability
Theorem 3.5.5 in this specific case, i.e., X = R and C as above. As far as we know,
Nagumo’s result (or variants of it) has been independently rediscovered several
times in the seventies by Bony [24], Brezis [35], Crandall [74], Hartman [106],
Martin [124] and Yorke [182], [183].

Section 3.1. Example 3.1.1 is from Dieudonné [84], Theorem 3.1.1 is a simple
extension to general Banach spaces of the necessity part of the main result in
Nagumo [132], while Theorem 3.1.2 is a slight extension of the former.

Section 3.2. Theorem 3.2.1, which is an easy extension of Theorem 3.2.2,
is new. Theorem 3.2.2 is essentially due to Volkmann [170], who considered the
specific case ω(r) = kr, for each r ∈ R+, where k ≥ 0 is fixed. Theorem 3.2.3 was
proved by Brezis [35], Theorem 3.2.4 by Crandall [74] and Theorem 3.2.6 is due
to Nagumo [132]. Finally, Theorem 3.2.5 is due to Ursescu [169].
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Section 3.3. The idea of using a Zorn’s Lemma-type argument to get approx-
imate solutions in viability appeared first in Gautier [99] who also was the first to
approach an infinite dimensional viability problem. The fact that Brezis–Browder
Theorem 2.1.1 can produce the same effect as Zorn’s Lemma was observed by
Cârjă–Ursescu [54]. Lemma 3.3.1 is inspired from Deimling [76] and Bothe [26].

Section 3.4. The compactness argument used to prove the convergence of
ε-approximate solutions is essentially inspired from Deimling [76] and Bothe [29].

Section 3.5. Theorem 3.5.3 is the infinite dimensional variant of the cele-
brated Nagumo [132] Viability Theorem 3.5.5, Theorem 3.5.4 is a consequence of
Theorem 3.2.3 and Theorem 3.5.7 is a variant of a viability result of Martin [124].
A very general result of this type is due to Turinici [161], where the “dissipativity”
condition in Definition 3.5.4 is satisfied only on I ×K and ω is merely continuous
and ω(t, 0) = 0 for each t ∈ I.

Section 3.6. Theorem 3.6.1 is a non-open variant of a well known result in
Ordinary Differential Equations. See for instance Vrabie [176]. Theorem 3.6.2 is
new but not surprising. Definition 3.6.1 is adapted from Definition 3.2.5, p. 95 in
Vrabie [173]. Theorem 3.6.3 and Corollary 3.6.1 are new.

Chapter 4.

The results in this chapter are mainly from Cârjă-Necula-Vrabie [51].
Section 4.1. The presentation follows both Cârjă–Necula–Vrabie loc. cit. and

Cârjă–Vrabie [58]. Theorems 4.1.2 and 4.1.3 are new.
Section 4.2. The exterior tangency condition (4.2.1) was introduced in Cârjă–

Necula–Vrabie [51], although some particular choices for the comparison func-
tion ω were considered earlier in Aubin [5]. Theorem 4.2.1 is from Cârjă–Necula–
Vrabie loc. cit..

Section 4.3. The two concepts of (D, K)-Lipschitz and of (D,K)-dissipative
functions were introduced by Cârjă–Necula–Vrabie [51]. Theorems 4.3.1 and 4.3.2
are also from Cârjă–Necula–Vrabie loc. cit. We notice that a condition similar to
(4.3.1), with ξ replaced by ξ1, πK(ξ) replaced by ξ2 and ξ1, ξ2 ∈ V , was used
previously by Kenmochi–Takahashi [114].

Section 4.4. Theorems 4.4.1 and 4.4.2 are from Cârjă–Necula–Vrabie [51].
Example 4.4.1 is adapted from Aubin-Cellina [6], p. 203.

Section 4.5. Proposition 4.5.1 and Corollaries 4.5.1, 4.5.2 are new.

Chapter 5.

The first viability result in the case of a single-valued Carathéodory right-hand
side is due to Ursescu [167].

Section 5.1. Theorem 5.1.1 is an infinite dimensional version of the necessity
part of the main result in Ursescu [167] and Theorem 5.1.2 is new. Example 5.1.1
is from Bothe [25].

Section 5.2. Theorems 5.2.1, 5.2.2 and 5.2.3 extend the results in Section 3.5
to Carathéodory functions defined on cylindrical domains. Theorem 5.2.4 is due
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to Ursescu [167]. Theorem 5.2.5 is an extension of Ursescu loc. cit. which contains
only the equivalence between (ii) and (iv) in the above mentioned theorem. We
notice that, as we can see from Cârjă–Monteiro Marques [48], in the case of a
Carathéodory function, the fact that the tangency condition (5.2.1) holds for each
(t, ξ) ∈ (I \ Z) ×K, with Z independent of ξ ∈ K, is equivalent to the fact that
(5.2.1) holds for each ξ ∈ K and each t ∈ I \ Zξ, where Zξ is a negligible set
depending on ξ ∈ K.

Section 5.3. Proposition 5.3.1 is from Cârjă–Vrabie [58], Lemma 5.3.1 is new
and inspired from Cârjă–Vrabie loc. cit.

Section 5.4. The proof of Theorem 5.2.1 is a refinement of the proof of
Theorem 3.2.2.

Section 5.5. Theorems 5.5.1 and 5.5.2 are new and extend their counterparts
in Cârjă–Vrabie [58] referring to the continuous case.

Chapter 6.

The first viability result for the multi-valued case is due to Bebernes–Schuur [12].
We mention that, in 1936, Zaremba [187] proved that if F : D ; Rn is u.s.c.
with nonempty compact and convex values and D is open then, for each ξ ∈ D,
the differential inclusion (6.1.1) has at least one solution u : [ 0, T ] → D satisfying
u(0) = ξ. It should be noticed that the concept of solution used by Zaremba loc.
cit. is in the sense of the contingent derivative. More precisely, if u : [ 0, T ] → Rn

is continuous and t ∈ [ 0, T ), the set

Du(t) =
{

lim
m

u(t + tm)− u(t)
tm

; tm ↓ 0
}

is called the contingent derivative of u at t. We say that u : [ 0, T ] → D is a
contingent solution of (6.1.1) if

∅ 6= Du(t) ⊆ F (u(t)) (15.6.2)

for each t ∈ [ 0, T ). In 1961, Ważewski [181] proved that, if F is u.s.c. with
nonempty, compact and convex values, u is a contingent solution to (6.1.1) if
and only if u is an exact solution to (6.1.1). So, Zaremba’s existence result is noth-
ing more than the multi-valued counterpart of the Peano [141] Local Existence
Theorem. In the same spirit, the viability result of Bebernes–Schuur loc. cit. is the
multi-valued version of the Nagumo’s Viability Theorem 3.5.5. The tangency con-
dition used by Bebernes–Schuur loc. cit. is equivalent to (6.5.4). See Problem 6.5.1.
Proposition 15.6.1 below, due to Ważewski loc. cit., is in fact a finite dimensional
variant of Theorem 6.1.2.

Proposition 15.6.1. Let K ⊆ Rn be nonempty and locally closed and let
F : K ; Rn be u.s.c. with nonempty, convex, compact values. Then, for every
ξ ∈ K, and every solution u : [ 0, T ] → K to (6.1.1), with u(0) = ξ, there exist
η ∈ F (ξ) and a sequence (tm)m in (0, T ) convergent to 0 such that the sequence(

1
tm

(u(tm)− ξ)
)

m
converges to η.
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It is interesting to notice that, by using the viability theory developed in
Section 6.5 for the locally closed set K = {(t, u(t)) ; t ∈ [ 0, T )} and the multi-
function {1}×F , Cârjă–Monteiro Marques [48] proved that the condition (15.6.2)
is also equivalent to each one of the following :

(i) Du(t) ∩ F (u(t)) 6= ∅ for each t ∈ [ 0, T ), or
(ii) convDu(t) ∩ F (u(t)) 6= ∅ for each t ∈ [ 0, T ).

In 1981, Haddad [104] obtained the first result on viability of preorders. In fact,
Haddad adapted the proof of viability of sets in order to obtain viability of pre-
orders. Cârjă–Ursescu [54] showed that the viability, as well as the invariance of
preorders can be completely described in terms of viability, or invariance of sets.
The structure of the set of all solutions of a differential inclusion on a subset K,
for which ΠK has continuous selections, was studied by Plaskacz [146].

As far as the infinite dimensional case is concerned, i.e., the case in which
instead of Rn we are considering an infinite dimensional Banach space X, we
mention the pioneering contribution of Gautier [99]. Firstly, he used Zorn’s Lemma
in order to get approximate solutions defined on an a priori given interval. Secondly,
he used a sufficient weak tangency condition of the form: for each ξ ∈ K, there
exist η ∈ F (ξ), a sequence (hm)m decreasing to 0 and a sequence (qm)m weakly
convergent to 0 satisfying ‖qm + η‖ ≤ 2‖η‖ and ξ + hm(η + qm) ∈ K for each
m ∈ N. This tangency is far from being necessary for the viability of K. A necessary
and sufficient condition for the viability of K in a more general setting has been
obtained by Cârjă–Vrabie [55] by means of the so-called “bounded weak tangency
condition”.

Although not presented here, the Carathéodory case for differential inclu-
sions is well developed and there exists a rather large literature on the subject.
Among the first notable results in this direction we mention those of Tallos [159],
Ledyaev [121], Frankowska–Plaskacz–Rzeżuchowski [97]. In all these papers, the-
orems of Scorza Dragoni type are the main tools. Results of the same kind, can
be found in Cârjă–Monteiro Marques [48] in the finite dimensional case, and in
Cârjă–Monteiro Marques [49] in the infinite dimensional setting. There, a tech-
nique of approximation of the multi-function through the Aumann integral mean
is used. The case in which F is measurable with respect to t and (strongly-weakly)
u.s.c. with respect to u can be carried out with the help of a Measurable Selec-
tion Theorem, as for instance Kuratowski–Ryll-Nardzewski Theorem 3.1.1, p. 86
in Vrabie [173] combined with the special techniques used in Chapter 5.

Section 6.1. Theorem 6.1.1, Corollary 6.1.1 and Lemma 6.1.1 are from Cârjă–
Necula–Vrabie [52].

Section 6.2. Theorem 6.2.1 is from Cârjă–Necula–Vrabie [52], Theorem 6.2.2
is a local, more precise (in the sense that here we deal with exact solutions instead
of a.e. solutions) and more general form (we do not impose any growth condition)
of a result due to Deimling [78], Theorem 6.2.3 is an autonomous version of a
viability result in Bebernes–Schuur [12]. Example 6.2.1 is from Aubin–Cellina [6],
p. 202. The lack of convexity of the values of F can be, however, compensated
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by an l.s.c. extra-assumption combined with a stronger tangency condition. More
precisely, we have

Theorem 15.6.1. Let K be locally closed and let F : K ; Rn be both u.s.c.
and l.s.c. with nonempty and closed values. If F (ξ) ⊆ TK(ξ) for each ξ ∈ K then
K is viable with respect to F . Moreover, if u is a solution of (6.1.1) then u′ is a
regulated function15.

See Aubin–Cellina [6], p. 198.
Section 6.3. In this form, Lemma 6.3.1 is from Cârjă–Necula–Vrabie [52]. Its

proof, using both the set tangency condition : F (ξ) ∈ TSK(ξ) for each ξ ∈ K, and
Brezis–Browder Theorem 2.1.1, is completely new.

Section 6.4. The proof of the convergence of a sequence of ε-approximate
exact solutions is new but standard.

Section 6.5. The extension to the nonautonomous case is also from Cârjă–
Necula–Vrabie [52]. We notice that we confined ourselves here merely to the case
of multi-functions which are jointly (strongly-weakly) u.s.c. with respect to all
variables, i.e., with respect to both t and u. For other viability results under some
mixed hypotheses allowing the “nonautonomous” F to be l.s.c. on some set and
u.s.c. on the complementary set, see Donchev [87].

Section 6.6. The results in this section are from Cârjă–Necula–Vrabie [52]
too. Theorem 6.6.1 is standard and Theorem 6.6.2 has its roots in Theorem 3.2.3,
p. 96 in Vrabie [173].

Section 6.7. A condition similar to that one in Definition 6.7.2, with ξ re-
placed by ξ1 and πK(ξ) replaced by ξ2 with ξ1, ξ2 ∈ V , has been used previ-
ously by Cârjă–Ursescu [54]. A condition, related to the latter, was introduced
by Donchev [86]. This condition is known under the name of one-sided Lipschitz
condition. As in the single-valued case, here (6.7.3) is also automatically satisfied
for each ξ ∈ K, and therefore, in Definition 6.7.2, we have only to assume that
(6.7.3) holds for each ξ ∈ V \K.

A strictly more restrictive Lipschitz condition than the one in Definition 6.7.3,
with ξ replaced by ξ1 and πK(ξ) by ξ2, with ξ1, ξ2 belonging to D, has been first
considered by Filippov [96]. In the same spirit as Filippov loc. cit., Kobayashi [116]
has used a dissipative type condition even more restrictive. It is easy to see that
if F is either (D,K)-Lipschitz, or (D,K)-dissipative, then it has the compari-
son property with respect to (D, K). We notice that there are examples showing
that there exist multi-functions F which, although neither (D,K)-Lipschitz, nor
(D, K)-dissipative, have the comparison property. See for instance the “single-
valued” Examples 4.3.1 and 4.3.2. For other invariance results in the case X = Rn

15A function is regulated if it is uniform limit of step functions.
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and F : I × X ; X satisfying an one-sided Lipschitz condition, see Donchev–
Rios–Wolenski [88].

Chapter 7.

Section 7.1. Proposition 7.1.1 is due to Roxin [151].
Section 7.2. Theorem 7.2.1 was called to our attention by Ursescu [169]

and provides a characterization of the viability of an epigraph of a certain func-
tion in the terms of a differential inequality. Similar results can be found in
Clarke-Ledyaev-Stern [66], p. 266. Problem 7.2.2 is from Cannarsa–Frankowska–
Sinestrari [43].

Section 7.3. Lemma 7.3.1 and Theorem 7.3.1 are slight extension of some
results in Cârjă–Ursescu [54], while Lemma 7.3.2, which is a simple generalization
of Lemma 7.3.1, is new.

Section 7.4. Theorem 7.4.1 is inspired from Browder [39] and Crandall [73].
Section 7.5. Theorem 7.5.1 is from Vrabie [178]. For some extensions see

Vrabie [177], [179] and [180].
Section 7.6. The presentation follows Yorke [182]. Propositions 7.6.1∼7.6.4,

are from Yorke [182], Theorem 7.6.1 is from Fukuhara [98]16 but the proof here
presented is due to Yorke [182]. Theorems 7.6.2 and 7.6.3 are from Yorke [182].

Section 7.7. Theorem 7.7.1 was established by Kneser [115] but the proof
herein is from Yorke [182].

Section 7.8. Theorem 7.8.1 is due to Yoshizawa [184], Theorem 7.8.2 is due
to Yorke [182].

Section 7.9. The differentiability concept D was introduced by Severi [156].
See also Ursescu [164].

For specific cases of (7.9.1) as quasilinear, first order partial differential equa-
tions see Goursat [103], Perron [143], Kamke [112], Carathéodory [44], Courant–
Hilbert [72]. For Bellman equations which are also particular cases of (7.9.1) see
Bellman [14], [15], [16], Pontryagin–Boltyanskii– Gamkrelidze– Mishchenko [147],
Boltyanskii [22], [23], Gonzalez [102], Hájek [105], Cesari [60], Clarke–Vinter [68].
Among other particular but important instances of (7.9.1) we also mention the
eikonal equation. See Ishii [111].

As far as we know, the differentiability concept of Severi is the least restrictive
for which the characterization in Theorem 7.9.1 holds true. Every other differ-
entiability concepts used in the literature devoted to particular cases of equation
(7.9.1) implies the classical Fréchet, better referred to as the Stolz–Young–Fréchet–
Hadamard, differentiability. We emphasize that w is Fréchet differentiable at x if
and only if both w is Severi differentiable at x, and the Severi differential Dw(x)
is linear on Rn.

The property (C1) is related to the so-called weakly decreasing systems dis-
cussed in Clarke–Ledyaev–Stern–Wolenski [67], p. 211, which in turn are related to
the Lyapunov theory of stabilization. See also Clarke–Ledyaev–Stern–Wolenski loc.

16The old English transliteration of the Japanese name Hukuhara.
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cit., p. 208. The examples in Exercises 7.9.2 and 7.9.3 are from Cârjă–Ursescu [54].
For an extension of the characteristics method to mild solutions generated by C0-
semigroups see Ursescu [168].

Chapter 8.

If A 6= 0, in order to handle also points ξ ∈ K which do not belong to D(A),
Pavel [137] introduced the following tangency concept : by definition η ∈ FA

K(ξ) if

lim
h↓0

1
h

dist (S(h)ξ + hη; K) = 0. (15.8.3)

One may easily see that FA
K(ξ) is in fact an “A-variant” of the tangent cone of

Federer [93] and FA
K(ξ) ⊆ TA

K(ξ). More precisely, Pavel [137] shows that, whenever
K is locally closed, A generates a compact C0-semigroup and f is continuous on
I ×K, a necessary and sufficient condition for viability is

lim
h↓0

1
h

dist (S(h)ξ + hf(τ, ξ); K) = 0 (15.8.4)

for each (τ, ξ) ∈ I × K. We notice that, whenever ξ ∈ K ∩ D(A), the tangency
condition above is equivalent to

lim
h↓0

1
h

dist (ξ + h(Aξ + f(τ, ξ));K) = 0

which is nothing else than a stronger form of the Nagumo’s tangency condition,
i.e., Aξ+f(τ, ξ) ∈ FK(ξ) for each ξ ∈ K∩D(A). However, there are cases in which
K is not included in D(A), or even K ∩D(A) is empty and in these cases we can
use only (15.8.4). This happens for instance if K is the trajectory of a nowhere
differentiable C0-solution of (8.1.1).

Concerning TA
K(ξ) (see Definition 8.1.3), as we have already noticed, if A ≡ 0,

it is nothing but the contingent cone at ξ ∈ K in the sense of Bouligand [32].
A necessary and sufficient condition for the existence of monotone solutions

of semilinear differential inclusions has been obtained by Chiş-Şter [61].
Section 8.1. Proposition 8.1.2 and Theorem 8.1.1 are due to Pavel [137],

[138], while Theorem 8.1.2 is nothing but a more precise reformulation of Theo-
rem 8.1.1.

Section 8.2. Theorem 8.2.1 is from Burlică–Roşu [41] and handles into a uni-
tary frame several previous viability results of different topological nature. Namely,
it includes results referring to both β-compact or Lipschitz perturbations of in-
finitesimal generators of arbitrary C0-semigroups, as Theorem 8.2.2, and to con-
tinuous perturbations of infinitesimal generators of compact C0-semigroups, as
Theorem 8.2.3, which is essentially due to Pavel [137]. See also Burlică–Roşu [42].
Theorems 8.2.4, 8.2.5 and 8.2.6 are immediate consequences of Theorem 8.2.2 but
we were not able to establish their origins.

Section 8.3. Lemma 8.3.1 is from Cârjă–Vrabie [55].
Section 8.4. The proof of the convergence of a suitably chosen sequence of ε-

approximate mild solutions in the case of Theorem 8.2.1 follows Burlică–Roşu [42].
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Section 8.5. The results in this section, based on the classical trick of reducing
the nonautonomous case to the autonomous one by introducing t as an extra
unknown, are simple consequences of the main theorems in Sections 8.1 and 8.2.

Section 8.6. Theorems 8.6.1 and 8.6.2 are due to Burlică-Roşu [42] and
extend some earlier existence results in Burlică-Roşu [40] referring to the simpler
case in which the domain of definition of the perturbation is open.

Section 8.7. The proof of Theorem 8.6.2 follows Burlică-Roşu [42].
Section 8.8. Theorems 8.8.1 and 8.8.2 are simple rephrases of some classic

results, while Theorem 8.8.3 is from Burlică-Roşu [42], but essentially inspired by
Theorem 3.2.3, p. 96 in Vrabie [173].

Chapter 9.

For the semilinear multi-valued case we mention the pioneering works of Pavel-
Vrabie [139] and [140]. Further developments are due to Shi [157], Lupulescu–
Necula [123] and Cârjă-Vrabie [55]. See also the references therein.

Section 9.1. The notions of both A-quasi tangent and A-tangent set to a given
set at a given point in Definitions 9.1.3 and 9.1.4 were introduced by Cârjă–Necula–
Vrabie [52]. Proposition 9.1.1, Theorems 9.1.1 and 9.1.2 are also from Cârjă–
Necula–Vrabie loc. cit.. It should be noted that Theorems 9.1.1 and 9.1.2 are the
first general necessary conditions for mild viability avoiding both the compactness
of the values of F and the use of a weak tangency condition as in Cârjă–Vrabie [55].

Section 9.2. Theorems 9.2.1, 9.2.2, 9.2.3 and 9.2.4 are also from Cârjă–
Necula–Vrabie [52] and can be compared with previous results in Shi [157], where
the viability problem deals with strong instead of mild solutions. A first result in
Shi loc. cit. states that if X is reflexive, K is compact, A generates a compact
differentiable semigroup and F is u.s.c. with nonempty, compact, convex values,
then the tangency condition F (ξ) ∩ TA

K(ξ) 6= ∅ for each ξ ∈ K is necessary and
sufficient for the viability of K with respect to A+F . If X, K and A are as above
but F is strongly-weakly u.s.c. with bounded closed and convex values, then the
viability of K with respect to A + F is equivalent to the tangency condition

S(t)F (ξ) ∩ TA
S(t)K(S(t)ξ) 6= ∅

for each t > 0 and ξ ∈ K, condition which clearly is implied by (9.2.1) but it is
strictly stronger than the latter. Coming back to Theorems 9.2.1∼9.2.4, it should
be noticed firstly that we do not assume that X is reflexive. Secondly, we do not
assume that A generates a differentiable semigroup and thirdly, we do not ask F
to have compact values. In addition, in Theorems 9.2.1, 9.2.2 and 9.2.3 we do not
ask K to be compact. Of course, the price (not at all high) to be payed is that the
solutions are merely mild and not strong.

Section 9.3. Lemma 9.3.1 is from Cârjă–Necula–Vrabie [52] and is an “A-
variant” of Lemma 6.3.1.

Sections 9.4∼9.6. The proof of the convergence of a suitably chosen sequence
of ε-approximate mild solutions, in the case of Theorems 9.2.1, 9.2.3 and 9.2.4, is
also from Cârjă–Necula–Vrabie [52].
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Section 9.7. By using the well-known trick of introducing t as a new un-
known, we reduce the quasi-autonomous case to the autonomous one and we take
advantage of the results in Sections 9.1 and 9.2 in order to get necessary and
sufficient conditions for mild viability applicable to quasi-autonomous semilinear
evolution inclusions.

Section 9.8. The results concerning the existence of noncontinuable and
global solutions are also from Cârjă–Necula–Vrabie [52] and are simple extensions
to the semilinear evolution inclusions of the corresponding results in Section 6.6.

Chapter 10.

The viability problem for fully nonlinear evolution equations, i.e. the case in which
both A and f are nonlinear, with A unbounded but f still continuous, has been
considered for the first time by Vrabie [171]. We notice that Vrabie loc. cit. intro-
duced the suitable tangency condition to apply also for points of K which do not
belong to D(A). Namely, the tangency condition introduced in Vrabie loc. cit. is

lim
h↓0

1
h

dist (u(τ + h, τ, ξ, f(τ, ξ)); K) = 0, (15.10.5)

where u(·, τ, ξ, y) = v(·) is the unique C0-solution of the Cauchy problem
{

v′(s) ∈ Av(s) + y
v(τ) = ξ.

More precisely, Vrabie loc. cit. proved that if A is the generator of a compact
semigroup of nonexpansive operators and (15.10.5) holds uniformly with respect
to (τ, ξ) ∈ I ×K, then I ×K is C0-viable with respect to A + f . We emphasize
that, whenever A is linear, (15.10.5) is equivalent to

lim
h↓0

1
h

dist

(
S(h)ξ +

∫ τ+h

τ

S(τ + h− s)f(τ, ξ) ds; K

)
= 0

which, in view of Proposition 8.1.2, reduces to the tangency condition (15.8.3)
introduced by Pavel. Subsequent contributions in this context are due to Bothe [27]
who allowed K to depend on t as well. In particular, in the case when K is
independent of t, Bothe [27] showed that (15.10.5) with “lim inf” instead of “lim”
is necessary and sufficient for viability.

The case of an evolution equation driven by a single-valued perturbation of am
m-dissipative operator has also been analyzed by Chiş-Şter [63], [62], who proved
sufficient conditions in order for the corresponding evolution equation to have at
least one monotone solution.

Section 10.1. Theorems 10.1.1, 10.1.3 and 10.1.4 are from Cârjă-Vrabie [57].
Theorem 10.1.2 is from Bothe [27], where it is mentioned without proof.

Section 10.2. Lemma 10.2.1 is a variant of a result in Cârjă-Vrabie [57].
Sections 10.3∼10.4. The proof of the convergence of a suitably chosen se-

quence of ε-approximate C0-solutions in the case of Theorems 10.1.1 and 10.1.3 is
from Cârjă-Vrabie [57], while that one in the case of Theorem 10.1.2 is new.
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Section 10.5. Theorems 10.5.1 and 10.5.2 are from Bothe [27] although the
first one has its roots in Vrabie [171]. Theorem 10.5.3 is a simple extension to the
quasi-autonomous case of Theorem 10.1.3.

Section 10.6. Theorem 10.6.1 is from Cârjă–Vrabie [57], while Theorem 10.6.2
is new and uses some ideas from Vrabie [173].

Section 10.7∼10.9. Theorems 10.7.1∼10.7.5 as well as their proofs are from
Necula–Vrabie [135].

Section 10.10. Theorems 10.10.1 and 10.10.2 are new and extend some pre-
vious results in Cârjă–Vrabie [57].

Other viability results referring to continuous perturbations of dissipative (but
not necessarily m-dissipative) operators may be found in Bothe [31]. There, the
author assumes that K ⊆ D(A) is closed, f : I ×K → X is continuous from the
left with respect to t ∈ I and continuous with respect to x ∈ K, the semigroup
generated by A is compact and both the range condition

lim
h↓0

1
h

dist (ξ; R(I − hA)) = 0, (15.10.6)

for each ξ ∈ K and the tangency condition

lim inf
h↓0

1
h

dist (ξ + hf(t, ξ); R(I − hA|K∩D(A))) = 0 (15.10.7)

for each (t, ξ) ∈ I × K hold, and concludes that I × K is viable with respect to
A + f .

Chapter 11.

Concerning the nonlinear multi-valued perturbed case, we mention the works of
Bothe [27], Bressan–Staicu [34], Cârjă–Vrabie [56] and the references therein.
Bothe [27] considers the case of a time-dependent set K and a tangency condi-
tion inspired from Vrabie [171] and which reduces to F (ξ) ∈ TA

K(ξ) whenever K
is constant and F is single valued. Bressan–Staicu [34] consider a tangency con-
dition also inspired from Vrabie [171] and which reduces to the latter in many
important specific cases as for instance when F is single valued and continuous.
Cârjă–Vrabie [56] allow F to be strongly-weakly upper semicontinuous but use a
tangency condition expressed in the terms of the weak topology on X.

In the case of a nonlinear m-dissipative operator A, the notions of both A-
quasi tangent and A-tangent set to K at ξ ∈ K were introduced by Cârjă–Necula–
Vrabie [53].

Section 11.1. Theorems 11.1.1 and 11.1.2 are from Cârjă–Necula–Vrabie [53].
We note that, as far as we know, Theorems 11.1.1 and 11.1.2 are the first general
necessary condition for C0-viability avoiding the compactness of the values of F .

Section 11.2. Theorem 11.2.1∼11.2.4 are also from Cârjă–Necula–Vrabie [53].
Section 11.3∼11.5. Lemma 11.3.1 and the proofs of both Theorems 11.2.1

and 11.2.4 are also inspired from Cârjă–Necula–Vrabie [53].



322 Bibliographical notes and comments

Section 11.6. The extension to the quasi autonomous case is standard. The-
orems 11.6.1 and 11.6.2 are immediate corollaries of Theorem 11.1.2, while Theo-
rems 11.6.3∼11.6.5 are direct consequences of Theorems 11.2.2∼11.2.5.

Section 11.7. Theorems 11.7.1 and 11.7.2 are simple extensions to the fully
nonlinear multi-valued case of Theorems 6.6.1 and 6.6.2.

Chapter 12.

Section 12.1. Theorems 12.1.1∼12.1.4 are from Cârjă–Vrabie [57]. The suf-
ficiency parts in both Theorems 12.1.1 and 12.1.2 have been later proved by
Bothe [30].

Section 12.2. Lemma 12.2.1 and its proof are from Cârjă–Vrabie [57].
Sections 12.3∼12.4. The proof of the convergence in the case of Theo-

rems 12.1.1∼12.1.3 follows also Cârjă–Vrabie [57].
Section 12.5. Theorems 12.5.1 and 12.5.2 are simple extensions to the fully

nonlinear case of Theorems 5.5.1 and 5.5.2.
Other viability results referring to Carathéodory perturbations of dissipative

operators may be found in Bothe [31]. There, the author uses a stronger tangency
condition which is only sufficient but he considers only dissipative operators which
may lack m-dissipativity. Namely, Bothe loc. cit. assumes that K ⊆ D(A) is closed,
f : I ×K → X is almost continuous17, the semigroup generated by A is compact
and both (15.10.6) and (15.10.7) are satisfied for each (t, ξ) ∈ I × K. Then, he
concludes that I ×K is viable with respect to A + f .

As we have already pointed out, in the Carathéodory case, it is not possible
to get viability for general locally closed noncylindrical sets C. Therefore, in this
case, we have to impose some extra-conditions on the set C. One way to handle
this problem, observed by Yorke [182] in the continuous case, is to identify C with
the graph of a multi-function K : D(K) ⊆ R ; X, defined by

{
D(K) = {t ∈ R; there exists x ∈ X with (t, x) ∈ C}
K(t) = {x ∈ X; (t, x) ∈ C} for t ∈ D(K).

Under these circumstances, the tangency condition

F(τ, ξ) ∈ TA
C (τ, ξ),

with F = (1, f), A = (0, A) and C = graph (K), takes the equivalent form

lim inf
h↓0

1
h

dist (u(τ + h, τ, ξ, f(τ, ξ));K(τ + h)) = 0.

Necessary and sufficient conditions for the viability of such kind of sets, under
additional assumptions on the multi-function K, have been obtained by Bothe [27]
and Necula [133], for the semilinear Carathéodory case, and by Necula [134], for

17We recall that f is almost continuous if for each ε > 0 there exists a closed set
Iε ⊆ I with µ(I \ Iε) ≤ ε and such that f|Iε×K is continuous.
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the fully nonlinear Carathéodory case. For the case when f is multi-valued, see
Bothe [26].

Chapter 13.

Section 13.1. Lemma 13.1.1 and Theorems 13.1.1 and 13.1.2 are well-known
but we do not know their origins. Theorems 13.1.3 and 13.1.4 are new and appear
for the first time here.

Section 13.2. Lemma 13.2.3 is from Cârjă–Motreanu [50]. For a proof in the
specific case p = 2, see Attouch–Azé [4]. Lemma 13.2.2 and Theorem 13.2.1 are
also from Cârjă–Motreanu loc. cit.

Section 13.3. Theorem 13.3.1, although new, is a simple consequence of the
main result in Burlică–Roşu [42].

Section 13.4. Theorem 13.4.1 is from Burlică-Roşu [42]. We notice that a
similar result holds true if the homogeneous Dirichlet boundary conditions are
replaced with homogeneous Neumann boundary conditions. Also, the comparison
result can be reformulated and proved in the space C0(Ω)×C0(Ω), where C0(Ω) is
the space of all continuous functions from Ω to R, vanishing on the boundary. For
related results we refer to Ladde–Lakshmikantham–Vatsala [118]. For more details
on predator-pray systems see Ainseba–Aniţa [2] and the references therein. Similar
viability arguments for cooperative semilinear quadratic perturbed systems were
used previously by Bohl–Marek [21].

Section 13.5. As far as we know, Lemma 13.5.1 is due to Benilan [17]. The-
orem 13.5.1 is from Cârjă–Necula–Vrabie [53].

Section 13.6. Theorem 13.6.1 is from Necula–Vrabie [135] and extends Theo-
rem 13.4.1 in two directions. First, it allows the diffusion operators to be nonlinear
and second it allows one of them to be degenerate. For related comparison results
see Ladde–Lakshmikantham–Vatsala [118].

Section 13.7. Theorem 13.7.1 and Corollary 13.7.1, as well as their proofs,
based on viability techniques, are from Cârjă–Necula–Vrabie [52]. Similar results,
in the case in which f is Lipschitz but A generates an arbitrary C0-semigroup,
were obtained recently by Cârjă [46], by using completely different arguments.

Section 13.8. Theorem 13.8.1 is due to Paicu [136] and is an abstract Banach
space setting variant of an existence result proved in Caşcaval-Vrabie [45]. See
also Vrabie [174] and Hirano–Shioji [108]. Problem 13.8.1 is from Deimling [77],
Exercise 6, p. 85.

Applications of viability and invariance techniques to reaction diffusion sys-
tems and core-shell reaction diffusion systems can be found in Bothe [28] and
[31]. For another concrete application, i.e., the take-of problem of an aircraft in
the presence of windshear see Seube–Moitie–Leitmann [154]. There, the authors
formulate the problem as a differential game and, using viability theory, they show
how, in the given circumstances, to determine safe flight domains for the aircraft.
The flow-invariance of controlled flux sets, as the Enstrophy and Helicity sets,
for the Navier-Stokes equations, has been deducted by Barbu–Pavel [11], working
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with strong solutions and by using viability and invariance methods. For a very
elegant and effective way of obtaining existence and uniqueness, via similar meth-
ods, for the Euler equation for a homogeneous, inviscid, incompressible fluid, see
Bourguignon–Brezis [33].
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[48] O. Cârjă and M. D. P. Monteiro Marques, Viability results for nonautonomous
differential inclusions, J. Convex Anal., 7(2000), 437–443.
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[61] I. Chiş-Şter, Existence of monotone solutions for semilinear differential inclusions,
NoDEA Nonlinear Differential Equations Appl., 6(1999), 63–78.
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[172] I. I. Vrabie, A compactness criterion in C(0, T ; X) for subsets of solutions of non-
linear evolution equations governed by accretive operators, Rend. Sem. Mat. Univ.
Politec. Torino, 43 (1985), 149–157.

[173] I. I. Vrabie, Compactness methods for nonlinear evolutions, Second Edition, Pitman
Monographs and Surveys in Pure and Applied Mathematics 75, Longman 1995.

[174] I. I. Vrabie, Periodic solutions for nonlinear evolution equations in a Banach space,
Proc. Amer. Math. Soc., 109(3)(1990), 653-661.

[175] I. I. Vrabie, C0-semigroups and applications, North-Holland Publishing Co. Ams-
terdam, 2003.



Bibliography 333

[176] I. I. Vrabie, Differential equations. An introduction to basic concepts, results and
applications, World Scientific, Publishing Co., Inc., River Edge NJ, 2004.

[177] I. I. Vrabie, A Nagumo type viability theorem, An. Ştiinţ. Univ. Al. I. Cuza Iaşi,
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Hájek, 317, 329
Haddad, 315, 329
Hartman, 312, 329
Hassan, 309, 325
Hilbert, 317, 328
Hille, 2, 8, 309, 330
Hirano, 323, 330
Hobson, 28, 330
Howard, 310, 330
Hukuhara, 317, 329

Ishii, 317, 330

Kamenskii, 49, 312, 325
Kamke, 317, 330
Kato, 309, 330
Kenmochi, 313, 330
Kneser, 317, 330
Kobayashi, 309, 316, 330
Krein, 309
Kucia, 53, 312, 330

Ladde, 323, 330
Lakshmikantham, 17, 18, 309, 323, 330
Lasry, 312, 326
Lebesgue, 53, 99, 309, 330
Ledyaev, 315, 317, 318, 328, 330
Leela, 17, 18, 309, 330
Leitmann, 323, 332
Lumer, 309, 330
Lupulescu, 319, 330
Lusin, 312
Luxemburg, 75, 333

Mönch, 49, 312, 330
Marek, 323, 326
Martin, 312, 313, 330
Mazur, 309
Michael, 312, 330
Milman, 309, 330
Mishchenko, 317, 331
Miyadera, 16, 18, 309, 330
Moitie, 323, 332
Monteiro Marques, 312, 314, 315, 327
Mordukhovich, 311, 331

Motreanu, 323, 327

Nagumo, 312, 313, 331
Necula, 311, 313, 315, 316, 319–323,

327, 330, 331

Olmsted, 75, 95, 329

Paicu, 323, 331
Pavel, 309, 318, 319, 323, 325, 331
Peano, 314, 331
Perron, 312, 317, 331
Pettis, 309, 331
Phillips, 2, 8, 309, 330, 331
Plaskacz, 315, 329, 331
Pontryagin, 317, 331
Potapov, 49, 312, 325
Protter, 21, 310, 331

Quincampoix, 311, 331

Rios, 317, 329
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locally β-compact, 64, 113
locally almost-dissipative, 76
locally Carathéodory, 53
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c ~ ( B ) -  inf { e  > 0; 3B1, B2, • • • , Bn(~) C ~B~(X), B C_ vai:,l In(~)Bi}  

n 0w 
a V w  - E ai--Oxxi in the  sense of d i s t r ibu t ions  over ]R ~ 

i=1 
{B(X) the  class of all b o u n d e d  subsets  in X 
~3~(X) the  class of all subsets  in X whose d iamete r s  do not  exceed e 

/3(B) - i n f  {e  > 0; 3 X l ,  X2, • • • , Xn@ ) C X ,  B C_ %3i=1] i n ( e ) D ( x i ,  c)}  

C([ r, T ]; X)  = { u :  [r,  T]  + X u cont inuous}  
conv C -  the  closed convex hull of C 
cony C -  the  convex hull of C 
C u b ( I ~  n)  = {?_t: I~ n ---+ I~; ?_t uniformly cont inuous  and  bounded}  

d iam (B) = sup{[Ix - y[[; x, y E B} 
dist (C; D)  = infxev,yeD [Ix -- Y[I 
dist (x; D)  = infyeD [Ix -- Y[I 
d i s tHp(B ,  C) = m a x  {e(B;  C), e(C; B)} 
dist (x; y) = [Ix - y[[ 

x(t+h)-x(t) the  Dini r ight lower der ivat ive of x at  t [D+x](t) - - l im in fh l0  h 
~)t~ u - -  oq~lq-t~2+'"+~nU 

ax 1n10x2 2 . . .ax~ n 

©+u(t )  the  set of all l imit points  of h ~ h - l ( u ( t  -Jr- h) - u(t))  for h I 0 
D(~, p) - the  closed ball  wi th  center  ~ and  radius  p 

= { f  C LI ( IR+;X) ;  f ( s )  C E a . e .  for s CIR+} 
epi (g) = {(~,t) ;  g(~) < t, ~ C D},  for g :  D -+ R 

e(B;  C) = SUPxcB dist (x; C) 
F : K ~., X -  the  mul t i - func t ion  F : K --+ 2 X 
Fin  (X*) - the  class of all finite subsets  in X* 
OF~,~(t) - the  b o u n d a r y  of the  set F~,~(t) 
9:K(~) -- set of all t angen t  vectors  to K at  ~ in the  sense of Federer  
H l ( ~ )  = W1,2(~~)  

H~,(~) = W~,,~,(~) 
hyp ( g ) =  {(~,t);  g({) > t, ~ C D}, for g :  D -+ IR 
H~(~) - w l , ~ ( ~ )  
J (x )  = {x* • X*;  ( x , x * ) =  [[xll 2 = IIx*[[ 2} - the  dua l i ty  on X 

K -  the  closure of the  set K 
In[ = ~ + ~2 + - "  + ~ ,  for ~ = (/~1,/,i;2,...,/~n) • I~n 

O K -  the  b o u n d a r y  of the  set K 

L~oc([ O, T); X )  -- {u"  [0, T) --+ X;  u • LI (0 ,  T ; X )  for each 0 < T < T} 
L 1 (7-, T )  = L 1 (7-, T ;  ]~) 

L~oc(I) = { u :  I + IR; V[T,T]  C I, u E L ° ° ( T , T ) }  
L I ( T , T ; X )  = L I ( [ T , T ] ; X )  
fv(f~) = fv(f~; IR) 

f ' ( ~ ;  X)  = f ' ( ~ ,  ~ , ;X)  if ~, i~ th~ L~b~gu~ m ~ u r ~  
~(~, ~ , ;X)  - th~ ~ t  of ~n r n ~ u r ~ U ~  f :  ~ --+ X with Ilfll" t ,- i-t~gr~U~ 
L ( X )  - the  space of all l inear b o u n d e d  ope ra to r s  from X to X 
N the  set of posi t ive integers  
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IIUIIL(x) = supllxll_<l Ilgxll 
- -  N* the set of positive integers without 0 

(ft, E, #) - a measure space 
1 d i s t ( S ~ ( h ) ~ ; K  A D ( ~ , p ) )  -- 0} iv QTgAK(~) -- {E C X; (Vp > 0) l iminfh,o g 
1 dist (Sa (h)~; K n D(~, p)) -- 0} 2o Q~Tg)(~) - {E c_ X; (Vp > 0) liminfh;o 

- -  R the set of real numbers 
- -  R+ the set of positive real numbers 

{S,( t)  : D(A)  --+ D(A);  t _> 0} the semigroup generated by A,  = A + ~/ 

s~(h)~ - {s(h)~ + do ~ s ( h -  ~)~ d~; ~ c E} ~ 
S~(h)~ = {~(h, 0, ~, ~); ~ c E} ~ 
Sa(h)~ - {S(h)~ + f :  S ( h -  s ) f ( s )d s ;  f E £}23 
S a ( h ) ~ = { u ( h ,  0 ,~ , f ) ;  f c  £}24 

dist (u(h, O, ~, ~/); K) -- 0} ga(~)  _ {~/ C X; limhlo 
- -  Te = sup{t C R; there exists ~/C X, with (t, ~/) • e} 

1 dist (~ + hr/; K) -- 0} 
- -  3"g(~) -- {~/•  X; liminfhio 
- -  3"a(~) -- {~/ • X; liminfh;o -~dist (S,(h)~; K ) -  0} 

1 dist (~ + hE I¢ N D(~, p)) -- 0} - - T g K ( ~ ) - -  { E C _ X ;  ( V p > 0 )  l imin fh ;og  
- -  7 8 A ( ~ ) -  {E C_ X; (Vp > 0) liminfhio ~ d i s t ( S E ( h ) ~ ; K  N D(~, p)) -- 0} 

u(., T, ~, g(.)) the unique C°-solution of n '( t)  • An(t)  + g(O, u(~-) = 
w m ' p ( a )  = { u :  a ~ R; ~)c~u • LP(f~), for Ic~l _< m} 
Wo'P(f~) - the closure of C~(f~) in W~'P(f~) 
Wllo'lc ( ( T , T ] ; X )  - {u • LI([(~,T];X);  u • WI ' I ( [ (~ ,T] ;X)  for 5 • (T,T)} 

(~, ~ * ) =  x*(~) 
x ÷ C = { y • X ;  there e x i s t s z • C s u c h t h a t  y = x + z }  
X* - the topological dual of X 
[x.  y ]_ - l im.To ,,x÷.~,-,,x,, 
(x, y) -- limhTo IIx+hyll~-Ilxll~ 

- -  2h 
[ x, y ]+ -- limh;o IIx+h~l-Ilxll 

(X, y)+ -- limh$O IIx+hyll2--11xll2 
2h 

19For A linear. 
2°For A nonlinear. 
21For A linear. 
22For A nonlinear. 
23For A linear. 
24For A nonlinear. 




