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PREFACE

Abstract algebra is an essential part of a mathematics program at any uni-
versity. It would not be an exaggeration to say that this area is one of the
most challenging and sophisticated parts of such a program. It requires begin-
ners to establish and develop a totally different way of thinking from their
previous mathematical experience. Actually, to students, this is a new lan-
guage that has proved to be very effective in the investigation and description
of the most important natural and mathematical laws. The transition from
the well-understood ideas of Calculus, aided by its many visual examples,
to the abstraction of algebra, less supported by intuition, is perhaps one of
the major obstacles that students of mathematics need to overcome. Under
these circumstances, it is imperative for students to have a reader-friendly
introductory textbook consisting of clearly and carefully explained theoret-
ical topics that are essential for algebra and accompanied with thoughtfully
selected examples and exercises.

Abstract algebra was, until fairly recently, studied for its own sake and
because it helped solve a range of mathematical questions of interest to math-
ematicians. It was the province of pure mathematicians. However, much of
the rise of information technology and the accompanying need for computer
security has its basis in abstract algebra, which in turn has ignited interest in
this area. Abstract algebra is also of interest to physicists, chemists, and other
scientists. There are even applications of abstract algebra to music theory.
Additionally, many future high school teachers now need to have some famil-
iarity with higher level mathematics. There is therefore a need for a growing

vii



viii PREFACE

body of undergraduate students to have some knowledge of this beautiful
subject.

We have tried to write a book that is appropriate for typical students in
computer science, mathematics, mathematics education, and other disciplines.
Such students should already possess a certain degree of general mathemat-
ical knowledge pertaining to typical average students at this stage. Ideally,
such students should already have had a mathematics course where they have
themselves written some proofs and also worked with matrices. However, the
main idea of our book is that it should be as user-friendly to a beginner as
possible, and for this reason, we have included material about matrices, math-
ematical induction, functions, and other such topics. We expect the book to
be of interest not only to mathematics majors, but also to anyone who would
like to learn the basic topics of modern algebra. Undergraduate students who
need to take an introductory abstract algebra course will find this book very
handy. We have made every effort to make the book as simple, understandable,
and concise as possible, while leaving room for rigorous mathematical proofs.
We illustrate the theory with a variety of examples that appeal to the previ-
ous experience of readers, which is useful in the development of an intuitive
algebraic way of thinking. We cover only essential topics from the algebra
curriculum typical for introductory abstract algebra courses in American uni-
versities. Through some of the numerous exercises, we introduce readers to
more complex topics.

The book consists of five chapters. We start our exposition with the ele-
ments of set theory, functions, and matrix theory. In Chapter 2, we cover the
main properties of the integers, viewed from an algebraic point of view. This
paves the way for the final three chapters, covering Groups in Chapter 3, Rings
in Chapter 4, and Fields in Chapter 5. These chapters cover the main beginning
ideas of abstract algebra as well as sophisticated ideas. The book is accompa-
nied by an Instructor’s solutions manual containing solutions for all exercises
in the book.

The authors would like to extend their sincere appreciation to the University
of Alabama (Tuscaloosa, USA), National Dnepropetrovsk University (Dne-
propetrovsk, Ukraine), and National University (Los Angeles, USA) for their
great support of the authors’ work. The authors also would like thank their
family members for their patience, understanding, and much needed support
while this work was in progress.

MARTYN R. DixonN
LEONID A. KURDACHENKO
IGor YA. SUBBOTIN



SETS

1.1 OPERATIONS ON SETS

The concept of a set is one of the fundamental concepts in mathematics.
Set theory permeates most branches of mathematics and yet, in some way,
set theory is elusive. For example, if we were to ask for the definition of a set,
we may be inclined to give a response such as “it is a collection of objects”
or “it is a family of things” and yet the words “collection” and “family” con-
vey no more meaning than the word “set.” The reader may be familiar with
such a situation in geometry. When we talk of concepts such as points, lines,
planes, and distance, we have a general idea of what we are talking about.
However at some point in geometry it is necessary to have a list of axioms
(the rules that we use in geometry) and definitions (of the main geometrical
objects), to deduce theorems about geometry. Nevertheless, some terms must
be undefined, although well-understood.

Historically, geometry was the first, best developed, theory based on a
system of axioms. However, in secondary school geometry we often study
geometric objects without a serious appreciation of the underlying axioms.
In a similar way, set theory can also be approached somewhat informally
without the kind of rigor that can be established axiomatically. In this book,
this approach of using so-called “naive set theory,” setting aside sophisticated

An Introduction to Essential Algebraic Structures, First Edition. Martyn R. Dixon,
Leonid A. Kurdachenko and Igor Ya. Subbotin.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.



2 SETS

axiomatic constructions, is the approach we shall use. For us a set will be a
collection, class, or system of well-defined and distinct objects of any nature.
These objects (the elements of the set) are distinct, but altogether they form a
new unity, a new whole—a set. We will assume that a set is defined if a rule
is given or established, which allows us to determine if an object belongs to
the set.

For example, we can define the set of students in the room, the set of com-
puters connected to the Internet in the room now, the set of triangles having a
right angle, the set of cars in the parking lot, and so on.

This relation of belonging is denoted by the symbol €. So the fact that an
element a belongs to a set A is denoted by a € A. This is usually said “a is an
element of A.” If an object b does not belong to A, then we will write b ¢ A.
It is important to realize that for each object a and for each set A we can have
only one of two possible cases, namely thata € A ora ¢ A.

For example, if we define the set N to be the set of all counting (or natural)
numbers, then we observe that 2 € N,3 € N,1034 € N, but —2 ¢ N,% ¢ N,

V12 ¢ N, and so on.

For a finite set A we can list all its elements (this is one way of defining a
set). If the elements of A are denoted by ay,a»,...,a, (here the ... indicates
that the pattern continues), then we write A in the following standard form,

A={a,a,...,a,}.

For example, A = {1,3,5,10} means that the set A consists of the numbers
1,3,5,10. In such a case it is easy to see if an object belongs to this set or
not. For instance, the number 1 is an element of this set, while the number 11
is not.

For another example let B = {>>,C, <, <}. The symbols >,C, <, < are
elements of this set, but < is not which means <1 ¢ B.

We note that the element a and the set {a} are different entities; here {a}
is a set, having only one element a (sometimes called a singleton). Thus the
presence or absence of { and } is very important.

However, even when a set only has a finite number of elements, it is some-
times not easy to define the set by just listing its elements. The set could be
very large, as is the case when we consider the set of all atoms in our pencil.

In this case, we can assign a certain property that uniquely characterizes
elements and unifies them within the given set. This is a common way of defin-
ing a set. If P(x) is some defining property that an element x of a set A either
has or does not have then we use the notation
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A={x|Px)]}.

This is literally described as “the set of x such that P(x).” Some authors use
the notation {x : P(x)} instead.

For example, the set of all real numbers belonging to the segment [2,5] is
written as {x | x e R and 2 < x < 5} or as {x € R|2 < x < 5}. Here R is the set
of all real numbers.

It is important to note that the same set can be determined by distinct
defining properties. For example, the set X of all solutions of the equation
x? —3x+2 =0, and the set Y consisting of the first two counting numbers have
the same elements, namely, the numbers 1 and 2.

We use the following conventional notation for the following sets of
numbers.

N is the set of all natural numbers, so N={1,2,3,...};

Z is the set of all integers, so Z. ={0,%+1,£2,...},

Q is the set of all rational numbers, so Q = {a/bla,b € Z,b #0};
R is the set of all real numbers.

By common agreement, the number O is not a natural number. We write
Ny for the set consisting of all natural numbers and the number O (the set of
whole numbers).

Now we shall introduce the most important concepts related to sets.

Definition 1.1.1. Two sets A and B are called equal if every element of A is
an element of B and conversely, every element of B is an element of A. We then
write A = B.

A very important set is the empty set.
Definition 1.1.2. A set is said to be empty if it has no elements. The empty
set is denoted by .

Definition 1.1.1 shows that the empty set is unique. The empty set is
always obtained if there is a contradictory property. For example, ¢ =
{x| x e Rand?2* <0}.

Definition 1.1.3. A set A is a subset of a set B if every element of A is an
element of B. This is denoted by A C B.
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Note that the sets A and B are equal if and only if A € Band B C A. Indeed,
in this case, every element of A is an element of B, and every element of B is
an element of A. From this definition we see that the empty set is a subset of
each set, and every set A is a subset of itself.

Definition 1.1.4. A subset A of a set B is called a proper subset of B if A is
a subset of B and A # B. This is written A C B or A ; B.

In this case there exists an element x € A such that x ¢ B. So the only subset
of a nonempty set A that is not a proper subset of A is the set A itself. All other
subsets of A are proper subsets of A.

Example. Let A be the set of all rectangles in the plane. Then the set B of
all squares in the plane is a proper subset of A.

Again we emphasize the notation. If A is a set and a is an element of A then it
is correct to write a € A, but in general it will not be true that {a} € A. However
a € A if and only if {a} C A. For example, let A be the set of all subsets of the
set B={>,C,C}. Then {r>} € A, {>>} C B, but of course, {>} ¢ B.

Definition 1.1.5. Let A be a set. Then the set of all subsets of A is denoted by
B (A) and is called the Boolean, or power set, of A. Thus B(A)={X | X C A}

Example. Let B={>,C,<}. In this case
BB) ={0,{>}.{C}.{J}, {>. S} (>, LS, D)L {1, S )

is the power set of B. Notice that the set B consists of three elements, while the
set B (B) consists of eight elements, and that 23 = 8. This is not a coincidence,
but illustrates the general rule stating that if a set consists of n elements, then
its power set consists of 2" elements. This rule plays an important role in set
theory and can be extended to the infinite case.

Next we introduce some operations on sets.

Definition 1.1.6. Let A and B be sets. Then AN B is the set of all elements
that belong to A and to B simultaneously. This is called the intersection of A
and B. Thus

ANB={x|x€Aand x € B}.

Example. IfA={1,2,3,4,5},B={3,5,6,10}, then ANB = {3,5}.
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Definition 1.1.7. Let A and B be sets. Then AU B is the set of all elements
that belong to A or to B, or both, called the union of A and B. Thus

AUB={x|x€eAorxeB}.
Example. IfA={1,2,3,4,5},B={3,5,6,10},thenAUB={1,2,3,4,5,6,10}.

Definition 1.1.8. Let A and B be sets. Then A\ B is the set of all elements
that belong to A but not to B, called the difference of A and B. Thus

A\B={x|x€Aandx ¢ B}.
If BC A, then A\ B is called the complement of B in A.

Example. Let A be the set of all right-handed people, and let B be the set of
all people with brown hair.

Then:

AN B is the set of all right-handed, brown-haired people,

AUB is the set of all people who are right-handed or brown-haired or both,

A\ B is the set of all people who are right-handed but not brown-haired,
and

B\ A is the set of all people who have brown hair but are not right-handed.

Example. The set of irrational numbers is the complement of the set Q of
rational numbers in the set R of all real numbers.

The set {0} is the complement of the set N of all natural numbers in the set
Ny of whole numbers.

We collect together some of the standard results concerning operations
on sets.

Theorem 1.1.9. Let A,B, and C be sets.

(i) ACBifandonlyif ANB=AorAUB=B. In particula AUA=A=ANA
(the idempotency of intersection and union).

(i1)) ANB=BNA and AUB = BUA (the commutative property of intersection
and union).

(i) ANBNC)=ANB)NCand AU(BUC)=(AUB)UC (the associative
property of intersection and union).
@iv) ANBUC)=ANB)UMANC) and AUBNC)=(AUB)N(AUC) (the
distributive property).
(v) A\(A\B)=ANB.
(vi) AA\(BNC)=(A\B)UA\ ).
(vii)) A\(BUC)=(A\B)N(A\C).
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Proof. The proofs of the majority of these assertions are easy to write using
the definitions. However, to indicate how the proofs may be written, we give
a proof of (iv).

Letx e AN (BUC). It follows from the definition that x € A and x € BUC.
Since x € BUC either x € B or x € C and hence either x is an element of both
sets A and B, or x is an element of both sets A and C. Thusxe ANBorxe€ ANC,
which is to say that x € (AN B)U (AN C). This shows that AN (BUC) C
ANB)UMANC).

Conversely, since BC BUC wehave ANBC AN(BUC). Likewise ANC C
AN(BUC) and hence ANB)UMANC) CAN(BUCQ).

We can extend the notions of intersection and union to arbitrary families of
sets. Let G be a family of sets. Thus the elements of G are also sets.

Definition 1.1.10.  The intersection of the family G is the set of elements that
belong to each set S from the family G and is denoted by NGS. Thus:

06=ﬂSz{xlxeSforeachsetSEG}.
SeS

Definition 1.1.11. The union of the family S is the set of elements that
belong to at least one set S from the family G and is denoted by US. Thus:

U6=US={x|x€Sf0rs0mesetSe(‘5}.

NES)

The idea of an ordered pair of real numbers is very familiar to most stu-
dents of mathematics and we now extend this idea to arbitrary sets A and
B. A pair of elements (a,b) where a € A,b € B, taken in the given order, is
called an ordered pair. By definition, (a,b) = (a;,b;) if and only if a = a;
and b =b;.

Definition 1.1.12. Let A and B be sets. Then the set A x B of all ordered
pairs (a,b), where a € A,b € B, is called the Cartesian product of the sets A
and B. If A = B, then we call A x A the Cartesian square of the set A and write
A XA as A%

The real plane R? is a natural example of a Cartesian product. The Carte-
sian product of two segments of the real number line could be interpreted
geometrically as a rectangle whose sides are these segments.



OPERATIONS ON SETS 7

Example. If A ={1,2,3,4} and B = {a,b,c}, the Cartesian product A x B =
{(1,a),(1,b),(1,0),(2,a),(2,b),(2,¢),(3,a),(3,D),(3,¢),(4,a),(4,b),(4,0)}.

To make sure that none of the ordered pairs are missed, remember that if the
set A consists of four elements, and the set B consists of three elements, their
product must have 4 x 3 = 12 elements. More generally, if A has m elements
and B has n elements, then A x B has mn elements.

It is easy to extend the notion of a Cartesian product of two sets to the
Cartesian product of a finite family of sets.

Definition 1.1.13. Let n be a natural number and let Ay, . .., A, be sets. Then
the set

of all ordered n-tuples (ay,...,a,) where a; € Aj, for 1 < j < n, is called the
Cartesian product of the sets Ay,...,A,.

Here (ay,...,a,) = (by,...,b,) if and only if a; = by,...,a, =b,.
The element a; is called the j-th coordinate or j-th component of
(al,.. .,an).
IfA;=---=A,=Awecall A XA x --- X A the n-th Cartesian power A" of
—

n

the set A.

We shall use the convention that if A is a nonempty set then A° will denote
a one-element set and we shall denote A° by {x}, where * denotes the unique
element of A°. Naturally, A' = A.

Example. The most natural example of a Cartesian product of more than
two sets is real three-dimensional space R* =R x R x R.

We note that the commutative law is not valid in general for Cartesian
products, which is to say that in general A x B # B x A if A # B. The
same can also be said for the associative law: It is normally the case that
AxX (BxC),(AxB)xC,and A x B x C are distinct sets.

Exercise Set 1.1
In each of the following questions explain your reasoning by giving a proof
of your assertion or by using appropriate examples.

1.1.1. Which of the following assertions are valid for all sets A, B, and C?

(i) fA¢Band B¢ C,then A ¢ C.
(ii) fA¢ Band BZ C, then A ¢ C.
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1.1.2.

1.1.3.

1.1.4.

1.1.5.

1.1.6.

1.1.7.

1.1.8.

1.1.9.
1.1.10.

1.1.11.
1.1.12.
1.1.13.
1.1.14.
1.1.15.

Which of the following assertions are valid for all sets A, B, and C?
(i) fACB,A#Band B C C,thenCQA.
(i) fACB,A#Band Be C,then A ¢ C.

Give examples of sets A, B, C, D satisfying all of the following condi-
tions: A CB,A#B,Be C,CeD.

Give examples of sets A, B, C satisfying all the following conditions:
AeB,BeC,butA¢C.

Let

A ={x € Z|x =2y for some y > 0};

B={xeZ|x=2y—1 for some y > 0};

C={xeZ|x<10}.

Find Z\A and Z\ (AN B)

Let

A = {x € Z|x =2y for some y > 0};
B={xeZ|x=2y—1 for some y > 0};
C={xeZ|x<10}.

Find Z\C and C\(AUB).

Let S be the set of all complex roots of the polynomial f(X) € R[X].
Suppose that f(X) = g(X)h(X). Let S, (respectively S,) be the set of
all roots of the polynomial g(X) (respectively h(X)). Prove that § =
S1US,.

Let g(X) and h(X) be polynomials with real coefficients. Let S
(respectively S,) be the set of all real roots of the polynomial g(X)
(respectively h(X)). Let S be the set of all real roots of the polynomial
FX) = (g(X))*+ (h(X))?. Prove that S = S| N S,.

Prove that B(ANB) =B(A) NB(B).

Prove that the equation B(A) UB(B) = ‘B(A U B) implies that either
ACBorBCA.

Prove that if A, B are sets then A\ (A\ B) =ANB.

Prove that if A, B, C are sets then A\ (BN C)=(A\B)U A\ C).
Let A, =[0,1/n), for each natural number n. What is N,>4,?
Let A, = (0,1/n], for each natural number n. What is N,>4,,?

Do there exist nonempty sets A,B,C such that ANB ##,ANC =
B, (ANBI\C=@?



SET MAPPINGS 9

1.1.16. Let A = {1,2,3,4,5,6,7},B = {2,5,7,8,9,10}. Find ANB,AUB,A\
B,B\ A, the complement of A in N, the number of elements in A x B,
and the number of elements in 2B (A).

1.1.17. Let A, B, C be sets. Prove or disprove: (ANB) x C=(Ax C)N(Bx ().
1.1.18. Let A, B, C be sets. Prove or disprove: (AUB)\ C=(A\C)U(B\C).

1.1.19. The symmetric difference of two sets A, B is defined by A A B= (AU
B)\ (ANB). Prove that A A B=(A\ B) U (B\A). Also prove that
ANBAC)=(ANB) A(ANC)andA A (A A B)=B.

1.1.20. Is it possible to find three sets A,B,C such that ANB #W,ANC #
#,BNC#P,but ANBNC=0.

1.2 SET MAPPINGS

The notion of a mapping (or function) plays a key role in mathematics.

A mapping (or a function) f from a set A to a set B is defined if for each
element of A there is a rule that associates a uniquely determined element of
B. This is usually written f : A — B. If a € A, then the unique element b € B,
which corresponds to a, is denoted by f(a) and we sometimes write a — b.
We say that b = f(a) is an image of a, and a is a preimage or inverse image of
b. Each element of A has one and only one image. However, an element b € B
can have several preimages or no preimage at all. If » € B, then we denote the
set of preimages of b by f~!(b) = {a € A|f(a) = b}. Of course f~(b) = ¥ if
there are no preimages of b.

The set A is called the domain of the mapping f, while the set of all images
of all elements of A is a subset of B called the range of f which we denote by
Im(f). The set B is usually called the codomain of f.

Example. Functions should look familiar to you since you already worked
with them in Calculus courses. You can look at the function y = x> defined on
the set R of real numbers as a mapping of the set R of real numbers to itself.
Here the law of association is the unique number y = x?, corresponding to each
x € R. In this case the domain is A = R, and the range is B = Im (f) = R* the
set of all nonnegative real numbers.

We consider a further example having no relation to Calculus.

Example. Let A be the set of all people, B (respectively C) be the set of all
males (respectively all females). Define the function m : A — B (respectively
w:A —> C) by the rule that, for each person a, the image m(a) is his/her father
(respectively w(a) is his/her mother).
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A function can be thought of as a correspondence between sets A and B
and in particular as a set of ordered pairs (a,b) where the first element a of
the pair belongs to the first set A, the domain, and the second element b of the
pair belongs to the second set B, the corresponding codomain. Note, that in
terms of the Cartesian product, a correspondence between A and B is a subset
of A x B.

If A = B, then we will say there is a correspondence or a relation (or more
precisely a binary relation) between the elements of A.

Example. Define the mapping f : A —> B, where A = {—1,2,3,5}, B =
{0,2,8,9,11} by the rule: —1 +—— 2,2 +— 0, 3+—— 9, 5 — 8. The map-
ping f is defined as the set {(—1,2),(2,0),(3,9),(5,8)} and we write f(—1) =
2,f(2) =0 and so on.

As you can see, not all elements from B are involved: 11 € B does not have
amatch in A. Thus f~!(11) = @.

Thus, with each function f : A — B we can form the set {(x,f(x)) | x €
A} C A x B. This subset is called the graph of the function f.

Note that not every correspondence can serve as the graph of a function.
Only a set of ordered pairs in which each element of the domain has only one
element associated with it in the range is the graph of a function.

For example, the set of ordered pairs {(—1,2),(2,0),(3,9),(5,8),(—1,11)}
defines a correspondence between the sets A = {—1,2,3,5} and B =
{0,2,8,9,11} but this does not correspond to a function since the element
—1 € A is connected with two elements, 11 and 2, of B.

For further examples, let ® denote the relation on the set of all people
where (a,b) € ® means that a and b are people who have cars of the same
brand (let’s say Mercedes). This relation will not be a function.

Next, let A be the set of all points in a plane, and let B be the set of all lines
in this plane. Let I be the correspondence defined by (a,b) € I, if the point a
belongs to the line b. Again this is not a function, since a given point will lie
on many lines.

Definition 1.2.1. The functions f :A —> B and g : C —> D are said to be
equal if A=C,B=D and f(a) = g(a) for each element a € A.

Some useful and common terminology can be found in the following
definition.

Definition 1.2.2. Letf:A —> B be a function.

(1) The function f is said to be injective (or one-to-one) if every pair of
distinct elements of A have distinct images.
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(11) The function f is said to be surjective (or onto) if Imf = B.
(iii) The function f is said to be bijective if it is injective and surjective. In
this case f is a one-to-one, onto correspondence.

Examples. First, observe that the function f : R — R, satisfying f(x) = x
for all x € R, is neither injective nor surjective, since, for example, f(—2) =
f(2)=4and —1 # x2, for all x € R. However, the function fi: R* — R,
satisfying f; (x) = x* for all x € R*, is injective and the function f> : Rt — R¥,
satisfying f>(x) = x? for all x € R, is injective and surjective (so is bijective).

Another familiar example is the function y = Inx. Here we have a bijective
mapping from the set R, \{0} of all positive real numbers to the set R of all
real numbers.

The correspondence {(—1,2),(2,0),(3,9),(5,8)} considered above, from
the set A = {—1,2,3,5} into the set B ={0,2,8,9, 11} is injective, but will only
be bijective if we delete 11 from the set B.

The function m : A — B from the set A of all people to the set B of all
males, where m(a) is the father of person a, is not injective and not surjective.

The following statement is immediate from the definitions.
Proposition 1.2.3. Let f: A —> B be a function. Then

(i) f is injective if and only if every element of B has at most one preimage;
(i) f is surjective if and only if every element of B has at least one preimage;
(iii) f is bijective if and only if every element of B has exactly one preimage.

We say that a set A is finite if there is a positive integer n, for which there
exists a bijective mapping A — {1,2,...,n}. Thus we can count the elements
of A and the positive integer # is called the order of the set A; we will write
this as |A| = n or Card A = n. The empty set is finite and its order is 0. A
set that is not finite is called infinite. The following assertions are also easy
to see.

Corollary 1.2.4. Let A and B be finite sets and let f : A — B be a
mapping.

(1) Iff is injective, then |A| < |B|;
(1) Iff is surjective, then |A| > |B|;
(i) Iff is bijective, then |A| = |B].

The next result is more interesting.
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Corollary 1.2.5. Let A be a finite set and let f : A —> A be a mapping.

(1) Iff is injective, then f is bijective;
(1) Iff is surjective, then f is bijective.

Proof.

(1) Iff isinjective it is evident from Corollary 1.2.4 that |A| < |Im (f)|. Since
also |[Im (f)| < |A[, it follows that |A| = |Im (f)|. Since Im (f) is a subset of
A, this equation implies A = Im (f), so f is surjective and hence bijective.

(i1)) Now suppose that f is surjective. If a,b € A, a # b and f(a) =f(b) then
the map g : A\ {a} — A is also surjective and by Corollary 1.2.4 it fol-
lows that |A \ {a}| > |A|, which is a contradiction. Hence a = b and f is
injective.

Definition 1.2.6. Let A be a set. The mapping €4 : A —> A, defined by
ea(a) = a, for each a € A, is called the identity mapping of A.

If C is a subset of A, then the mapping jc : C — A, defined by jc(c) = c for
each element c € C, is called a canonical injection or an identical embedding.

Definition 1.2.7. Letf: A —> B and g : C —> D be mappings. Then we
say that f is the restriction of g, or g is an extension of f, if A € C,B C D and
f(a) = g(a) for each element a € A.

For example, a canonical injection is the restriction of the corresponding
identity mapping. Note that a restriction of g is uniquely defined once the sub-
sets A and B have been specified; however there are many different extensions
of a mapping. We introduce our next topic rather informally.

Definition 1.2.8. A set A is called countable if there exists a bijective
mapping f : N — A.

In the case when A is countable, we often write a, = f(n) for each n € N.
Then

A={ay,a,...,a,,...}={a, | n e N}L

Thus the elements of a countable set can be indexed (or numbered) by the
set of all positive integers. Conversely, if all elements of an infinite set A can
be indexed using natural numbers, then A is countable. The bijection from N
to A here is natural: every natural number n corresponds to the element a,, of
A with index n.
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Proposition 1.2.9. Let A and B be sets and suppose that A is countable. If
there exists a bijective mapping f : B— A (respectively g : A —> B), then B
is countable.

Proof. Since A is countable, we can write A = {a,|n € N}.
First suppose that there is a bijection g : A — B. Consider the mapping g :
N — B, defined by g;(n) = g(a,),n € N. It is easy to see that g; is bijective.
Suppose now that there exists a bijection f : B — A. Then each element
a of A has exactly one preimage f~'(a). Consider the mapping f; : N — B
defined by f;(n) =f~'(a,),n € N. It is easy to see that f; is bijective.

Theorem 1.2.10.

(i) Let A be an infinite set. Then A contains a countable subset;

(i1) Let A be a countable set and let B be a subset of A. If B is infinite, then B
is countable;

Proof.

(i) Since A is infinite it is not empty so choose a; € A. The subset A\ {a;} is
also not empty, therefore we can choose an element a;, in this subset. Since
A is infinite, A\ {a|,as} # ¥, so that we can choose an element a3 in this
subset and so on. This process cannot terminate after finitely many steps
because A is infinite. Hence A contains the infinite subset {a, | n € N},
which is countable.

(i) Let A ={a, | n € N}. Then there is a least positive integer k(1) such that
a1y € B and we put by = ai(1y. There is a least positive integer k(2) such
that ag) € B\{b:}. Put by = ay(2), and so on. This process cannot terminate
since B is infinite. Then all the elements of B will be indexed by positive
integers.

Notice that Theorem 1.2.10 implies that a subset of a countable set is either
countable or finite.

Corollary 1.2.11. Every infinite subset of N is countable.

Corollary 1.2.12. Let A and B be sets. If A is countable and there is an
injective mapping f : B— A, then B is finite or countable.

Proof. We consider the mapping f; : B — Imf defined by f; (b) =f(b), for
each element b € B. By this choice, f is surjective. Since f is injective, f| is
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also injective and hence f is bijective. Finally, Theorem 1.2.10 implies that
Imf is finite or countable.

Example. The set of integers is countable. We can construct a bijective
mapping f : N — Z, informally, in the following way
1 2 3 4 5 6 17
N I
o1 -1 2 -2 3 -3
It is a little bit trickier to find a bijective mapping between N and the set
of all rational numbers Q and we here indicate informally how to do this. Put
Q. = {7 | Im|+1k| = n}, for each n € N. Then each subset Q, is finite and
the elements of (@, can be ordered in their natural order. Now we construct a
bijective mapping r N — Q. We have Q; = {jEl =0}, soput r(1) =0. Further,
Q={-1= _1 1, E =0,1=7= _% }. Since 0 already has a preimage, put
r(2) = —1 r(3) =1. For the next step we consider Q3 = {—2 = %2 = %1, %] =
21 72’ ;3 0 _1 2= j
Again 0 already has a prermage soputr(4)=-2,r(5) == r(6) r(7) =
2C0ns1dernextQ4—{ 3—ﬁ 31,_71—_31 73,—1—_ =5,0=
:1 1=5 :2 3= :3} The numbers 0,—1,1 have prermages thus we
need to index the numbers -3,— 3, 3,3 so put r(8) = —3,r(9) = %l,r(IO) =
%,r(ll) = 3. If we continue this process we will index all rational numbers
using natural numbers.

An important natural question arises: Is there an infinite set that is not
countable? The answer to this question is yes and was obtained by Georg
Cantor who proved that the set [0, 1], and therefore the set of all real numbers,
is not countable. We shall not pursue this topic further here.

As we saw here, to establish that two sets have the same number of ele-
ments there is no need to count these elements. It is sufficient to establish the
existence of a bijective mapping between these sets. This idea is really at the
heart of the abstract notion of a number. By extending this to arbitrary sets
we arrive at the concept of the cardinality of a set.

Definition 1.2.13. Two sets A and B are called equipollent, if there exists a
bijective mapping f :A — B.

We will denote this by |A| = |B].

If A and B are finite sets, then A and B are equipollent precisely when these
sets have the same number of elements. More generally when two sets are
equipollent we say that they have the same cardinal number. This allows us
to establish an ordering of the set of cardinal numbers, but we refrain from
pursuing this topic.
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Exercise Set 1.2

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

1.2.1.
1.2.2.
1.2.3.
1.24.
1.2.5.

1.2.6.

1.2.7.

1.2.8.

1.2.9.

1.2.10.

1.2.11.

1.2.12.

1.2.13.

1.2.14.

Let ® ={(x,y) e Nx N |3x=y}. Is ® a function?

Let ® ={(x,y) € Nx N | 3x=>5y}. Is ® a function?

Let ® = {(x,y) e Nx N | x? =y?}. Is ® a function?

Let ® = {(x,y) e Nx N | x=y*}. Is ® a function?

Let f : Z —> Ny be the mapping defined by f(n) = |n|, where n € Z.

Is f injective? Is f surjective?

Letf:N— {x € Q| x> 0} be the mapping defined by f(n) = -,
where n € N. Is f injective? Is f surjective?

Let f : N — N be the mapping, defined by f(n) = (n+1)?, where
n € N. Is f injective? Is f surjective?

Letf : N —> N be the mapping, defined by f(n) = L;" where n € N.
Is f injective? Is f surjective?

Let f : Z —> 7Z x Z be the mapping, defined by the rule f(n) = (n+
1,n), where n € Z. Is f injective? Is f surjective?

Let f : Z —> 7 x Z be the mapping, defined by f(n) = (n,n*), where
n € Z.Is f injective? Is f surjective?

Let f : @Q — R be the map defined by f(a) = a, for all a € Q.
Define g; : R — R by g;(a) = a, for all a € R and define g,:
R — R by

a,ifaeQ
g2(a) = .
1,ifag Q

Show that g1, g, are both extensions of f.

Let A and B be finite sets, with |A| = a,|B| = b. Find the number of
injective mappings from A to B.

Letf : A — B be a function from the set A to the set B and let U,V
be subsets of A. Give a proof or counterexample to the statement:

Junv)=f)nfv).

Let A be a finite set. Prove that if f : A — A is an injective function
then f is also surjective.
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1.2.15. Let f : A — B be a function from the set A to the set B and let U,V
be subsets of B. Give a proof or counterexample to the statement:

i apnftwvy=fwun).

1.2.16. Let f : Ny —> N be the mapping defined by f(n) = n> + 3n, where
n € Ny. Is f injective? Is f surjective?

1.2.17. Letf : A — B be a function from the set A to the set B and let U,V
be subsets of B. Give a proof or counterexample to the statement:

Ut vy =fHuu).

1.2.18. Letf : R —> R be a bijection. Let f : R — R be the map defined by
g(x) =f(5x+3). Is g injective? Is g surjective?

1.2.19. Prove that a countable union of countable sets is again countable.

1.2.20. Prove that if A and B are countable sets then A x B is also countable.

1.3 PRODUCTS OF MAPPINGS AND PERMUTATIONS

We next consider the product of two mappings. This product will allow us to
construct new mappings based on given ones, but it is not defined in all cases.
Iff:A—> Band g: C —> D are mappings, then the product of g and f is
defined only when B = C.

Definition 1.3.1. Letf:A — Band g: B — C be mappings. The mapping
gof :A —> C, defined by the rule

gof(a) =g((f(a)) for eacha € A

is called the product or the composite of g and f.

We think of this as follows. First the mapping f acts on the element a € A,
and then the mapping g acts on the image f(a) (the result of the first mapping
f applied to a). Thus, when we write g of, the mapping f is done first, opposite
to the usual rules for reading. There will be one important exception to this
general rule, which we will discuss later.

Example. We are familiar with composition of real functions, so there are
many standard examples that can be used to illustrate the product of functions.
For example, let f : R — R and g : R — R be defined by f(x) = 4x — 1,
g(x) =x*>+1, for all x € R. In this case, both products gof and f o g are defined
and we now evaluate these compositions, using two slightly different methods.
For every element x € R we have
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(goN®) =g(f(x) =f(x)*+1=(@x—1)?>+1=16x* —8x+2, and
(Fog)(X)=f(g(x) =f(2+1) =4+ 1) — 1 =4x* +3

We next consider an example of the product of two nonnumeric functions.
Let A be the set of all people and consider the functions m : A — A and
w:A —> A, where m(a) is the father of person a, and w(a) is the mother
of person a. In this case, both products m ow and w om are defined. Then
(mow)(a) =m(w(a)) is the father of the mother of the person a, which is the
grandfather on the mother’s side, while (wom)(a) = w(m(a)) is the mother of
the father of the person a, which is the grandmother on the father’s side.

These examples show that the product of mappings is not a commutative
operation. In general, the situation when gof =f o g is fairly rare. We say
that the mappings f : A — B and g : C — D permute or commute if both
products gof and f o g exist (i.e., C=Band D=A) and gof = f o g, in which
case A=B=C=D.

However, function composition always satisfies the associative property, at
least when the products are defined.

Theorem 1.3.2. Letf:A —> B,g:B —> Cand h: C —> D be functions.
Then ho(gof)=(hog)of.

Proof. We have gof:A —> C,hog:B —> D and so

ho(gof):A—> D,(hog)of :A—> D.
If @ is an arbitrary element of A, then

(ho(gof))(a) =h((gof)(a) =h(g(f(a))),
whereas

((hog)of)(a) = (hog)(f(a) =h(g(f(a))).

Hence (ho (g of))(a) = ((hog) of) (a) for all a € A which proves that (hog) o
f=ho(gof).

Letf: A —> B be a mapping. It is not hard to see that

egof =foex=f,
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so the mappings €z and &4 play the role of “left identity” and “right identity”
elements, respectively, for the operation of multiplication of mappings. Also it
should be noted that there is no “universal” identity element for all mappings.

Definition 1.3.3. Letf: A —> B be a mapping. Then the mapping g : B —>
A is called an inverse of f if gof = €4 and fo g = €p.

We remark first that if f has an inverse then it is unique. To show this let
g:B—> Aand h: B—> A be mappings satisfying

gof=¢eux,fog=¢epand hof =¢e5,foh=c¢p.
Now consider the product g of o h. We have
h=gpoh=(gof)oh=go(foh)=goep=g.

Theorem 1.3.4. Letf:A—> B,g: B —> A be mappings. If gof = €a, then
f is an injective mapping and g is a surjective mapping.

Proof. Suppose that A has elements a and ¢ such that f(a) =f(c). Then

a=¢gx(a) =(gof)(a) =g(f(a) =g(f(c)) =gof(c) =ealc) =,

which shows that f is injective.
Next, let u be an arbitrary element of A. Then

u=gep(u) =gof(u)=g(f(u),

and, in particular, f(u) is a preimage of the element u relative to g. It follows
that Im g = A, so g is surjective.

Corollary 1.3.5. Letf:A —> B be a mapping. Then f has an inverse map-
ping if and only if f is bijective. In this case, the inverse mapping is also
bijective.

Proof. Suppose that f has inverse mapping g : B —> A. Then gof = ¢4
and f o g = eg. From the first equation and Theorem 1.3.4 it follows that f is
injective and g is surjective. Applying Theorem 1.3.4 to the second equation,
we deduce that g is injective and f is surjective. It follows that f and g are both
bijective.

Conversely, let f be bijective. By Proposition 1.2.3, every element b € B
has exactly one preimage a,. Thus f(a;) = b and we may define the mapping
g: B —> A by g(b) = a,. We show that g is the desired inverse to f. Indeed, if
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b € B then f(g(b)) =f(ap) =b so f o g = eg. On the other hand, if a € A then
f(a) has the unique preimage a and so g(f(a)) = a by definition of g. Thus
gof = ¢4 and the proof is complete.

Since a bijective mapping f has only one inverse, we use the notation f~!
for it. The reader is cautioned that the notation does not mean 1/f(x). We note
also that by Corollary 1.3.5 the mapping f ! is also bijective. We observe that
Corollary 1.3.5 not only proves the existence of the inverse mapping, but also
shows how to find it.

For example, consider the real functions f and g defined as follows:

f(x) =4x—1,g(x) =5x>+1 for each x € R.

Once we know that f,g are bijections we can find their inverses, as usual,
by “solving for x in terms of y” and often to see that a function is surjective
amounts to doing just that. For example, let b € R. We find its unique preim-
age, ¢, relative to f by solving the equation b = 4c — 1. Clearly ¢ = % and
hence f~! : R — R is defined as follows:

-1 )_x+1
f X—T.

Of course, we have not shown that f is injective here.

To show that g is injective we have to show that if 5x3 + 1 =5x3 + 1 then
x1 = x»; however, this follows since the first equation implies that x? = xg SO
x| = x,. Furthermore, if b = 54 + 1 then we can solve uniquely for a to obtain

a=./ % so that the inverse of g is

3)C—1

5

g )=

We note one further important property of the product of functions that we
have already used.

Proposition 1.3.6. Letf:A —> B,g: B —> C be mappings.
(1) Iff and g are injective, then g of is injective;
(ii) Iff and g are surjective, then gof is surjective;

(i) Iff and g are bijective, then g of is bijective.

This statement can be proved directly using the definitions.
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Definition 1.3.7. Let A be a set. A mapping from A to A is called a trans-
formation of the set A. The set of all transformations of A is denoted by
P(A) or A%

We note that a product of two transformation of A is always defined
and is again a transformation. Clearly, multiplication of transformations is
associative and in this case there exists an identity element, namely the identity
transformation &4.

Examples. The following transformations play a significant role in geom-
etry. Let a be a line in space and for each point P € R? let Q be the point
obtained by rotating P about the line a through an angle «. Thus a acts as the
axis of rotation and this defines a transformation of R? called the rotation of
R? about the axis a through angle «.

Another important transformation of the space R? is a translation by a given
vector. Of course we can consider similar transformations of the plane R?.

The mapping f : Z —> Z defined by f(k) = k* + 1, where k € Z, is a trans-
formation of the set of integers Z. It is not bijective, therefore it has no inverse.
The mapping g : Z —> Z , defined by g(k) = —k, where k € Z is a bijective
transformation of Z, and this transformation is clearly its own inverse.

There are other important transformations. For example, it is well-known
that a projection of space onto a plane is an important transformation. This
transformation is not bijective since it is not one-to-one.

Bijective transformations play a particularly important role.

Definition 1.3.8. Let A be a set. A bijective transformation of A is called a
permutation of A. The set of all permutations of A is denoted by S(A). Thus
¢ €S(A) if and only if ¢ : A —> A is a bijective mapping.

The word “permutation” has an alternative meaning since it is also widely
used in combinatorics giving us a situation when the same word represents
two different things, possibly leading to ambiguity. However these two ideas
are closely connected and usually it is clear from the context which meaning
of the term permutation is being used.

Let A be a finite set, say A = {a;,a»,...,a,}. Here, the order of the elements
is not important. If 7 is a permutation of the set A, it can be represented in the
following way

aj a as ap—1 An
\2 2 N 2 2
w(ay) n(a) mw(az) ... mw(a,—1) m(a,)

This can be considered as a renumeration of the elements of A.
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Example. Let A = {1,2,3,4} and consider the permutation = given by the
chart below

N <— W
— < B

2
2
3

B« =

Now consider the set A = {a;,a,a3,a4} and define the permutation 7 on A
by the chart

ay dpy dasz dg

T

as as ay dai

Evidently, the first chart w could be used to represent the transformation 7
of the set A so we can represent a transformation of a set by indexing its
elements and then tracking the changes in this indexing generated by the

transformation.

In the same way, a permutation of any indexed set can be represented by the
corresponding change in the indices. Since any finite set can be indexed, this
gives us an easy way to represent such transformations. In this case the order
of the elements in the set is important and is defined by the indexing. We shall
denote a permutation of the finite set A={aj,a,...,a,) by an ordered tuple
consisting of all the elements of A once and only once. We also say that this is
a permutation of the elements ay,ay,...,a,. The elements in a tuple appear in
some order: the tuple has a first element (unless it is empty), a second element
(unless its length is less than 2), and so on. For example, if A = {1,2,3}, then
(1,2,3) and (3,2, 1) are two different ways to list the elements of A in some
order. These give two permutations of the numbers 1,2, 3.

Let A ={ay,as,...,a,} be a finite set with n elements, and let 7 be a per-
mutation of the set A. Based on the considerations above, permutations of the
set A = {1,2,...,n} can be considered instead of permutations of the abstract
set A ={ay,as,...,a,}. Earlier we used the notation S(A) for the set of per-
mutations of A. However, we will use the notation S,,, or Sym(n), for the set
of all permutations of the set {1,2,...,n}. If 7 € §,, then we will say that
7 is a permutation of degree n. The number of different permutations of the
elements of the set A consisting of n elements is easily seen to be equal to
n!'=1-2-3-.-(n—1)-n. Hence |S, | =n!

The permutation 7 : {1,2,...,n} — {1,2,...,n} can be written as

1 2 n
(n(l) T(2) ... JT(I’L))
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which we will call the tabular form of the permutation. Since m is a permuta-
tion of the set {1,2,...,n} we see that

(1,2,....0) = {7 (1),7(2),...,t(n)}.

Thus the second row of a tabular form is a permutation of the numbers
1,2,...,n.Itis not necessary to write all elements of the first row in the natural
order from 1 to n, although this is usually the way such permutations are writ-
ten. Sometimes it is convenient to write the first row in a different order. What
is most important is that every element of the second row is the image of the
corresponding element of the first row situated just above.

For example,

1 23 456789 25719 3 6 48
491783526a985461372

are the same permutation. Perhaps, for beginners, in order to better understand
permutations, it may be worthwhile to write the permuation with arrows con-
necting the element of the first row with its image in the second row as in
1 23 45 6 7 8 9
4 4 4 4 b 1 1 1] This method of writing a permutation
4 9 1 7 8 3 5 2 6
should be quickly learned and then the student should revert to the shorthand

notation.

We will multiply permutations 7 and ¢ by using the general rule of mul-
tiplication of mappings, namely composition of functions, introduced earlier
in this section, with one important modification, suggested earlier. We note
that normally we write and read from left to right. Thus, in writing the prod-
uct 7 oo we first write 7w and then o. Thus it is entirely natural that the first
permutation to act should be the one that is written first, and after that the per-
mutation that acts second is written and so on. Thus for permutations only
when we write m oo we will mean that first the permutation 7 is performed
and then the permutation o. We remark that this is a personal preference and
that in some books 7 oo means that first o is performed and then 7. This slight
inconsistency is the result of writing mappings on the left; some algebra books
write mappings on the right to avoid this.

According to this rule, the product of the two permutations 7 and o is the
1 2 n
o@() o@®2) ... o@m))
To multiply the two permutations in tabular form, in the first row of the
table corresponding to the permutation 7 we choose an arbitrary element i.
We obtain 7 (i) from the second row of 7 corresponding to i. Then we find

permutation 7 oo =
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this number 7 (i) in the first row of the table corresponding to the permutation
o . In the second row of the second table just under this number 7 (i) we find
the number o (7 (7)). This is the image of i under the product 7 o o. We can
write it using the following convenient scheme:

1 2 n
\: A \
(1) m(2) (n)
\: \: A

o(@d) o@®) ... ol@m)

To illustrate this we give the following example, where the permutation 7
is written and done first.

1 2 3 45 1 2 3 45
Example. Letnw = and o = . Then
4 3 15 2 2 3 451

1 2 3 45 1 2 3 45 1 23 45
JToOo = o = s
4 3 15 2 2 3451 54213
but
1 2 3 45 1 2 3 45 1 2 3 45
OOoT = o = .
2 3 451 4 3 15 2 315 2 4
Itis clearly the case that w oo # 0 o r. Hence multiplication of permutations
is not a commutative operation.

2 3

1 23
mutation is a bijection, each permutation has an inverse. It is easy to obtain

the inverse permutation of a given permutation. All that we need for that is to
interchange the upper row with the lower one, and then list the entries in the
upper row in ascending order, making the corresponding position change in
the bottom row of elements.

The identity permutation is written as . Since a per-

Example. Find the inverse of the permutation

1 2 3 45
= .
2 3 451

First flip the upper and lower rows and then rearrange the elements of the
upper row in ascending order:

_q 2 3 451 1 2 3 45
T = = .
1 2 3 45 512 3 4
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It is easy to check that the permutation obtained is the inverse element for
7 as we see below since

1 2 3 45 12345\ (12345
23451051234_12345’

1 2 3 45 1 2 3 45 1 2 3 45
5123 4)°23451)7\U2345)
Definition 1.3.9. The permutation 1 =y, of the set A is called a transposition

(more precisely, the transposition of the symbols k,t € A) if 1(k) = t,1(t) =k,
and 1(j) =j for all other elements j € A.

and

Thus a transposition interchanges two symbols and fixes the rest of them.

1 2 3 45
1 4 3 25

We say that the natural numbers m,j form an inversion pair relative to the
permutation mw, if m < j but w(m) > m(j). For example, the permutation

1 2 3 4
(1 4 3 2) contains three inversion pairs namely (2,3),(2,4), and (3,4)

Example. ( ) is a transposition.

We let inv(;r) denote the number of inversion pairs, relative to the permu-
tation 7. We define signm = (—1)™ and call signm the signature of the
permutation 1.

In our last example, sign = (—1)° = —1.

Definition 1.3.10. The permutation 1 is called even, if signm =1 and &
is called odd, if signm = —1. Thus 1 is even precisely when the number of
inversion pairs of v is even and odd when the number of inversion pairs is odd.

A short computation shows that the equation
sign (77 o o) = sign signo

is valid for any permutations 7 and o of the same degree. The equation
sign (7 oo') =signx signo implies that the product of two even permutations
is even, the product of two odd permutations is even, and the product of an
even and an odd permutation is odd.

There is a very convenient pictorial method for deciding whether a given
permutation 7 is odd or even, based on the following observation. We rewrite
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the permutation 7 as two rows of numbers, both in the order 1,2,...,n and
then draw a line from each number £ to its image (k) in the second row. Let
1 <j <k <n.If (j,k) is not an inversion pair then the two lines drawn from j
to 7 (j) and from k to 7 (k) will not intersect. If the lines do intersect then this
tells us that (j,k) is an inversion pair and the number of such crossovers for
all pairs (j,k) determines the number of these. If numbers j and k don’t form
an inversion pair relative to 77, we obtain a picture of the following type:

j k
7 (j) 7 (k)

with no crossover of the corresponding lines. If numbers j and & make an
inversion pair relative to r, we will have the following picture:

j k

>

7 (k) 7 ())

The total number of intersections of these lines is the number of inversion
pairs.

We will illustrate this with the following example. Use the permutation we
1 2 3

already used above:
1 4 3 2

) . The following diagram corresponds to

this permutation:

1 2 3 4
1 2 3 4

As we can see, there are three intersections corresponding to the three pairs
of indices forming inversions (2, 3), (2,4), and (3,4). In practice we often write
the permutation 7 in the usual fashion, the first row consisting of the elements
{1,2,...,n} listed in that order. Then we draw lines from each number in the
upper row fo the same number in the bottom row. This is clearly equivalent to
the procedure described above.

We let A,, denote the subset of S,, consisting of all even permutations. It is
not difficult to prove that |A,| = "7'

The representation of permutations as products of cycles plays an important
role in their study and we briefly discuss this idea next.



26 SETS

Definition 1.3.11. Let 1 <r < n. A permutation 7 is called a cycle of length
k if there are natural numbers ji,...,ji such that

(1) =j2.7(G2) =35+ T(r—1) =Ji T Gi) =1

and 7w (s) = s for all s ¢ {ji,...,jx}- The cycle is denoted by (j1j> ... ji). The
numbers j,...,J are called the elements of this cycle.

In other words, the permutation 7 “cycles” the indices j;,ja,...,j; around
(thus j; > jo = j3 — ...+ j,. — ji) but leaves all other indices fixed.
For example,

1 2 3 45 6 7).
is the cycle (47).
1 23 75 6 4

The identity permutation is written as the cycle (1) = (2) = ... of length
1. The cycles of length 2 are precisely the transpositions. Notice also that,
in this notation, it does not matter which j, is listed first. Thus permuting
the elements of a cycle in cyclic order gives us the same permutation, as for
example (235) =(352) =(523).

It is easy to check that cycles with no elements in common (e.g., (13) and
(245)) commute with each other and therefore the order of writing the fac-
tors is not important in such a case. The following theorem illustrates the
importance of cycles.

Theorem 1.3.12. Every permutation can be represented as a product of
cycles with no elements in common and this representation is unique to within
the order of the factors.

We shall not prove this theorem but illustrate the idea of the proof using the

following example. Let
= 1 2 3 456
4 56 3 21
6, 6 to 1, which means that the cycle (1436) is part of the product decom-
position. The permutation m transforms the remaining number 2 to 5, and
5 to 2. Therefore the transposition (25) is also part of the decomposition.
Som= 411 g 2 ;l ; ?) =(1436)(25) =(25)(1436). The reader can
now probably imagine how a general proof would work.

. We see that 7 transforms 1 to 4, 4 to 3, 3 to

Exercise Set 1.3

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.



1.3.1.

1.3.2.
1.3.3.

1.34.

1.3.5.

1.3.6.

1.3.7.

1.3.8.

1.3.9.

1.3.10.

1.3.11.

1.3.12.
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Let A be a nonempty set. Prove that A is infinite if and only if S(A) is
infinite.
Prove that there is a bijective mapping from A x B to B x A.

Let A be a set consisting of two elements. Is the multiplication on the
set S(A) commutative?

Let f: N — Z be a mapping defined by the rule

n )
— — 1 whenever n is even,

fn)=

n+1 .
5 whenever #n is odd.

Is f injective? If yes, find an inverse to f.

Let f: Q — Q be a mapping defined by the rule f(x) = 3x — |x|, for
x € Q. Is f injective? If yes, find an inverse for f.

Let f: Q — Q be the mapping defined by f(x) = 2x + |x|, for x € Q.
Is f injective? If yes, find an inverse for f.

Let f : R —> R be the mapping defined by

x? whenever x > 0,
fx) =

x(x —3) whenever x < 0.

Is f injective? If yes, find an inverse for f.

Let f : N x N— N be the mapping defined by f(n,m) = 2"~!
(2m —1). Is f injective? If yes, find an inverse for f.

Let f : Q —> Q be the mapping defined by f(x) =x*>+2, and let g :
Q — Q be a mapping defined by g(x) = 5 — 2. Find the products
gof.fog.(fog)of,andfo(gof)

Let f : Q —> Q be the mapping defined by £(x) = (1 + (1 —x)7)5.
Represent f as a product of four mappings.

Letf:A — B,g: A — C. Prove that if f, g are injective then so is
fogand thatif f, g are surjective then sois fo g.

Two cycles (ajazas...a,) and (b1bybs...b,) are disjoint if
{a1,ar,a3,...,a,} N {by,bs,bs,...,b,} = (. Prove that disjoint cycles
commute.
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123 4 56 78 9 10 11

36 511 79 81 10 2 4
disjoint cycles and then as a product of transpositions.

123456789)
as a

1.3.13. Write ( ) as a product of

6 4 57 2 8 3 91
product of transpositions and find whether it is even or odd.

1.3.14. Represent the permutation (

. , 1 23 45 6 7\ .

1.3.15. Find whether the permutation is even
231 4756

or odd.

1.3.16. Write (123)(45)(1543)(276) first as a product of disjoint cycles,
then as a product of transpositions, and then find whether it is even
or odd.

1.3.17. Let « be a cycle of length r. Prove that o” = ¢ and that r is the least
natural number for which this is true.

1.3.18. If o and B are disjoint cycles of lengths r,s, respectively, then prove
that (¢B)’ = &, where [ is the least common multiple of r and s. Prove
also that [ is the least natural number for which this is true.

1.3.19. Find the inverse of the permutation (a; a5 ...ay).
1.3.20. Find ¢ o 8 if
a=(13)(1468)(26754) and B=(356)(275)(8941).

1.4 OPERATIONS ON MATRICES

In this section we construct some useful examples—matrices—which can
be used to illustrate the most important concepts of abstract algebraic struc-
tures. Additionally, however, matrices are one of the most useful and prevalent
objects in mathematics and its applications. The language of matrices is very
convenient and efficient, so is used by scientists everywhere. Matrices are also
a central concept in linear algebra, which itself is useful in many fields.

Anm x n matrix is a rectangular table of entries (or elements), containing m
rows and n columns which may be numbers or, more generally, any abstract
quantities that can be added and multiplied. If the number of rows is equal
to the number of columns, then the matrix is called a square (or quadratic)
matrix, and the number 7 of its rows (or columns) is called the order of the
matrix. A matrix of order n is also called an n x n matrix, the first n refers to the
number of rows and the second one to the number of columns. In this book we
will mostly consider square matrices. Usually the matrices we consider will
have at least order 2.
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The choice of the entries used in a matrix depends on the branch of sci-
ence in which they are used and on the specific problems to be solved. They
could be numbers, or polynomials, or functions, or elements of some abstract
algebraic structure. In this book we mostly consider numerical matrices, those
matrices with numbers as elements.

We denote the entries of a matrix using lower case letters with two indices,
which can be thought of as the coordinates of an element in the matrix. The
first index shows the number of the row in which the element is situated, while
the second index is the number of the place of the element in this row, or, which
is the same, the number of the column in which the element lies. Thus an n x n
matrix has the following form:

ayp dpp daiz ... dip—1 dip

az) dppp 43 ... dzp—1 d2n |
b

apl A2 4p3 ... dpp—1 Opp

square brackets may also be used as in

app dip daia ... dip—1 din
al ap a4y ... dy,—1 dy
apl Ap2 Ap3 ... App—1 dpp

We call a;; the (i,j) entry of the matrix, so we list the row index first and
the column index second. Thus a;; is the entry of the matrix in row i, column
J. We also shall use the following brief form for matrix notation

[ajili<ij<n OF [aj],

when the order is reasonably clear.

The set of n x n matrices whose entries belong to some set S will be denoted
by M,,(S). In this book, we think of S as being a subset of the set, R, of
real numbers. In this case, we shall sometimes say that we are dealing with
numerical matrices.

We make the following definition of equality of matrices.

Definition 1.4.1. Two matrices
A =[a;] and B = [bj]

in the set M,,(S) are said to be equal, if a;; = bj; for every pair of indices (i,]),
where 1 <i,j <n.
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Thus, equal matrices should have the same order and the same elements in
the corresponding places. Certain special types of matrices occur frequently
and we next define some of these.

Definition 1.4.2. Let A = [a;;] be an n x n numerical matrix.

(i) A is called upper triangular, if a;; = 0 whenever i > j;
(1) If A is upper triangular then A is called unitriangular, if a; = 1 for each
L1 <i<n;
(iii) IfA is upper triangular then A is called zero-triangular if a; = 0 for each
i1 <i<n;

(iv) A is called diagonal, if a;; =0 for every i # .

app app aps
For example, the matrix 0 ax ax| is upper triangular, the

0 O ass
1 app ap 0 apn aps
matrix | O 1 a3 | is unitriangular, the matrix [0 0 ay3 | is zero-
0 0 1 0O 0 O
ay 0 0
triangular, and the matrix | O ax» O | is diagonal.
0 0 ass

The power of matrices is perhaps best utilized as a means of storing
information. An important part of this is concerned with certain natural oper-
ations defined on matrices, which we consider next. Just as we can build an
arithmetic of numbers so we can build an arithmetic of matrices.

Definition 1.4.3. Let A = [a;;] and B = [b;;] be matrices in the set M,,(R). The
sum A+ B of these matrices is the matrix C = [c;;] € M,,(R), whose entries are
cij = a;j+bjj for every pair of indices (i,j), where 1 < i,j <n.

Here is a very easy example to illustrate matrix addition.

. , L3\, (2 I\_(1+2 3+1\_(3 4
xample. \s 5)*\4 3)5\5+44 243)7\9 5/

The definition means that we can only add matrices if they have the same
order and then to add two matrices of the same order we just add the corre-
sponding entries of the two matrices. In this way matrix addition is reduced
to the addition of the corresponding entries. Therefore the operation of matrix
addition inherits all the properties of number addition.
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For example, let A,B,C € M,,(R). Then addition of matrices is commu-
tative, which means that A + B = B+A. This follows since a;; + b;; = b;j + a;;,
where A = [a;], B = [b;]. Likewise, addition of matrices is associative, which
means that (A+B)+C =A+ (B+C). The set M,,(R) has a zero matrix O each
of whose entries is 0. The matrix O is called the (additive) identity element
since A+ O =A = O+A for each matrix A € M,,(R). It is not hard to see that
for each n there is precisely one n x n matrix with the property that when it
is added to A the result is again A. If A = [a;;] then the n x n matrix —A is the
matrix whose entries are —a;;. It is easy to see from the definition of matrix
addition that A+ (—A) = O = —A +A. This matrix —A is the unique matrix with
the property that when it is added to A the result is the matrix O. The matrix
—A 1is called the additive inverse of the matrix A. Matrix subtraction can be
introduced in M,,(R) by using the natural rule that A — B = A+ (—B). This
amounts to simply subtracting corresponding entries of the matrix.

Compared to addition, matrix multiplication looks more sophisticated, and
does not seem as natural as addition.

Definition 1.4.4. Let A =[a;;] and B =[b;;] be two matrices in the set M, (R).
The product AB of these matrices is the matrix C = [c;;], whose elements are

cij=anbij+apby+- - +aiby = Zaikbkj
k=1
for every pair of indices (i,j), where 1 <i,j <n.
Thus to obtain the (i) entry of the product C, we need to multiply pairwise

the elements of row 7 of the matrix A by the corresponding elements of column
Jj of the matrix B and add the results.

1 3 2 1
Example. LetA:(5 2),3:(4 3>,
1 3\ (2 1\ (1x2+3x4=14
5 2)\4 3/ ’
L 3\ /2 1\ _(1x2+3x4=14
5 2)\4 3] \5x2+2x4=18)"
2
4

I x243x4=14 1x143x3=10
5x242x4=18

2

1

3
1 3\ /2 1 I1x2+43x4=14 1x1+3x3=10

3 5x242x4=18 5x1+42x3=11)"
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o (1 3)(2 1)_(14 10
%15 2)\4 3)=\1g8 11)

Matrix multiplication is not commutative as the previous example shows

since
2 1\ 3\ (7 8 I 3\ /2 1
4 3 52_1918#52 4 3)°
The matrices A, B satisfying AB = BA are called permutable (in other words
these matrices commute), and not all matrices have this property. However,
matrix multiplication does possess other important properties, namely, the

associative and distributive properties, which are exhibited in the following
theorem.

Theorem 1.4.5. For arbitrary matrices A,B,C € M, (R), the following
properties hold:

(i) (AB)C=A(BC);
(i1)) (A+B)C=AC+BC;
(iii)) A(B+C)=AB+AC;
@iv) There exists a matrix I =1, € M,(R) such that AI = IA = A for each

matrix A € M,(R). For a given value of n, I is the unique matrix with
this property.

Proof.

(i) By definition, we need to show that the corresponding entries of (AB)C
and A(BC) are equal. To do this, let

A =la;],B=[b;], and C = [c;].
Put

AB = [dy],BC = [vy],
(AB)C = [uz] A(BC) = [wy].

We must show that u;; = wj; for arbitrary (i,j), where 1 <i,j < n. We have

Uuj; = Z dikckj: Z < Z aimb. k) Cij = Z Z (@im mk)ckj

1<k<n 1<k<n \l1<m<n 1<k<nl<m<n
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and

Wij = Z AimVmj = Z Ajm ( Z bmkckj>

1<m=<n 1<m=<n 1<k<n
= E E Aim (bmkckj) = § E Aim (bmkckj)-
1<m<nl<k<n 1<k<nl<m<n

Since (ajmbmk)ckj = @im(bpircyj) it follows that u;; = wy; for all pairs (7, /).
Hence (AB)C =A(BC).

(i1)) We need to show that corresponding entries of AC+BC and A(B+C) are
equal. Put

AC = [x;],BC =[y;],(A+B)C = [z;].

We shall prove that z;; = x;;+y;; for arbitrary 7, j, where 1 <i,j <n. We have

Zj= Z (aix +bix)cyj = Z aikCrj+ Z bikcij = xij + -

1<k<n 1<k<n 1<k<n
Thus (A+B)C=AC+BC.

The proof of (iii) is similar.
(iv) We define the symbol §;; (the Kronecker delta) by

0, if i #J,
YU ifi=g
It is easy to check that
1 0 O 0
0O 1 0 0
1=1[8]=
0 0 0 1

has the required property that Al = IA = A.

In order to prove the uniqueness of / assume that there also exists a
matrix U such that AU = UA = A for each matrix A € M,,(R). Setting A =1
we obtain /U = 1. Also, though, we know that /U = U, from the definition
of I,sothat I =U.

The matrix I =1, is called the n x n identity matrix.
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Definition 1.4.6. Let A € M, (R). The matrix B € M,,(R) is called an inverse
(or reciprocal) of A if AB = BA = 1. The matrix A is then said to be invertible
or non-singular.

Many nonzero matrices lack inverses. For example, consider the

matrix L0 . Then for an arbitrary matrix MEA2) e have
0 0 X21  X22
1 0 X1 X121\ _ (X111 X12 . . .
<0 0) (le x22> = ( 0 0 > . This product would never be the identity

matrix, thus our matrix has no inverse.

If a matrix A has an inverse, then this inverse matrix is unique. To see this
let U,V be inverses of the matrix A so that AU = UA =1 = VA = AV. Then
we have

V(AU) =VI=V and V(AU) = (VA)U=1IU =U.

Thus V = U. We follow the usual convention and denote the inverse of the
matrix A by A=,

We note that criteria for the existence of an inverse for a given matrix are
closely connected to the idea of the determinant of a matrix, a concept usually
introduced in a linear algebra course, where the properties of determinants
are investigated. We shall need only one result, which states that a matrix
A € M,,(R) has a multiplicative inverse if and only if its determinant, det(A),
is nonzero. The matrix A is called nonsingular in this case and singular if
det(A) = 0. The proof can be found in any treatise on linear algebra.

Now we consider multiplication of a matrix by a number, or scalar.

Definition 1.4.7. Let A = [a;] be a matrix from the set M,(R) and let
a € R. The product of a and the matrix A is the matrix aA = [c;] € M,(R),
whose entries are defined by c;; = aay;, for every pair of indices (i,j), where
1<i,j<n.

Thus, when we multiply a matrix by a real number we multiply each
element of the matrix by this number. Here are the main properties of this
operation, which can be proved quite easily, in a manner similar to that given
in Theorem 1.4.5. We note that these equations hold for all real numbers «, 8
and for all matrices A, B where the multiplication is defined.

Theorem 1.4.8. Let A, B be matrices and o, B real numbers.

(1) (x+B)A=aA+BA;
(i) x(A+B)=aA+aB;
(i) a(BA) = (ep)A;



(iv) 1A=A;
(v) a(AB) = (@A)B = A(aB).
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Note that this operation of multiplying a matrix by a number can be reduced
to the multiplication of two matrices since A = (al)A.
Here is a summary of all the properties we have obtained so far, using our

previously established notation.

A+B=B+A,
A+B+C)=A+B)+C,
A+0O=A,
A+(—A)=0,
AB+C)=AB+AC,
(A+B)C=AC+BC,
A(BC)=(AB)C,
Al=IA=A,
(x+B)A=aA+pA,
a(A+B) =aA+aB,
a(BA) = (ap)A,

1A=A,

o (AB) = (¢kA)B=A(aB).

Exercise Set 1.4

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

1.4.1. Let A be a diagonal matrix. Suppose all entries on the main diagonal
are different. Let B be a matrix such that AB = BA. Prove that B is

diagonal.

1.4.2. Find all matrices A € M,(R) with the property A> = O.

1.4.3. Let A and B be matrices. If we interchange the m-th and #-th rows of A,
what changes does this imply in the matrix AB?

1.44. LetA,Be M, (R). If @ € R and if we add « times row ¢ to row m in the
matrix A then what changes does this imply in the matrix AB?

11
1.4.5. Find A3 if A=

S OO

1
0
0

1

O = =

1

1
1
1
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1.4.6.

1.4.7.

1.4.8.

1.4.9.

1.4.10.

1.4.11.

1.4.12.

1.4.13.

1.4.14.

1.4.15.

1.4.16.

Find

—
— = = O
—_—_ 0 O
- O O O

Find

S = O =
—_——_= O O

Find

W=
cCo—~Oo O~~~ O
- o oo

Find

—_ = O S = O O O = O O

S O =

O O ==
—_—— O O

0

Let A € M,(R). A matrix A is called nilpotent, if A¥ = O for some
positive integer k. The minimal such number £ is called the nilpotency
class of A. Prove that every zero triangular matrix is nilpotent.

Let A € M,(R) be a matrix such that AX = XA for all X € M,(R).
Prove that A = rI for some r € R. What will the general form of this
result be?

o

If A= (‘C’ Z) and if ad — bc # 0 then show that A~! =

1 d —b
ad—bc\—c a )’

. . . 1 2 35
Solve the following matrix equation <3 4> X= < 5 9) .

4 —1 2 4
1 -1 4 -2 0 3
3 =2 7 0 —4 7
-2 3 -4 2 —-15

Prove thatif A, B are invertible matrices of M, (R) then AB is invertible
and find a formula for its inverse in terms of A~' and B~!.

Prove that if A € M,,(R) is such that A” = O then I+ A is invertible.

Find the matrix products: 32\ (2 2) and
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1.4.17. Find all matrices A € M,(R) such that A> =1.

1.418. If A = [a;] € M,(R) then the transpose of A is the matrix
A" = [b;j] where b = a;;. Show that (AB)" = B'A" whenever also
BeM,(R).

1.4.19. A matrix A = [a;;] € M,(R) is symmetric if a; = a;; for all i #j and
skew symmetric if a; = —a;; when i # j. Prove the following facts:
(a) A+A" is symmetric, (b) A — A’ is skew symmetric.

1.4.20. Prove that every square matrix is a sum of a symmetric matrix and a
skew symmetric matrix, in a unique way.

1.5 BINARY ALGEBRAIC OPERATIONS AND
EQUIVALENCE RELATIONS

In this section we are interested in binary (algebraic) operations; these are
important in mathematics and certainly in modern algebra. Indeed, modern
algebra could be regarded as a branch of mathematics that studies algebraic
operations, since much of the time we are not interested in the nature of the
elements of a set, but are more interested in how an algebraic operation defined
on the set acts on the elements of the set.

The usual addition and multiplication of two rational numbers are just two
examples of binary operations defined on the set Q of rational numbers. The
main idea here is that associated with every ordered pair of rational numbers
there is another rational, its sum or product. Thus addition and multiplication
can really be thought of as mappings of the Cartesian product Q x Q to Q.

As another example of this concept we recall that in Section 1.3 the set of
permutations S,, was introduced for each natural number n. There we saw how
to define the product of two permutations in S,,, which we now view as a map-
ping from the Cartesian product S,, X S, to S,, and this is also a binary operation
on the set of such permutations. In this case, we recall that the multiplication
is not commutative.

Definition 1.5.1. Let M be a set. The mapping 6 :M x M — M from the
Cartesian square of M to M is called a binary (algebraic) operation on
the set M. Thus, corresponding to every ordered pair (a,b) of elements,
where a,b e M, there is a uniquely defined element 6(a,b) € M. The element
6(a,b) eM is called the composition of the elements a and b relative to this
operation.

Notice that there are two important ideas here. One is that 6(a,b) is an
element of M; the other is that 6(a,b) is uniquely determined by the ordered
pair (a,b). Furthermore, it is often rather cumbersome to keep referring to the
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function 6 and using the notation 6(a,b). Therefore 6(a,b) is often written
axb or as aob so that x (or o, or some other symbol) denotes the operation.
In many natural cases where addition is involved the operation will usually
be denoted by + and the corresponding composition a + b is then called the
sum of a and b. In this case, we talk about the additive notation of the binary
operation. Often also, multiplication is the operation involved and in this case
the sign - is usually used for multiplication; the corresponding composition
a- b is called the product of a and b. In this case, we say that multiplicative
notation is being used. Traditionally, the - is omitted and we will also often
follow this convention so that a - b will usually be writen as ab.

We now give some further examples of binary operations. Usually it is quite
easy to verify that these are binary operations, but they serve to illustrate that
binary operations are very familiar to the reader, as we observed above. The
question to be resolved, for a given binary operation * defined on a set M, is
whether or not axb € M, for all a,b € M.

(i) Addition on the sets N, Z,Q,R;
(i) Multiplication on the sets N, Z, Q,R;

(iii)) Let M be a set and let P(M) be the set of all transformations of M.
Then, for all f, g € P(M), the map 6 defined by 6 (f,g) =f o g is a binary
operation on the set P(M);

(iv) Addition and multiplication of matrices in M,,(R).

(v) Addition and multiplication of real functions (i.e., transformations of
the set R).
(vi) Addition of vectors and vector product on the space R?.
(vii) The mappings(n,k) — n,(n,k) —> nf +k",n,k € N define binary
operations on N.
(viii) The mappings (n,k) —> GCD(n, k), the greatest common divisor of n
and k, and (n,k) —> LCM(n,k), the least common multiple of n and

k, define binary operations on Z. (Here the nonnegative GCD(n, k) and
LCM(n,k) are chosen.)

We now consider some important properties of binary algebraic opera-
tions. To be concrete we may use the multiplicative form of writing a binary
operation but may also illustrate the additive form. However we stress that
our binary operations are very much more general than ordinary addition or
multiplication.

Definition 1.5.2. Let M be a set with a binary algebraic operation *. A sub-
set S of M is called closed or stable with respect to x if for each pair of elements
a,b € S the element ax b also belongs to S.
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This means that the restriction of the binary operation * to S is a binary
operation on S.

Example. The set N is a closed subset of Z with respect to addition, but not
with respect to subtraction since, for example, 1,2 are natural numbers but
1 —2is not. The subset of all even integers is a closed subset of Z with respect
to addition and multiplication, while the subset of odd integers is closed with
respect to multiplication, but not addition.

Definition 1.5.3. A binary operation on a set M is called commutative if
ab = ba for each pair a,b of elements of M.

For the additive form, commutativity of @ and b would be written as follows:
a+b=b+a, where a,b € M.

Concrete examples of commutative operations include: multiplication and
addition on the set of integers, rational, and real numbers; matrix addi-
tion; multiplication of real functions; the operations GCD,LCM on Z and
vector addition in R®. As we saw earlier, multiplication of transformations
is not commutative in general. Likewise, multiplication of matrices is not
commutative in general.

If we have three elements a,b,c € M, then we can form the products a(bc)
and (ab)c and in general these may be different as when we form (a —b) — ¢
and a — (b — ¢), for real numbers a, b, c.

Definition 1.5.4. A binary operation on a set M is called associative if
(ab)c = a(bc) for all elements a,b,c of M.

Written additively this becomes
(a+b)+c=a+(b+c).
The examples mentioned, except for the examples involving the operations
(n,k) — n*, (n,k) —> nF+ k",
on N, and the vector product on R?, are associative. Thus, when n % k = n* then
(2x1)*3 =8 whereas 2 (1x3) =2.
For four elements a, b, ¢,d, we can construct a number of different products.

For example, we can determine each of the products

((ab)c)d, (ab)(cd), (a(bc))d,a(b(cd)) and a((bc)d)
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to name but a few. When the operation is associative, however, all meth-
ods of bracketing give the same expression so that there is no need for any
complicated bracketing. For example, we have

(a(be))d = ((ab)c)d);

(ab)(cd) = ((ab)c)d);

a(b(cd)) = (ab)(cd) = ((ab)c)d);

a((be)d) = (a(bc))d = ((ab)c)d.

It can be shown in general that when a binary operation is associative the

way in which we position the brackets in an expression makes no difference,
assuming that the order of the elements is unchanged. In particular, we do not

even need to put brackets in a product of elements a;,a»,...,a, and just write
the product as a,a; . . . @, or, more succinctly, ngign a;. When needed we can
place parentheses in any manner. In the case when a; =a; =--- =a, =a, we

will denote the product a,a;...a, by a”, as usual, and call it the n-th power
of a.

For an associative binary operation on a set M the usual “rule of exponents”
holds, at least for exponents that are natural numbers. Thus for each element
a € M and arbitrary n,m € N we have

anam = al”l‘H’}’l’ (an)m = anm

When additive notation is used, instead of multiplicative, powers become
multiples; thus instead of [ [, _,_,a; wewrite ) *, _,_, a;andifa;=a,=---=a,,
then write a; +as + - - - +a, = na. In this case the rules of exponents become
properties of multiples as follows:

na+ma = (n+m)a, m(na) = (mn)a.

Two elements a,b are said to commute or permute if ab = ba. We also
sometimes say a and b are permutable. If the elements a,b commute then
(ab)" = a"b" for each n € N. More generally, if a;,a»,...,a, are elements of
M and if the operation on M is commutative and associative, then

m

(may...ap)" =al'ay ...a,

for every m € N. Additively this would be written as

m(ai+ax+---+a,) =ma;+ma+-- - +ma,.

Definition 1.5.5. Let M be a set with binary operation . The element e € M
is called a neutral (or identity) element under this operation ifaxe=exa=a
for each element a of the set M.
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The neutral element of a set M is unique whenever it exists. Indeed, if e;
is another element with the property axe; = e; *a =a for all a € M, then we
may let a = e or a = ey, in the definitions of e; and e respectively, and then we
obtain e = ¢ x e = ¢;. Sometimes, to avoid ambiguity, we may use the notation
ey for the identity element of M.

If multiplicative notation is used then we use the term identity element, and
often use the notation 1, or 1,,, for the neutral element e. In this case we have
l-a=a-1=a, for all a € M. We emphasize that 1, need not be the integer
1 here. If additive notation is used, then the neutral element is usually called
the zero element and is often denoted by 0, or 0y, so that the definition of the
zero element is a+0 = 0+a = a for each element a € M; again 0,; should not
be confused with the integer 0.

Examples.

(1) The operation of addition on the sets of all natural, integer, rational, and
real numbers has a zero element, the number 0.

(i) The operation of multiplication on the sets of all natural, integer,
rational, and real numbers has an identity element,the number 1.

(ii1) Let M be a set and P(M) be the set of all transformations of the set M.
When the operation is composition of transformations of the set M, the
identity element is the permutation £, : M —> M, defined by &, (m) =m,
for all m e M.

(iv) The zero matrix is the zero element for the operation of addition on the
set M,,(R) of real matrices whereas the identity matrix / is the identity
element when the operation is multiplication on the set M,,(R).

(v) The function with value O for all elements in the domain is the zero
element when real functions are added: and when the operation is mul-
tiplication the identity element is the function f(x) for which f(x) = 1 for
all x e R.

(vi) The operation n*k = GCD(n, k), whenever n,k € Z, has neutral element
the number 0, since GCD(n,0) = n, for all n € Z.

(vii) For addition of vectors in R?, the zero element is the zero vector.
Definition 1.5.6. Let M be a set with a binary operation and suppose that
there is an identity element e. The element x € M is called an inverse of the
element a € M if

ax=xa=e.

If a has an inverse then we say that a is invertible.
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When we use additive notation we will often also use the term “additive
inverse” and when we use multiplicative notation we will also use the term
“multiplicative inverse.”

If the operation on M is associative and the element a € M is invertible then
a has a unique inverse. To see this, let y be an element of M that also satisfies

ay=ya=e.
Then
y=ey=(xa)y=x(ay) =xe=x.
We denote the unique inverse of a by a~'. We note that aa~! =a 'la=e

and so, evidently,

(071)71 =a.

If the operation on M is written additively then we denote the inverse of a,
should it exist, by —a, called the negative (or sometimes the opposite) of a. In
this case the definition of the additive inverse takes the form:

a+(—a)=—a+a=0y.

Proposition 1.5.7. Let M be a set with an associative binary operation and
suppose that M has an identity element e. If the elements a,,a,,...,a, are
invertible in M, then the product a,a; . . .a, is also invertible and

“1_ -1 -1 —1
(a1ay...a,)" =a, a,_,...a; .

Proof. We have, informally,

-1 -1 -1 —1y,,—1 -1
(aiay...a,)(a, a,_...a; )=(ay...ap,_1)(aya, )a,_,...a;")

-1 -1
=(may...ap-1)(a,_,...a; )=---=e.

This shows that the proposition holds, since we have exhibited an element
which multiplies a; .. . a, to give e.

The existence of an identity element and the inverse of an element a allows
us to define all integer powers of a. To do this we define

— — n
a’=e, anda™" = (a 1) , whenever n € N.
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In additive notation these definitions take the form:
0a =0y and (—n)a =n(—a).

Our next result shows that the usual rules of exponents hold for all integer
powers.

Proposition 1.5.8. Let M be a set together with an associative binary oper-
ation and suppose that M has an identity element e. If a € M is invertible and
m,n € Z then

d'd" = a7 and (an)m =™

Proof. If n,m > 0, then the assertion follows by simply writing out the prod-
ucts. Furthermore if one of m or n is 0 then the equalities hold in any case. If
m,n < 0, then n=—p,m = —gq, for certain p, g € N. Then, using the definitions
we have,

dd"=aPa 9= (a—l)p(a—l)q — (a—l)p+q — a—(p+q) —q P 4= an+m
and

@ =@?) 7= (@) ") = (@) ) = @) =a=a"m

Suppose now that n > 0, —g=m < 0 and n > —m = q. Then

d'd"=a...a@"...(@H=a...a=a
~——— —

n q n—q

n+m

Ifn>0,—g=m<0andn < —m=gq, then

_ _ _ -1 Ca—
d'd"=a...a@V)...(aH=a'...a =@ " =gmm,
e — ———

n q q—n
For the second equation, if n > 0 and —g =m < 0O then
@)= (@) =(a"HI=@")I=@")™=a""" =a"
If —p=n<0,m> 0, then
@) =@ "yY)y"=@"H"=@ " ™=a"""=a".

The result follows.
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Equivalence relations

In Section 1.2 we defined a binary relation on a set A to be a subset of the
Cartesian product A x A. If @ is such a binary relation and if (x,y) € ®, then
we say that elements x and y (in this given order) correspond to each other via
®. Instead of the notation (x,y) € ® we will use the notation x®y, which is
more suggestive, since typically we think of x and y being related by ®. This
form of notation is called infix.

Here are the most important properties of binary relations.

Definition 1.5.9. Let A be a set with a binary relation ®.

(1) D is called reflexive if (a,a) € ® (or a® a), for each a € A;
(i) ® is called transitive if, whenever a,b,c € A and (a,b), (b,c) € ®, then
(a,c) € ® (o, alternatively, a® b and b ® c imply that a ® c);
(iii) D is called symmetric if, whenever a,b € A and (a,b) € ®, then (b,a) € O
(or, alternatively, a ® b implies b ® a);
(iv) @ is called antisymmetric if, whenever a,b € A and (a,b), (b,a) € ® then
a=b (or, alternatively, a® b and b ® a imply a=Db).

If A is a finite set we make a pair of perpendicular axes and label the axes
with points representing the elements of A. If a,b € A and a®b, then we can
plot the point (a,b), as we do in the usual rectangular coordinate system, by
finding the point on the horizontal axis labelled a and the point on the vertical
axis labelled b and putting a mark (cross or circle) at the place where the
lines drawn from these points would intersect. In this way, relations can be
pictured.

There are many examples of reflexive relations and here we give only a
few: If A is the set of all straight lines in the plane then the relation of “being
parallel” is certainly reflexive; the relation “looks alike” on a certain set of
people is clearly reflexive since everyone looks alike themselves; the relation
of “having the same gender” on a set of animals is certainly reflexive and
SO on.

The relation “x is the brother of y” is symmetric on the set of all males, but
is not symmetric on the set of all people, since y will only be the brother of x
if y is a male. Here are some examples of transitive relations: the relation “to
be divisible by” on the set of integers, the relation “to be greater” on the set
of real numbers, the relation “to be older” on a set of people, the relation “to
have the same color” on the set of toys, and so on.

The following concept leads us to an important type of binary relation
called an equivalence relation.
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Definition 1.5.10. A family G of subsets of a set A is called a covering if
A =UG (thus for each x € A there exists S € G such that x € S). A covering &
is called a partition of the set A if, additionally, X NY =, whenever X,Y € &
and X #Y; thus all pairs of distinct subsets of the partition have empty
intersection.

Let G be a partition of the set A and define a binary relation I'(&) on A
by the rule that (x,y) € ['(&) if and only if the elements x and y belongs to
the same set S from the family &. The relation I'(&) has various properties
which we now discuss. Since A = UG then, for each element x € A, there exists
a subset § € & such that x € S. Thus (x,x) € I'(©) and hence the relation
['(S) is reflexive. It is clear that the relation I'(&) is symmetric. Finally, let
(x,y), (v,2) € '(©). It follows that there exist subsets S, R € © such thatx,y € §
and y,z € R. In particular, y € SN R and using the definition of a partition, we
see that § = R. Hence the elements x, z belongs to S which is an element of the
partition G. Thus (x,z) € I'(S) so the relation I'(G) is transitive.

Definition 1.5.11. A binary relation ® on a set A is called an equivalence
relation or an equivalence if it is reflexive, symmetric, and transitive.

We give some examples next. First we say that two polygons are equiva-
lent if they have the same number of vertices. Thus, for example, under this
relation all triangles are equivalent, and it is easy to see that this relation is
an equivalence relation. The family of all triangles can itself be partitioned
into the subsets of acute, right-angled, and obtuse triangles and this partition
helps define an equivalence relation on the set of all triangles. We can also
say that two triangles are equivalent depending upon whether they are scalene,
isosceles, or equilateral. Thus a given set may have more than one equivalence
relation defined on it. More generally, the relation “the figure A is similar to
the figure B” on the set of all geometric figures is an equivalence relation. We
note too that our work here shows that every partition G of a set A gives rise
to an equivalence relation I' (&) defined on A.

One main reason for studying equivalence relations is that such relations
allow us to construct new mathematical objects quite rigorously. For exam-
ple, the relation of colinearity of rays is a partition of the plane or space into
classes of colinear rays. Each of these classes is called a direction, or a path.
In this way we can transform the intuitive idea of direction into a rigorously
defined concept. In a similar way, given a collection of figures we can define a
relation on this set of figures by saying that figure A is related to figure B if and
only if A has the same shape as B. Children forever use partitions (and hence
equivalence relations!) in their play. For example a child might sort its toys
according to color and the relation “is the same color as” is an equivalence
relation.
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Here is a list of some further examples of equivalence relations.

(1) If A is an arbitrary set there are two extreme cases: ® =A x A and & =
{(x,x) | x € A} (the diagonal of the Cartesian product A x A ). These
are both examples of equivalence relations and all other equivalence
relations on A are situated between these two extreme cases;

(i1) the relation “to be parallel” on the set of all straight lines in a plane;
(iii) the relation of similarity;
(iv) the relation “to be equivalent equations” on the set of equations;
(v) the relation “to belong to the same species” on the set of animals;
(vi) the relation “to be relatives” on the set of people;
(vii) the relation “to be the same height” on the set of people;
(viii) the relation “to live in the same city” on the set of people;
(ix) the relation “has the same birthday as” on the set of all people;
(x) the relation “is similar to*“ or “congruent to” on the set of all triangles;

(xi) the relation “has the same image” on the elements of the domain of a
function.

We have already seen that each partition of a set generates an equivalence
relation. We now show that, conversely, each equivalence relation on a set
leads to a natural partition of the set.

Definition 1.5.12. Let ® be an equivalence relation on the set A and let
x € A. The subset |x|, ={y €A | (x,y) € ®} is called the equivalence class

of x.

Thus the equivalence class of x consists precisely of those elements of A
that are equivalent to x. It is important to note that each equivalence class
is uniquely defined by each of its elements. Indeed, let y € [x|, so that
(x,y) € ®.If z € |y]y, then (y,z) € @ also. Since the equivalence relation is
transitive it follows that (x,z) € ® also and hence z € [x|4,. Thus [y|g € [¥]-
Because equivalence relations are symmetric we also have [x]4 < [y], and
hence [x] = [J],.

Since (x,x) € P, it follows that x € [x], and hence the family of all equiv-
alence classes forms a covering set of A. Next we consider the intersection,
[x]$ N (V] of two equivalence classes and suppose that this intersection is not
empty. Let z € [x], N [y] - Then, as we noted above, [z] 4 = [y]e and [z] = [X]4
from which it follows that [x|4 = [y|4. Therefore every pair of distinct equiv-
alence classes has empty intersection and we deduce that the family of all
equivalence classes is a partition, P(®), of the set A.
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There are some very interesting examples of equivalence relations. First let
M be the set of all sequences s = (x,,),en of rational numbers. Consider the
relation @ on M defined by the rule: (s,r) € ® if and only if

lim (x, —y,) =0.
n—oo

Here r = (y,),en. It it easy to see that @ is an equivalence relation.

For another example, let M = [0, 1]. Define a relation P on M by (x,y) € P if
and only if x — y is a rational number. It it easy to see that P is an equivalence
relation.

There is one more important example.

Let m be a fixed natural number. Two integers are called congruent modulo
m if a — b is divisible by m, which we denote by a = b (mod m). This con-
gruence relation is easily shown to be an equivalence relation, which we shall
consider in detail later.

We often denote equivalence relations using symbols such as =, =, =, ~,
and others.

Exercise Set 1.5

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

1.5.1. Onthe set G=7 x {—1, 1} we define an operation * by the rule (m,a) *
(n,b) = (m+ an,ab). Is this operation associative? Commutative? Is
there an identity element? Which elements have inverses?

1.5.2. On a set of four elements define a commutative, associative binary
operation having an identity element.

1.5.3. On the set Z define an operation L by the rule a_Lb =a?+b?, fora,b €
Z. Is this operation associative? Commutative? Is there an identity
element?

1.5.4. On the set R define an operation e by the rule ae b = a+ b+ ab.
Prove that
(i) ae(bec)=(aeb)ec forall a,b,c € R.
(ii) aeb=beaforall a,b € R.
(iii) ifa# —1,thenaeb=aecif and only if b=c.

Is there an identity element for this operation? Which elements have
inverses?
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1.5.5.

1.5.6.

1.5.7.

1.5.8.

1.5.9.

1.5.10.

1.5.11.

1.5.12.

1.5.13.

1.5.14.

On the set R x R define an operation e by the rule (a,b) e (¢,d) =
(ac—bd,bc+ad). Is this operation associative? Commutative? Is there
an identity element?

Let M = {e,a,b,c}. Define a binary algebraic operation on M which
is commutative, associative, and for which an identity element exists,
but not every element has an inverse.

Let M ={e,a,b,c}. Define on M a binary algebraic operation which is
commutative, associative, and for which there is an identity element,
and every element has an inverse.

For a,b € R define a ~ b to mean that ab = 0. Prove or disprove each
of the following:

(a) The relation =~ is reflexive.
(b) The relation =~ is symmetric.
(c) The relation 2~ is transitive.

For a,b € R define a ~ b to mean that ab # 0. Prove or disprove each
of the following:

(a) The relation ~~ is reflexive.
(b) The relation =~ is symmetric.
(c) The relation ~~ is transitive.

Fractions are numbers of the form ; where a and b are whole numbers
and b # 0. Fraction equality is defined by ; = § if and only if ad = bc.
Determine whether fraction equality is an equivalence relation.

Let a,b € N. Show that the operation a * b = a’ + b is not associative
on the set of natural numbers. Is it a commutative operation?

Let M be the set of sequences s = (x,,),en of rational numbers and let
also r = (y,) € M. Prove that the relation ® defined by s ®r if and
only if lim,_, »(x, —y,) = 0 is an equivalence relation on M. Write
the first few terms of a sequence defining 7.

Let m be a fixed natural number. If a,b € Z then write a = b (mnod m)
if and only if m divides b — a. Prove that = is an equivalence rela-
tion on the set Z. Write the equivalence class of 0 (mod 7) and the
equivalence class of 0 (mod 5). Are these the same?

Prove that the relation “has the same image” on the elements of the
domain of a function is an equivalence relation.



1.5.15.

1.5.16.

1.5.17.

1.5.18.

1.5.19.

1.5.20.
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Define binary operations ¥, A and B on Q by the rules:
aV¥b=a—b+ab,ahb=1(a+b+ab), aMb =1 (a+b).

Of these operations which are associative? Which are commutative?
Which have an identity element?

Define a binary operation ¥ on R by the rule:

aV¥b=pa+qb+r. For which fixed p, g, r, is this operation associative?
For which values of p,q,r is the operation commutative? For which
values of p,q,r is there an identity element?

Let Q* be the set of all nonzero rational numbers. Which of the
following properties hold for the operation of division:

(1) a~b=b-+a;

) (a+b)+~c=a+(b—+c);

3) (@a+=b)+c)+-d=a+ b+ (c+d));

4) ifa+-b=a-+c,thenb=c;

5) ifb+-a=c=+a,thenb=c.

For a,b € R define a ~ b to mean that |a — b| < 7. Prove or disprove
each of the following:

(a) The relation >~ is reflexive.

(b) The relation ~~ is symmetric.

(c) The relation ~~ is transitive.

For points (a,b), (c,d) € R? define (a,b) ~ (c,d) to mean that a* +b* =
A +d>.

(a) Prove that >~ is an equivalence relation on R2.

(b) List all elements in the set {(x,y) € R?| (x,y) =~ (0,0)}.

(c) List five distinct elements in the set {(x,y) € R? | (x,y) == (1,0)}.
Two n x n matrices A and B are said to be similar if there exists an

invertible n x n matrix P such that P~'AP = B. Show that similarity is
an equivalence relation on M,,(R).
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NUMBERS

2.1 SOME PROPERTIES OF INTEGERS:
MATHEMATICAL INDUCTION

In this chapter, we will consider some basic properties of the set Z of integers.
This set contains the set of natural or counting numbers, N ={1,2,3,4,5,...},
the set of whole numbers, Ny = {0,1,2,3,4,5,...}, and the set of negative
integers {...,—5,—4,—3,—-2,—1}. Clearly Ny = NU{0}.
We begin by recalling the definition of the absolute value of an integer.
Let n be an integer. Then the absolute value of n is

1l n,if n € N,
nl =
—n, if n ¢ Ny.

You have significant experience working with integers, and in this section,
we remind you of their main properties. First we discuss the operation of
addition on the set Z which satisfies the following basic properties:

1. Addition is commutative, so for all integers m,n € Z,

m+n=n+m.

An Introduction to Essential Algebraic Structures, First Edition. Martyn R. Dixon,
Leonid A. Kurdachenko and Igor Ya. Subbotin.
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2. Addition is associative, so for all integers k,m,n € 7 we have
(k+m)+n=k+(m+n).

3. 7Z contains the number 0, a zero element for addition, which means that,
forallneZ,0+n=n+0=n.

4. For each n € Z there is an additive inverse, —n € 7, which satisfies
n+(—n)=(—n)+n=0.

Next, we give the basic properties of the operation of multiplication on Z.
As usual if m,n € Z then we write m - n as mn.

1. Multiplication is commutative, so for all integers m,n € Z,
mn = nm.
2. Multiplication is associative, so for all integers k,m,n € Z we have
(km)n = k(mn).

3. 7Z contains the number 1, an identity element for multiplication, which
means that, for alln € Z, In=nl =n.

4. Zero property of multiplication: For each n € Z,
n0=0n=0.

The two operations of addition and multiplication are connected by the
distributive law which asserts that, for all integers k,m,n € Z,

k(m+n) =km+kn.

This law is called the left distributive law. However, the properties of
addition and multiplication listed above imply that the right distributive prop-
erty also holds. Indeed, by the commutativity of multiplication, we can write
k(m+n) = (m+n)k, km = mk, kn = nk, and the left distributive property directly
implies the right distributive property

(m+n)k = mk +nk.

The set Z contains the subset N of all counting or natural numbers. We next
note some properties of this set.
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1. N is closed under addition, which means that the sum of every pair of
natural numbers is a natural number.

2. N is closed under multiplication, which means that the product of every
pair of natural numbers is a natural number.

3. The law of trichotomy holds, which means that, for each n € Z, one and
only one of the following statements is true:

(a) neN,
(b) n=0, or
(c) —neN.

One very useful method of proof which is often employed when proving
statements about the set of natural numbers is the Principle of Mathematical
Induction. The main idea here is as follows. Let k be a natural number and
suppose that P(n) is a statement, or assertion, about the natural number n that
is known to be true whenever 0 < n < k. Suppose that it is then possible to
prove that P(k) is also valid. Then the Principle of Mathematical Induction
asserts that P(n) is valid for all n € Ny. In practice, it is necessary to check
that the assertion P(r) definitely holds for some small value of r € Ny. We
then make the induction hypothesis, an assumption that P(n) is true for all r <
n < m, and use this to prove that P(m) is true. The Principle of Mathematical
Induction then asserts that P(n) is true for all n > r.

Some care must be taken here. A key step in a proof by mathematical
induction is to check that P(n) holds for an appropriate small value of n (the
so-called basis of the induction; often the basis is O or 1, but need not be so).
If the verification of this step is neglected, we may “prove” a statement that
is totally incorrect. For example, the statement “all people have the same eye
color” could be “proved” in the following way. Let P(n) denote the statement
that in every set of n people, all n people have the same eye color. Indeed, for
n =1 the statement P(1) is true. Suppose that P(k) is true and consider a set S
consisting of k+ 1 people. Then S = M U {x}, where M consists of k people. By
the induction hypothesis, all people in the set M have the same eye color. Let
ye M and T = S\{y}. Then T has k people so all people in T have the same
eye color. In particular, x and each person of T have the same eye color. This
means that every person from M has the same eye color as x so that all people
in § have the same eye color. Hence the assertion P(k+1) is true.

The problem with this “proof™ is that the first meaningful statement for the
assertion that “all people have the same eye color” must deal with at least two
people, the case n = 2. The statement P(2), that all pairs of people have the
same eye color, is of course false, so we might say that the induction process
never starts. Usually, the problem itself will give you a hint concerning where
the induction process should start.
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We now illustrate the Principle of Mathematical Induction using some
standard examples. First we prove the well-known equation

14+3+5+---+(2n—1) =n? for all natural numbers n. 2.1

Itis clear that if n = 1, then this equation is true since 1>=1and2-1—1=1
also. To proceed to the inductive step, we suppose that we have already proved
that Equation (2.1) is valid for all natural numbers n < k. In particular we have,

143+ +Qk—1)=k% (2.2)

We now use this statement to prove that Equation (2.1) holds in the case when
n=k+1. We have, using Equation (2.2),

1434 +Qk—D+Qk+ 1) =[1+3+---+2k— D]+ (2k+1)
=k +Q2k+1) = (k+ D>

This is Equation (2.1) with n replaced by k+ 1. Hence by the Principle of
Mathematical Induction, we conclude that for any n € N the equation 1+3 +
---+(2n — 1) = n? is true for all natural numbers 7.

For our next example, we prove that n* +2n is divisible by 3, for all n € N.

We note that when n =0, > +2n =0, which is divisible by 3 so the induction
starts. For the induction hypothesis, we assume that n° +2n is divisible by 3,
for all n < k, and proceed to prove that this statement is true for n = k+ 1. To
this end consider (k+1)° +2(k+1). We have

(k+ 1) +2(k+1) = (K> +3k> + 3k + 1) + 2k +2)
= (K> +2k) + (3k*> +3k+3)
= (K +2k) +3(K> +k+1).

Here k3 +2k is divisible by 3, by the induction hypothesis, and 3(k*+k+1) is
also divisible by 3. Thus 3 divides (k+1)*+2(k+ 1) so our assertion holds for
n=k+1 and the Principle of Mathematical Induction implies that the assertion
is true for all n € N.

As a further illustration of the power of the method, we shall prove the
well-known binomial theorem that for all real numbers x,y and for all natural
numbers n,

2

Y+ /1=xn+Cizxn—l +Cnxn—2
(x+y) 1 y+L, y 2.3)

n

ok O TR ey
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Here the integers C} are the binomial coefficients that we compute by the

formula
on = n! _nn—=1)...(n—k+1)
TR =k 12, (k— Dk

>

where we interpret C}, to be 0 if k > n.

We will prove the formula (2.3) by induction on 7.

Clearly, Equation (2.3) is valid for n= 1,2 since C} = C} = 1= C; = C3 and
C? = 2. For the induction hypothesis, we suppose that Equation (2.3) is true

for all n < m and consider (x+y)"*'. We have

(@x+y)"™ = (x+y)" (x+y)
="+ Oy O
O by ()
=x"(x+y) +C’1”xm*1y(x+y)+ e
+CZ1xm_kyk(x+y) +- Y (x+Y)
— xm+l +xmy T+t CZl,]xm+27kyk71 + C]r:ilxm“ikyk
+ Cz1xm+l—kyk + szxm—kykﬂ +oen +xym +ym+1 .

Combining like terms, we see that the term x"*'~*y* has the coefficient

m! m!

cl L +Cl'= +
HLEEE T k=D m—k+ D! kl(m—k)!

~ m! L]
T (k=DWm—=k! \m—k+1 k
m! m+1 3 (m+1)! _

T h=Dlm—k) k(m—k+1) Kkl(m+1—k)! *

It follows that (x+y)™*! has the stated form and the result now follows by

the Principle of Mathematical Induction.

Exercise Set 2.1
In each of the following questions, explain your reasoning by giving either a
proof of your assertion or a counterexample.
2.1.1. Prove that, for each natural number n, 2 +2%+23 +2%+... 42" =

2n+1 _ 2
2.1.2. Prove that 4n < 2" for all natural numbers n > 5.
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_n(n+D2n+1)
=

2.1.4. Prove that 1423 +3%+...+n® = (”("—2“))2 for each positive integer n.

2.1.3. Show that 1 +4+9+---+n?

2.1.5. Prove that 2" > 2n+1 for each integer n > 3.
2.1.6. Prove that (k!)> > k* for all positive integers k.

2.1.7. Provethat 1-1!+2-2!+3-3!+---+n-n!=(n+1)! —1 for each positive
integer n.

2.1.8. Prove that n different lines lying in the same plane and intersecting in
the same point divide this plane into 27 regions.

2.1.9. Show that

1+]+1+1++ <2n
_——-.-—_n
GATAET

2.1.10. Show that 214!...(2n)! > ((n+ D))"

2.2 DIVISIBILITY

In this section, we discuss results connected with division properties of the
integers and give the appropriate proofs.

Let us begin with an elementary example that of dividing 674 by 23. The
first step in the long division process is to find an integer n such that 23n is
less than or equal to 67, but 23(n+ 1) is larger than 67. It is easy to see that
this integer is n = 2. So 23n = 46. Now 67 — 46 = 21, and we next consider
the integer 214 (674 — 460 =214). Again, we find an integer m such that 23m
is less than or equal to 214, but 23(m+ 1) is larger than 214. This integer is
m =9, and 23m = 207. The integer 214 — 207 =7 < 23 is the remainder, the
quotient is 29, and we note that 674 =29-23+7.

We usually write this process in the following familiar manner,

29
23)674
46
214
207
7

This means that for the two given integers a = 674 and b = 23, we found
integers ¢ =29 and r =7, such that a = bg+r. In other words, 674 =29-23+7.
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In the case when b < 0, let us say b = —23, we need to make some
adjustments regarding the quotient. Indeed, 674 = (—29) (—23) + 7. Note that
although the quotient becomes negative, the remainder is still positive.

It is clear that the cases when a and b are negative, as, for example,
—674=29(—23) —7, or a is negative and b is positive (—674 = (—29)23 —7),
can be easily reduced to the two cases considered above. However, if we want
to obtain a positive reminder, we need to add and subtract 23 on the right-
hand side of the equation. For example, —674 = 29 (—23) —23+23 -7 =
30(—23)+16.

The following basic result is just a generalization of this process of long
division. The reader can skip the proof. However, we make the general remark
that understanding a proof often makes it easier to understand the statement
of a theorem.

Theorem 2.2.1. Let a,b € Z and b #0. Then there are integers q,r such that
a=bg+rand 0 <r < |b|. The pair (q,r) having this property is unique.

Proof. We split the proof into a series of cases. In the case when |b| > |a],
buta > 0thena=>b-0+asotake g=0and r=a.If |b| > |a|, buta,b < 0, then
b < aand since b+ |b| =0, we have 0 <a—b < |b| Thusa=b-1+(a—b)
and we take g =1,r=a—>b. If |b| > |a|, but a < 0 < b, then || —b =0 and
—a < b. Then a=b(—1)+(a+b) and we may take g=—1,r=a+>b.

So we may assume that |b| < |a|. Suppose first that b > 0. There exists a
positive integer n such that nb > a, so that nb —a > 0. Let

M ={x | x € Ny and x = nb — a for some n € Ny}.

We have proved that M is not empty. If 0 € M, then b — a = 0 for some positive
integer ¢, and a = bt. In this case, we can put ¢ =t,r = 0, so we may next
suppose that 0 ¢ M. Since M is a subset of Ny, M contains a least element
Xo = bk —a. Since 0 ¢ M, we have xo # 0. If xo > b, then xy — b € Ny, and
xo—b=bk—1)—a e M. We have xo — (xo—b) =b > 0, so xo > (xog — b),
and we obtain a contradiction to the choice of xq. Thus 0 < bk —a < b, which
means that —b < b(k—1) —a < 0. It follows that 0 <a—b(k—1) < b. Let
g=k—1,r=a—bg. Thena=bg+rand 0 <r < b=|b|.

Suppose next that b < 0. Then —b > 0, and by the previous argument there
are integers m, r such that a = (—b)m+r where 0 <r < —b =|b|]. We set g =
—m. Thena=bg+r.

Finally, we prove the uniqueness of the pair ¢,r. Suppose also that a =
bgy +r; where 0 < r; < |b|. We have

bq+r="bgi+r sor—ri=bq; —bq=0b(q1—q).
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If » =7, then b(g, — g) =0 and since b #0, then g; — g =0, so that g; = q.
Therefore, assume that r; # r. Then either r > r; or r < ;. If r > r|, then

O<r—ri<|blso0<|r—r <|b].

The equation r — r| = b(g; — q) implies that |r —r;| = |b||q — q1|. This shows
that |b| < |r — ry|, which is a contradiction.

If we suppose that r < ry, then by the same argument, we again reach a
contradiction. Hence r = r; and ¢ = ¢,. This completes the proof.

Definition 2.2.2. Let a,b € Z and b #0. Then a = bqg+r where 0 <r < |b]|.
The integer r is called a residue or a remainder. If r =0, so that a = bq, then
we say that b is a divisor of a, or that b divides a, or that a is divisible by b.
We will write this symbolically as b | a.

Of course if |b| > |a|, then g =0 and r = a.

From this definition, we see that a=a-1 = (—a)(—1), so =1 and +a are
divisors of a. If b is a divisor of a, then there exists an integer ¢ such that
a=bc=(—b)(—c), whence —b is also a divisor if a.

It is important to mention the intuitively clear fact that 1 and —1 are the
only divisors of 1.

The following basic well-known properties of divisibility are useful and
fairly intuitive. Their proofs are simple and clear, and we omit them here.

Theorem 2.2.3. Let a,b,c € Z. Then the following properties of divisibility
hold.

(1) Ifa|bandb|c, thena| c.
(i) Ifa|b, thena| bc.
(ii1) Ifa| b, then ac | bc.
(v) If c #0and ac | be, then a | b.
(v) Ifa|bandc|d, then ac | bd.
(vi) Ifa|banda|c, then a| (bk+cm) for every k,m € Z.

Definition 2.2.4. Let a,b € 7. An integer d is called the greatest common
divisor of a and b (and we write d = GCD(a, b)), if it satisfies the conditions:

(GCD 1) d divides both a and b;
(GCD 2) ifcdivides a and c divides b, then c divides d.

Since 0=0-a, for each integer a #0, it follows that a | 0 and Definition 2.2.4
implies that the greatest common divisor of 0 and a is a. Since 0 is divisible by
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every integer, we must be careful with GCD(0,0) and, accordingly, we define
GCD(0,0) =0.

Clearly if d is a greatest common divisor of a and b, then —d is also a
greatest common divisor of a and b. It is fairly easy to see that there are no
other greatest common divisors for a and b.

The expression “d is the greatest common divisor of @ and b means that |d|
is greatest in absolute value of all the divisors of both numbers. For example,
for 12 and 30, the numbers —6,—3,—2,—1,1,2,3,6 are common divisors, but
6 and —6 are the only greatest common divisors. Notice that —6 is the least
common integer (by value) that is a divisor of 12 and 30.

It is important to investigate when a greatest common divisor exists. The
next result shows that each pair of integers has such a GCD.

Theorem 2.2.5. Let a,b be arbitrary integers. Then the greatest common
divisor of a and b exists.

Proof. Clearly GCD(q,0) = a, so we may assume that a,b # 0. Let
M ={ax+by|x,y€Z}.

We observe thata=a-1+b-0 € M, so M is not empty. Furthermore, if
ax+by e M, but ax+by ¢ N, then

—(ax+by) =a(—x)+b(—y) e MNN,

so that M NN # . Hence M NN has a least element, which we denote by
d. Let d = am+bn, where m,n € Z. Suppose that d is not a divisor of a. By
Theorem 2.2.1, a =dg+r where 0 < r < d. Then

r=a—dg=a— (am+bn)q=a(l —mq)+b(—nqg) € MNN,

and we obtain a contradiction to the choice of d. This contradiction shows that
r =0 and hence d divides a. Similarly, we can prove that d divides b.

Next let ¢ be a common divisor of a and b. Then a = ck and b = ¢/, where
k,l € 7. We have

d=am+bn = (ck)m+ (ch)n = c(km) +c(Iln) = c(km+In).

Since m,l € 7Z, c¢ is a divisor of d, so that d satisfies the condition (GCD 1)
and (GCD 2). This completes the proof.

From the proof of the previous theorem, we can extract the following
consequence.
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Corollary 2.2.6. Let a,b be arbitrary integers and let d = GCD(a,b). Then
there are integers m,n such that d = am+ bn.

We say that the integers a, b are relatively prime, or coprime, if GCD(a,b) =
+1. The following result has many important applications in algebra and
number theory.

Corollary 2.2.7. Let a,b be integers. Then a and b are relatively prime if
and only if there are integers m,n such that 1 = am+ bn.

Proof. If a and b are relatively prime, then GCD(a,b) = 1, and Corol-
lary 2.2.6 proves the existence of m,n. Conversely, suppose that there are
integers m,n such that 1 = am+bn. Let d = GCD(a,b). Then a =da,,b = db,
for certain integers a;,b;. We have

1= (da;)m+ (db))n=d(aym+bin).
Since 1 and —1 are the only integer divisors of 1, we deduce that 1 = |d|,
and hence, a and b are coprime.
If d = GCD(a, b), then, by Corollary 2.2.6, d = am+ bn, for certain integers
m,n. Since there are integers ay, b; such that a = da;,b = db; we have
d=daym+dbnsol=am+bn.

This proves the following result, which is intuitively obvious: if we divide out
the greatest common divisor of two integers, then the corresponding quotients
have nothing left in common.

Corollary 2.2.8. Let a,b be integers, d = GCD(a,b) and a = day,b = db.
Then a, and b, are relatively prime.

Corollary 2.2.9. Let a,b,c be integers.

(1) If a divides bc and a,b are relatively prime, then a divides c;

(1) If a,b are relatively prime and a,c are also relatively prime, then a and
bc are relatively prime;

(iii) Ifa,b divide c and a,b are relatively prime, then ab divides c.
Proof.
(i) By Corollary 2.2.7, there are integers m,n such that am+bn = 1. Then

¢ = c(am+bn) = c(am) +c(bn)
= (ca)ym+ (cb)n = (ac)m+ (bc)n = a(cm) + (be)n.
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However, a|bc also, so Theorem 2.2.3(vi) shows that a divides a(cm) +
(bc)n and hence a divides c.

(i) By Corollary 2.2.7, there are integers m,n, k,t such that am+bn =1 and
ak+ct=1. Then

1 = (am+ bn) (ak + ct) = a(mak +mct + bnk) + (bc) (nt),

and, again using Corollary 2.2.7, we deduce that a and bc are relatively
prime.

(iii) By Corollary 2.2.7, there are integers m, n such that am+bn = 1. We have
¢ =au and ¢ = by for certain integers u,v. Then

¢ =c(am+bn) = c(am) +c(bn) = (bv)(am) + (au) (bn)
= (ab)(vm) + (ab) (un) = ab(vm+un).

Thus, ab | c.

Theorem 2.2.5 established the existence of a greatest common divisor for
each pair of integers. However, it does not really provide a method for find-
ing this greatest common divisor. The well-known Euclidean Algorithm is a
commonly used procedure for doing this.

Let a, b be integers. If a =0, then GCD(a, b) = b. Therefore, we can assume
that a,b #0. By Theorem 2.2.1, a = bq, +r;, where 0 < r; < |b|. If r; #0, we
have, again by Theorem 2.2.1, b =r| g, +r», where 0 < r, < ry. If r, #0, then
ry =ryq3+r3, where 0 < r3; < rp. If r3 #0, then we can continue this process.
In general, if r; # 0, then we continue the division process by dividing r; by rj,
and note that at each step, 0 < rj,; < r;. Therefore, this process must terminate
in finitely many steps, which means that at some point r, must be 0. Thus we
obtain the following chain.

a=bq1+r1,
b=rig2+nr,
ry=rqsz+rs,

(2.4)
Tg—3 =Tg—2qk—1+Trk—1,
Tk—2 =Tk—19k + T,

k-1 = Tiqre1 +0.
We have
Te—2 = Te—1qk + e = NGt G + 1k = 1e( Qa1 g+ 1),

so that r; divides r;_,.
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Furthermore,

Ti—3 = I—2Gr—1 +1k—1 = Ie(Qre1 Gk + 1) Gr—1 + e Gt
= 1( Qa1 GrGi—1 + Gr—1 + Gis1)

so that ry divides r;_3. By continuing up the chain (2.4), we deduce, infor-
mally, that r; divides a and b. A more formal proof would use mathematical
induction.

Now let u be an arbitrary common divisor of a and b. The equation r; =
a—bgq, shows that u is a divisor of r;. The next equation, r, = b — r1q>, shows
that u is a divisor of r,. By coming down the chain (2.4), we deduce that u is
a divisor of r,. This means that r; is a greatest common divisor of a and b.

Corollary 2.2.6 shows that there are integers x, y such that r;, = ax+by. The
Euclidean Algorithm shows us how to find these integers x,y. Indeed we have

Tk =Tg—2 — Tgk—1Yk-
Also,

Tk—1 = Fe—=3 — Ie—249k—1

so that

i = T2 — (k=3 — "e—2qk—1)qk = Tk—2 — Tk—3qk + Tk—2Gk—1qk
=re—2(1 +qr—1qx) — re—3qx = re—2y1 — r'r—3X1, say.

Using the further equation ry_p = ry_a — rr—3qx—2, we prove that ry =
Tk—3Y2 — Fr—aXp. Continuing in this way and moving back along the chain in
Equation (2.4), we finally obtain the equation r; = ax+by. The values of x and
y will then be evident.

Of course many standard computer programs will compute the greatest
common divisor of two integers in an instant.

Example.

Let a =834, b =154.

Then 834 =154 x 5+ 64, so GCD(834,154) = GCD(154,64).

Next 154 = 64 x 2+ 26, and GCD(154,64) =GCD(64,26).

Also 64 =26 x 2+ 12, so GCD(64,26) =GCD(26, 12).

Then 26 = 12 x 2+ 2. Therefore, GCD(26,12) = GCD(12,2) = 2.

We have therefore shown that GCD(834,154) = 2.

We can also find the greatest common divisor of any two integers using
their prime factorizations. Thus 834 =2 x 3 x 139,154 =2 x 7 x 11, so
GCD(834,154) =2.
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Exercise Set 2.2

In each of the following questions, explain your reasoning by giving either a
proof of your assertion or a counterexample.

2.2.1.
2.2.2.
2.2.3.

2.24.
2.2.5.

2.2.6.
2.2.7.

2.2.8.

2.2.9.
2.2.10.
2.2.11.
2.2.12.

2.2.13.

2.2.14.

2.2.15.

2.2.16.

Prove that n* +n is even for each positive integer .
Prove that 3 divides n® — n for each positive integer n.

Prove that the product of three consecutive positive integers is divisi-
ble by 6.

Prove that 8 divides n> — 1 for each odd positive integer 7.

Prove that the product of 5 consecutive positive integers is divisible
by 120.

Prove that 133 divides 112 + 122! for each integer n > 0.

Find a two digit number n satisfying the following criteria: When n is
divided by the sum of its digits the quotient is 4 and the remainder is
3; when n is divided by the product of its digits the quotient is 3 and
the remainder is 5

Prove that 24 divides n* + 6n® + 11n> + 6n for each positive
integer n.

Prove that 30 divides k3 — k%’ for all positive integers k.
Find all positive integers x such that 9 divides x? +2x — 3.
Prove Theorem 2.2.3.

Prove thatif a,b € Z and if d = GCD(a, b) then the only other greatest
common divisor of g and b is —d.

Let a,b € Z and let d = GCD(a, b). Prove that if ¢ € Z and there exist
u,v € Z such that ¢ = au+ bv, then d divides c.

Find the greatest common divisor d of a, b and find integers x,y such
that ax+ by = d for the following:
(a) a=308,b =455, (b) a=780,b=462.

If a,b € Z, then the least common multiple of ¢ and b, denoted
by LCM(a, b) is the positive integer d such that a|d,b|d and when-
ever alx,b|x for some x € 7Z then d|x. Prove that LCM(a,b) =
ab/GCD(a,b) if a,b > 0.

Let n, k be positive integers. Let n = kq+r where 0 < r < k. Prove that
GCD(n,k) = GCD(k,k—r).
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2.2.17. Let a,b,c be nonzero integers. Prove that GCD(GCD(a,b),c) =
GCD(a,GCD(b,0)).

2.2.18. Let n be an arbitrary natural number. Prove that GCD(11n+3,4n +

1)=1.
2.2.19. Let a,b,c € 7Z. Show that if GCD(a,c) = GCD(b,c) = 1 then
GCD(ab,c) =1.

2.2.20. Let x,y,z € Z. Show that if x divides y+z and if GCD(y,z) = 1, then
GCD(x,y) =GCD(x,z) = 1.

2.3 PRIME FACTORIZATION: THE FUNDAMENTAL THEOREM
OF ARITHMETIC

In this section, we consider only nonnegative integers, the so-called whole
numbers, and as usual we denote this set by Nj.

Definition 2.3.1. Let a € Ny. A divisor of a, different from 1 or a, that lies
in Ny is called a proper divisor of a. The divisors 1 and a are called improper
divisors of a. A nonzero natural number p is called prime if p > 1 and p has
no proper positive divisors. An integer that is not prime is called composite.

Example. The first few prime numbers are 2,3,5,7,11,13,17,..., and
below we prove that the set of all primes is infinite. Clearly, every even number
that is at least 4 is composite. It is an important problem to determine which
integers are prime. One method for doing this was proposed by Eratosthenes
(276-194 BC), an ancient Greek mathematician, using a technique now called
The Sieve of Eratosthenes. This is a simple algorithm, which, in principle, will
find all primes up to a specified whole number # and consists of the following
steps:

1. Write a list of all natural numbers from 2 to the given number 7.

2. Delete from this list all multiples of two (4,6, 8, etc.), since these are not
prime.

3. Delete from this list all remaining multiples of three (9,15, etc.), since
these are not prime.

4. Find in the list the next remaining prime number (5) and delete all numbers
that are multiples of 5, and so on.

Note that the primes 2,3,... are not deleted in this process—in fact the
primes are the only numbers remaining at the end of the process. The process
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is continued until an integer larger than /n is reached at which time all
remaining numbers that have not been deleted will be prime. For if 7 is a nat-
ural number that is not prime, then it must have a prime factor less than /n,
otherwise n would be a product of at least two natural numbers both strictly
larger than /n, which is impossible. As a consequence, we need only delete
multiples of primes that are less than or equal to /7.

However, in general there is no known efficient algorithm that allows us
to generate new primes from ones already known in a finite number of steps.
The discovery of a new prime is now greeted with some fanfare. Currently,
the greatest known prime is 23788161 — 1 consisting of 17425170 digits which
was discovered in August 2008.

Our next theorem is usually dubbed “The Fundamental Theorem of
Arithmetic.”

Theorem 2.3.2. Let a be a natural number such that a > 1. Then a is a
product of primes and this decomposition is unique up to the order of the
factors. Furthermore,

k
a=pi..pkm

where ki, ...,k,, are positive whole numbers, pi,...,pn, are primes and p; # p;
whenever j # s.

Proof. We proceed by induction on a. If @ is a prime (in particular, a =2,3),
then the result follows. Suppose that a is a not prime and that every nonzero
whole number u such that 1 < u < a decomposes as a product of primes. Then
a has a proper divisor b, so a = bc for some whole number ¢ and clearly b < a.
For the same reason, ¢ < a. Then by the induction hypothesis, b and ¢ can be
written as products of primes, so that a = bc has a similar decomposition. This
proves the first part of the theorem.

Nextleta=p;...p, where py,...,p, are primes. We shall prove the unique-
ness of this decomposition by induction on n. Suppose that a = ¢q;...q, where
qi,....q; are primes. If n = 1, then a = p; is a prime. We have p; = ¢q;...q;.
Since ¢, is prime, gq; # =£1. It follows that g;...q, = =1, which means that
t=1 and p; = q;. Suppose now that n > 1 and that our assertion is already
proved for numbers that are products of fewer than n prime factors. We have
Pl---Pn=q1-...q;. Let d=GCD(py,q,). Since pi,q; are prime, either d = 1 or
q1 =d =p;.Inthe latter case, it follows thatp, ...p, =¢> ... q;. By the induction
hypothesis, we deduce that n — 1 =¢— 1 and after some renumbering g; = p;,
for2 <j<n.Thenn=tand gj=p;for 1 <j<n.If d=1 then p, divides
q>...qm, by Corollary 2.2.9. By the same argument, either GCD(p;,q,) =1
or p; = q». By repeating this type of argument enough times, we deduce that
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there is a natural number k such that p; = g;. By renumbering if necessary, we
may suppose that p; = ¢;. Then it follows that p>...p, =¢>...q;, so that, as
above n=tand g; =p;, for 1 <j <n.

This proves the uniqueness of the decomposition. Collecting together all
equal prime factors, we arrive at the decomposition a = p]f1 ...pkm where D7
ps Whenever j #s.

The existence and uniqueness of the decomposition of integers into a
product of prime factors was assumed as an obvious fact up to the end
of the eighteenth century, so until that time mathematicians did not feel
the need of such a result. The situation changed in 1801 when the great
German mathematician Carl Frederick Gauss (1777-1855), known as the
“Prince of Mathematicians,” because of his many significant contributions to
numerous fields, including number theory, clearly formulated and proved the
Fundamental Theorem of Arithmetic.

The following absolutely brilliant proof that the set of all primes is infinite
was published in Euclid’s Elements (about 300 BC!).

Theorem 2.3.3. The set of all primes is infinite.

Proof. We suppose the contrary that the set of all primes {p1,...,p,} is finite.
Let

a=1+p;...py.

By Theorem 2.3.2, a is a product of primes so there is some prime p; dividing
a.However, p; also divides p; ...p, sop; dividesa—p; ...p,. Buta—p;...p, =
1 so p; divides 1. Since p; > 1 this is a contradiction, which proves the result.

It is important to observe that even though the set of primes is infinite, at
the current moment there is one largest known prime.

Theorem 2.3.2 states that every natural number can be decomposed as a
product of prime powers, but it does not show how this can be done and there
is no good fast algorithm for doing this. This fact is used in cryptography,
which is why the discovery of any new prime is of interest outside the scientific
community.

We conclude this section with a short discussion concerning special types
of prime. A prime number M, is called a Mersenne prime if it is of the
form M, = 27 — 1, where p is another prime. Such numbers were discussed
in Euclid’s Elements, but were named after Meren Mersenne (1588-1648)
who made an intense study of them. By 1750, only seven such prime num-
bers had been discovered, corresponding to the primes = 2,3,5,7,13,17,19.
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In 1751, Leonard Euler found the next Mersenne prime M3,. Before the com-
puter era, only four additional Mersenne primes were found, namely, the prime
numbers corresponding to the primes p =61, 89,107, 127. Since these numbers
are huge e.g., 2!'?13 — 1 is a Mersenne prime), computers have not significantly
increased the list of such numbers.

The Fermat primes, denoted by F,, have also been intensively studied.
These are primes of the form F,, = 2™ + 1, where k(n) = 2", and were intro-
duced by the famous French mathematician Pierre de Fermat who listed the
first five of them Fo=3,F, =5,F, =17,F5=257,F, = 65537, all of which are
prime. Fermat conjectured that all such numbers are prime. However, Euler
showed that Fs is not prime and, interestingly, no other Fermat primes have
been discovered, despite intensive computer searches.

Exercise Set 2.3
In each of the following questions, explain your reasoning by giving either a
proof of your assertion or a counterexample.

2.3.1. Find all positive integers x such that x>+ 2x — 3 is a prime.

2.3.2. Prove that for all natural numbers x greater than 1 the number x° +
5x — 6 is composite.

2.3.3. Find all positive integers x such that x> — 5x+6 is a prime.
2.3.4. Prove that the sum of five consecutive natural numbers is never prime.
2.3.5. What is the smallest natural number divisible by 1,2,3,4,...,24,25?

2.3.6. Prove that if p is a prime greater than 5, then the number 111...1,
consisting of p — 1 ones, is divisible by p.

2.3.7. Prime triples are three consecutive primes whose differences are 2.
Find all of such triples.

2.3.8. Suppose that 2" +1 is a prime where 7 is a positive integer. Prove that
n = 2% for some positive integer k.

2.3.9. The well-known Goldbach conjecture asserts that each even integer
greater than 2 can be expressed as the sum of two primes. Mathe-
maticians have not been able to prove this conjecture yet, so it may
even be false. Assuming that the conjecture is true, show that every
odd whole number greater than 6 is the sum of three primes.

2.3.10. Prove that the sum of the first n consecutive natural numbers is not
prime, when n > 2.
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2.3.11. Let p be a prime. Let (p ) =p!/i'(p —i)! denote the binomial coeffi-

i
cient, for each i such that 0 < i < p. Prove that (IZ ) is divisible by p.

Use this to prove, by induction on n € N, Fermat’s Little Theorem,
namely that p divides n” — n.

2.3.12. List all the positive primes less than 200.

2.3.13. Give three different examples of primes of the form 4k + 1, where k&
is a natural number. Prove that a product of two numbers of the form
4k+1, where k is a natural number, is again of the form 4k+ 1. Use the
Principle of Mathematical Induction to generalize this to products of
more than two primes.

2.3.14. Give three different examples of primes of the form 4% + 3, where k
is a natural number. Prove that there are infinitely many primes of
the form 4k + 3. [Hint: Suppose there are only finitely many primes
P1,P2,- - .,py of this form and then show that N =4pp,...p, — 1 is
divisible by at least one prime of the form 4k+3 and use this to obtain
a contradiction. ]

2.3.15. Prove that there are infinitely many primes of the form 6k +35.

2.3.16. Let n be a natural number and let ¢ () denote the number of integers
m such that 1 <m < n and such that m is relatively prime to n. Show
that if p is a prime and k € N, then ¢ (p*) = p*~!(p — 1). The function
¢ is called Euler’s ¢ function or Euler’s totient function.

2.3.17. Compute ¢(236) and ¢ (935), given that if m,n are relatively prime
then ¢ (mn) = ¢ (m)¢ (n).

2.4 RATIONAL NUMBERS, IRRATIONAL NUMBERS,
AND REAL NUMBERS

In this section, we consider the set (Q of rational numbers. This set is an
extension of the set of integers in which addition and multiplication possess
the same properties, and division by all nonzero elements is also defined.
Of course, we keep this extension minimal with respect to the properties we
would like to keep. Most university courses pay no attention to the axiomatic
construction of the sets N, Z, and Q. One reason for this is the belief that
the naive experience gained by students in high school is sufficient. Perhaps
this is mostly true regarding the sets N and Z, but the set Q has significantly
different properties and characteristics. One important feature of the set Q is
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the fact that a given rational number can be written in different ways. Ratio-
nal numbers are actually equivalence classes. Treating a rational number as a
number of parts of some unit makes it easy to understand a simple equation
suchas%:%=%.

To rigorously construct the set of real numbers requires some effort and
is usually done in a Real Analysis course. To construct the rational numbers,
much less effort is required. On the other hand, the construction of the set Q
is a very natural place to illustrate important concepts like equivalence rela-
tions and partitions. Therefore, we here give a strict construction of the set of
rational numbers.

To formally construct the set of rational numbers, we consider the Cartesian
product Z x (Z\{0}) and a certain partition of this set. The elements of this
partition are called the rational numbers.

This partition is natural once we recall that the way a fraction } is defined
is not unique. However, the fractions § and ¢ are equal if and only if
ad = bc. For example, %: % = g =...,5= % = % = 13—5 = ..., SO any ratio-
nal number is a representative of a class of infinitely many fractions. In other
words, with each rational number (fraction), we associate an infinite set of

pairs of integers.

Definition 2.4.1. The pairs (a,b) and (c,d), where a,b,c,d are integers and
b,d #0, are equivalent, if ad = bc. Let

g ={(c,d) € Z x (Z\{0}) | ad = bc}.
The set 3 is called a fraction; a is called the numerator of the fraction and b
is called the denominator of the fraction.

Certainly this relation is a reflexive one since ab = ba for all a,b € Z. From
the definition, it follows that if (a,b) and (c,d) are equivalent, then (c¢,d) and
(a,b) are equivalent, so this relation of equivalence has the symmetric prop-
erty. We note that § is determined equally well by each of its elements; thus
if (k,n) € 4, then § = ’;‘l In fact, let (u,v) € 4, so that av = bu. We have also
an = bk. Then

(av)n = (bu)n and (an)v = (bk)v.

It follows, using associativity and commutativity, that b(un) = (bu)n = (av)n =

b(kv). Since b # 0, un = kv, so the pairs (k,n) and (u,v) are equivalent and

(u,v) € ';‘l This means that % C % By the same argument, we also have ’,—‘l C %,
k

a _ K
Sob_n'

Moreover, we may also deduce that if the pairs (u,v) and (a,b) are equiv-
alent and the pairs (a,b) and (k,n) are also equivalent, then the pairs (u,v)
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and (k,n) are equivalent, so this relation has the transitive property. Thus
the relation given in Definition 2.4.1 is an equivalence relation on the set
L x (Z\{0}).

Suppose that (a/b) N (t/m) # @ and let (k,n) € g N # As we saw earlier,
5= lz‘ and i = %, S0 7 = % On the other hand, (a,b) € 3 for each pair (a,b).
Hence the set of all subsets g, where (a,b) € Z x (Z\{0}) is a partition of
Z x (Z\{0)).

Definition 2.4.2. The set of rational numbers is defined to be the set
a
Q={7 @b ezx@\op}.

Definition 2.4.3. The operations of addition and multiplication are defined
on Q by the rules:

a+c_ad+bc_
b d  bd ’
a C_ﬁ
b d bd

We must be sure that these operations are well defined, which in this case
means that they are independent of the choice of element from the set .

To do this, let (k,n) € §, (1,m) € 5. This means that an = bk and cm = dt.
Then

(ad+bc)(nm) = ad - nm+bc - nm = (an)(dm) + (cm) (bn)
=bk-dm+dt-bn= (km+nt)bd.
It follows that the pairs (ad + bc,bd) and (km + nt,nm) are equivalent, so

that the addition is well defined.
Furthermore,

(ac)(nm) = (an)(cm) = bk - dt = (bd) (kt),

which implies that the pairs (ac,bd) and (kt,nm) are equivalent. Therefore,
multiplication is well defined also.
The basic properties of these operations are obtained next.

Theorem 2.4.4. Let a,b,c,d,u,v € Z, where b,d,v are nonzero. The follow-
ing properties hold.

, so addition is commutative;
44 (g + %), so addition is associative;
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S0 the fraction © is the zero element for addition;

(iii) b+— b, g

(iv) The fraction 5* is an additive inverse to §, so every element of Q has
an additive i mverse

v) ‘—; &= 5% somultiplication is commutative;

Vi) §-(5-3)= %-2 - so multiplication is associative;

(vii) The fractzon g is the multiplicative identity for each nonzero d € 7Z;
(viii) Ifa#0, then § - S is the multipli.cati.ve identity, so every nonzero fraction
has a reciprocal or multiplicative inverse;
(ix) $(5+%)=1%-5+7 %, somultiplication is distributive over addition.

Proof.
(i) We have
a+c _ad+bc _cb+da c+a
b d bd db d b
(i1) Next
a /(¢ u a cv+du a(dv) +(cv+du)b
Z+(2+§>:Z+ dv b(dv)
On the other hand,
(g f) u_ aa’+bc+z _ (ad+bc)v+(bd)u‘
b d/ v bd v (bd)v

Since

a(dv)+ (cv+du)b = a(dv) + (cv)b+ (du)b = a(dv) + b(cv) + b(du)
= (ad)v+ (bc)v+ (bd)u = (ad +bc)v+ (bd)u,

using commutativity, associativity, and distributivity in Z and, since
(bd)v = b(dv), (i1) follows.
(ii1) Next
a+0 _ad+b0 _ad
b d bd  bd
Since a(bd) = (ab)d = (ba)d = b(ad), the fractions £ , and ﬂl coincide

SO%+%=%=d+b.Wenotethat

0 0
d v

for all nonzero d,v € Z, so 3 is the zero element.
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(iv) Also,
a —a ab+b(—a) ab+(—ba) ab—ba 0 —a a
— _— = = = = — = —+4 -,
b b b2 b? b? b? b b

so —* is the negative of 7.
(v) For the commutative property of multiplication, we see

SR
Ul e
S
S
Ul e
S

(vi) can be proved in a similar fashion to (v), using the associative property
of multiplication in the set of integers.

(vii) To show that % is the multiplicative identity, we note that

and

By (vii), % is the identity element, so b/a is the multiplicative inverse
of a/b.

(ix) For the distributive property, notice that

a<c u)_a cv+du _a(cv+du) _acv+adu
b\d v/ b dv ) bdv bdv
On the other hand,
a c N a u _ac N au ac(bv) + bd(au) a b(acv+dau)
bd bv bd bv bdbv "~ b(dbv)
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By (vii) we see,

acv+dau _ b(acv+adu)
dbv  b(dbv)

so the distributive property follows. The proof is complete.

The existence of additive inverses allows us to define the operation of

subtraction of fractions. We define the difference of two fractions % and

. k
a by

d

c _n ( c>_nd+k(—c)_nd—kc
d k - B '

n
k kd kd

It is easy to check that this operation satisfies the usual properties of
subtraction, already obtained for integers.

Next we show how to embed Z into Q. To this end, let n,u,v € Z and let
u # 0. Since (nu)v = u(nv) the pairs (nu,u) and (nv,v) are equivalent, so that
=t = . We define the mapping ¢ : Z —> Q, by ¢(n) = ¢, where n,u € Z and
u # 0. The previous argument shows that ¢ is independent of the choice of u,
so ¢ is well defined. Suppose that n # k, but °* = "7” where 0 # u,v € Z. Then

n(uv) = (nu)v = u(kv) = (kv)u = k(vu) = k(uv).

Since uv # 0, we deduce that n = k. This contradiction shows that ¢ (n) # ¢ (k)
and hence ¢ is injective. Furthermore, for every n,k € Z we have

t(n)+uk) =nu/u+kv/v=_~(nu)v+ulkv))/uv=(n(uv)+k(uv))/uv
=(n+k)uv/uv=1(n+k) and

mell == ’% _ (k) _ (k) (wv) _

L(nk).

uy uy

It follows that ¢ induces a bijection between Z and Im ¢, which respects
the operations of addition and multiplication. Thus ¢ allows us to identify the
integer n with its image «(n) = 7', and we write ' = n for each u € Z, where
u#0.

Then,

S
1]
—_— S
—_ | —
x| =
1]
_|=_
—
»|”
1]

S
N
| =
N~
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We write the reciprocal of k € Z as k~!. Clearly, the fraction % is the reciprocal
to the element k]—l = k. So, for the fraction %, we have

nl

1
— . —=nk!
1 k

n
k

The existence of reciprocals allows us to define the operation of division

. . -1 .
on nonzero fractions. We write (%) for the reciprocal of ¥ and note that

1 . .
(%) = . We define the quotient of two fractions % and “, where k,u,v # 0

v

by

b I
|
< | S
1]
<= |3
1l
S
/
==
N—
|
1l
=S

There are further important properties of rational numbers. For example,
we can define an order on the set Q as follows.

Definition 2.4.5. Let 7 € Q. If the integer nk is nonnegative, so nk > 0, or
positive (nk > 0), then we say that 7 is nonnegative (respectively positive).
In this case, we will write 7 > 0 (respectively 7 > 0). Let 7, 7 € Q. If 7 — 7
is nonnegative (respectively positive), then we say that “7 is greater than or
equal to 77 or that “ 77 is less than or equal to 7" and write these in the former
case as § > " and in the latter case as "t < 7. If; in this case, T # "}, we say
that “7 is greater than 7" or that “7 is less than 1" and write these in the

k
former case as 3 > " and in the latter case as 7} < 7.

Let n,k € Z. Consider % — ’% We have

nu @ _ (n(uv) — u(kv)) _ (n(uv) —k(uv)) _(n —k)uv

u 1% uy uy uy

Since (uv)? > 0, if (n —k)(uv)?> > 0 (respectively, (n — k) (uv)> > 0) then
n > k (respectively, n > k). This shows that the order induced on Im = Z
from Q coincides with the natural order on Z.

It is not hard to see that for every pair of rational numbers, x and y, one and
only one of the following relations is valid x =y, x <y, x > y.

As with the set of integers, we can define the absolute value of a rational
number, x, by

x,if x>0,
x| =

—x, ifx <0
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The following assertions hold for arbitrary x,y € Q, as can be easily
shown:

|x] > 0, and |x| =0 if and only if x = 0;

lxy| =[x [yl
x+yl < [x|+1yl.

The rational numbers are those numbers that can be represented as frac-
tions and naturally the question arises as to whether there are numbers that
cannot be so represented. A number that cannot be represented as a ratio
of two integers is called irrational. Real numbers were used by the ancient
Greek mathematicians and they already knew that /7 need not be a rational
number, when n € N. Indeed, the followers of Pythagoras, the Pythagoreans,
discovered that +/2 is irrational in the fifth century Bc. Their discovery actu-
ally means that there is no common unit of measure such that the hypotenuse
of an isosceles right triangle and one of the legs can both be expressed as a
whole number multiple of that unit. At that time, this was a really shocking
discovery; the Pythagoreans believed, for example, that all phenomena in the
universe could be reduced to whole numbers and their ratios. Here is a sim-
ple, elegant proof that /2 is irrational. This proof is published in the famous
Elements of Euclid.

We are going to prove that there is no rational number r = g, such that
(’5’)2 = 2. Thus we shall prove that there is no fraction whose square is 2.

To begin the proof, suppose that there exists a rational number r such that
r> = 2. Then there exist integers p and ¢, with no common divisors, such
that r = %, so the fraction 5 is in its simplest form. Such a fraction is called
irreducible.

Next square both sides of the equation § = /2 to obtain (g)2 =2. It follows
that 2¢° = p?, so p? is divisible by 2. Since 2 is a prime number we deduce
that 2 also divides p, and hence there is a whole number s such that p = 2s.
Substituting p = 2s into the equation 2¢° = p? and dividing both sides by 2, we
obtain ¢° = 2s.

By repeating the argument given here, we deduce that ¢ is also divisible
by 2. This means that both p and ¢ are even integers, and the fraction % is
reducible. Since we initially assumed that § is irreducible, we obtain a con-
tradiction. We deduce that there is no rational number r such that 7> = 2 and
hence \/5 is irrational.

However, the number +/2 clearly exists since, by the Pythagorean Theorem,
the square with sides 1 unit long has a diagonal whose length is equal to
V/2 units. Actually it is not difficult, using a method similar to that given
above for v/2, to prove that the square (and other) roots of many natural num-
bers are irrational. Some other examples of irrational numbers are m, In 10,
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0.1234567891011..., 1.01001000100001..., and many others. The set of
rational numbers and the set of irrational numbers together form the set R
of real numbers.

For real numbers, the rules of equality, addition, and multiplication are
the same as for fractions (see Theorem 2.4.4). The “rule of signs” for mul-
tiplication/division is the same as for integers. The real numbers were first
constructed axiomatically in the nineteenth century. However, we shall not
give a strict construction of the set of real numbers, since this is done in detail
in a course concerned with real analysis. We note here two types of real num-
ber that are important in algebra courses, namely, transcendental and algebraic
numbers.

An algebraic number is a number that is a root of a nonzero polynomial
equation in one variable with rational coefficients. Numbers that are not alge-
braic are said to be transcendental (so a transcendental number is not a root
of any nonzero polynomial equation with rational coefficients). All rational
numbers are algebraic. Indeed, if the number r is rational, it is a root of
the equation x — r = 0 with rational coefficients. Thus all real transcenden-
tal numbers must be irrational. The converse is not true however since ~/2
is irrational but not transcendental, since it is a root of x*> — 2 = 0. Transcen-
dental numbers were first shown to exist by Liouville in 1844 and he also
gave the first example in 1851. Hermite showed that e is transcendental in
1873. Lindemann demonstrated that 7 is transcendental in 1882. Using the
methods of G. Cantor, one can show that most real and complex numbers are
transcendental. By this we mean that the set of algebraic numbers is countable
(which informally means that they can be written in a list), while the set of
transcendental numbers is uncountable (which informally means they cannot
be listed). However, to actually show that a given number is transcendental
can be very difficult. A. O. Gelfond built a far-reaching theory, allowing us
to determine transcendence for a wide set of numbers that arise naturally in
analysis. This theory requires the use of very powerful techniques that are
somewhat removed from algebra.

Exercise Set 2.4

In each of the following questions, explain your reasoning by giving either a
proof of your assertion or a counterexample.

2.4.1. The natural numbers a, b, and ¢ form a Pythagorean triple if a* +b* =
2. Here is a method for creating these numbers. Take any odd num-
ber, call it a. Square a then subtract 1 and divide by 2 (this gives the
second number b). Add 1 to b, and this gives the third number c¢. Prove
this rule.
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The natural numbers a, b, and ¢ form a Pythagorean triple if a® +b? =
c?. Show that there are infinitely many Pythagorean triples.

Prove that the infinite decimal x = 0.12345678... is irrational.

Prove that the infinite decimal x = 0.1001100011100001111... is
irrational.

Prove that the number /3 is irrational.
Prove that for each prime number a, the number 4/a is irrational.
Prove that the number ~/3 is irrational.

Prove that the number +/k is irrational, where 7 is a natural number
greater than 1, and k is a prime.

Prove that the number log 3 is irrational.
Prove that the number log? is irrational, where 7 is a prime number.

For the equivalence relation defined in Definition 2.4.1, show in detail
that the relation has the transitive property.

If « is rational and g is irrational then are o + 8 and «f rational or
irrational? Prove your assertion.

Let o be an algebraic number and let » be a rational number. Prove
that ro is an algebraic number.
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3.1 GROUPS AND SUBGROUPS

The first important algebraic structures that were introduced were groups,
whose study was motivated by the old problem of finding a formula for the
roots of a polynomial in terms of the coefficients of that polynomial. At some
stage, work on this problem led mathematicians to study the set of permu-
tations of the roots of a given polynomial. They found that it was crucial
to investigate not just this set, but products of these permutations. The first
results of this permutation theory, which can be considered as the first results
of group theory, were obtained by Lagrange, Vandermonde, Gauss, Ruffini,
Cauchy, and Abel.

However, Evariste Galois is recognized as the founder of group theory,
since he reduced the study of algebraic equations to the study of permuta-
tion groups. He introduced the concept of a normal subgroup and understood
its importance. He also considered groups having special given properties and
introduced the idea of a linear presentation of a group that is very close to the
concept of a homomorphism. His brilliant work was not understood for a long
period of time; his ideas were disseminated by J. Serre and C. Jordan, long
after his tragic death.

An Introduction to Essential Algebraic Structures, First Edition. Martyn R. Dixon,
Leonid A. Kurdachenko and Igor Ya. Subbotin.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.
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Some of the results obtained by Galois initiated the study of groups of per-
mutations. Indeed, at first, group theory was discussed only in terms of groups
of permutations. However, fairly soon it was discovered that almost all prop-
erties investigated in this theory were indifferent to the specific nature of the
elements of the set considered. The definition of an abstract group was intro-
duced by A. Cayley in the middle of the nineteenth century. This transformed
group theory into an axiomatic theory, streamlining the results and facilitating
its further development.

The heyday of the theory of finite groups lasted from the end of the nine-
teenth century until the latter part of the twentieth century. During this time,
the most important basic results of this theory were proved and the classi-
cal methods of research created. The theory of finite groups acquired its own
nature and its essential features were discovered, bringing us to the current
state of the subject.

For a group to be finite is a very strong restriction and it is not always a nat-
ural limitation. During the latter part of the nineteenth century and beginning
of the twentieth, different parts of geometry, including the theory of automor-
phic functions and topology, began coalescing with group theory. Geometers
began meeting algebraic objects that turned out to be groups, usually infinite
ones. It took quite a long time to understand the relationship between groups
and the ideas of invariance and symmetry. Groups appear everywhere where
symmetrical properties of an object (algebraic or differential equations, crys-
tal lattices, geometric figures) play a key role. Groups are one measure of the
symmetry of an object and that is why they are so important for the classi-
fication of such objects. These are the main reasons why groups are of vital
importance in different branches of mathematics, physics, chemistry, and so
on. The methods of finite group theory were not always adequate for the study
of such infinite groups.

Groups with no limitation on finiteness were first considered in the book
“Abstract Theory of Groups” (Kiev, 1916) by O. U. Schmidt. However, the
extensive development of the general theory of groups began a little later and
was associated with the radical restructuring, and the transition to set-theoretic
foundations, of algebra made by such people as Emmy Noether in the twen-
tieth century. Thanks to this, new concepts such as systems of operators and
chain conditions were introduced into group theory.

To date, group theory has become extremely rich in concepts, results, and
applications that have given it a pre-eminent place in modern algebra. Our
goal here is not to give a deep exploration of the concepts and methods of
group theory. We will give a short introduction, and confine our attention to
the most essential concepts and results.

We begin with the standard axiomatic definition of a group.
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Definition 3.1.1. A group is a set G, together with a given binary operation,
(x,y) —> xy, where x,y € G,
satisfying the properties (the group axioms)
(G 1) the operation is associative, so for all elements x,y,z € G the equation
x(yz) = (xy)z holds ;
(G 2) G has an identity element, an element e € G having the property
Xe=ex=x

forall x € G;
(G 3) every element x € G has an inverse, x~1 e G, an element such that

We stress that, since the operation is binary, xy € G whenever x,y € G. This
is really a fourth axiom that must be verified when showing that a particular
structure is a group.

Definition 3.1.2. Let G be a group. If the group operation is commutative,
then the group is called abelian.

Often, additive notation is used for abelian groups so, in this case, the group
axioms take the following form:

(AG 1) the operation is commutative, so
X+y=y+x

for all x,y € G;
(AG 2) the operation is associative,

x+(y+z) = (x+y)+z forall x,y,z € G;

(AG 3) G has a zero element, an element Og € G having the property that

x+05=05+x=x

for all x € G;
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(AG 4) every element x € G has a negative element, —x € G, an element

such that

x+(—x)=(—x)+x=0g.

We note here that O is not necessarily the integer 0.

We next give some examples of groups.

. The set Z of all integers is easily seen to be an abelian group using the

binary operation of addition. It is well-known that this operation is com-
mutative and associative. In this case the number O is the zero element of
Z, since 0+a = a+0 = a for all a € Z. Furthermore, for each a € Z the
number —a is an integer and —a+a = a+ (—a) = 0. Since Z is an infinite
set, this group is infinite.

However, the set Z does not form a group under the operation of
multiplication. Certainly, multiplication is commutative and associative.
Furthermore the number 1 is the (multiplicative) identity element since
l-a=a-1=a, forall a € Z, but only two elements, 1 and —1 have multi-
plicative inverses that belong to the set Z. It is essential that the inverse of
an element actually belongs to the set under consideration.

. Similarly, the set QQ of all rational numbers and the set R of all real num-

bers form abelian groups under addition. Of course, these groups are also
infinite.

The set Q*=Q)\ {0} of nonzero rationals is an abelian group under mul-
tiplication. Again, it is well-known that this operation is commutative and
associative. In this case the (multiplicative) identity is the number 1, since
l-a=a=a-1, for all a € Q*. Furthermore in Q* every element con-
tains a multiplicative inverse which is also a rational number, namely
the reciprocal of the number. This group is infinite since the set Q* is
infinite.

In the same way the set R* = R\ {0} of nonzero real numbers is an
infinite abelian group under multiplication.

. In Section 1.3 we considered the set S, of all permutations of degree

n. We recall that multiplication of permutations, namely composition
of mappings, is associative. The identity element is the permutation
. 1 23

1 2 3
mutation in S, is a bijection of the set {1,2,...,n}. Thus it is easy to see,
from our prior knowledge, that the set S, of all permutations of degree n
is a group, with this multiplication. As we saw earlier, multiplication of

n . . .
n) and every permutation has an inverse, since a per-
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permutations is not commutative, so that the group S, is nonabelian. The
group is finite—we proved in Section 1.3 that |S,| = n!.

. In Section 1.4 we considered the set M,,(R) of all n x n matrices whose
entries belong to the set R of all real numbers.

Two binary operations were defined on this set, matrix addition and

matrix multiplication. We saw that matrix addition is commutative and
associative. The set M,(R) has a zero element, the matrix O, all of whose
entries are 0, and every matrix A = (a;;) has an additive inverse, namely
—A = (—a;). Thus we see that M,,(R) is an abelian group under addi-
tion. The situation with multiplication of matrices is more complicated.
As we saw in Section 1.4, multiplication of matrices is associative, and
there is a multiplicative identity element, namely the n x n identity matrix
1. However not every matrix has a multiplicative inverse. In Section 1.4, we
exhibited a nonzero matrix that has no inverse. However, the set GL,,(R) of
all nonsingular n x n matrices is a group since every matrix in this set has
an inverse that is also nonsingular. In Section 1.4 we found two nonsingular
matrices A, B such that AB # BA. This means that GL, (R) is a nonabelian
group. Furthermore, this group is infinite. The group GL, (R) is called the
General Linear group of order (or degree) n with real coefficients.
. Let E=R". If x,y € E, then let d(x,y) denote the distance between the
points x and y. A bijective mapping f : E —> E is called an isometry of
the space E if d(f (x),f(y)) =d(x,y) for all x,y € E. We denote the set of all
isometries of E by Isom(E). If f, g € Isom(E), x,y € E, then

d((fog)(x),(fog)(y) =d(f(g(x)), f(g(y) =d(gx),g(y)) =d(x,y),

so fog € Isom(E). Hence Isom(E) is a closed subset of the set of all
bijective mappings P(E), so that

(f,8) = fog. f.g € Isom(E),

is a binary operation on Isom(E). The operation is associative, because
multiplication of mappings is associative. The map g defined by eg(x) =x
for all x € E is clearly an element of Isom(FE), thus & is the identity element
of Isom(E). Since every isometry f is bijective, Corollary 1.3.5 shows that
f~!exists. Let x,y € E, then

dee,y) =d(f(F @), FE ) =d¢F @), O,

so f~! € Isom(E) also. Consequently, the conditions (G 1)~(G 3) are
satisfied, which shows that Isom(F) is a group under composition of
mappings.
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6. Consider the set D = {0, 1,2,3,4}. Define the operation HH on D by the rule:

L k+n, ifk+n <5
n=
m, where m is the remainder when k+n > 5 is divided by 5,

Since k+n=n+k (and k+ (n+1t) = (k+n) +1), the remainders upon divi-
sion of k+n and n+k (respectively k+ (n+¢) and (k+n) +¢) by 5 coincide.
It follows that the operation H is commutative and associative. Clearly 0
is the zero element for this operation. Every number in D has an additive
inverse in D. In fact, for a number k£ € D this inverse is 5 — k € D. This
shows that D is an abelian group under the operation H.

Now we will introduce a very important concept, namely that of a subgroup.

Definition 3.1.3. A closed subset H of a group G is called a subgroup of G,
if H is itself a group under the operation defined on G. The fact that H is a
subgroup of G will be denoted by H < G.

Clearly, for each group G, the subset {e} (or {Og}, if the operation is addi-
tion) is a subgroup of G. Notice also that every group is a subgroup of itself.
A subgroup A of a group G is said to be proper it A #G.

It is usually inconvenient to verify the group axioms for a subgroup. The
following theorem gives a useful shortcut for showing that a given subset is a
subgroup.

Theorem 3.1.4. (Subgroup Criterion). Let G be a group. If H is a subgroup
of G, then H satisfies the conditions:

(SG1) ifx,ye H, thenxy € H;
(SG 2) ifx e H, then x1eH.

Conversely, if H is a nonempty subset of G satisfying the conditions (SG 1)
and (SG 2), then H is a subgroup of G.

Proof. If H is a subgroup, then the condition (SG 1) restates the fact that
the operation is closed on H. Let ey be the identity element of H. Then for an
arbitrary element x € H we have xey = x. Furthermore, there exists an element
y € H such that xy = yx = ey. Since G is a group, then x has an inverse in the
whole of G, so there exists x~' € G such that xx~! = x~'x = e;. Then from
xey = x we obtain x~ ! (xey) =x"'x = eg. Since x ' (xey) = (x 'x)ey = egey =
ey, we have ey = eg. Thus, each subgroup contains the identity element eg
of the entire group G. Then xy = e = xx~! and y = x~!, as we showed in
Section 1.5. Hence (SG 2) is also valid.
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Conversely, let H be a nonempty subset of G satisfying the conditions
(SG 1) and (SG 2). From condition (SG 1) we deduce that H is a closed subset
of G. It follows that the operation defined on G, restricted to H, is a binary
operation on H. This operation is associative, since the original operation on
the entire group G is associative. If x € H, then (SG 2) implies that x~' € H.
Then by (SG 1), e =xx~! € H, so that eg is the identity element of H. Finally,
condition (G 3) of Definition 3.1.1 follows from (SG 2).

The number of conditions that must be checked to see that a particular
subset is a subgroup can be reduced still further, as follows. It is important to
realize that we must also check that H # /.

Corollary 3.1.5. Let G be a group. If H is a subgroup of G, then H satisfies
the condition:

(SG 3) ifx,yeH, thenxy~' € H.

Conversely, if H is a nonempty subset of G satisfying the condition (SG 3),
then H is a subgroup of G.

Proof. We will show that the condition (SG 3) is equivalent to conditions
(SG 1) and (SG 2). Let H be a subgroup of G and let x,y € H. Then by
Theorem 3.1.4, y~! € H. Using condition (SG 1) we deduce that xy~' € H, so
H satisfies (SG 3).

Conversely, let H be a nonempty subset of G satisfying (SG 3). Then H
contains at least one element x and using condition (SG 3), we obtain e =
xx~'eH.

Furthermore, an application of (SG 3) gives x ' = ex~! € H, so that (SG 2)
holds. Finally, let y € H. We have already proved that, in this case, y~' € H.
Therefore xy = x(y~!)~! € H, again using (SG 3) and the fact that (y~')~! =y.
Hence (SG 1) holds.

Since Condition (SG3) is dependent only on the subset in question the fol-
lowing result, that a subgroup of a subgroup of a group is also a subgroup of
the group, is immediate.

Corollary 3.1.6. Let G be a group and let H be a subgroup of G. A subset
K of H is a subgroup of G if and only if K is a subgroup of H.

The additive version of Corollary 3.1.5 can be easily obtained by noting
that if G is an additive abelian group then the operation of subtraction on G
can be defined by x —y =x+ (—y). Then, Corollary 3.1.5 is as follows.
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Corollary 3.1.7. (Additive form). Let G be an abelian group under addition.
If H is a subgroup of G, then H satisfies the condition:

(ASG 3) ifx,y€ H, thenx—y € H.

Conversely, if H is a nonempty subset of G satisfying the condition (ASG 3),
then H is a subgroup of G.

Here are some examples of subgroups.

1. As we mentioned above, the set of integers forms an abelian group under
addition. The nonempty subset 27Z, consisting of all even integers, the set
of multiples of 2, is a subgroup of Z. Indeed, let x,y € 2Z, so thatx =2k, y =
2m for certain integers k,m. Then x —y =2k —2m = 2(k — m) € 27, since
k—meZ.

Thus 27 satisfies (ASG 3) and therefore is a subgroup of Z. Essentially
the same argument shows that the subset nZ = {nk | k € Z} is a subgroup
of Z for every positive integer n. On the other hand, the subset of all odd
integers is not a subgroup since the sum of two odd integers is even.

2. Next we consider some subgroups of the additive group Q of rational
numbers. Clearly Z is a subgroup of Q. Let

Q3={%|m,keZ}.

Since

m r m3 —r3k

¥ 3T 3w

form,r,k,s € Z, it is easy to see that Q5 satisfies condition (ASG 3). Hence
Q3 is a subgroup of Q. In a similar way, if p is a prime, then the subset

m
Q ={—|m,keZ}.
P

is also a subgroup of Q. Thus Q has infinitely many proper subgroups.

3. As we noted above, the set Q\{0} = Q* of all nonzero rationals is an
abelian group under multiplication. The subset H of all positive rationals is
a subgroup of Q*. Clearly, if x,y € Q and x,y > 0, then xy~! > 0 and Corol-
lary 3.1.5 shows that H is a subgroup of Q*. It is easy to see that {1,—1}
is also a subgroup of Q*. We note that Q* has infinitely many proper sub-
groups. For example, consider the nonempty subset {5" | n € Z}. We have
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57(5K)~1 =575~k =57k and Corollary 3.1.5 shows that this subset is a sub-
group. By the same argument, the subset {p" | n € Z} is easily seen to be a
proper subgroup of Q*, for each prime p.

. As we saw above the set R\{0} = R* of all nonzero real numbers is an
abelian group under multiplication, containing the subgroup Q*. It is easy
to see that the subset R* of all positive real numbers is also a subgroup
of R*

. The set C\{0} = C* of all nonzero complex numbers is an abelian group
under multiplication and contains the subgroups R* and Q*.
Consider the nonempty subset

T ={ax € C|a" =1 for some positive integer n},

the set of complex roots of unity. Let &, f € T and n, k be positive integers
such that «” = 1 = X, Then («B)™ =1, so T satisfies condition (SG 1).
Clearly

which shows that «=! = é € T. Thus T satisfies condition (SG 2), and
hence T is a subgroup of C*

Furthermore, let T| = {« € C | |«| = 1}, a nonempty subset. If «, 8 are
arbitrary elements of T, then \aﬂ_l‘ = ‘oz||,3_1| =1.1=1.Thus T, satis-
fies the condition (SG 3) and hence T, is a subgroup of C*. The subgroup
T, is called a one-dimensional torus, in this case the unit circle. Clearly T
is a subgroup of T;.

Next let k be a fixed positive integer, and let C; = {a € C | a¥ =1}, a
nonempty subset. If a, 8 € C; then we have (a¢f)* = g% = 1, so that C;
satisfies the condition (SG 1). Clearly also,

(Ol_l)k :O[_k — (%) — 1’

which shows that C; satisfies condition (SG 2) and hence Cy is a subgroup
of C*. We note that, in particular, C, = {1,—1},C4 = {1,—1,i,—i}, and
SO on.

. We next consider some subgroups of the group S, of all permutations of
degree n. Recall that the product of two even permutations is even. Also
the inverse of an even permutation is likewise even. Thus the nonempty
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subset A,, of all even permutations satisfies the conditions (SG 1), (SG 2)
and hence is a subgroup of S,,. Further, for every transposition ¢, we have

L (i (k) = 11 (1) = k, and 4 (1 (1)) = 130 (k) = 2.

Also, if j ¢ {k,t}, then 13 (tx; (7)) = tre () = J.

Thus Lft = ¢. It follows that the subset {(;,,&} satisfies the conditions
(SG 1), (SG 2), and hence is a subgroup of S, for each transposition .

If a group G is finite, then the way that the operation is defined can
be given in the form of a table. In the first row and the first column we
write down all the elements of the group, and at the intersection of the
row corresponding to the element x and the column corresponding to y, we
write the element xy. This table is called the Cayley table of the group.

The Cayley table for the group S3 can be completed as follows. Let

(1 23 (1 23 (1 23
2=\ 1 3)'3=\3 2 1)1 3 2

be the transpositions.

The other nonidentity permutations are A = (1 2 3) and

31 2
(1 23
=12 3 1)

When all pairs of permutations are multiplied, we obtain the following
table (recall that for permutations the product 7 o o is defined so that 7 is
done first).

o |& tnp i3 by AU
€ | &€ ti2 3 L3 AW
2 [tiz & W A 13 U3
3 [tz A& U U2 3
3 [tz w A & 43 L2
A lA 43 3 Lt U €

Mol 3 otz iz & A

We shall obtain all the subgroups of S;. Always there are two easy sub-
groups: {e} and S3. As done earlier, we obtain three subgroups 7 = {t12,¢},
T> ={113,€}, T3 = {t23,¢}. Furthermore, A> = u, A’ =&, and hence A> = A" =
wont=r*=2or=gor=Au’>=1%=21% 0% =g 0e =¢. These equations
show that the subset L = {\, u, e} satisfies the conditions (SG 1), (SG 2),
and hence it is a subgroup of Ss. Let H be another subgroup of S;. The
Cayley table of S; shows that if H contains two different transpositions,
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then H = G. If H contains A and one transposition, then H = G. Similarly, if
H contains p and one transposition, then H = G. This shows that G contains
no other subgroups from those mentioned here.

Next we consider S¢ and obtain some (but not all) of its subgroups.
First let

Kya={m €8¢ |7 (2)=2,7(4) =4},
which is a nonempty set. If A, € K, 4, then
Aom)(2)=n(A(2) =71 (2)=2,(hom)(4) =n(A(4)) =7 (4) =4,

which shows that K, 4 satisfies condition (SG 1). Also, when A € K, 4 then
we have

2=¢(2)=(or H2) ="' (L(2) =272,

and likewise, A~ (4) = 4. Thus K> 4 satisfies condition (SG 2), and hence
is a subgroup Se.
Next we consider a slightly different case. Let

Lya={m €8¢ | {n(2),m(4)} ={2,4}}.

IfA,wr ely,andje {2,4}, then (m o) () =A(w(j)). Since w € L4, w(j) =
k € {2,4} and since A € L, 4 we have A(k) € {2,4}, so that (w o 1) (j) € {2,4]}.
Hence 7w o A € L, 4, which shows that L, 4 satisfies condition (SG 1). Also
if j € {2,4} and 7 € L, 4 then there exists k € {2,4} such that j = w (k). We
now have

k=e(k)=(mon H(k)=n""(x(k) =m"" (),

sor~le L, 4. Consequently, L, 4 satisfies condition (SG 2), and hence is a
subgroup of S¢. Note also that K, 4 < L, 4. Clearly we can form, similarly,
the natural subgroups L; ; and K j, for i #J, in S, in general.

. We have already shown that the subset GL,,(R) of all nonsingular matrices
in the set M,(R) is a group under multiplication. Note that GL,,(R) is not
a subgroup of M,,(R) since the operations that make these sets into groups
are different.

In a course on linear algebra it is proved that

det(AB) = det(A)det(B),
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for all matrices A,B € M,,(R), where det(A) denotes the determinant
of A. Let

SL,(R) ={A € M,,(R) | det(A) = 1},

a nonempty set. If A, B € SL,(R), then det(AB) = det(A)det(B) = 1, from
which it follows that AB € SL,,(R). Furthermore,

1 =det(l) = det(AA™") = det(A)det(A™"),

and therefore det(A~!) = 1, so that A~' € SL,(R) also. Consequently,
SL, (R) satisfies both conditions (SG 1) and (SG 2), and hence it is a
subgroup of GL,(R). This subgroup is called the Special Linear group.

Let TY(R) denote the subset of all nonsingular upper triangular matri-
ces in the set M, (R). We next prove that TS(R) is a subgroup of
GL,(R), contenting ourselves here by just considering the case of 3 x 3

ay ap ap b1 by bz
matrices. Let A=| 0 axp ax|,and B=| 0 by byz| be two
0 0 ass 0 0 b33

nonsingular upper triangular matrices, so all the diagonal entries are
nonzero. We have

aybyy  anbi+anby  anbiz+anbs+aizbs;
AB = 0 anbxn anbiz +arbs; ,
0 0 a33b33

so that AB € T3(IR). This shows that T3(RR) satisfies condition (SG 1). Next
letA e Tg (R) and let A=! = (XjK)1<jk<3- We think of the coefficients xj, as
variables and use the matrix equation A~'A = I to determine them. We have

X11a11  X11a12 X202 X11d13 +X12023 +X13033

—1
AT A= xpai1 X21a12+X20a2  X21413 +X22023 +X23033
X31d11  X31012 +X32022  X31d13 +X32023 +X33033

Il
S O

0 0
1 0
0 1

Since A is nonsingular, we have det(A) =a;1axass #0, sothata;; #0,ax #
0,a33 # 0. Then from x;;a;; = 0 = x3;a;; we deduce that xp; = 0 = x3;.
It follows that x3,a2> = 0, which implies that x3, = 0. Hence we see that
the matrix A~! is upper triangular. Consequently, Tg(]R) satisfies both
conditions (SG 1), (SG 2), and hence is a subgroup of GL3;(R).
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We note the following important property of subgroups. We recall that if
G is a family of sets then (& = {T|T € &}

Proposition 3.1.8. Ler G be a group and let G be a family of subgroups of
G. Then the intersection, (S, of the subgroups of this family is a subgroup
of G.

Proof. We note that 7= (& is nonempty since, for each subgroup U € &,
we have e € U and hence e € T. Let x,y € T and let U be an arbitrary subgroup
of the family &. Then xy~! € U, by (SG 3). Since this is true for each U € &
we have xy~! € T. Corollary 3.1.5 gives the result.

We next discuss a very important method for constructing subgroups.

Let x be an element of a group G and consider the nonempty subset X = {x" |
n € Z}. From Proposition 1.5.8 we see that x"x™" = x"~™, so that X satisfies
condition (SG 3), and hence it is a subgroup of G.

Definition 3.1.9. The subgroup {x" | n € Z} = (x) is called the cyclic sub-
group generated by x. An element y with the property that (y) = (x) is called a
generator of (x). A group G is called cyclic if it coincides with at least one of
its cyclic subgroups.

In general several different elements may generate a cyclic group. We now
consider the subgroup (x) further. There are two cases.

(i) x" #x™, whenever n # m.
(i1) There exist integers n,m, such that n # m but x" = x".

In case (1), (x) = {x"|n € Z} is infinite and x is said to have infinite order. In
this case all the integer powers of x are distinct. In case (ii) one of the integers
n and m is greater than the other, say n > m. From the equation x" = x" we
deduce that X"~ = e, which means that some positive power of x is the identity
element. Let S = {k € N | x* = ¢}, a nonempty set. Then S has a least element 7.
Thus, 7 is the smallest positive integer such that x’ = e. Let n be an arbitrary
integer. Then, by Theorem 2.2.1, n = tq+r where 0 < r < . We have

X=X = X = ()X =X

By the definition of 7 the elements
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are distinct and it follows that
=" neZ)="=ex=x"x"x""}.

In this case, we say that the element x has finite order. We record this
information in the following important definition.

Definition 3.1.10. Let G be a group and let x € G. The order of the element
x is the least positive integer t, if such exists, such that x' = e, and in this case x
is said to have finite order t. If there is no such integer t then x is said to have
infinite order. We denote the order of x by |x|.

Thus if x has order ¢ then we write |x| = ¢. Also, by definition, |x| = |{x)|.
We note also that |e| = 1.
The next simple but useful result follows from Corollary 3.1.5.

Proposition 3.1.11. Let G be a group and let H be a subgroup of G. Ifx € H,
then (x) < H.

We next show the important fact that a subgroup of a cyclic group is also
cyclic.

Theorem 3.1.12. Let G =(g) be a cyclic group. If H is a subgroup of G, then
H is also cyclic.

Proof. Since H is a subgroup, ¢ € H. If H = {e}, then H = (e) is cyclic.
Suppose now that H contains nontrivial elements. All elements of G are pow-
ers of g. Therefore there exists an integer m #0 such thate #g”" € H. If m < 0,
then by the condition (SG 2) we have (¢™)~! = g™ € H. This means that H
contains positive powers of g that are nontrivial. Let

Q={k>0|g" eH).

We let d be the least natural number in . In particular, g € H and, by Propo-
sition 3.1.11, <gd) < H. In fact H = (g). To see this let x be an arbitrary
element of H. Then x = g" for some n € Z. By Theorem 2.2.1, n = dq +r,
where 0 < r < d and it follows that

x=g"=g"" = (g")(¢") and ¢" = x(g") .
By (SG 3), ¢" € H and therefore r € Q if r # 0, which contradicts the choice

of d. Thus r=0and hence x =g" = (gd)q . This implies that H < <gd> and, since
H> (gd>, we have H = (gd), a cyclic group.
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Exercise Set 3.1

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

3.1.1.

3.1.2.

3.1.3.

3.14.

3.1.5.

3.1.6.

3.1.7.

3.1.8.

3.1.9.

3.1.10.

3.1.11.

3.1.12.

3.1.13.

3.1.14.

3.1.15.

Let G = {a+biv/5 | a,b € Q,a>+5b* #0}. Is G a group under
multiplication of complex numbers?

Let G = {a+biv/3 | a,b € Q,a> +3b* #0}. Is G a group under
multiplication of complex numbers?

On a set of four elements define a commutative and associative
operation having an identity element.

Let M = {x,y,z}. Define a binary operation such that M is a group
under this operation.

Is the set of complex numbers G = {« € C | || = 1}, a subgroup of
the multiplicative group of non-zero complex numbers U(C)?

Is the set of complex numbers G = {o € C | 0 # |o| = r} a subgroup
of U(C)?

Suppose that g = ¢ for all elements g of a group G. Prove that G is
abelian.

Let G be an abelian group. Prove that the subset of all elements of G
having finite order is a subgroup.

Onthe set G =7Z x {—1, 1} we define the operation x by (m,a) x (n,b) =
(m+an,ab).Is G a group? Is this operation commutative?

On the set G = Z x {—1,1} we define the operation o by the rule
(m,a) o (n,b) = (m+n,ab). Is G a group? Is this operation commu-
tative?

Find all the generators of Z.

Let G = (a) be a finite cyclic group of order n. Prove that the order of
a* is n/GCD(n, k) for each integer k.

Let G = (x) be a finite cyclic group of order n. Find all the generators
of G in the case when (a) n=24, (b)yn=7, (c) n=18.

Let G = (x) be a cyclic group of order n. Find the order of each of the
elements in G in the cases when n =12 and n = 16.

Let A be the set of all real numbers excluding — 1. Define the operation
oonAbyaob=a+b+ab for all a,b € A. Prove that A together with
this operation forms an abelian group.
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3.1.16. Let n be a natural number and let X(n) = {a € Z|1 < a <
n and GCD(a,n) = 1}. Write a = b (mod n) to mean that n divides
b — a (see Exercise 1.5.13). Define a product on X(n) as follows. If
a,b € X(n) then first write ab = gn+r, where 0 < r < n, using the divi-
sion algorithm, and then define ab = r € X (n). Prove that this product
is well-defined and that X (n) is an abelian group under multiplication.

3.1.17. Write the Cayley tables for X(7) and X(8) and determine the order of
each element occurring. Are either of these groups cyclic?

3.1.18. Let H,K be subgroups of a group G. Let HK = {hk|h € H,k € K}.
Prove that HK is a subgroup of G if and only if HK = KH.

1/¥V2 —1/32

3.1.19. Find the order of the element (1/ VoY, ﬁ) in the group

GL,(R).

3.1.20. Find the orders of the elements (1) _01 and (1) :}) in the group
GL;,(R). Then find the order of their product and explain why this is

a bit surprising.

3.2 COSETS AND NORMAL SUBGROUPS

We start this section with some examples. Consider the additive group Z. Let
m be a positive integer. In Section 1.5 we defined an equivalence relation on
Z by saying that two integers a, b are congruent modulo m if a — b is divisible
by m. We denote this by a = b (mod m). Let n be an arbitrary integer. By
Theorem 2.2.1, there exist integers g, r such that n =mg+r and 0 < r < m.
We write r+mZ = {r+mk | k € Z}. Then n € r+mZ, and since n is an arbi-
trary integer, Z = | J (r+mZ). If t is an integer with the property that r = n

0<r<m

(mod m), then t — n = ms for some integer s, so that
t=ms+n=ms+mqg+r=m(s+q)+r,

which shows that € r+mZ. Conversely, if u € r+mZ, then u — r € mZ, so
u=r (mod m). This shows that r+mZ is exactly the equivalence class of u,
under this equivalence relation. In particular there are m equivalence classes,
O+mZ,1+mZ,...,(m—1)+mZ.

Next we consider the following important example. The vector space R?
is clearly an abelian group under addition. Let L be an arbitrary plane that
passes through the origin. Such a plane can be specified by an equation of the
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form Ax+ By+ Cz =0 for certain real numbers A, B, C and we will suppose, for
convenience, that C #0. We note that L is a subgroup of the additive group R?.
This can be shown as follows. Certainly L # @. Let (x1,y1,21),(X2,¥2,22) € L.
Then Ax; +By; +Cz; =0=Ax, + By, + Cz, and we have

A(x; —x2) +B(y1 —y2) + C(z1 — 22)
=(Ax1+By+Cz1) — (Axa + By, + C2)
=0-0=0.

Hence (x; — y1,x2 — y2,x3 — y3) € L, so L satisfies the condition (ASG 3) and
L is a subgroup by Corollary 3.1.5.

Now let K be an arbitrary plane which is parallel to L. Its points will satisfy
an equation of the form Ax+By+ Cz= D for some D € R. Thus, if (x3,y3,z3) €
K, then Ax; + By; + Cz3 = D, and therefore, since C # 0, we have

(x3,¥3,23) = (x3,y3, (D — Ax3 — By3) /C)
= (x3,y3,—(Ax3+By3)/C) +(0,0,D/C).

We note that Ax; + By; + C(—(Ax3+By3)/C) =0. Thus every element of K has
the form o +6, where o € L, 6 = (0,0,D/C), so K is an affine subspace defined
by the subspace L.

These two examples are very similar in nature and lead us to the following
general definition.

Definition 3.2.1. Let G be a group and let H be a subgroup of G. For each
x € G the subset xH = {xu | u € H} is called a left coset of H in G, or a left
H-coset, and the element x is called a representative of this coset.

Similarly Hx = {ux | u € H} is called a right coset of H in G, or a right
H-coset, and the element x is called a representative of this coset.

In additive notation xH is written x+H = {x+u|u € H} and the correspond-
ing right coset will be H +x. This shows that in the previous two examples we
are actually constructing cosets of certain subgroups. Of course in the case of
abelian groups xH = Hx since hx = xh. Thus, for abelian groups, the right and
left cosets are identical.

However it is not always the case that xH = Hx, as can be seen from the
following simple example.

Example. Consider the group S; and its subgroup 7} = {t12,€}, as seen in
Section 3.1. The Cayley table for the group S3, can be used to show:

ST] = T] = T18,
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13Ty = {ustia,tze} = {A, 13} = ATy,

Tz = {tpt3, €3y = {, 113} =T,

and
13T ={p, 103} = T, Tiioz = {A, 103} = T A.

These calculations clearly show that it is not always the case that xH = Hx.
In the sequel we shall usually state and prove results for left cosets, but there
will usually be an analogous result for right cosets, which we invite the reader
to verify. Our next few results could be phrased in the language of equivalence
relations, but here we give direct proofs.

Proposition 3.2.2. Let G be a group, let H be a subgroup of G and let x € G.
Ify € xH, then xH = yH.

Proof. Since y € xH, there is an element u; € H such that y = xu;. If z € yH,
then z = yu, for some u, € H, and we have z = yu, = (xu;)u = x(u u,). Since
H is a subgroup, the condition (SG 1) implies that u;u; € H, so that z € xH.
It follows that yH C xH.

Conversely, let w be an arbitrary element of xH. Then w = xu3 for some
usz € H. We have

X =Xxe =x(u1u1_1) = (xul)ul_1 =yu1_l.

It follows that w = xu3 = (yul_l)u3 = y(ul_lu3). Since H is a subgroup, the con-
dition (SG 3) implies that ul_lu3 € H, sothat w € yH. It follows that xH C yH.
Together with the inclusion yH C xH, this means that xH = yH.

Proposition 3.2.2 therefore shows that left cosets either are equal or disjoint
(and likewise for right cosets).

Corollary 3.2.3. Let G be a group and let H be a subgroup of G. Then the
family of all left H-cosets is a partition of G.

Proof. If g is an arbitrary element of G, then g = ge € gH. Hence G = | J gH.
geG
Suppose that xH NyH # () and let z € xH NyH. Then z € xH and Proposi-

tion 3.2.2 implies that zH = xH. Similarly, z € yH and we deduce that zH = yH.
It follows that xH = yH. This shows that the distinct left cosets partition G.
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If H = (e), then xH = {x} for each element x € G, so we obtain the largest
partition of G, consisting of one-element sets. If H = G, then we obtain the
smallest partition having only one subset, exactly the group G.

As we saw in Section 1.5, each partition corresponds to an equivalence
relation. Now we will discover the equivalence relations that correspond to
these partitions.

If G is a group and H is a subgroup of G, then we define a relation X5 on
G as follows:

For all x,y € G, then (x,y) € Ty if and only if y~'x € H.
The relation X is reflexive since if x € G thenx 'x=e € H, so (x,x) € Zy.
The relation Xy is symmetric. To see this note that if x,y € G and (x,y) € Xy
then y~'x € H. Since H is a subgroup, it contains (y~'x) ' =x~!(y~ )~ =x"1y
S0 (y,x) € Xy also. The relation X is also transitive. We let (x,y), (y,2) € Zg.
Then, by definition, y~'x,z7'y € H. Since H is a subgroup, it contains the
product (z7'y)(y~'x) = z7'x, and hence (x,z) € Ty.

Consequently, Xy is an equivalence relation and we now find the equiva-
lence classes corresponding to this relation. If (x,y) € Zy, theny~'x=h e H.
Multiplying both sides of this equation first by y on the left, and then by /™!
on the right we see that y = xh~! € xH. Thus each element which is equivalent
to x (relative to the relation Xj) belongs to xH. Conversely, if z € xH, then
z = xh for some element 4 € H. We now have

Zx=h) x="x"x=h"' €H,

and therefore (x,z) € Xp. So the equivalence classes of Xy are exactly the left
cosets of H.

Similarly, there is a relation A g, defined by the rule: If x,y € G, then (x,y) €
Ay if and only if xy~! € H. As above it can be shown that the equivalence
classes under the relation Ay are exactly the right cosets of H.

There is a very easy connection between the left and right cosets.

Proposition 3.2.4. Let G be a group and let H be a subgroup of G. The
mapping

v:Hx—> x'H

is a bijection from the set of all right cosets of H onto the set of all left cosets
of H.
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Proof. First we must show that v is a mapping, in the sense that it does
not depend on the choice of the representative x. To this end, let y be another
representative of the coset Hx. Then Hx = Hy soy = hx for some element 1 € H.
Then y~!' =x~'h~! e x"'H, and so y~'H = x~'H, since left cosets are equal
or disjoint. Hence v is well-defined.

Furthermore, the mapping v is injective. For, if Hx, Hy are right cosets and
if v(Hx) = v(Hy) then

x 'H=v(Hx) = v(Hy) =y_1H.

Then y~!' = x~'h for some element /1 € H, and y = h~'x € Hx. It follows that
Hx = Hy and that v is injective follows.
Finally, v is surjective since if zH is a left coset then

v(H D =@"H'H=zH.
Hence v is a bijective mapping, as required.

If G is a group and H is a subgroup of G we choose a representative from
each left coset of H in G and denote the collection of these representatives by
It(G,H). Likewise we choose a representative from each right coset of H in
G and denote the resulting set of representatives by rt(G, H).

Definition 3.2.5. Let G be a group and H be a subgroup of G.The set1t(G,H)
(respectively rt(G, H)) is called a left transversal or a set of left coset represen-
tatives (respectively right transversal or a set of right coset representatives)
to Hin G.

Consequently, G= | J xH (respectively, G= | J Hx). Furthermore,
xelt(G,H) xert(G,H)
the equation xH = yH (respectively Hx = Hy) for x,y € It(G, H) (respectively,

x,y € rt(G,H)) means that x = y.

Definition 3.2.6. Let G be a group and let H be a subgroup of G. If the
number of distinct right cosets of H in G is finite then H is said to have finite
index in G. The number of distinct right cosets of H in G is called the index of
H in G and it is denoted by |G : H|.

Proposition 3.2.4 implies that the index is also the number of distinct left
cosets of H in G. Thus the index of H can be determined by counting the
number of distinct left cosets of H in G.

In other words,

|G: H|=rt(G,H)| = |It(G,H)|.
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In the case when H =G, |G : H| = 1. If G is a finite group and H = (e), then
|G : H|=|G]|.

Definition 3.2.7. Let G be a group and let H be a subgroup of G. We say
that H has infinite index in G if the set of all right cosets of H in G is infinite.

If G is a finite group, then every subgroup of G has finite index. If G is an
infinite group then it has at least one subgroup, having infinite index, namely
(e). There is an infinite group G in which every nontrivial subgroup has finite
index, namely the group Z. Indeed, by Theorem 3.1.12, if H is a nonzero
subgroup of Z, then H = mZ for some positive integer m. As we saw above,
Z =y<y_p(r+mZ), which shows that |Z : mZ| = m is finite.

We now consider some further examples.

1. Earlier we considered the partition of S; into cosets using a subgroup
generated by a transposition. Another interesting example is also associ-
ated with the permutation group S,. We point out the following natural
decomposition of this group. Let

Pi={mr eSS, |nn)=i}.

Since the elements of S, are permutations it follows that P, P; =)
whenever i #j and that

The subsets that make up this disjoint union are the right cosets of the
subgroup P, in S,. First we show that P, is a subgroup and to this end, let
A, € P,. Then

(Aom)(n) =m(A(n)) =m(n) =n,

which shows that P,, satisfies the condition (SG 1). Also, since 7w € P,
we have

n=gm)=@on N(m)=n"" () =n"(n),
and hence P, satisfies the condition (SG 2). This shows that P, is a

subgroup of S,,.
Furthermore, if o € P;, then we have

(oo Ljn)(n) = tjn(g (n)) = Ljn () =n,
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so that o o, € P,. It follows that
o=00&=00(j,0Ly,)=(00Ly,) oLy, € P,otl,.
This shows that P; C P, oj,. Conversely, if = € P,, then

(1 0 tjn) () = Ljn (7 (1)) = tjn(n) =,

and hence P, o, € P;. Thus P, o, = P;.

We next consider the additive group of real numbers. If « € R, then there
exists an integer k such that k < o < k+1. It follows that 0 <o —k < 1.
Hence o € f+7 for some § € [0,1). This shows that the subset [0,1) is a
transversal to Z in R.

In Section 3.1 we noted that the set Q\{0} = Q* of all nonzero rationals
is an abelian group under multiplication and the subset H of all positive
rationals is a subgroup of Q*. If x € Q* and x < 0, then x = (—1)(—x).
Since —x > 0 we have —x € H which shows that the subset {1,—1} is a
transversal to H in Q*.

. In Section 3.1 we saw that the set C\{0} = C* of all nonzero complex

numbers is an abelian group under multiplication and the subset T; =
{a € C | || = 1} is a subgroup. If « is an arbitrary complex number, then
o =r(cos@+ising) where cosp+ising € T and r is a positive real num-
ber. This shows that the subset of all positive real numbers is a transversal
to the subgroup T; in C*,

. In Section 3.1 it was shown that the subset GL,(R) of all nonsingular

matrices in M,,(R) is a group under matrix multiplication, and that the
subset SL,,(R) = {A € M,,(R) | det(A) = 1} is a subgroup of GL,,(R). For
every nonzero real number « define the matrix d(«) € GL,,(R) by

a 0 O O ... 0 O
o 1 o0 o0 ... 0 O
o o 1 0o ... 0 O
o o o o0 ... 0 1

Clearly det(d(«)) = «. Let « € R* and let A be a nonsingular matrix such
that det(4) = «. Let A; = d(e~")A. Then

det(A)) =det(d(¢ HA) =det(d(e "))det(A) =a o =1,

so that A; € SL,(R). However, A = d(a)d(a~")A = d(@)A;. This shows
that the subset {d(«) | « € R\{0}} is a transversal to SL,(R) in GL,(R).

For finite groups the following theorem plays an extremely impor-
tant role.
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Theorem 3.2.8. (Lagrange’s Theorem) Let G be a finite group and let H be
a subgroup of G. Then |G|= |G : H|-|H|. In particular, the order of a subgroup
of a finite group is a divisor of the order of the group.

Proof. Let L =1t(G,H) be a left transversal to H in G. Then |L| = |G : H|.
Furthermore, the family {xH | x € L} is a partition of G, and therefore |G| =

> JxH].

xeL

Let x € G and consider the mapping f : H —> xH, defined by f(h) = xh,
for each h € H. This mapping is surjective, by definition. It is also injective
as we now show. If hy,h, € H and f(h;) =f(hy) then xh; = xh,. We multiply
both sides of this equation on the left by x~! and note that x~'x = e. This gives
x~'(xhy) = x~"(xhy) so eh; = eh, and hence h; = h,. Since f is surjective and
injective, it follows that f is bijective. Hence |H| = |xH|, for each x € G.

Now we have

|Gl =) IxH| = |LI|H| = |G : H||H|,

xeL
since the cosets xH, for x € L, are disjoint. This proves Lagrange’s theorem.

We make the further obvious remark that if G is a finite group and H < G
then |G : H| = |G|/|H|. A further immediate consequence is as follows.

Corollary 3.2.9. Let G be a finite group and let x be an element of G. Then
the order of x is a divisor of the order of G.

To see this we recall from Section 3.1 that |x| = |{x)].

Corollary 3.2.10. Let G be a finite group. If |G| is a prime, then G is a cyclic
group.

Proof. Lete #g € G. Then (g) has at least one nontrivial element, so that
|(g)| > 1. Since |G]| is a prime, Lagrange’s Theorem implies that |(g)| = |G],
and hence (g) = G. This proves the result.

We have already seen (in the group S;) that there are subgroups, whose
left cosets do not coincide with the right cosets. However, there are subgroups
for which the left cosets and the right cosets coincide. For example, this will
always be the case in an abelian group and it happens in other cases also. It is
natural to consider such subgroups in more detail. We point out at once one
other type of subgroup where this property is easily verified.
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Proposition 3.2.11. Let G be a group and let H be a subgroup of G. If
|G : H| =2, then xH = Hx = G\H for each element x ¢ H and xH = Hx = H for
each element x € H.

Proof. Indeed, we have G = HU gH for some element g € G, since |G : H| =
2. Itfollows that gH = G\ H. If x ¢ H then xH # H and hence xH = gH =G\ H.
A similar argument is valid for right cosets. Thus xH = Hx= G\ H whenx ¢ H.
On the other hand if x € H then xH = H = Hx and the result follows.

Now we turn back to the group S3 and consider its subgroup L = {X, u, &}
(see Section 3.1). Since |L| = 3, Lagrange’s theorem implies that |S3 : L| = 2,
and using Proposition 3.2.11 we deduce that the left cosets and right cosets of
L coincide.

We make the following remark. Suppose that G is a group and H is a sub-
group of G such that the family of all left cosets of H in G coincides with the
family of all right cosets of H in G. This means that if x € G, then there exists
y € G such that xH = Hy. Since x € xH, we have x € Hy. Since x € HxN Hy and
since right cosets are equal or disjoint, we have that Hy = Hx so xH = Hx. Thus,
in this case, each individual left coset xH coincides with is corresponding right
coset Hx and this helps prompt the following definition.

Definition 3.2.12. Let G be a group. The subgroup H is called normal in G,
if xH = Hx for each element x € G. We denote the fact that H is normal in G
by H < G.

Note that every group G automatically has at least two normal subgroups
since both the trivial subgroup (e) and the entire group G are normal in G.
We note also that normality is always relative to some larger group. If H <
K < G then it is perfectly possible for H to be normal in K, but not normal
in the larger group G. Clearly, however, if H is normal in G then H is also
normal in K.

Definition 3.2.13. A group G is called simple if it has only two normal
subgroups, namely (e) and G.

Every group of prime order p is simple since, by Lagrange’s Theorem,
such a group even has no proper nontrivial subgroups. Furthermore, if G is an
abelian simple group and e # x € G, then (x) < G so (x) = G. Also if |G| = mn,
where m,n # 1, then (e) # (x") < (x). Hence G must be cyclic of prime order.

Galois showed that the group As is simple and it was later proved that the
group A, is simple for each n > 5. This was the first series of finite nonabelian
simple groups, and it is now known that there are a number of other such series.



COSETS AND NORMAL SUBGROUPS 103

Let G be a group, and let {(G) = {x € G | xg = gx for each g € G}. The
subset ¢(G) is a subgroup of G. To see this, note that certainly e € ¢(G) so
¢(G) #0. Also if x,y € £(G) and g is an arbitrary element of G, then (xy)g =
x(yg) = x(gy) = (xg)y = (gx)y = g(xy), so that ¢(G) satisfies the condition
(SG 1). Furthermore, multiplying both sides of the equation xg = gx first on
the right and then on the left by x~!, we deduce that gx~' =x~'g, which shows
thatx~! € ¢(G). Hence ¢ (G) satisfies the condition (SG 2), and this shows that
Z(G) is a subgroup of G. The subgroup ¢ (G) is called the center of the group
G. Next we note that every subgroup H of ¢(G) is normal in G. For if x € G
and & € H, then xH and Hx must coincide because xh = hx whenever h € H
in this case. Since a group G is abelian if and only if G = ¢(G) this affords a
proof that every subgroup of an abelian group is normal.

We note in passing that in general if H is a normal subgroup of a group G
then xH and Hx are equal setwise. This does not generally mean that xh = hx
for all elements 1 € H.

It should be noted that the center of a group can be trivial, meaning it
consists of the identity only. This is the case for the group S3, for example.

Definition 3.2.14. Let G be a group and let g,x € G. We say that the elements
g and x~'gx are conjugate in G by the element x.

We remark that the relation “to be conjugate” is an equivalence relation
on G. The relation is reflexive since g = g~ 'gg. It is symmetric because if
v =x"'gx, then g = xvx~! = (x~")~'vx~!. Finally it is transitive because if
v=x"'gxand u=y vy, then

u=y lvy=y ' gy =y"x gy = (xy) ' g(xy).

We write g% = {x"!gx | x € G}. Then the subset g¢ is an equivalence class
under the relation “to be conjugate”and it is called the conjugacy class of g.
In general the subset g is not a group.

Next, for the group G, its subgroup H and an element x € G, let x~'Hx =
{x~'hx | h € H}. We note that the nonempty subset x~!' Hx is a subgroup of G.
To see this let u,v € x~'Hx. Then u = x~'hx,v = x~'hyx for certain elements
hi,h, € H and we have, using Proposition 1.5.7,

w = ) (0 o) ! :x_lhlxx_lhz_lx =x_1h1h2_1x.

Since H is a subgroup, i 4, ' € H, so thatuv~"' € x~'Hx. Corollary 3.1.5 shows
that x~'Hx is a subgroup of G. We say that the subgroups H and x~'Hx are
conjugate in G by the element x.
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Using just these concepts, we can now deduce the following criterion for
normal subgroups.

Theorem 3.2.15. Let G be a group and let H be a subgroup of G. The
Jfollowing are equivalent:

(1) H is a normal subgroup of G;
(i) hY C H for every element h € H;
(iii) x~'Hx = H for every element x € G.

Proof. (i) = (ii). Suppose that (i) holds, let 4 be an arbitrary element of H
and let g be an arbitrary element of G. Since H is normal in G, gH = Hg. It
follows that hg € gH, so that hg = gh, for some element h; € H. Then g~ 'hg =
hy € H. Since this is true for each g € G we have h% C H.

(i) = (iii). Suppose that (ii) holds. Let u € x~ ! Hx, so u = x~ ' hx for some
h € H.By (ii), u € H, sox~'Hx C H. Conversely, suppose that y € H. We have
y="")y(x"'x) =x"(xyx~")x. Clearly, xyx~' = (x")~'yx~! € y¢, and using
(ii) we deduce that xyx~! =y, € H. Then y =x"'y;x € x 'Hx, so H C x 'Hx
and (iii) follows.

(iii)) = (i). Finally suppose that (iii) holds. We have to show that xH = Hx
for all x € G. To this end, let z € xH. Then z = xh, for some element /i, € H.
By (iii), there is an element h3 € H such that sy = x~'h3x. It follows that z =
xhy = x(x""h3x) = (xx~ ") h3x = h3x € Hx and we deduce that xH C Hx. Suppose
now that w € Hx. Then w = hyx for some element /4 € H. Using (iii) again, we
see that there exists an element 45 € H such that iy = xhsx ™! = (x™1) " Thsx™ L.
It follows that w = hux = xhsx~'x = xhs € xH. Hence Hx C xH and therefore
Hx = xH. The result now follows.

We note the following important subgroup property.

Proposition 3.2.16. Let G be a group and let S be a family of normal sub-
groups of G. Then the intersection, NS, of all subgroups of this family is also
normal in G.

Proof. LetS=NG. By Proposition 3.1.8, S is a subgroup of G. Let x € S and
g € G.If U is an arbitrary subgroup of the family G then x € U and, since U is
normal in G, U also contains the element g~'xg. It follows that g~'xg belongs
to the intersection of all subgroups of the family & and hence to S. Therefore
x% C S and Theorem 3.2.15 completes the proof.

We now give some examples of normal subgroups. As we have already
mentioned, every subgroup H of an abelian group G is a normal subgroup of G.
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By Proposition 3.2.11 every subgroup of a group G having index 2 is normal
in G. In particular, it follows that the subgroup A,, of all even permutations is
always a normal subgroup of S,,.

Next we consider the group GL,(R) of all nonsingular n x n matrices. In
Section 3.1 we proved that SL,(R) = {A € M,(R) | det(A) = 1} is a subgroup
of GL,(R). Now we show that this subgroup is normal. Indeed, let A € SL,,(R)
and B € GL,(R). Then

det(B~'AB) = det(B~")det(A)det(B) =

det(B) det(B)det(A)

=det(A) = 1,

which implies that B~'AB e SL,(R). Theorem 3.2.15 shows that SL,,(R) is a
normal subgroup of GL,(R).

In Section 3.1 we noted that the subset T?(R) of all nonsingular upper-
triangular matrices is a subgroup of GL,,(R). Let A = (a;,,), B = (bjin) € Tg (R),
and let AB = (cj,,) where 1 < j,m < n . For the diagonal coefficient c;; we have

Cjj = @jibyj+ 40 j1bjy j+ajibji+ aj i1 by j+ - - + Ajnby;.

Since aj; =---=a;j_1 =bjy1j=---=b,; =0, ¢jj = a;bj;, for 1 <j < n. In par-
ticular, if B=A"", then ¢; = 1 and b; = -, for 1 < j < n. The triangular
matrix A = (a;,) is called unitriangular if cjifjj =1 for all j, where 1 <j <n.
Let UT, (R) denote the set of all unitriangular matrices in TB(R). We show
that the subset UT,(R) is a normal subgroup of TS (R). To this end let
A = (ajn),B = (bj,) € UT,(R) and let AB = (cj,,). By what we saw above,
cj=a;bj=1-1=1,for 1 <j<n,sothat AB € UT,(R). Since A is a triangu-
lar matrix, A~' = D = (d;,,) € TY(R) and, as above, we obtain d;; = ul” =1, for
1 <j<n. Thus A~' € UT,(R) and UT,(R) satisfies conditions (SG 1) and
(SG 2). Hence UT,(R) is a subgroup of Tg (R). Next we show that UT,(RR)
is a normal subgroup of TQ(R). Let U = (u;,,) € UT,(R), A = (a,) € TQ(R),
and A~ = (djm). We note that u;; =1, for 1 <j <n. Since TS (R) is a subgroup,
A~'UA = (v;,) € T2(R). Again by the work above, v;; = (jj)u,,-aj, = (é)a,-j =1,
for 1 <j < n. Hence A~'UA € UT,(R). Using Theorem 3.2.15, we deduce
that UT,,(R) is a normal subgroup of Tg (R).

Finally in this section we consider a very specific example. In the group
GL4(R) consider the matrices

1 00O 0 1 0 O
. 0100 0= -1 0 0 O

001 0} 0o 0 0 —-1Y)

00 01 0 01 0
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0 0 10 0 0 0 1
b= 0 0 01 o 0 0 -1 0
-1 0 1 o}’ 0 1 0 O
0 -1 00 -1 0 0 O

Let Q ={e,—e,a,—a,b,—b,c,—c}. The following multiplication table can
be easily obtained using matrix multiplication.

—c | —c¢ c —b b a —a e —e

Using this table, we can see that Q satisfies the conditions (SG 1), (SG 2)
and hence it is a subgroup of GL4(R). This group is called the Quaternion
group. It is easy to see that the elements a, —a, b, —b, c, —c each have order 4,
and that (a) = (—a), (b) = (—b),{c) = (—c). Every cyclic subgroup of order 4
has index 2 in Q so Proposition 3.2.11 implies that (a), (b), and (c) are each
normal in Q. The element —e has order 2 and (—e) = (a) N (b) = (a) N {(c) =
(b) N (c). It follows that —e commutes with a,b,c so —e € {(Q). Hence (—e)
is also normal in Q. A little consideration shows that Q has no other proper,
nontrivial subgroups. Thus every subgroup of Q is normal. At the same time,
Q is nonabelian. For example, ab = ¢, but ba = —c #c.

A group G is said to be a Dedekind group if every subgroup of G is normal.
These groups were so named after the German mathematician R. Dedekind
who, in 1897, obtained the description of those finite groups all of whose
subgroups are normal. Dedekind groups are, in a sense, the exact opposite
of simple groups. Of course, all abelian groups are Dedekind and Dedekind
showed that Dedekind groups are not too far removed from the examples we
have considered. The Quaternion group gives us an example of a nonabelian
Dedekind group.

Exercise Set 3.2

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.



3.2.1.
3.2.2.
3.2.3.

3.24.

3.2.5.

3.2.6.

3.2.7.

3.2.8.

3.2.9.

3.2.10.

3.2.11.
3.2.12.

3.2.13.
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Let G=(g),|g|=16.Find all elements x € G with the property G = (x).
Let G=(g),|g|=15. Find all elements x € G with the property G = (x).

Prove that the following set of matrices,

vl D6 2 DG )

is a subgroup of GL,(Z). Is this subgroup normal in GL,(Z)?

Prove that the following set of matrices,

=6 D6 GG )

is a normal subgroup of the subgroup D, (Z) of all diagonal matrices
in GL,(Z).

Let H={r | ® € As,t(5) =5}. Prove that H is a subgroup of As.
Find |H]|.

Let H={r | 7w € As,(5) =5,7(4) =4}. Prove that H is a subgroup
of As. Find |H]|.

Find the order of the element A = ((1) _01) in the group GL,(Q).

Find the order of the element A = ( 0 _01> in the group GL,(Q).

Prove that if a group G is a cyclic group of order p?, where p is a
prime, then G has exactly three subgroups.

Let G be a cyclic group of order 12. How many subgroups does this
group have?

Prove that Z(S,,), the center of S,, is trivial for all n > 3.

Let n be a natural number and let (a; a5 ...a,) be a cycle of length r in
S,.Let 0 €8,. Prove that 0~ '(a;a> ...a,)0 = (6(a1)0(a») ...0(a,)).
Deduce that if « € S, and if @ = oj5 ... o, as a product of disjoint
cycles, then 6~ 'af = y1y»...y has the same cycle decomposition
as «o.

Let G be a group and suppose that N = (a) is a cyclic normal subgroup
of G. Prove that every subgroup of N is also normal in G.
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3.2.14.

3.2.15.

3.2.16.

3.2.17.

3.2.18.

3.2.19.

3.2.20.

GROUPS

Prove that if G is a group, N is a normal subgroup of G and H is a
subgroup of G then H NN is a normal subgroup of H.

Let n be a natural number. Let SL,(Z) denote the subgroup of
GL,(R) consisting of matrices A with coefficients in Z and such that
detA =1. Let

x:{(””“ nb )ESLZ(Z)m,b,c,deZ}.

nc 1+nd

Prove that X is a normal subgroup of SIL,(Z).

Let n be a natural number, at least 3. The group D», is the group of
symmetries of the regular n-gon. (Thus Dy is the group of symmetries
of a square.) Prove that D,, has order 2n, consisting of n rotations and
n reflections. Let « be a rotation through 27 /n radians counterclock-
wise about the centre of the n-gon and let 8 be a reflection. Prove that
every element of D»,, is either of the form o/ or o/, where 0 <j < n.

Use the notation of the previous problem. Prove that () is a normal
subgroup of Dy, but that (8) is not normal in D,,,.

Show that in Dg we can find subgroups H, K such that H <K and K <Dyg
but H is not normal in Dg.

Let H be a subgroup of a group G. Let N = N{g~'Hg|g € G}. Prove
that N is a normal subgroup of G.

Let k € N be fixed. Let G be a group in which the equation (xy)* = x*y*
holds for all x,y € G. Prove that if H = {x*|x € G} then H is a normal
subgroup of G.

3.3 FACTOR GROUPS AND HOMOMORPHISMS

Let G be a group and H a normal subgroup of G. We define a multiplication
on the set of all left cosets as follows:

xHyH =xyH, for all x,y € G.

We have to check that this operation is well-defined. Let x1,y; € G be ele-
ments such that x; H = xH and y;H = yH. Then x| = xh; and y; = yh, for certain
elements hy,hy € H. Then x1y; = (xh;)(yhy) = x(hi1y)h,. Since H is a normal
subgroup, hyy € Hy = yH, so that h;y = yh; for some h; € H, and we have
x1y1 = x(h1y)hy = x(yhs)hy = (xy) (hshy) € xyH. As we saw in Section 3.2, it
follows that x;yH = xyH, so the multiplication is well-defined.
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This operation is associative since, using the associative law in G, we have
(xHyH)zH = xyHzH = (xy)zH = x(yz)H = xHyzH = xH (YHzH).
The identity element is H itself since
(xH)H = xHeH = (xe)H = xH, and H(xH) = eHxH = exH = xH.
The multiplicative inverse of xH is x~'H because
CH)Y(x 'Hy=xx"'H=e¢H =H,
and
(x_lH)(xH) =x"'xH=eH=H.

Thus the set {xH | x € G} satisfies all the conditions of Definition 3.1.1 and
hence it is a group.

Definition 3.3.1. Let G be a group and let H be a normal subgroup of G.
The group of all left H-cosets is called the factor (or quotient) group of G by
H and it is denoted by G/H.

It is interesting to note that some properties of a group are inherited by
its factor groups. For example, if G is an abelian group, then each of its fac-
tor groups is also abelian. To see this note that if H is normal in G and if
x,y € G then xHyH = xyH = yxH = yHxH. It is obvious also that every fac-
tor group of a finite group is finite. However some properties of a group are
not inherited by factor groups as happens, for example, with the property of
being infinite. For example, consider the additive group Z of all integers. If
H is a subgroup of Z, then as we saw in Section 3.1, H = nZ for some n > 0.
In particular, if H # {(0) subgroup, then n > 0. As we saw in Section 3.2, in
this case,

ZinZ = k+nZ |k € Z}={0+nZ =nZ,1+nZ,...,n—1+nZ}

sothat |Z/nZ|=n. Hence Z is an infinite group, but all its nontrivial subgroups
have finite index.

Definition 3.3.2. The factor group G/H is called proper if H is a nontrivial
normal subgroup.
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If H = (e), then for each element x € G we have xH =x (e) = {x}, and xHyH =
{x}{y} = {xy}. This means that the factor group G/ (e) is no different from G.
In particular the algebraic properties of G and G/(e) are identical.

The following important type of mappings are connected to normal sub-
groups. Let G be a group and H a normal subgroup of G. Define the mapping
vy : G —> G/H by vy(x) = xH for each element x € G. We have vy (xy) =
xyH = xHyH = vy (x)vy (y).

Definition 3.3.3. Let G,H be groups and let f : G —> H be a mapping. Then
f is called a homomorphism if

JFey) =fQf )

forall x,y € G.

An injective homomorphism is called a monomorphism, a surjective homo-
morphism is called an epimorphism and a bijective homomorphism is called
an isomorphism. If f : G — H is an isomorphism, then Corollary 1.3.5 shows
that there is an inverse mapping f~! : H —> G, which is also bijective. Fur-
thermore f~! is also a homomorphism as we now show. Indeed, let u,v € H
and letx=f~"(u),y=f""(v). Then u=f(x),v=£(y) and uv = f ()f (y) = f (xy),

since f is a homomorphism, so that f~! (uv) = xy. This implies that

T af o) =xy=£"wv),

which shows that f~! is a homomorphism and, being bijective, is also an
isomorphism.

Definition 3.3.4. Let G,H be groups. Then G and H are called isomorphic
if there exists an isomorphism from G onto H and we write this as G = H.

The map vy : G —> G/H defined above is a homomorphism called the
natural or canonical homomorphism. It is easy to see that the identity mapping
¢ : G —> G is an isomorphism and also thatif f : G — Hand g: H — K
are homomorphisms then their product g of is also a homomorphism.

Proposition 3.3.5. Let G,U be groups and let f : G —> U be a homomor-
phism. Then

(1) f(eg) = ey is the identity element of U;
() fx N =f@)~", forall x € G;
(iii) If H is a subgroup of G then its image, f(H), is a subgroup of U. In
particular, f(G) =Imf is a subgroup of U;



@iv)
v)
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If V is a subgroup of U then its preimage, f~'(V), is a subgroup of G;
If V is a normal subgroup of U then its preimage, f~'(V), is a normal
subgroup of G. In particular, f~' ({ey)) is a normal subgroup of G.

Proof.

®

(ii)

(iii)

(iv)

v)

We write e = eg. By definition of the identity element, ex = x for every
x € G and hence ee = e. It follows that

f(e) =f(ee) =f(e)f (e).

Since f(e) has an inverse we obtain, multiplying on the right (or left) by

f,
ey =eyf(e) =f(e).

1

By definition of inverses, we have xx~! = e = x~!x. It follows that

ffa =) =fle)=ey =f(e) =f(x'0) =f(xf ().

Thus f(x) "' =f(x71).
Of course, f(H) # 0. Let u,v € f(H). Then there exist elements a,b € H
such that u = f(a) and v =f(b). We have

w =f(a)f(b) " =f@)f(b~") =fab™") e f(H),

because H is a subgroup of G. By Corollary 3.1.5, f(H) is a subgroup
of U.

Certainly f~'(V) # 0. Let x,y € f~'(V). Then f(x),f(y) € V and so
f)f(y)~" e V. Thus

fey™ D =ffO™ ) =ffm" eV,

and hence xy~! € f~! (V). By Corollary 3.1.5 again, f ~' (V) is a subgroup
of G.
Let g be an arbitrary element of G and let x € f~! (V). Then f(x) € V and

(g7 xg) =f(g W) () = (F(@) ' f)f(g) €V,

because V is normal in U. It follows that g~'xg € f~!(V) and by
Theorem 3.2.15, f~!(V) is a normal subgroup of G. Finally, we observe
that (ey) < U, so f~'({ey)) <G
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We saw in (v) that f~' ((ey)) is a normal subgroup of G wheneverf : G —>
U is ahomomorphism. This important subgroup is known as the kernel, which
we now formally define.

Definition 3.3.6. Let G,U be groups and let f : G —> U be a homomor-
phism. The normal subgroup Kerf = {x € G|f(x) = ey} is called the kernel of
the homomorphism f. The subgroup Imf = {f(x)|x € G} is called the image

of f.

We note that, by contrast with (v), the image of a normal subgroup of G
need not be normal in U unless the map f is an epimorphism. As an example,
let j : S3 —> S, be the canonical injection, namely the map

1 2 3 j 1 2 3 4 B
(kl ks k3>'—>(k1 o ks 4>,Where{kl,kz,k3}—{1,2,3}.

Clearly j is a monomorphism. The subgroup Aj is normal in Ss, but its
image is not normal in S4. To see this notice that

I 2 3 4\(1 2 3 4\(1 2 3 4\ (1 2 3 4
1 2 4 3)\3 12 4)\1 2 43/"\4132)
which is not an element of j(A3).
We next give a number of classical theorems concerning homomorphisms.

Theorem 3.3.7. (The theorem on monomorphisms). Let G,U be groups.
Then a homomorphism f : G — U is a monomorphism if and only if Kerf =
(e). In this case, G = Imf.

Proof. Indeed, if f is a monomorphism, then x # e implies that f(x) #f(e) =
ey. This means that no nontrivial element x belongs to Kerf and hence
Kerf = (e).

Conversely, let Kerf = (e), and assume that x,y are elements of G such that

F() =f). Then f()f ()~ =ff») ' =ey and
ev =fEfOM ' =fEfO™ =y,

so xy~! € Kerf = (e). This means that xy~! = ¢ and hence x = y. Therefore f
is an injective mapping.

For a homomorphism it is often much more convenient to find the kernel
in order to determine whether it is a monomorphism or not.
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Theorem 3.3.8. (First Isomorphism Theorem, version 1). Let G, U be groups
and let f : G —> U be an epimorphism. Then U is isomorphic to the factor
group G/Kerf.

Proof. Let H =Ker(f) and define a mapping ¥y : G/H — U, by ¥;(xH) =
f(x). First we must show that this mapping is well-defined. Let x| be an ele-
ment of G with the property that x;H = xH. Then x; = xh for some element
h € H and we have

Wr(x H) =f () =f(xh) =fO)f () =f()ey =f(x) = Yy (xH).

Thus ¥, does not depend on the choice of the representative of the coset
xH, so it is well-defined. The mapping Wy is a homomorphism since

Yy (xHyH) = Wy (xyH) = f (xy) = f(0)f (v) = ¥y (xH) Yy (yH).

Furthermore, if Wy (xH) = ey then the definition of Wy shows that f (x) = ey
and hence x € Ker f = H. Therefore xH = H so Kerf = (H). By Theorem 3.3.7,
W, is a monomorphism. Finally, let u be an arbitary element of U. Since f is
an epimorphism, u =f(y) for some elementy € G. Then u =f(y) = ¥;(yH), so
that W is surjective. Thus W, is an isomorphism.

Theorem 3.3.9. (First Isomorphism Theorem, version 2) Let G, U be groups
and let f : G —> U be a homomorphism. Then G/Kerf = Imf < U.

Proof. The restriction of f to the mapping G — Imf is an epimorphism.
Then, by Theorem 3.3.8, we deduce that Imf = G/Kerf. By Proposi-
tion 3.3.5, Imf is a subgroup of U.

We now examine some other interesting examples and as a first application
of these theorems we obtain a description of all cyclic groups.

Theorem 3.3.10. Let G =(g) be a cyclic group.

(1) If G is infinite then G is isomorphic to the additive group 7 of all integers.
(i) If G is finite and |G| = m, then G = Z/mZ.

Proof. We use multiplicative notation in G, but additive notation in Z. Let
f:Z — G be the mapping defined by f(n) = g", where n € Z. We have

f+k) =g"™ =g"g" =f(n)f (k),
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so that f is a homomorphism. Since every element of G is an integer power
of g, f is an epimorphism. Suppose that G is infinite. In this case the integer
powers are all distinct since if g" = g*, with n > k then g" % = ¢ so |g| is finite,
a contradiction. Then n # k implies that f(n) = g" # g* = f(k), so the mapping
f is an injection and therefore it is an isomorphism. This proves (i).

Suppose now that G is a finite group. In this case |g| =m and hence g" =e.
Thus m € Kerf and hence (m) = mZ < Kerf. By Theorem 3.1.12, Kerf =
(t) = tZ, for some t € Z, and since m € tZ, we see that m = ts, for some s € Z.
By Theorem 3.3.9, G = Z/Ker f and hence |G/Kerf| = m. On the other hand,
our work from Section 3.2 implies that |Z/tZ| = t, which shows that t = m.
Consequently, G = Z/mZ.

Here are some more interesting examples.

1. Letf; : R — R* be the mapping defined by f; (x) = 13" for each x € R. We
have fi(x+y) = 13 = 13"13” = f; (x)f1 (), so that f; is a homomorphism.
Clearly f; is injective and Im(f;) = {x | x € R and x > 0} = R*. Thus f; is
an isomorphism from the group of additive real numbers onto the multi-
plicative group of all positive real numbers. Of course the inverse map in
this case is log; : R* — R.

2. Define the mapping f> : R* — {1,—1} by

1, ifx>0
POEYL <o

It is easy to check that f; is an epimorphism and Ker(f;) = {x | x € R and

x> 0} =R*. Thus R*/R* = {1, —1} by the First [somorphism Theorem.

3. Let f5 : R* — R* be the mapping defined by f3(x) = |x| for each x € R*.
We have f3(xy) = |xy| = |x]|y] =f3(x)f3(y), so that f5 is a homomorphism.
It is neither a monomorphism nor an epimorphism since Ker(f3) = {1, —1}
and Im(f3) = {x|x € R and x > 0}. However the First Isomorphism Theorem
shows that R*/{1,—1} = R*.

4. Next we let fy : R —> C* denote the mapping, defined by f4(«) = cosa +
isinca, for all @ € R. We have, using well-known trigonometric identities
or the fact that f4 () = e,

Ja(a+B) =cos(a+ B)+isin(a+ B) = (cosa +isina)(cos B +isin f)

=fa() - fa(B),

so that f; is a homomorphism. Again f; is neither a monomor-
phism nor an epimorphism. Since cos’a +sin’a = 1 it follows that
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Im(fy) = {cosa +isina|a € R} =T, and Ker(fy) = {27njn € Z} = 2n).
Theorem 3.3.9 shows that T; = R/ (27).
We modify this example a little bit further and consider the mapping
f5 : R — C* defined by f5(«) = cosRma) +isin(2m ), for each o € R.
We have, since cosy +isiny = e forall y,

fs(a+B) =cosCm(a+p))+isinr(x+p))
=cosra+2x8)+isinQRra+21p)
= (cos2ma+isin2ma)(cos2x B +isin 27w B) =f5(a) - f5(B),
S0 f5 is a homomorphism. Again Im(fs) = T}, but in this case Ker(fs) = Z.

Using Theorem 3.3.9 we deduce that T, = R/Z.
Suppose that & € Q, so « = = where m,n € Z and n # 0. Then

5 (2) e on (2)) e o (%)

We have, by de Moivre’s Theorem,

oo (2)) s on (2))) = (o (2 o (21

=cos(2am) +isin(2rm) = 1.

This shows that f5(Q) = T, and hence T = Q/Z.

. Finally we define the mapping fs : GL,(R) — R* by f5(A) = det(A)
for each matrix A € GL,(R). Since det(AB) = det(A)det(B), f; is a
homomorphism. Moreover, it is an epimorphism because, for each o € R*,

fe
> .

o
0
0

o = O
S OO
oS OO

0
0
0

O 0 0 .. 0 0
Furthermore,

Ker(f) ={A € GL,(R) | det(A) = 1} = SL,,(R).

This shows independently that SL,(R) is normal in GL,(R) and
Theorem 3.3.8 shows that GL,,(R) /SL, (R) = R*.
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Here we have only given some very basic definitions and examples, appro-
priate for a first course in group theory and the reader can explore this
fascinating topic in a variety of excellent books.

Exercise Set 3.3

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

3.3.1.
3.3.2.

3.3.3.

3.34.
3.3.5.

3.3.6.

3.3.7.

3.3.8.
3.3.9.

3.3.10.

3.3.11.

3.3.12.

Prove that every factor group of a cyclic group is likewise cyclic.

Let G = (g) be an infinite cyclic group and N be a proper normal
subgroup of G. Prove that the factor group G/N is afinite cyclic group.

Define the mapping: ® : N — {0,1} by the rule ®O(x) =
0, if x is even,
1, if x is odd.

Prove that ® has the property that ® (xy) = ® (x)®(y). (Note: ® is not
a homomorphism since the structures involved are not groups.)

Prove that any factor group of an abelian group is abelian.

If N and M are groups with relatively prime orders, then the only
homomorphism from N to M is the trivial one.

Let G be a simple group. Show that if « : G — H is a homomorphism,
then either « is trivial or H has a subgroup isomorphic with G.

LetH <Gand N < G.Prove that HN = {hn|h € H,n € N} is a subgroup
of G.

Let H <K <G and L <1 G. Show that HL/L <A KL/L.

A subgroup N is a maximal normal subgroup of the group Gif N < G
and there exists no normal subgroup strictly between N and G. Prove
that G/N has no proper normal subgroups. Is the converse statement
correct?

Let G be an abelian group and let N denote the set of elements in G of
finite order. Prove that NV is a subgroup of G and that the only element
of G/N that is of finite order is the identity element.

Let G be a group and let N <1 G. Let H be a subgroup of G. Prove the
Second Isomorphism Theorem that HN/N = H/N NN.

Let G, H be groups and let f : G —> H be an epimorphism. Prove that
if N <G then f(N) < H.



3.3.13.

3.3.14.

3.3.15.

3.3.16.

3.3.17.

3.3.18.

3.3.19.

3.3.20.
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Prove the Third Isomorphism Theorem, that if N,M <G for some
group G and if N < M then (G/N)/(M/N) = G/M.

Let G be a group and let Z(G) denote the centre of G. Prove that if
G/Z(G) is cyclic then G is already abelian.

Let N be a normal subgroup of a finite group G and suppose that
GCD(|N|,|G: N|)=1.Prove thatif |N| =k and x € G then the equation
x¥ = e implies that x € N.

Let G be an abelian group and let & be a fixed natural number. Prove
that the map f : G —> G defined by f(x) = x* is a homomorphism and
find its kernel.

Let N,M be normal subgroups of the group G and suppose that N N
M = {e}. Prove that for all x € N, for all y € M we have xy = yx. Give
an example to show that this is not true if one of M, N is not normal.

There are five nonisomorphic groups of order 8. Find a concrete
representation of each one and show that these are nonisomorphic.

Let Z[X] denote the group of all polynomials with integer coefficients,
under addition and let p; be the i-th prime. Prove that the function
f:Z[X] — QF defined by f(ag+a;x+...a,xN) =29 .3 ..... pinis
a an isomorphism.

Give an example of a group G having normal subgroups N,M such
that N = M but G/N is not isomorphic to G/M.






RINGS

4.1 RINGS, SUBRINGS, ASSOCIATIVE RINGS

In Chapter 3 we considered an important type of set with a single binary alge-
braic operation. Another common type of example, with strong connections to
the situation of Chapter 3, is often studied, that of a set with two or more binary
operations. Examples of this new situation typically involve sets of numbers,
sets of polynomials, the sets of real and complex functions, the set of matrices,
and the set of vectors. It was realized many years ago that these sets exhibit
many common features and these properties form the basis of the definition
of aring. The concept of a ring was introduced by Richard Dedekind. But the
term “ring” first appears in those works of David Hilbert dedicated to number
rings. The axiomatic approach to the notion of a ring was given by Adolph
Fraenkel and Emmy Noether.

Definition 4.1.1. A set R together with two binary algebraic operations,
addition and multiplication, usually denoted by + and -, is called a ring if
the following conditions hold:

(R 1) the operation of addition has the properties
(a) addition is commutative, so a+b =>b+a for all a,b € R;

An Introduction to Essential Algebraic Structures, First Edition. Martyn R. Dixon,
Leonid A. Kurdachenko and Igor Ya. Subbotin.
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(b) addition is associative, so a+(b+c) = (a+b)+c, forall a,b,c,€ R;
(c) there exists an element Og € R such that a+0g = a, for every a € R;
(d) each element a € R has an additive inverse —a € R, called an
opposite, or negative, such that a+ (—a) = Og.
(R 2) addition and multiplication are connected by the distributive laws:
(a+b)c=ac+bc and a(b+c)=ab+ac forall a,b,c € R.

Thus the elements of a ring form an abelian group under the operation
of addition and we will call R, together with just the operation of addition,
the additive group of R. The element Og, uniquely determined because of the
results of Chapter 3, is usually called the zero element of R and when there is
no ambiguity it is often simply denoted by 0. The existence of negative ele-
ments allows us to introduce the operation of subtraction in R by making the
definition that a — b = a+ (—b).

There are a number of elementary consequences that follow from the
definition of a ring, which we now list.

Proposition 4.1.2. Let R be a ring and let a,b,c be elements of R. Then the
following properties hold:

(1) a-OR:OR-a:OR;
(i) a(—b) = (—a)b=—ab;
(ii1) a(b—c)=ab—ac and (a —b)c = ac — bc.

In particular (—a)(—b) = ab.
Proof. For each b € R we have b+ 0k = b. By the distributive law,

ab:a-(b+OR) =ab+a- 0.

Since the element ab € R has a negative, —ab, we can add it to both sides
and the equality becomes

—ab+ab=—ab+ab+a-0p.

Thus Og = a - O, since —ab+ab = Og and, likewise, Og - a = Og, by a similar
argument. Therefore (i) follows.

To prove (ii) we proceed as follows. From the definition of the negative
element and the distributive laws we obtain

Or=a-0g =a(b+(—b)) =ab+a(—b) and
0r=0r-b=(a+(—a))-b=ab+(—a)-b.
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These equations show that a(—b) is the negative of ab and (—a)b is also
the negative of ab and hence (ii) follows. Also by replacing a by —a we see
that (—a)(—b) = (—(—a))b = ab since the negative of —a is a itself.

These equations show that subtraction and multiplication are also con-
nected by the distributive laws since

a(b—c)=alb+(—c))=ab+a(—c)=ab—ac
and likewise (a — b)c = ac — bc. This proves (iii) and completes the proof.

As with groups we consider certain subsets of rings that retain the structure
of the ring.

Definition 4.1.3. Let R be a ring. A subset H of R is called a subring, if H
is closed under the operations of addition and multiplication and H is also
a ring under the restrictions of these operations to the set H. When H is a
subring of R we shall write H < R.

We next give a criterion for a nonempty subset of a ring to be a subring.
It is very similar to the criterion for a subset of a group to be a subgroup.

Theorem 4.1.4. Let R be a ring. If H is a subring of R, then H satisfies the
following conditions:

(SR1) ifx,yeH, thenx—ye H;
(SR 2) ifx,yeH, then xy € H.

Conversely, suppose that H is a nonempty subset of R. If H satisfies the
conditions (SR 1) and (SR 2), then H is a subring of R.

Proof. Let H be asubring of R. Certainly H is a closed subset under addition
and multiplication and it also follows that H has a zero element Oy. Thus
x+0pg = x for each element x € H. By Definition 4.1.1, there is an element
—x € R and we have —x+x+ 0y = —x+x so that O + Oy = Og. It follows
that Oy = Og. By Definition 4.1.1, for each element x € H, there is an element
y € H such that x+y = Oy and since Oy = O it follows that y is a negative of x.
As we saw in Section 3.1, each negative element is uniquely determined and
hence y = —x. In particular, —x € H. Now if x,y are arbitrary elements of H
then —y € H and, since H is a closed subset under addition, we have

x—y=x+(—y) €eH.

Hence H satisfies the condition (SR 1).
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Since H is a closed subset under multiplication, xy € H, so that H satisfies
(SR 2).

Conversely, suppose that H is not empty and satisfies (SR 1) and (SR 2). If
u € H then, by (SR 1), Og =u—u € H. If x is an arbitrary element of H then,
by (SR 1), —x=0g —x € H. If also y is an arbitrary element of H then —y € H
and, using (SR 1), we obtain x+y =x— (—y) € H. Hence H is a closed subset
under addition. The condition (SR 2) shows that H is a closed subset under
multiplication. Thus the restrictions of addition and multiplication to H are
binary operations on H. The other conditions of (R 1) and (R 2) are valid for
H because they are valid for all elements of R. This completes the proof.

If R is a ring, then the subsets {Og} and R are always subrings of R. Thus
every nonzero ring has at least two subrings.

Corollary 4.1.5. Let R be a ring and let G be a family of subrings of R. The
intersection NG of all subrings of this family is also a subring in R.

Proof. LetS=NG. We verify (SR 1) and (SR 2). Since Og € U forall U € &
it follows thatOg € S #@. Letx,y € S. Thenx—y,xy € U, for all subrings U € &
and therefore x — y,xy belongs to the intersection of all such subrings. Thus
x—y,xy € S and Theorem 4.1.4 implies that S is a subring of R.

We note that a union of subrings is not necessarily a subring. A little later
we will consider a simple example confirming this.

Definition 4.1.6. Let R be a ring.

(R 3) R is called associative if the multiplication in R is associative so
a(bc) = (ab)c for all a,b,c € R;

(R 4) R is a ring with identity if R has an identity element e relative to the
operation of multiplication so ae = ea=a for all a € R;

(R 5) R is called commutative, if the multiplication in R is commutative so
ab = ba for all a,b € R.

We shall often denote the element e by 1 or 1. We note that neither Og nor
1g need have any connection with the integers 0, 1. Next we suppose that R is
aring for which Oz = 1. Then we have, using Proposition 4.1.2,

a=a1R=aOR=OR
for each a € R. Hence, if the zero element of a ring R coincides with its identity

element, then R consists only of the zero element. Therefore we will consider
only rings whose zero element and identity element are distinct.
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If R is an associative ring, then it is possible to show that it is a subring
of a ring with identity. For this reason, in future, we will often consider only
associative rings with identity. Thus, from this point on we shall usually
consider a ring to be an associative ring with identity whose zero element
and identity element are distinct. Thus to show that a structure is a ring we
will often need to show that (R1)—(R4) hold, and we now take these properties
to be our working definition of a ring. Sometimes we will emphasize that
our rings contain an identity. We note however that this understanding will
not apply to subrings. Thus we will understand the term “subring” to mean
a nonempty subset S of a ring R satisfying the properties of Theorem 4.1.4
and we will not demand that a subring necessarily contains the identity. Of
course multiplication will still be associative in S, since it is associative in
R. Some authors make a distinction between associative and nonassociative
rings. We also note that in some of our exercises the assumption that a ring
always contain a multiplicative identity will not be adhered to.

We shall call a subring H of a ring R unitary if H contains the identity of
the ring R. For the ring R we let

U(R) = {x € R | x is an invertible element of R}
={x e R|xy=yx =1, for some y € R}.

We remark that the subset U(R) is closed under multiplication. Indeed, let
x,y € U(R). Then y~'x~'xy =1 =xyy~'x7!, so that the element y~'x~! is a
multiplicative inverse of xy, and hence xy € U(R). Hence restricting the mul-
tiplication of R to U(R) gives a binary operation on U(R). The multiplication
on U(R) is associative, because it is associative on R. Furthermore, 1 € U(R)
and if x € U(R), then (x~')~! =x so that x~! € U(R). Thus U(R) satisfies the
conditions of Definition 3.1.1, so U(R) is a group under multiplication. The
group U(R) is called the group of invertible elements, or the multiplicative
group, of R. Since Oz # 15,0 ¢ U(R).

Definition 4.1.7. A ring R is called a division ring if every nonzero element
of R has a multiplicative inverse. In this case, U(R) = R\ {Og}. A commu-
tative division ring is called a field, and a noncommutative division ring is
sometimes called a skew field.

Thus in a field, the set R is an abelian group under addition and the set
R\ {Og} is an abelian group under multiplication. We note also that if ab = Og
and a € U(R). Then

Or=a"'-0g=a"ab)=(a'a)b=1x-b=b.

However if the element a is not invertible, then a completely different
situation can arise.



124 RINGS

Definition 4.1.8. A nonzero element a of a ring R is called a left (respec-
tively right) zero-divisor, if there is a nonzero element b such that ab = Og
(respectively ba = Og).

For commutative rings, if ab = Ox then ba = O, so every left zero-divisor is
a right zero-divisor and conversely. An element that is both a left zero-divisor
and a right zero-divisor is simply called a zero-divisor. As we saw above, an
invertible element cannot be a zero-divisor. It follows that a division ring or a
field contains no zero-divisors.

Proposition 4.1.9. Let R be a ring and let a,x,y € R. Suppose that a # 0.

(1) If a is not a left zero-divisor and if ax = ay then x = y;
(1) If a is not a right zero-divisor and if xa = ya then x = y.

Proof. Since the proofs of (i) and (ii) are similar we merely prove (i). If ax =
ay, it follows that ax — ay = Og. By the distributive law, we obtain a(x —y) = Og.
Since a is not a left zero-divisor, this implies that x —y = O and hence x = y.

Proposition 4.1.9 is called the left (or right) cancellation law. We obtain the
following immediate consequence.

Corollary 4.1.10. Let R be a ring with no zero-divisors. If a,x,y € R, where
r #0, and ax = ay (respectively xa = ya) then x = y.

The set of integers has some very standard properties that are common to
certain types of rings which we now introduce.

Definition 4.1.11. A ring R is called an integral domain if R is commutative,
has a multiplicative identity and has no zero-divisors.

Thus, as we saw above, every field is an integral domain. The ring Z is
an example of an integral domain that is not a field. We give next some very
natural examples of rings.

1. The set C of all complex numbers, the set R of all real numbers and the set
Q of all rational numbers are fields. Moreover, (Q is a (unitary) subring of
R, R is a (unitary) subring of C, and the set Z of all integers is a unitary
subring of Q. As we saw in Section 3.1, if n is a fixed natural number or
zero, the subset nZ = {nk | k € Z} is a subgroup of the additive group of Z
for each n # 0. In particular, it satisfies the condition (SR 1). Clearly nZ
satisfies (SR 2). Using Theorem 4.1.4, we see that nZ is a subring of Z.
We remark that this subring does not contain an identity element if n # 1.
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Conversely, let H be a subring of Z. Then H satisfies the condition (SR 1).
However condition (SR 1) is just condition (ASG 3) in disguise. Using
Corollary 3.1.5, we deduce that H is a subgroup of the additive group Z
and we have already seen in this case that H = nZ for some integer n > 0.

In particular, 27 and 37 are subrings, but their union does not contain
the integer 5 =2+ 3. Hence 27 U 37 is not a subring, which illustrates that,
in general, a union of two subrings need not be a subring.

Next, let p be a prime and let

m
Q =:—|m,keZ}.
P p"

As we have already observed in Section 3.1, QQ, is a subgroup of the
additive group Q. In particular, it satisfies the condition (SR 1). Clearly
Qp also satisfies (SR 2), since

Using Theorem 4.1.4, we deduce that Q, is a subring of Q, which is also
unitary, called the ring of p-adic fractions.

There are many important examples of subrings of C and we now
consider one such. Let r be an integer with the property /r ¢ Q and let

ZIVr = {a+b/r | a,b € 7} 0.

If «, B are arbitrary elements of Z[+/r], say & = a+b./r, B=a,+bi/T,
where a,a;,b,b, € 7, then

a—pB=(a—a)+(b—Db)/r, and af = (aa, +bbr) + (ab; +ba,)/T.

Thus o — B,aB € Z[/r]. By Theorem 4.1.4, Z[/r] is a subring of C.
Clearly 1 € Z[/r] and we call Z[/r] a quadratic extension of the ring Z.
. In what follows we use the fact that two functions with the same domain
and codomain are equal precisely when they both take the same value
at every point in the domain of the functions. We shall also use many
properties of the real numbers, such as the associativity of addition.

Let M be an arbitrary subset of R and consider the set RM of all functions
f M — R. We define the sum, f + g, and the product, f - g = fg of two
such functions f, g as usual by

(f+8)@) =f(a)+g(a),(f-g)(a) =f(a)g(a)
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for every element a € M. We note here that the product is not defined via
composition of mappings.
If f,g € RY, then

(f+g)(a) =f(a)+g(a) = g(a)+f(a) = (g +f)(a)

for each element a € M. It follows that f +g = g+f. Similarly, for f, g,
h € RM we have

(f+(g+m)(a) =f(a)+(g+h)(a) =f(a) + (g(a) +h(a))
= (f(a)+g(a)) +h(a) = (f+g)(a) + h(a)
=((f+g)+h)(a),

for an arbitrary element a € M, so that f +(g+h) = (f+g) +h.
We define a mapping 6 : M —> R by 6(a) =0 for each a € M. Then

(f+0)(@) =f(a)+0(a) =f(@)+0=f(a), sof+0 =,

for every f € RM. This means that 6 is the zero element of RY. Finally, we
define the mapping —f € RM by the rule (—f)(a) = —f(a) and it is easy to
see that f + (—f) = 6.

Next we let f,g,h € RM, a € M. Then

f-(g+h)(a)=f(a)-(g+h)(a) =f(a)(g(a) +h(a))
=f(a)g(a) +f(a)h(a) = (f- &) (@) + (f - h)(a)
=(f-g+f-h(a),

sof-(g+h)=f-g+f-h. In a similar way we can show that (f+g)-h =
f-h+g-h

Multiplication of functions is also associative as the following argument
shows:

f-(gh)(a)=f(a)- (gh)(a) =f(a)(g(@)h(a)) = (f(a)g(a))h(a)
= (fe)(@)h(a) = (fg) - h(a).

Itis easy to see, using a similar method, that multiplication is commutative.
The identity element is the function I € R, defined by I(a) = 1 for each
element a € M and we have:

(M (a) =f(@I(a) =f(a)-1=f(a), so fl=f.
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Thus R satisfies the conditions (R 1)—(R 5). Hence R is a commuta-
tive ring.

The multiplicative group, U(RY), of RM is easy to describe. The reader
will readily verify that U(RM) consists of the subset of all functions f such
that f(a) # 0 for all a € M. In this case the inverse g of f is the function
defined by g(a) = (f (a))fl, for all @ € M; in order to avoid possible con-
fusion with certain other notation we shall not denote the multiplicative
inverse of f here by f~! (this notation is usually reserved for the inverse of
a bijection, for instance).

We note that the ring R has zero-divisors, provided M has at least two
elements. For example, let L be a nonempty subset of M such that M \ L is
also nonempty, and define functions f, g by

lifaelL OifaelL
fl@=4 and g(a) =4
Oifa¢lL, lifaé¢lL.

The functions f, g are nonzero, but f(a)g(a) = 0 for every a € M and hence
fg=0.

In Calculus courses we usually deal with the situation when the set M is
either R or an interval [a,b] € R. The ring RR has numerous well-known
unitary subrings, including the subring of all continuous functions, the sub-
ring of all differentiable functions, the subring of all bounded functions,
and so on.

. Next we consider the set M,(R) of all square matrices of order n, whose
coefficients belong to the field R of all real numbers. It is quite easy
to see that under the usual operations of matrix addition and multiplica-
tion M,,(R) is a ring. Furthermore, a matrix A is invertible if and only if
det(A) #0. This means that UM,,(R)) = GL,,(R). The ring M,,(R) is not
commutative if n > 2, and it contains zero-divisors; for example, Ej,,E,, =0,
when m # r. Here Ej, is a basic matrix so Ej, = [ux] € M,(R), where
ujm = 1 and uy; = 0 whenever (k,s) # (j,m). Thus for example in M, (R),

0 1
E”:(o 0

We let T, (R) denote the subset of M,,(IR), consisting of all (upper) tri-
angular matrices, not just the nonsingular ones. Clearly T, (R) satisfies the
condition (SR 1). Also, if A = [a;],B = [b;;] € T,(R) and C = AB = [c;],
then

and E|,E|, is the zero matrix.

Cjit = aj,lbl,t +q/,2b2,, +--- +aj,j_1bj_1,t +Clj,'bjt +aj,j+1bj+1,, +--- +aj,,bm.
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If j > ¢ then, since
ajy=ajp=--=a;1=0and by =bj1,=---=by =0,

we have also cj; = 0. It follows that C = AB € T,(R). Thus T,(R) also
satisfies the condition (SR 2), and Theorem 4.1.4 shows that T,(R) is a
subring of M,,(R). Clearly, this subring is unitary. We observe that

Cjj = @jaby j+ajaby j+ -+ abji+a; jr1Djry j+ -+ Ajubi

= a;bj;.

A triangular matrix A = [a;,] € M,,(R) is called zero-triangular, if a;; =
ay = ---=a,, =0 and we denote the set of zero-triangular matrices by
NT,(R). As above, it is easy to see that NT, (R) satisfies the conditions
(SR 1) and (SR 2), and by Theorem 4.1.4, it is a subring. This subring
does not contain the identity element of M,,(R) and it contains no invertible
elements of M,,(IR).

Let D, (R) denote the subset of T, (R), consisting of all diagonal matri-
ces and let R/ = {Al | A € R}, the subset of all scalar matrices (where / is
the n x n identity matrix). Theorem 4.1.4 again shows that D, (R) and R/
are unitary subrings of M,,(R). Finally, let

REii = {)"Eii | AE R}

We have
AE; — pE; = (A — w)Ej; and AE;; - wEj; = AE;;.
Theorem 4.1.4 implies that RE}; is a subring of M,,(R). Furthermore,
AEii - Eij = Eji - AEj;; = AE};.

This equation shows that E;; is the multiplicative identity element of the
subring RE;;, so RE;; is not a unitary subring of M,,(R), but nevertheless it
has its own multiplicative identity element. Thus a nonunitary subring of
aring can have a different multiplicative identity element from that of the
ring. Furthermore, if A #0 then AE;; has an inverse in REj;, namely A~ Ej;,
even though AE;; is not invertible as an element of the ring M,,(R).

Using virtually the same reasoning, one can show that the set M,,(C)
of all matrices of order n with complex coefficients is also a ring. Further-
more, M,,(R) is a unitary subring of M,,(C). Moreover, let H be a subring
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of C and consider the subset M,,(H) of M,,(C) consisting of all matrices
whose coefficients belong to H. Let A = [a;],B = [b;;] € M,,(H), and let
C=A—-B=|c;], D=AB=[d;]. Then we have

ci=ay;—by € H, for1 <j,t <n,

djt = aj,lb],, +Clj’2b2’t +--- +Cljnbm €H.

Hence M,,(H) satisfies the conditions (SR 1), (SR 2) and, by Theorem
4.1.4, it is a subring. If H is a unitary subring of C, then clearly M,,(H) is
a unitary subring of M,,(C). Thus M,,(Q) and M,,(Z) are unitary subrings
of M,,(C).

. In the ring M4 (R) we consider now the following very specific example.
In Section 3.2 we introduced the following matrices in the group GL4(R),
albeit using a different notation.

1000 0 10 0
0100 100 0
=1o 01 0" 410 00 -1|
000 1 0 01 0
0 0 1 0 0 0 0 1
0 0 0 1 0 0 —1 0
B=1_1 0 ool ¢=lo 1 o o
0 -1 0 0 10 0 0

The multiplication table for these matrices was given in Section 3.2, but
we reproduce part of it here, using the current notation:

I A B C
I[1 A B C
AlA —-I C -B
B|B —C —I A
c|cC B —-A -I

Now let H = {x/+x,A +x3B+x4C | x1,X5,x3,Xx4 € R}. Let
o= X11+XZA +X3B +X4C,,B = y11+y2A +y3B+y4C (S H,
the coefficients of course coming from R. We have

a—pB = —y)I+—y2)A+(x3—y3)B+ (x4 —y4)C € H,
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and, using the multiplication table,

Olﬂ = ()C]I+XQA +X3B+X4C)(y11+y2A +y3B+y4C)
= (X1y1 — X2y2 — X3y3 — X4y4) + (X1y2 +X2y1 + X34 — X4Y3)A
+ (x1y3 —X2y4 + X391 +X4y2) B+ (X1y4 +X2y3 — X3y2 +X4y1)C
e H.
Thus we see that H satisfies the conditions (SR 1), (SR 2) and, by
Theorem 4.1.4, it is a subring of M4(R). The equation / = 1/+0A+0B+0C
shows that H is a unitary subring and clearly H is not commutative. Next
we determine the group U(H). Let a = x1/ +x,A + x3B +x4C # 0 so that
(0,0,0,0) # (x1,x2,x3,x4). We consider the product
(Xll +x2A +X3B+X4C) (Xll — XZA —X3B — X4C)
= (x1x1 +X2X2 +X3X3 +X4X4)I+ (—X1X2 +X2X1 — X3X4 +)C4)C3)A
+ (—X1X3 +XoX4 +X3X1 — X4X2)B+ (—X1X4 — X2X3 +X3X) +X4X] )C

= (0 +x] +x§ +x)1.

By our assumption, d = x> +x2 +x2 +x2 is a positive real number. Let
| TA T3 T

X1 X2 X3 X4

71 = E,Zz = —3,23 = _E’Z“ == and B8 = (711 +22A + 3B+ 74C).
Then, as above, we see that o8 =1. Since it is also easy to show that S =1,
it follows that « is invertible and 8 = @ ~!. Thus every nonzero element of
H has a multiplicative inverse, which means that H is a division ring, but
not a field. We call H the Ring of Quaternions.

5. Finally we consider the following standard subring of an arbitrary ring.
If R is a ring, then set

C(R)={z€ R | zx=xzforall x € R}.
Thus ¢(R) is the set of all elements of R that commute with all other
elements of R. Clearly ¢ (R) # () since Og € {(R).
Leta,b € £(R),x € R. Then ax = xa,bx = xb. Hence

(a—b)x=ax—bx=xa—xb=x(a—>b), and
(ab)x = a(bx) = a(xb) = (ax)b = (xa)b = x(ab).
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These equations show that a —b,ab € ¢(R). By Theorem 4.1.4, ¢(R) is
a subring of R, called the center of R.

Let 1 be the identity element of R and let Z1 = {nl | n € Z}. We have,
form,n e Z,

ml—nl=m—n)l, and (ml)(nl) = (mn)1.

By Theorem 4.1.4, Z1 is a subring of R. Since

(nl)a=n(la) =na=anl),

it follows that n1 € ¢ (R). Hence Z1 < ¢ (R).

Exercise Set 4.1

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

4.1.1.

4.1.2.

4.1.3.

4.14.

4.1.5.

On the set R =7Z x Z we define the operations of addition and mul-
tiplication by the following rules: (a,b) + (a1,b1) = (a+ai,b+by),
(a,b)(a;,by) =(0,0).Is R aring under these operations? If the answer
is yes, does R have an identity element or zero-divisors?

On the set R = Z x Z we define the operations of addition and multi-
plication by (a,b) + (ay,by) = (a+ai,b+by), (a,b)(ar,b1) = (a+a +
b+b1,0). Is R a ring under these operations?

On the set R = Z x Z we define the operations of addition and mul-
tiplication by (a,b) + (a;,b) = (aa,,bby), (a,b)(a,b) = (a+a;,b+
b1). Is R a ring under these operations?

On the set R = Z x 7Z we define the operations of addition and mul-
tiplication by the following rules: (a,b) + (a1,b1) = (a+ai,b+by),
(a,b)(ay,by) = (aay,bb;). Prove that R is a ring with identity and find
its all zero-divisors. (This can be done more generally with essen-
tially the same proof: Let R,S be rings. We can define a new ring
R® S ={(r,s)|r € R,s € S} with operations defined by (a,b) +(r,s) =
(a+r,b+s) and (a,b)(r,s) = (ar,bs) for all a,r € R,b,s € S.)

Let R be aring, a,b € R. Prove that the equation a+x = b has a unique
solution in R.
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4.1.6.

4.1.7.

4.1.8.

4.1.9.

4.1.10.
4.1.11.

4.1.12.

4.1.13.

4.1.14.

4.1.15.

4.1.16.

4.1.17.

4.1.18.

4.1.19.
4.1.20.

RINGS

Let A be an abelian group with additive operation. If we define
multiplication by ab =a — b, for all a,b € A then is A a ring?

Find a subring of C generated by the subset Z U {</—5}. Find all
invertible elements of this subring.

Find a subring of C, generated by the subset Z U {+/—3}. Find all
invertible elements of this subring.

Let L be the subset of M,(Q) consisting of all matrices of the form

(_ab u ﬁ b) . Prove that L is a subring of M (Q). Is L commutative?

Give examples of zero-divisors in the ring M (Z).
Find the center of the ring M, (R).

Let R be a ring. Let Ma(R) = {(i Z) la,b,c,d € R}. Prove that

M, (R) with the natural operations is a ring that in general is
noncommutative.

Let R be aring and let /,J be subrings of R. Give an example to show
that /+J = {i+j|i € I,j € J} need not be a subring of R.

Let R be a ring with identity 1 and operations +,... Prove that R
together with the operations o, * is a ring if we define

aob=a+b+1,axb=a+b+ab,

for all a, b € R. Find the zero element of this ring, the negative of each
element of R and the identity element.

Let R be a ring such that x> = x for all x € R. (Such a ring is called a
Boolean ring.) Prove that R is a commutative ring.

Let R be a ring whose underlying additive subgroup is cyclic. Prove
that R is a commutative ring.

Give an example of a ring with fixed elements a,b in which the
equation ax = b has more than one solution for x.

Give an example of a ring R with elements a,b,c, with a # 0,
satisfying ab = ac, but where this does not imply that b = c.

Prove that if R is a finite integral domain then R is a field.

Prove that if R is an integral domain and a,b,c € R, with a # 0, and
such that ab = ac then b =c.
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4.2 RINGS OF POLYNOMIALS

Polynomial rings play a central role in the study of rings. Such rings are among
the oldest objects of study in algebra. Polynomials are of course important in
other branches of mathematics and can be used to solve a variety of problems,
not only in algebra, but also in many other areas.

The study of polynomials often begins in secondary school mathematics
and then later in calculus. There, polynomials are considered from a func-
tional point of view. In other words, a polynomial function is assumed to be a
function of the type f : R — R defined by

fixr— ag+aix+arx*+---+ax",

where x € R and (typically) the coefficients a; are also real. With this approach
we obtain the following traditional form of polynomials

fx) =ap+aix+ax*+---+a,x".

Addition and multiplication of real functions lead to the familiar rules of
addition and multiplication of polynomials.

However, this approach is not well suited to algebra at a more advanced
level. First of all, this approach is connected with the question of the equality
of polynomials. In calculus it is proved that two polynomials f(x) = ap+a;x+
x> +---+a,x" and g(x) = bo+b1x+brx> +- - -+ byx* coincide (as functions) if
and only if n =k and a; = b; for all j such that 0 < j < n. In general, however,
polynomials are considered whose coefficients come from different algebraic
structures, and in particular, from finite fields and domains, and the functional
approach is not quite so effective there. Therefore, we will think of a polyno-
mial as a kind of formal notation. This approach can be rigorous, but our aim
is not to be too formal with regard to such matters in this book. To this end
we let R be a commutative (and associative) ring, with identity and let X be
a symbol, commonly called a variable. An expression aX’ where a € R, and ¢
is a non-negative integer is called a monomial in X with the coefficient a € R.
We define aX” = a, so that the elements of the ring R are also monomials. We
consider the formal expression aX’, as a type of “picture” shown on the paper.
For monomials, like terms can be added very naturally via aX'+bX' = (a+b)X’
and multiplication is done by (aX") (bX™) = abX™™, where a,b € R.

An abstract polynomial (a “picture”) consists of several monomials, con-
nected by the sign +, so

FX) =ap+a; X +a X+ +a,X".
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is called a polynomial in X, with coefficients in R. It is assumed that the order
in which the monomials are written is irrelevant, that like terms can be added,
and that we may insert and discard monomials with zero coefficients. As a
rule, we will write a polynomial in its canonical form, one where the like
terms have already been combined and the monomials are arranged in order
of increasing powers of X.

We now give the definitions of the equality of polynomials and the basic
operations on them.

Two polynomials are equal if in their canonical forms the coefficients at
all like powers of X are equal, in other words, they have the same canonical
representation. Thus if f(X) = ag+a; X +a,X*+- - -+a,X" and g(X) = by +b X +
byX? +- -+ b X" then f(X) = g(X) if and only if n = k and, for each i, we have
a; = bi.

The sum of two polynomials is a polynomial obtained by adding the like
terms. So if f(X) = ap+ a1 X + a,X> + --- +a,X" and g(X) = by + b, X + b,
X%+ +b,X" (note that some of the coefficients here may be zero) then their
sum is

FX) +g(X) = (ag+bo) + (@) +b)X + (ay +b2)X> +- - -+ (a, +b,)X".
In other words, to add two polynomials, we need to add up the coefficients
of the same powers of X. Thus, addition of polynomials is reduced to the

addition of relevant elements of R, and therefore it inherits the basic properties
of addition in R. In particular, addition of polynomials is commutative:

J&X)+g(X) =g(X) +f(X)
and associative:
FX) +gX)) +h(X) =f(X) + (g(X) + h(X)).
There is a zero element, the zero polynomial, which is simply the zero ele-
ment of the ring R, considered as a polynomial, containing no monomials

with nonzero coefficients. This zero polynomial is again denoted by Og or 0,
when no ambiguity arises. Finally, an additive inverse to the polynomial

fX) = ao+a1X+a2X2 +-o4a,X".
is the polynomial

—f(X) =—ao —a X —apX*— - —a,X".
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It is clear from the definition of addition that —f(X) +f(X) is the zero
polynomial.

The product of two polynomials is a polynomial obtained using a natural
distributive law, multiplying every term of the first polynomial in the product
by every term in the second, in the correct order. Of course the like terms are
then combined. More precisely,

FX)gX) = (ag+a X+ +a,X")(bo+ b1 X +- - - + b X5)

=co+c1 X+ X2+ + X,
where

cj=aobj+abj_+---+aby = Z asbj_g = Zasb,.

0<s<j s+t=j

It is easy to check that this multiplication is commutative and associative,
since we assumed initially that multipication in the original ring R was com-
mutative. Multiplication is also connected to addition by the distributive law.
The set of polynomials has an identity element, simply the identity element
of the ring R. We let

R[X] = {polynomials in X with coefficients in R}

and the above discussion serves to show that R[X] is a ring called the
polynomial ring with coefficients in R.

Letf(X) =ap+a; X +a,X*>+- - -+a,X", where a, #0. Thus the highest power
of X with nonzero coefficient is n and in this case we call n the degree of
the polynomial f(X) and the coefficient of X" is called the leading coeffi-
cient of the polynomial f(X). We will denote the degree of a polynomial f (X)
by deg(f), or deg f(X). It is easy to prove the following, using our earlier
observations.

Proposition 4.2.1. Let R be a commutative ring, and let f(X), g(X) € R[X].
Then

(i) deg(f+g) < deg(f), and deg(f +g) < deg(g),
(i) deg(fg) < deg(f)+deg(g).

Corollary 4.2.2. Let R be a commutative ring. If the ring R has no zero-
divisors, then deg(fg) = deg(f) +deg(g). In particular, in this case, R|X] also
has no zero-divisors. Moreover, U(R[X]) = U(R).



136 RINGS

Proof. Let f(X)=ap+a X+aX?+---+a,X" and g(X) = by + b X + b, X* +
.-+ b X*, where a,,b; #0. Then the coefficient of X"** is a, b, which must
be nonzero, by hypothesis. Hence in this case deg(fg) = deg(f) + deg(g) and
it is also clear that R[X] has no zero-divisors. An element of f(X) € R[X] will
be invertible if there is a polynomial g(X) such that f(X)g(X) =1. Since l is a
polynomial of degree 0 it follows that f(X) must also be of degree 0, so f(X)
must therefore be an element of R. The result follows.

Suppose that R is a unitary subring of a commutative ring K. Let f(X) =
ag+a;X+a>X*+---+a,X" € R[X] and let ¢ € K. Then the element f(c) = ap+
ajc+arc®+---+a,c" of the ring K is called the value of f(X) at X =c. Itis easy
to prove that if f(X),g(X) € R[X] and if A1(X) =f(X) +g(X),u(X) =f(X)g(X),
then

h(c) =f(c) +g(c) and u(c) = f(c)g(c).

Using Theorem 4.1.4, we deduce that R[c] = {f(c) | f(X) € R[X]} is a sub-
ring of K. We shall call an element ¢ € K a root, or a zero, of the polynomial
f(X), if f(c) = Og. This definition implies that a root of a polynomial does not
necessarily belong to the same ring as the coefficients. For example, the poly-
nomial X?> — 2 € Q[X] has no rational roots; its roots are real numbers. The
polynomial X? + 1 € Q[X] has no real roots; its roots are complex numbers.

For the case when R is a field (and this case is especially important to us),
the polynomial ring R[X] has the following important property. It is analogous
to the division algorithm in the integers.

Theorem 4.2.3. Let F be a field, let f(X),g(X) € F[X] and suppose that
g(X) is a nonzero polynomial. Then there exist polynomials q(X),r(X) € F[X]
such that f(X) = q(X)g(X) + r(X), where either r(X) = O or deg(r(X)) <
deg(g(X)). This representation is unique.

Proof. Let
fX)=ap+a 1 X+---+a,X" and g(X) = bo+b X +-- - + b X",

where by # 0r. We will use induction on n to prove the theorem. If deg f(X) <
degg(X) then put r(X) = f(X) and g(X) = Or. Thus we may assume that
deg f(X) > degg(X). If deg f(X) = 0 then degg(X) = 0 and we set r(X) =
O, g(X) = aopb, ! Suppose now that n > 0 and suppose that our theorem
has been proved for all polynomials of degree less than n. The polyno-
mial a,,bk_lX"_"g(X) has degree n and its leading coefficient is a,. Then the
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degree of the polynomial f(X) — a,,b,:lX"*kg(X) =f1(X) is less than n and, by
induction,

Fi0) =q1(X)g(X) +r(X),
where either 7(X) = 0 or degr(X) < degg(X). We now have
FX) = a,bi ' X" (X)) +/1(X) = g(X)g(X) +r(X)
where
q(X) = q1(X) +a,b; ' X"

and the existence of the decomposition follows.
Suppose also that

FX) = q2(X)g(X) +r2(X),
where either 7,(X) = Op, or degr,(X) < degg(X). Then
g(X)g(X) +r(X) = q2(X)g(X) +r2(X).
and it follows that
8X)(g(X) — g2(X)) = ro(X) — r(X).

The polynomial r,(X) — r(X) is either zero or its degree is less than deg g(X).
On the other hand, if ¢(X) — ¢2(X) # Op, then

deg (g(X)(¢(X) —q2(X)) = degg(X) +deg (¢(X) — q2(X)) = degg(X),

which gives a contradiction. Thus ¢>(X) — ¢(X) = O, which implies that
q(X) = g2(X) and hence r,(X) = r(X). This establishes the uniqueness portion
of the result and completes the proof.

We emphasize the specific case when the remainder is zero in
Theorem 4.2.3.

Definition 4.2.4. Let F be a field and let f(X),g(X) € F[X]. We say that
g(X) divides f(X) or g(X) is a divisor of f(X) if f(X) = g(X)h(X) for some
polynomial h(X) € F[X].
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Let F be a field, let f(X) € F[X] and c € F. Applying Theorem 4.2.3 to the
polynomials f(X) and (X —c¢) we deduce that f (X) = ¢(X) (X — ¢) +r(X) where
either r(X) = O or degr(X) < deg (X — ¢). Since deg (X — c) = 1, it follows
that either r(X) = 0 or deg(X) = 0. This means that (X) = b is an element of
F.Thus f(c) = q(c)(c — ¢)+b =b. In particular, we obtain the factor theorem.

Corollary 4.2.5. Let F be a field, and let f(X) € F[X]. If an element c is
a root of a polynomial f(X), then f(X) = q(X)(X — ¢) for some polynomial
q(X) € F[X]. Hence c is a zero of f(X) if and only if X — c is a factor of f (X).

Since every root of g(X) is also a root of f(X), we obtain

Corollary 4.2.6. Let F be a field, and let f(X) € F[X]. Then f(X) = g(X)
X —c1)...(X —¢) for some polynomial q(X) € F[X] such that g(X) has no
roots in the field F.

Taking into account Corollary 4.2.2 we obtain

Corollary 4.2.7. Let F be a field, and let f(X) € F[X]. Then the number of
roots of the polynomial f (X) belonging to the field F does not exceed deg f (X).

Note that some of the roots ci,...,c, may be the same. We say that the
root ¢ of the polynomial f(X) is a multiple root of multiplicity m, if f(X) =
(X —¢)"g(X) where c is not a root of the polynomial g(X). We can now refine
Corollary 4.2.6 as follows.

Corollary 4.2.8. Let F be a field, and let f(X) € F[X]. Then f(X) = qg(X)
X —c)"...(X—c)", where c; # c; whenever j # k and the polynomial q(X)
has no roots in the field F.

A field F is called algebraically closed if every polynomial f(X) € F[X]
has aroot in F.

Corollary 4.2.9. Let F be a field, and let f(X) € F[X]. If F is algebraically
closed, then f(X) = (X —c)" ... (X — ¢,)" where c¢; # ¢, whenever j # k.

We state without proof the following important result proved by C. F.
Gauss. This result has long been known as the Fundamental Theorem of
Algebra.

Theorem 4.2.10. The field C of complex numbers is algebraically closed.

Certain polynomials play a very important role in polynomial rings. These
are the irreducible polynomials. They are very much analogous to the prime
numbers that are so well-known in the integers and play a similar role.
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Definition 4.2.11. Let R be an integral domain (in particular, a field). A
polynomial f (X) € R[X] such that deg (f (X)) > 1 is called irreducible or inde-
composable over R, ifit cannot be written as a product f (X) = u(X)v(X), where
u(X),v(X) € R[X] and 0 < degu(X),degv(X) < deg f(X). A polynomial that
is not irreducible is called reducible.

This definition implies that every polynomial of degree 1 is irreducible.
When discussing irreducible polynomials in some ring R[X] the role of the
ring R is important. For example, the polynomial X — 2 is irreducible over
the field Q—it clearly does not factor into polynomials of smaller degree
with coefficients in Q—but over R we have the decomposition X> — 2 =
(X — v2)(X ++/2). Thus, in Q[X], X% — 2 is irreducible, but in R[X] it is
reducible. Likewise the polynomial X*+4 can be factored over Q as

X' +4=(XP+2X+2)(X? —2X+2).

Both factors of this decomposition are irreducible not only over QQ but also
over R. Finally, the polynomial X? + 1 is irreducible over R, but

X>+1=X+)(X—i)

over the field of complex numbers.

The following theorems show the role of irreducible polynomials over
fields. These theorems are analogous to the Fundamental Theorem of Arith-
metic, that every natural number larger than 1 is a product of prime numbers
uniquely.

Theorem 4.2.12. Let F be a field. Every polynomial f(X) € F[X] such that
degf(X) > 1 can be decomposed into a product of irreducible polynomials.

Proof. We proceed by induction on deg f(X). If deg f(X) = 1, then f(X)
is irreducible, and the result follows. Suppose now that deg f(X) > 1, and
suppose that we have proved our theorem for all polynomials g(X) € F[X]
such that deg g(X) < deg f(X). If f(X) is irreducible, then again the theorem
holds. If f(X) is reducible, then f(X) = g;(X)g2(X) where g;(X),g.(X) €
F[X]and 1 < degg;(X),degg>(X) < degf(X). By our induction hypothesis
g1 X)) =hX)...h(X) and g2(X) = g1 (X) ... (X)), where hy (X), ..., h,(X) €
F[X] and h;(X),...,h(X) are irreducible polynomials over F. The result
follows.

We supplement this theorem with the following uniqueness theorem, which
is not needed in the sequel and whose proof is omitted.
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Theorem 4.2.13. Let F be a field and let f(X) be an arbitrary polynomial
over F such that deg f(X) > 1. Suppose that

JX)=g1(X)...g(X) =hi(X)...h(X),

where g1(X),...,gx(X),h1(X),...,h;(X) € F[X] are irreducible over F. Then
k =t and there exists a permutation o € Sy such that hj(X) = u, ;g (X) for
some nonzero elements uy,...,u; € F.

Theorem 4.2.13 can be revised as follows. A polynomial f(X) = ap+a;
X+---+a,X" over aring R is called unitary or monic if a, = 1.

Corollary 4.2.14. Let F be a field and let f(X) be an arbitrary polynomial
over F such that deg (f (X)) > 1. Then f(X) can be written in the form

FX) =a(gi (X)) ... (&))",

where g1(X),...,g(X) € F[X] and g(X),...g(X) are irreducible monic
polynomials over F, g;(X) # gu(X) whenever j # m, and a is the leading coef-
ficient of f(X). Furthermore this representation is unique up to the order of
the factors.

For polynomials over fields, Theorem 4.2.3 is analogous to Theorem 2.2.1
and, as we have seen, the ring of integers and the ring of polynomials over a
field share many other similar properties concerned with divisibiltiy. We now
consider another of these important properties.

Definition 4.2.15. Let F be a field, and let f (X),h(X) € F[X]. A polynomial
g(X) is called the greatest common divisor of f(X) and h(X) if it satisfies the
following conditions:

(GCD 1) g(X) divides both f(X) and h(X);
(GCD 2) ifq(X) is a common divisor of the polynomials f (X), h(X), then g(X)
divides g(X).

An immediate question arises as to whether the great common divisor of
every pair of polynomials exists, and then the question of uniqueness also
arises.

The second question can be answered immediately: if g(X) is a greatest
common divisor of f(X) and 4(X) and u is a nonzero element of F, then the
polynomial ug(X) satisfies the conditions (GCD 1), (GCD 2). Conversely, let
£1(X) be a polynomial, satisfying the conditions (GCD 1), (GCD 2). Since
£1(X) is acommon divisor of f(X) and h(X), it follows that g; (X) divides g(X)
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by (GCD 2). On the other hand, for the same reasons g(X) divides g;(X). As
we have seen above, this means that g (X) = ug(X) for some nonzero element
uel.

The question of the existence of the great common divisor for every pair
f(X), h(X) of polynomials, and the question of how to find this great common
divisor, is solved by the Euclidean algorithm, just as was done in Section 2.2
for the integers. We now address this and note that the chain of reasoning is
essentially the same as used for the Euclidean Algorithm used in the set of
integers.

If h(X) = Op, then GCD(f(X),h(X)) = f(X). Therefore we can assume
that 2(X) # Or. Without loss of generality we can suppose that deg f(X) >
degh(X). By Theorem 4.2.3, f(X) = h(X)q1(X) + 1 (X), where either r(X) =
Of or degr;(X) < degh(X). If r{(X) # Op, then again using Theorem 4.2.3,
we obtain A(X) = (X)g2(X) + r2(X), where either r,(X) = 0r or degr, (X) <
degr(X). If r,(X) # 0, then divide | (X) by r,(X) in the same way and con-
tinue this process until a remainder term is obtained that is Op. The process
must terminate since at each step degr;_; (X) < degr;(X). This means that the
remainder at some appropriate stage, rx(X), should be zero. Thus, we obtain
the following chain of equalities.

JX) =hX)q1(X) +r(X),

h(X) = nX)g2(X) + r2(X),

r(X) =rn(X)g;(X) +r;(X),
rk—3(X) = re2 (X)gr—1 (X) + ri—1 (X),
re—2(X) = 1 (X)) g (X) +ri(X),
Ti—1(X) = re(X) grer1 (X).

We have
12 (X) = 1 (X gr (X) + 1 (X) = ne(X) g1 X) g (X) + 1 (X)
=1 (X) (i1 X g (X) + 15),

so that r;(X) divides ry_»(X). Furthermore,

ri—3(X) = ne2 (X)) g1 (X) +ri— 1 (X)
=1 (X) (a1 X) g (X) + 1) qr—1 (X) + 1(X) Ges1 (X)
= 1t (X) (i1 X g (X) gr—1 (X) + g1 (X) + g1 (X)),
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so that r(X) divides r,_3(X). Continuing further, moving up the chain of
equalities, we eventually obtain that r(X) divides 4(X) and f(X). Let v(X)
be an arbitrary common divisor of f(X) and h(X). The equation r;(X) =
f(X) — h(X)gq,(X) shows that v(X) divides r;(X). The next equation r,(X) =
h(X) — r1(X)g2(X) shows that v(X) divides r,(X). Continuing further, mov-
ing down the chain, we obtain at the end, v(X) divides r(X). This means that
re(X) is the greatest common divisor of f(X) and h(X).

Exercise Set 4.2

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

4.2.1.

4.2.2.

4.2.3.

4.24.

4.2.5.

4.2.6.

4.2.7.

4.2.8.

4.2.9.

4.2.10.

What are the values of a, b, c such that the polynomials f(X),g(X) €
Z[X] are equal if f(X) = aX*’(X+ 1) +bX>+ 1)(X —6) +cX(X>+ 1),
g(X) =X>+5X+6?

What are the values of a, b, c such that the polynomials f(X),g(X) €
Z[X] are equal if f(X) = aX*(X+3)+b(X — DX —6) +c(X + 1),
g(X) =2X3+5X>+8X —5?

For which value(s) of a is the polynomial f(X) € Z[X], f(X) = X*+
12X° +38X% +aX + 1 the square of some polynomial g(X) € Z[X].
Find all such g(X).

For which values of a,b is the polynomial f(X) € Z[X], f(X) = X3+
6X?+aX +8 the cube of some polynomial g(X) € Z[X].

Prove that the ring Z[X] contains no polynomial f(X) such that f(7) =
1T and f(11) =13.

For which values of a does the polynomial g(X) = X*> —a € Z[X]
divide the polynomial f(X) = 3X* —2X*—-5eZ[X]?

For which values of a does the polynomial g(X) = X> —a € Q[X]
divide the polynomial f(X) = 3X* —2X?> —5 € Q[X]?

For which values of a,b,c does the polynomial g(X) =X*+a—1 €
R[X] divide the polynomial f(X) = X> —bX —c € R[X]?

Divide the polynomial f(X) = 4X* — 6X? +2X — 4 by g(X) = 2X?> —
5X +1 in the ring Q[X].

Divide the polynomial f(X) = 3X> —4X +24 by g(X) = X>+1 in the
ring R[X].



4.2.11.

4.2.12.

4.2.13.

4.2.14.

4.2.15.

4.2.16.

4.2.17.

4.2.18.

4.2.19.

4.2.20.
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Prove the rational root test which runs as follows: Let f(X) = ag +
aiX+a>X>+---+a,X" be a polynomial with integer coefficients. Sup-
pose that r is a rational number which is a root of this polynomial.
Then r must be of the form a/b where a is a factor of ap and b is a
factor of a,,.

Use the Euclidean algorithm to find GCD(f (X),g(X)), if f(X),g(X) €
QI[X] where f(X) =X* —X> —2X°+4X —-2,8X) =X> - X*>+X — 1.
Then find polynomials u(X),v(X) such that

uX)f (X) +v(X)g(X) = GCD(f(X), g(X)).

Use the Euclidean algorithm to find GCD(f (X),g(X)), if f(X),g(X) €
QIX] where f(X) =3X* —3X3+4X> — X +1,2(X) =2X> = X>+ X + 1.
Then find polynomials u#(X),v(X) such that

uX)f (X) +v(X)g(X) = GED(f (X), g(X)).

Let f(X),g(X) € Q[X] where f(X) = X° +2X* —3X3+6X —4,g(X) =
X* +2X? — X? +2X — 2. Find the polynomials u(X),v(X) € Q[X]
such that

GCD(f(X),g(X)) = u(X)f (X) +v(X)g(X).

Find the rational roots of the polynomial X*+2X> — 13X% —38X —24.
Find the rational roots of the polynomial 2X> +3X? +6X — 4.

Let f(X) = X° +4X*+7X? + 8X? + 5X +2 € R[X]. Find all the irre-
ducible factors of the polynomial f(X) (over the ring R), together
with their multiplicity.

Prove that the polynomial equation X?> — 2X + 1 = 0 has infinitely
many solutions in M;(R).

Prove that the polynomial f(X) = X? — X2+ X +1 is irreducible in the
ring Z[X].

Prove that the polynomial X*+ 1 is irreducible over Q.

4.3 IDEALS AND QUOTIENT RINGS

The concept of a normal subgroup is one of the central ideas in group theory.
Normal subgroups allow us to connect a group to some new related groups,
the factor (or quotient) groups, and in turn these factor groups are related to
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group homomorphisms. A similar situation arises in ring theory where the role
of normal subgroups is played by special subsets called ideals.

Historically the concept of an ideal came from other needs and prob-
lems, and it was only later that the analogy between the concept of an ideal
and a normal subgroup was recognized. In fact ideals were first studied in
connection with rings in which uniqueness of factorization into products of
prime elements did not hold. The search to discover some form of “weak
uniqueness” property led mathematicians to the concept of an ideal. Ideals
were first introduced by Dedekind in 1876 in the third edition of his book
Vorlesungen iiber Zahlentheorie (in English: Lectures on Number Theory).
The theory of ideals, a generalization of the concept of ideal numbers devel-
oped by Ernest Kummer, was later expanded by David Hilbert and especially
Emmy Noether. For us there is no necessity to repeat all the steps in the devel-
opment of the concept of an ideal. We give the definition of an ideal in its
current-day form.

Definition 4.3.1. A subring H of a ring R is called an ideal of R if, for each
element x € R and every element h € H, both products xh and hx lie in H.
Write H <R to indicate that H is an ideal of R.

We recall that, in this book, subrings do not have to contain the multiplica-
tive identity of the ring. Indeed, as we show in Proposition 4.3.4 below, an
ideal containing the identity element must be the whole ring. Thus proper
ideals never contain the multiplicative identity of the ring.

The concept of an ideal is often developed using more general notions as
follows. A subring H of aring R is called a left ideal (respectively right ideal),
if for each element x € R and every element & € H the product x4 (respectively
hx) lies in H. We write H <; R to denote that H is a left ideal of R and H <, R
to denote that H is a right ideal of R. Every subset of the ring, which is both a
left and a right ideal simultaneously, is an ideal. Thus one can talk about the
“two-sided” ideals of a ring. If R is a commutative ring, then all these concepts
coincide. In every ring R the subsets {Oz} and R are always ideals, as is easily
verified.

Using Theorem 4.1.4 we obtain the following criterion for a subset to be
an ideal. This is often used as the working definition of ideal.

Proposition 4.3.2. Let R be a ring. A nonempty subset H of a ring R is an
ideal if and only if the following conditions hold:

(1) ifx,yeH, thenx—y € H,
(I2) ifx € Rand h € H then the products xh and hx both belong to H.
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The following statement follows directly from Proposition 4.3.2. Its proof
is similar to the proof of Corollary 4.1.5 and we omit it.

Corollary 4.3.3. Let R be a ring and let S be a family of ideals of R. The
intersection NG of all ideals from this family is also an ideal of R.

In a commutative ring, R, the simplest ideals arise in the following way.
Leta € R and let aR = {ax | x € R}. Clearly aR # (J. We show that aR satisfies
the conditions (I 1), (I 2). Indeed, if u,v € aR, then u = ay,v = az for some
elements y,z € R. We have

u—v=ay—az=a(y—z) €aR, and
ru=ur = (ay)r =a(yr) € aR
for an arbitrary element r of the ring R. Thus aR is an ideal of R. Since a = alg,
then a € aR. The ideal aR is called a principal ideal (or the principal ideal
generated by a) of the commutative ring R.

In Section 4.1 we showed that if H is a subring of Z, then H = nZ for some
nonnegative integer n. Hence every subring of Z is a principal ideal.

Proposition 4.3.4. Let R be a ring and let H an ideal of R. If H contains an
invertible element of R, then H = R.

Proof. Suppose that x € HNU(R). Since H is an ideal, 1z =x~'x € H and if

a is an arbitrary element of R, then a = alg € H. This means that H = R.

Definition 4.3.5. A ring R is called simple if its only ideals are {Og} and R.
Proposition 4.3.4 immediately implies the following results.

Corollary 4.3.6. Let R be a division ring (in particular, let R be a field). If

H is an ideal of R, then either H={0g} or H = R.

Corollary 4.3.7. Every division ring, and hence every field, is a simple ring.
Although Corollary 4.3.7 gives us many examples of simple rings, we show

next that, for commutative rings, there are no other examples of simple rings.

Theorem 4.3.8. Every simple commutative ring R is a field.

Proof. Let a be an arbitrary nonzero element of R. The nonzero ideal aR
contains a and hence aR = R, since R is simple. Therefore there is an element
X € R such that xa = ax = 1g, so a is invertible. Consequently every nonzero
element is invertible, so that R is a field.
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As we will see a little bit later, the situation is much more complicated
for noncommutative rings. As the ring of Quaternions shows there are simple
rings that are not fields.

We now define the sum of two subrings. Accordingly, let R be a ring, and
let H,K be subrings of R. Put

H+K={x+y|xeH,yeK}.

The subset H +K is called the sum of the subrings H,K.

For elements x € H,y € K we have x=x+0r € H+K,y=0gr+y € H+K.
This shows that H,K € H + K. We remark that a sum of subrings is not always
a subring since products of elements in H + K need not be in H + K. However
if one or both of H,K is an ideal of R, then H + K is a subring. Suppose, for
example, that H is an ideal of R and leta,b € H+ K. Thena=x+y,b=x;+y;
for certain elements x,x; € H,y,y; € K. We have

a—b=x+y)—(x+y)=x—x)+(y—y) € H+K,
and

ab = (x+y)(x1 +y1) =xx1 +Xxy; +yx; +yy;.

Since H is an ideal, xx; +xy; +yx; € H. Also since K is a subring, yy; € K
so that,

(xx; +xy;+yx;)+yy € H+K.

Hence H + K satisfies the conditions (SR 1) and (SR 2), and Theorem 4.1.4
shows that H + K is a subring of R.

Furthermore, if H, K are ideals of R, then the sum H + K is also an ideal. In
this case in fact, if x € H,y € K, 7 € R, then

Z(x+y)=mx+zy e H+K,(x+y)z=xz+yz € H+K,

so that H + K satisfies the conditions (I 1), (I 2), and by Proposition 4.3.2, it
is an ideal of R. Note also that if an ideal L of R contains the ideals H, K, then
H+K <L.

As we mentioned above, every ideal H of the ring Z has the form H =nZ for
some nonnegative n. In particular, each ideal of Z is principal. The following
idea is therefore very natural.
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Definition 4.3.9. An integral domain R is called a Principal Ideal Domain
(sometimes called a PID for short) if every ideal of R is principal; thus if [ <R
then I = aR for some a € I.

Using Theorem 4.2.3 we can easily obtain further examples of PID.

Proposition 4.3.10. Let F be a field. Then the polynomial ring F[X] is
a PID.

Proof. Corollary 4.2.2 shows that F[X] is an integral domain. Let H be an
ideal of F[X]. If H = {0Op}, then H =0 F[X], so H is a principal ideal. Assume
now that H is nonzero. Let S = {deg f(X) | Or #f(X) € H}, anonempty subset
of Ny, so S has a least element d. Choose a polynomial 4#(X) € H such that
degh(X) =d. Since H is an ideal of F[X], h(X)f(X) € H for each polynomial
f(X) € F[X]. Thus h(X)F[X] < H. Now let g(X) be an arbitrary element of
H. By Theorem 4.2.3, there exist polynomials ¢(X),r(X) € F[X] such that
g(X) = qg(X)h(X) +r(X), where either 7(X) = 0p or degr(X) < degh(X).

We have r(X) = g(X) — g(X)h(X). As we noted above, ¢(X)h(X) € H, so
that r(X) € H. If we suppose now that r(X) # 0, then degr(X) < d =degh(X),
and we obtain a contradiction to the choice of d. Therefore »(X) = Or. Hence
g(X) = q(X)h(X), which proves the equality H = h(X)F[X]. Thus F[X] is a
PID as claimed.

Using the idea of a principal ideal we can give the following characteriza-
tion of the divisibility of polynomials over fields.

Proposition 4.3.11. Let F be a field and let f (X),g(X) € F[X]. Then f(X) is
a divisor of g(X) if and only if g(X)F[X] <f(X)F[X].

Proof. Suppose that f(X) is a divisor of g(X). Then g(X) = f(X)h(X) for
some polynomial 2(X) € F[X]. Thus g(X)g(X) =f(X)h(X)qg(X) € f(X)F[X]
for each arbitrary polynomial ¢(X) € F[X]. Thus g(X)F[X] < f(X)F[X].

Conversely, suppose that g(X)F[X] < f(X)F[X]. Since g(X) € g(X)F[X]
we deduce that g(X) € f(X)F[X], so g(X) =f(X)h(X) for some polynomial
h(X) € F[X]. The result follows.

In Section 4.1 we considered the ring
ZINrl={a+by/r|a,be 7}

where r is an integer with the property /r ¢ Q. Setting r = —1, we obtain
the ring Z[i], which is called the ring of Gaussian integers, named after C. F.
Gauss, who first studied the arithmetic properties of this ring.
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If @ = a+bi, where a,b € Q, then define the norm of « by N(«) = a’+b* =
lae|?. This is simply the square of the modulus of «. Then

N(apB) =lapl* = (la||B)* = [|*| B> = N(«)N(B).
Proposition 4.3.12. The ring Z[i] is a PID.

Proof. Leto =a+biand 8 =c+di#0 where a,b,c,d € Z. Then % =Xx+yi,
where x,y € Q and hence there exist integers u,v such that [x —u| < % and
ly—v| < % Let y =u+vi and p = o — By. By definition, y,p € Z[i] and
either p =0 or

N(p)=N(a—By) =N(ﬁ (% - y)) =N(BN (ﬁ (% - y))

=NBN((x—u)+ (=) =N (x—w)*+(y—v)*)

I 1 1
=N(@p) (Z+Z) =7NB) <N(B).

Hence for each pair of elements «, 8 € Z[i], where 8 #0, there are elements
y,p € Z[i] such that « = By + p and N(p) < N(B). Now let H be an ideal
of Z[i]. If H = {0}, then H is a principal ideal, so we may assume that H is
nonzero. Let

S={N(B)10#p € H}.

Then S is a nonempty subset of N, so has a least element d, say. Choose an
element y € H such that N(y) =d. Since H is an ideal of Z[{], it follows that
yZli] < H. Let « be an arbitrary element of H. From our discussion above,
there exist elements §, p € Z[i] suchthata =y5+pand 0 <N(p) < N(y) =d.
We have p =a — y§ € H and since N(p) < d then p =0, by the choice of y.
Hence o = y§, which proves the equality H = y Z[i]. Hence Z[i] is a PID.

Next, let p be a prime, and consider the subset Q, = { [% | m,k € Z} of Q.

We saw in Section 4.1 that QQ, is a subring of Q and we now describe the ideals
of this ring. Let H be an ideal of Q,. If H = {0}, then H is a principal ideal.

Assume now that H is nonzero. If 0 # 1% € H, then 0 #m = p*k (1%) € H, so
HNZ #{0}. Let

S={k|0<keHNZ).
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Then S is a nonempty subset of N, so S has a least element d. Since H is an

ideal of Q,,, it follows that dQQ, < H. On the other hand, let - be an arbitrary
element of H. We have n = gd+r where 0 < r < d. Then

q r
<ﬁ)d+ﬁ‘

As we noted above, (ﬁ) d € H, so that ﬁ

n _(qgd+r) qd

Pk p

kT o,k

r
p*

2 _ 94 ¢ H Since H is an
P P
ideal, r = p¥ <1ﬁ) € H. The choice of d and the inequality r < d show that

r =0 and hence ﬁ = (p%) d. This proves that H = dQ, so Q, is also a PID.

We now give some examples of ideals in noncommutative rings. First of all
we consider the ring of matrices M,,(R). Let L be a nonzero ideal of the ring
M,,(R) and suppose that B = [b;;] is a nonzero matrix which is an element of
L. Then there are indices k,m such that by, #0. We write B= 3, _, ., b;Ej;.
Since EyE; = E,j, provided ¢t = i, and is the zero matrix otherwise, it
follows that

EyB=E, Z bjE; | = Z biEqEjj = Z byEy;.

1<ij<n 1<ij<n 1<j<n

Hence EBE,, = Z byEg | E4r = Z byEGE, = byE,,.
1<j<n 1<j<n

Since L is an ideal of M,,(R), it follows that E,BE,, € L for any s,t,q,r.
Now let A = [a;;] be an arbitrary matrix. Since EyBE,,; = by, E;; € L we see that

ayE; = (aybs) (ExBE,;) € L

for every pair of indices i,j and this proves that A= ) a;E; € L. We deduce

1<ij<n
that L =M, (R). -

As we saw in Section 4.1, M,,(R) has zero-divisors, so it cannot be a divi-
sion ring. Hence we have an example of a simple noncommutative ring that
is not a division ring. Notice that this is in contrast to Theorem 4.3.8.

However the matrix ring M,,(R) contains nonsimple subrings. One of these
is the subring T, (R) of upper triangular matrices. Its subring NT, (R), of zero-
triangular matrices, is an ideal of T, (R). Indeed, since NT, (R) is a subring,
it satisfies the condition (I 1). Let A = [g;] € T,(R), B = [b;] € NT,(R) and
let AB = [c;;]. In Section 4.1 we proved that AB € T, (R) and that c;; = a;;bj;,
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for 1 <j < n. Since bj; = 0 for all j, it follows that ¢;; = O for all j, and hence
AB € NT,(R). Likewise BA € NT,,(R). This shows that NT, (R) satisfies the
condition (I 2) and, using Proposition 4.3.2, we deduce that it is an ideal of
T,(R).

We note that neither the subring D, (R) of all diagonal matrices, nor the sub-
ring RI = {Al | A € R} of all scalar matrices are ideals of M,,(R). For instance,
the equality

a b c\(x 00 ax by cz
0 0 0)JlO vy O)J=10 O O
0 0 0/\0O 0 ¢z 0 0 O

shows that neither D,,(R) nor R/ are ideals of M3(R).

In linear algebra courses it may be shown that the scalar matrices and only
the scalar matrices commute with all other matrices. In other words, the center
of the ring M,(R) coincides with RR/. This shows that the center of a ring is
not necessarily an ideal of the ring.

As we mentioned above, the concept of an ideal is a ring’s analogue of a
normal subgroup. It is precisely when a subgroup H in a group G is normal
that the set of all cosets of G by H is a group. We now consider the analogue
of this construction in ring theory. Let R be a ring and let H be an ideal of
R. By the definition of an ideal it follows that the additive group of H is a
subgroup of the (abelian) additive group of R. Therefore we may construct
the group of cosets of R modulo H, since H will be a normal subgroup of R
under the operation of addition. Since we are thinking of R as a group under
addition at the moment the cosets of R/H are denoted by x+ H (or H +x) and
the operation of addition in R/H is defined by (x+H) + (y+H) =x+y+H for
all x,y € R.

As we saw in Section 3.3 R/H becomes an abelian group under this addi-
tion. To transform R/H into a ring, we define the rule for multiplying cosets
by (x+H)(y+H) =xy+H for all x,y € R.

First we must show that this rule is well-defined, namely that it is indepen-
dent of the choice of representatives of the cosets x+H and y+ H. Indeed, let
x1+H=x+H and y; +H =y+H, where x,y,x;,y; € R. Then x; =x+h,y; =
v+ hy for certain elements /y,h, € H. We have

X1y1 = (x+h1)(y+h2) =xy+xh2+h1y+h1h2.

Since H is an ideal, xh;, h1y,h1h, € H, so that x;y; € xy+ H, which means that
xiy1+H=xy+H.
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Furthermore, for all x,y,z € R we have

x+H)(O+H)+(z+H))=&x+H)(y+z+H)=x(y+2)+H
=xy+xz+H=xy+H)+ (xz+H)
=(x+H)y+H)+(x+H)(z+H).

Similarly we can prove the equation
(x+H)+(y+H)(z+H)=(x+H)(z+H)+(y+H)(z+H),
and the equation

x+H)(O+H)(z+H))=x+H)(yz+H)=x(yz) +H
=(xy)z+H = (xy+H)(z+H)
= ((x+H)(y+H))(z+H).

These computations show that the distributive and associative properties hold
in R/H. Also

(Ig+H)(x+H)=1px+H=x+H,(x+H)(1g+H) =x1lp+H =x+H.

These equations show that R/H is a ring with these operations and the coset
1g +H is its identity element.

Definition 4.3.13. Let R be a ring and let H be an ideal of R. The set of all
cosets of the ideal H, using the operations defined above, is called the quotient
(or factor) ring of R over H and is denoted by R/H.

If R is a commutative ring then, for all x,y € R, we have
(x+H)y+H)=xy+H=yx+H=(y+H)(x+H),

so that R/H is also commutative.

As we mentioned earlier, every nonzero ideal of the ring Z has the form
nZ where n # 0. In Section 3.2 we showed that |Z/nZ| = n. We observe the
following important properties of the quotient ring Z/nZ.

Proposition 4.3.14. If n is a prime, then Z/nZ is a field. If n is not prime,
then Z./nZ has zero-divisors.
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Proof. Let n be a prime and suppose that x+nZ # nZ where x € Z. Then
GCD(x,n) = 1 and, by Corollary 2.2.7, there exist integers u, v such that xu +
nv = 1. We now have

1+nZ =xu+nv+nZ = (xu+nZ) + (nv+nZ)
= (x+nZ)(u+nZ)+ 0+nZ) = (x+nZ)(u+nZ).

This shows that every nonzero element of Z/nZ is invertible, so Z/nZ is
a field.

Suppose now that n is not a prime. Then n=km where 1 <k <n,l <m <n.
It follows that k+nZ # 0+nZ, and m+nZ # 0+nZ. At the same time, however,

(k+nZ)y(m+nZ) =km+nZ =n+nZ =0+nZ.

This proves that k+nrZ and m+nZ are zero-divisors, as required.

Primes in the integers motivate a further definition, which we now discuss.
Let p € Z be a prime and let H be an ideal of Z with the properties pZ <
H and pZ # H. Then H \ pZ # {§. Choose an integer k € H \ pZ. Since k ¢
pZ, p is not a divisor of k. It follows that GCD(k,p) = 1. By Corollary 2.2.7,
there exist integers u, v such that ku+pv = 1. Since H is an ideal, ku € H. The
inclusion pZ < H implies that pv € H, so that 1 € H. But in this case, H = Z,
by Proposition 4.3.4. Hence there is no proper ideal strictly between pZ and
Z.. This prompts the following definition.

Definition 4.3.15. Let R be a ring. An ideal M of R is called maximal, if
M # R and whenever H is an ideal containing M either H=M or H = R.

As we saw earlier if p is a prime, then the ideal pZ is a maximal ideal of Z.
Maximal ideals in commutative rings are one means of constructing a field,
in the following way.

Proposition 4.3.16. Let R be a commutative ring. If M is a maximal ideal of
R, then the quotient ring R/M is a field.

Proof. Of course R/M is acommutative ring and 1z +M is the multiplicative
identity of this quotient ring. It suffices to prove that each nonzero element of
R/M has a multiplicative inverse. Let x be an element of R such that x+M # M.
Then x ¢ M. As we saw earlier, the sum xR + M is an ideal of R. Moreover,
x ¢ M so that xR+ M # M. Since M is a maximal ideal, xR + M = R. Then
1g € xR+ M, so 1x = xy+z for certain elements y € R,z € M. Now we have

Ig+M =xy+z4+M=xy+M = (x+M)(y+M).



IDEALS AND QUOTIENT RINGS 153

This equation shows that every nonzero element of R/M is invertible, so that
R/M is a field.

The next assertion shows the connection between the maximal ideals and
irreducible polynomials in the ring of polynomials.

Proposition 4.3.17. Let F be a field and let M an ideal of F|X). Then M is
maximal in F|X] if and only if M = p(X)F[X] where p(X) is an irreducible
polynomial over F.

Proof. Suppose that M is a maximal ideal of F[X]. By Proposition 4.3.10
there exists a polynomial p(X) € F[X] such that M = p(X)F[X]. We remark
that degp(X) > 0, otherwise p(X) € F and M = F[X], contrary to M being
maximal.

Assume that p(X) is not irreducible over F. Then p(X) = g(X)h(X)
where g(X),h(X) € F[X] and 0 < degg(X),degh(X) < degp(X). We have
pX)F[X] < g(X)F[X].Since deg g(X) < degp(X), it follows that g(X) F[X] jé
p(X)F[X]. We deduce that p(X)F[X] # g(X)F[X], and the maximality of M
implies that g(X)F[X] = F[X]. Since 1y € F[X] it follows that 1p = g(X)k(X)
for some k(X) € F[X] and hence deg g(X) = 0. This is a contradiction which
shows that p(X) must be irreducible.

Conversely, suppose that p(X) is irreducible over F and let H be an ideal
of F[X] such that p(X)F[X] < H < F[X]. By Proposition 4.3.10, there exists a
polynomial 4(X) € F[X] such that H = h(X)F[X]. The inclusion p(X)F[X] <
h(X)F[X] implies that p(X) = h(X)g(X) for some g(X) € F[X]. Since p(X)
is irreducible, then either degh(X) = 0 or degg(X) = 0. If degh(X) =0, then
h(X)F[X] =F[X]; if degq(X) =0, then h(X)F[X] =p(X)F[X]. This shows that
H is a maximal ideal of F[X]. The result follows.

The notion of a quotient ring is closely connected to the concept of a ring
homomorphism, which we discuss in the next section and where further exam-
ples of quotient rings are given. Indeed as an informal example, if 7 is a natural
number, the ring Z/nZ = {0+nZ,1 +nZ,2+n%,...,(n—1)+nZ} is often iden-
tified with the set Z,, ={0, 1,2, ...,n— 1} where multiplication and addition are
defined modulo n and we shall use this alternative notation in future.

Exercise Set 4.3

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.
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4.3.1.

4.3.2.

4.3.3.

4.34.
4.3.5.
4.3.6.

4.3.7.

4.3.8.

4.3.9.

4.3.10.

4.3.10.

4.3.12.

4.3.13.

On the set R = QQ x Z define the operations of addition and multipli-
cation by (a,b) + (a1,by) = (a+a;,b+by),(a,b)(a;,b) = (aa;,bb).
Prove that R is a ring with identity. Find all the ideals of R.

On the set R =R x Z we define the operations of addition and multi-
plication by (a,b) + (a1, b1) = (a+ay,b+by),(a,b)(a;,by) = (aa;,bb).
Prove that R is a ring with identity. Find all the ideals of R.

Let R be a commutative ring, and let n € N. Is the set nR = {nx | x € R}
an ideal of R?

Write the multiplication table for the ring Zg = Z/8Z.
Write the multiplication table for the ring Zs = Z/57.

Let M = {2k+2ti | k,t € Z}. Prove that M is an ideal of the ring Z[i].
Find all elements of the factor ring Z[i]/M.

Consider the ring R = { <g l;) |a,b,c e Z}. Prove that the set

0 b . .
I_{(O O) |beZ}1san1dealofR.

Prove that R = { (8 ZC?) | a,b,c € Z} is not an ideal of M, (Z).

Let M = {2k+2ti | k,t € Z}. Find all zero-divisors of the quotient ring
ZIil/M.
Prove that every subring of Z is an ideal of Z. Hence describe the

ideals of Z.

Prove that in M, (IR) the set of matrices

(6 5erce

is aleftideal, but not aright ideal. Deduce that the left ideals of M, (R)
need not in general be of the form M, (/), where R is a ring and / is
an ideal of R.

Let R be a ring (with identity). Prove that the ideals of M;(R) are of
the form M, (I), where I is an ideal of R.

Let R,S be rings (with identity). We can define a new ring RP S =
{(r,s)|r € R,s € S} with operations defined by (a,b)+ (r,s) = (a+r,b+
s) and (a,b)(r,s) = (ar,bs) forall a,r € R,b,s € S. Let I be an ideal of
R and let J be an ideal of S. Prove that /& J ={(r,s)|r € I,s € J} is an
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ideal of R@® S. Then prove that if K is anideal of R@Sthen K =1 J
for some ideals 7,J of R, S respectively.

4.3.14. Find all the irreducible polynomials of degree at most 4 in the ring
7y X].

4.3.15. Let p be a prime and let GL,(Z/pZ) denote the group of all invert-
ible matrices with coefficients in Z/pZ. Prove that the natural map
f:GLy(Z) — GLy(Z/pZ) is a group homomorphism and find its
kernel.

4.3.16. Find the greatest common divisor of the polynomials X* + X> + X +
2X +1 and 2X° +3X?+2X + 1 in the ring Zs[X]. Then write this
greatest common divisor as a linear combination of the two given
polynomials, using the Euclidean Algorithm.

4.3.17. Find all the rings with unity in which every subring is an ideal.

4.3.18. Let R be a ring and let / be an ideal of R. Let J = {r € R|ra =
0 for all a € I}. Prove that J is an ideal of R.

4.3.19. Anelement a of aring R is called nilpotent if @" = 0 for some natural
number n. If R is a commutative ring then prove that the set S = {a €
RJa is nilpotent } is an ideal of R. Prove further that the only nilpotent
element of R/S is 0+S. (§ is called the nil radical of the ring R.)

4.3.20. Find the nil radical of the ring Zg.

44 HOMOMORPHISMS OF RINGS

Let R be aring and let H be an ideal of R. Let oy : R —> R/H be the mapping
defined by oy (x) = x+ H for every x € R.

This mapping has the following important properties, obtained using the
definitions of addition and multiplication in the ring R/H namely,

og(x+y)=x+y+H=x+H)+(y+H)=0y(x)+oy(y) and
on(xy) =xy+H = (x+H)(y+H) = on(x)op(y).
We shall say that the mapping respects both ring operations. This is a very

natural concept and in this section we will study the basic properties of such
mappings.

Definition 4.4.1. Let R, S be rings. The mapping f : R —> S is called a ring
homomorphism if it satisfies the conditions
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J+y) =f ) +f () and f(xy) =f()f ()

for all elements x,y € R.

In this section we only consider rings, so the term “homomorphism”
will always be understood to mean ‘“ring homomorphism.” As usual an
injective homomorphism is called a monomorphism, a surjective homomor-
phism is called an epimorphism, and a bijective homomorphism is called an
isomorphism.

Suppose that f : R —> S'is an isomorphism. Then f is bijective, so Corollary
1.3.5 shows that there exists an inverse mapping f~' : § —> R. Let u,v € S,
and x=f""(u),y =f~'(v). Then u =f(x),v =f(y) and we have

T u+y) = @O +f0) = Fx+y) =x+y
=" (w)+f~'(v), and
) = Ff ) =1 Foy) =xy =~ w)f ' v).

This shows that f~! is a homomorphism and also an isomorphism, since it is
bijective.

Definition 4.4.2. Let R,S be rings. Then R and S are called isomorphic if
there exists an isomorphism from R to S or, equivalently, from S to R. This will
be denoted by R = S.

The easiest example of an isomorphism is the identity permutation &g :
R — R, defined by &(r) = r, for all r € R. It is also easy to show that if
f:R—> Sand g:S — U are homomorphisms, then their product gof is
likewise a homomorphism.

The following results on ring homomorphisms are entirely analogous to
those we obtained for groups.

Proposition 4.4.3. Let R, S be rings and letf : R —> S be a homomorphism.
Then the following properties hold:

(1) f(Or) =0s;
(1) f(—x) =—f(x) for every element x € R;
(i) f(x—y)=f(x) —f() forallx,y € R;
(iv) If H is a subring of R, then its image, f(H), is a subring of S. In
particular, f(R) =Imf is a subring of S;
(v) IfV is a subring of S, then its preimage f~' (V) is a subring of R;
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(vi) If V is an ideal of S, then its preimage f~'(V) is an ideal of R. In
particular,

Kerf = {x € R|f(x) =05} =f""(05)

is an ideal of R;
(vii) If R has the multiplicative identity, 1g, then f(1g) is the identity element
of the subring Imf;
(viii) If R is commutative, then Imf is commutative.
(ix) Iff is an epimorphism and H is an ideal of R then f(H) is an ideal of S.

Proof.

(i) We have x+0p = x for each x € R. Then

JO)+fOr) =f(x+0r) =f(x).

Since the element f(x) has a negative in S, we may add this negative to
both sides of these equations to obtain

Os = =f(x) +f(x) = =f () +f () +f (Or) = 05+ (0r) =/ (Op).

(i) From the definition of the negative element we have x + (—x) = O,
so that

05 =f(0r) =f(x+(=x)) =f(x) +f(—x).

This equation show that f(—x) is the negative of f(x).
(i11)) We have

fa=y) =f(x+(=0) =f @) +f (=) =f ) +(~f D)) =f ) —f ).

(iv) Letx,y € H and leta=f(x),b=f(y). Then

a=b=f)—f() =f(x—y) €f(H) and
ab=f(x0)f (v) =f(xy) € f(H).

It follows from Theorem 4.1.4 that the nonempty set f(H) is a subring
of S.

(v) Let x,y € f~1(V). Then f(x),f(y) € V. Since V is a subring of S,
fx)—f)=f(x—y) € V,and f(x)f (v) =f(xy) € V, which implies that
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x—y,xy € f~1(V). From Theorem 4.1.4 it follows that the nonempty
subset f~!(V) is a subring of R.

(vi) As in the proof of (v), if x,y € f~'(V) then x —y € f~' (V). If also
r € R then f(xr) = f(x)f(r) € V, since V is an ideal of S, and hence
xr € f~1(V). Likewise rx € f~!(V). Thus conditions (I 1) and (I 2)
of Proposition 4.3.2 are satisfied and it follows that the nonempty set
£~1(V) is an ideal of R. Of course {Og} is an ideal of S so the statement
concerning Kerf is clear.

(vii) If a € Imf, then a =f(x) for some element x € R. Therefore

a=fx)=f(xlg) =f()f (1r) = af (1g) and
a=f)=f(gx) =f(1p)f(x) =f(1r)a,

which means that f(1z) is the identity element of the subring Imf.

(viii) If R is commutative, let a,b € Imf. Then a =f(x) and b =f (y) for some
elements x,y € R. We now have

ab =fOf (v) =f(xy) =f (yx) =f (V)f (x) = ba.

Hence Imf is commutative also.
(ix) By (iv) f(H) isasubring of S. Letx € H, leta=f(x) and let u € S. Since

f is an epimorphism, there exists an element y € R such that u = f(y).
Then

au=f)f (y) =f(xy).

Since H is an ideal of R, we have xy € H and hence au € f(H). Similarly
we can prove that ua € f(H). Hence f(H) satisfies the conditions of
Definition 4.3.1 and therefore f(H) is an ideal of S.

The ideal Ker(f) is called the kernel of the homomorphism f. Now we are
in a position to prove some theorems concerning homomorphisms of rings
that are analogous to the corresponding theorems about groups.

Theorem 4.4.4. (The theorem on monomorphisms). Let R,S be rings. A
homomorphism f : R —> S is a monomorphism if and only if Kerf = {Og}.
Iff : R —> S is a monomorphism, then R = Imf.

Proof. If f is a monomorphism, and if x # Og then f(x) #f(0g) = Os. This
means that no nonzero element x belongs to Kerf and hence Kerf = {Og}.
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Conversely, let Kerf = {0z} and let x,y be elements of R such that f(x) =f(y).
Then

Ja=y)=fx) —f() =0s

and hence x —y € Kerf. It follows that x —y = Og, so that x =y. Thus f is an
injective homomorphism and hence it is a monomorphism.

Theorem 4.4.5. (The First Isomorphism Theorem, version I). Let R,S be
rings and let f : R —> S be an epimorphism. Then S is isomorphic to R /Kerf.

Proof. For the sake of convenience put H = Kerf. We now consider the
mapping ¥y : R/H — S, defined by W,(x+ H) = f(x). By Theorem 3.3.8,
Wy is a bijection so the proof will be complete once we prove that Wy is a
homomorphism. We have

Vr((e+H) + (v +H)) = Wp e+ y+H) =f(x+y) =f(0) +£()
=V, (x+H)+VYr(y+H),

and

Wi ((x+ H)(y+H)) = Wy (xy+H) =f(xy) =f(x)f ()
= lI’f()C+[‘I)‘~ij(y+l‘1).

The First Isomorphism Theorem now follows.

Theorem 4.4.6. (The First Isomorphism Theorem, version 2). Let R,S be
rings and let f : R —> S be a homomorphism. Then R/Kerf = Imf, a subring
of S.

Proof. The restriction of f to the mapping R — Imf is an epimorphism
and hence, from Theorem 4.4.5, we see that Imf = R/Kerf. Finally, by
Proposition 4.4.3, Imf is a subring of S.

We now consider some applications of these results.

The characteristic of a ring
Let R be aring and let f : Z — R be the mapping defined by f(n) = nlg,
where n € Z. Clearly,
fn+k)=m+k)1g=nlg+klg=f(n)+f(k) and
f(nk) = (nk)1g = n(klg) = (nlg)(k1g) = f(n)f (k)
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for all n,k € Z. By Proposition 4.4.3,
Imf={nlg|neZ}=2Z1g

is a subring of R. By Theorem 4.4.6, Z1z = Imf = Z/Kerf. By Proposi-
tion 4.4.3, Kerf is an ideal of Z. From the description of ideals in the ring
7., obtained in Section 4.3, we have Kerf = nZ, for some fixed, but arbitrary,
n=>0.

If Kerf = {0}, then Z1x = Z. In this case we say that the ring R has charac-
teristic 0 and write charR = 0. If Kerf = nZ, where n > 0, then Z1x = Z/nZ
and in this case we say that the ring R has characteristic n > 0 and write
charR = n. In this case if a is an arbitrary element of R, then

na = (nlg)a =0ga = 0p.

If n is not prime, then n = kt, where 1 < k,t < n. Certainly k,t ¢ nZ.
Therefore k1g # Og and t1x # Og. However,

(klR)(llR) = (kl)lR =nlg=0g.

So if charR is not prime then the ring R has zero-divisors. Our argument gives
us the proof of the following result.

Proposition 4.4.7. Ifa ring R has no zero-divisors then either charR =0, or
charR = p, for some prime p. In particular, if R is a division ring or an integral
domain, then either charR = 0 or charR = p, for some prime p.

We now give some examples of homomorphisms. Let R be an integral
domain and let K be a unitary subring of R. Let o be an element of R and
consider the mapping 9 : K[X] — R, defined by 9 (f(X)) = f(«) for each
polynomial f(X) € K[X]. In Section 4.2 we noted that (f + g) (o) =f (o) + g()
and (fg) (@) =f(«x)g (), which together imply

(f+8) =0(f)+9(g) and ¥ (fg) = ¥ (/)P (2).

Thus the mapping ¥ is a homomorphism. By Proposition 4.4.3 we deduce
that

Im(%) = {f(0)|f(X) € K[X]} = K][e]
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is a subring of R, and
Ker(?) = {f (X)|f (@) = Og} = Anngx; (@)
is an ideal of K[X]. Furthermore, Theorem 4.4.6 shows that
Kla] = K[X]/Anngx ().

Definition 4.4.8. Let R be an integral domain and let K be a unitary subring
of R. An element o € R is called algebraic over K, if Anngxj(«) is a nonzero
ideal. Otherwise we will say that o is transcendental over K.

Thus « is algebraic over K precisely when there exists a polynomial f(X) €
K[X] which has « as a root, and « is transcendental over K when there is
no such polynomial. A real number g is called an algebraic number, if 8 is
algebraic over (. Otherwise we will say that § is a transcendental number.
We note that if « is transcendental over K, then K[« ] = K[X].

It is easy to find examples of algebraic numbers. For example, 2,+/3 are
algebraic. However it is not easy to prove that a given number is transcenden-
tal. In the nineteenth century F. Lindemann proved that e is a transcendental
number. Also in the nineteenth century, J. Liouville proved that 7 is transcen-
dental. The Russian mathematician, A. O. Gelfond (1906—-1968) developed an
advanced theory allowing us to determine the transcendency of a wide class
of numbers appearing in mathematical analysis. Many of the proofs of these
facts use powerful analytic methods so we do not consider them here.

In Section 4.1 we proved that the subset

ZINr] ={a+b:/r|a,b e 7}

is a subring of C, where r is an integer with the property that /r ¢ Q. We
construct next a matrix copy of this ring. Consider the mapping f : Z[+/r] —>
M, (Z), defined by

f(a+b\/7’):( FCZ Z ) whenever a,b € Z.

If @ = a+b./r, B = c+d./r are arbitrary elements of Z[+/r], then

a+pB = (a+b/r)+(c+dr)=(a+c)+/r(b+d),
af = (ac+bdr) +/r(ad +bc).
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On the other hand,
ab+cd_a+c b+d and
b a rd c¢) \r(b+d) a+c)’
a b\(c d\_(ac+rbd ad+bc
rb a)\rd c¢) \rbc+rad ac+rbd)’
so we see that f(o + ) = f(a) +f(B) and f(apf) = f(x)f(B). Hence f is a
homomorphism. Suppose that « € Ker(f). By the definition of f, we see that
a=>b=0, so that Ker(f) = {0}. By Theorem 4.4.4, f is a monomorphism, so
ZIJr = Im(f).
Finally we consider one more example from the ring of matrices. For the
sake of simplicity, we will consider 3 x 3 matrices. In Section 4.3, we proved

that NT, (R) is an ideal of T,,(R), and D,,(R) is a subring of T, (R). Consider
the mapping f : T3(R) — D3(R) defined by

ayp ap ap ap 0 0
0 a»n axn|— 0 an O
0 0 ass 0 0 ass

Using properties of diagonal elements of triangular matrices, we can easily
deduce that f is an epimorphism. Clearly, Ker(f) = NT3(R), and Theorem
4.4.5 shows that T3(R)/NT3(R) = D3(R).

We note, more generally that T, (R)/NT,(R) = D, (R).

Quite often in Algebra it is useful, when given an algebraic object A, to
think of A as being contained in some larger algebraic object B of the same
type, which we may have to construct. The concept of monomorphism plays
a significant role in such constructions which are related to the idea of an
extension of an algebraic object. In constructions of this kind, there is usually
some subtlety that is not often emphasized in beginning textbooks. In reality
the object B may not contain A precisely, but an isomorphic copy of A, and
then it is said that the object A is identified with its isomorphic copy and that
isomorphic objects in algebra do not differ. This point is often very difficult to
understand. One example when this might occur is when A is a set of numbers,
having an isomorphic image consisting of a set of matrices, and the extension
takes place in the set of matrices. Therefore we present the following theorem
which indicates how to build the extension of the strictly algebraic object A,
taking advantage of the presence of a monomorphism of the object into some
other object. This theorem is very technical, and its proof can be skipped.

Theorem 4.4.9. (Theorem on ring extensions). Let R,K be rings and let
f R —> K be a monomorphism. Then there exists a ring S such that S is
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isomorphic to K and R is a subring of S. If 1, 1k are the identity elements of
the rings R and K respectively and f (1) = 1k, then 1y is the identity element
of S.

Proof. We may assume that K N R = (. Indeed, if this is not true we can

replace K by an isomorphic image having empty intersection with R. For
example, we can put K| = K x {0} and define operations by the rules

(x,0) +(y,0) = (x+,0) and (x,0)(y,0) = (xy,0).

Let U = Imf. By Proposition 4.4.3, U is a subring of K and U = R. Let A =
K\Uand S=RUA. Let g: S — K be the mapping defined by

_Jf), ifxeR,
- x, if x € A.

g(x)

Itis easy to check that g is a bijection from S onto K. We now define operations
of addition, ¢, and multiplication, ®, on S by

x@y=g '(g)+g(») and x®y =g ' (g(x)g())

for arbitrary x,y € S. Then,

gx®y) =g(g ' (g(x) +g(»)) =g(x) +g(y) and
gx®y) =g(g~ ' (g)g())) = g()g(y).

We have to show that S is a ring and to this end we have
x®y=g"' (g +g()) =g~ (1) +8(x) =y,

so @ is commutative. Also

D)) Bz=g ' (sx®y) +£() =g ' ((gx) +g()) +£(2))
=g ' (s + (1 +8()) =g ' (g() +8(yD2))
=x® (d2),

so @ is associative. Further, if x € R then,

x®0r=g"(g()+g(0r) =g ' (g() +0x) =g~ ' (g(x)) =x.
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Also, if x € R then
x®(—x) =g (8()+g(—x) =g~ (f(x+(—x)) =g~ (/(Or)) = O.
If x € A, then —x ¢ U, because U is a subring. Thus
x®(—x) =g~ (800 +g(=x) =g~ (x+(-x)) =g (0x) = Op

and it follows that S is an abelian group under the operation .
Moreover,

@) ®z=¢""'(sxDy)g@) =g ((g(x) +8(»))g(2))
=g ' (g +g(»g(@) =g (e ®2) +8(y®72))
=(x®)P(R®2)

We can prove the equation
r®(YP)=(x®y) B (x®2)
in a similar fashion. Also, & is associative since

(x®y)®z=¢"(sr®)2() =g (g5 ()
=g (g (@) =g~ (gWE(r®2)) =x® (¥ ®2).

Furthermore,

x®@g (1) =g ' (gege™ (1x) =g ' (g 1x) =g~ (s)) =x
and
g lpex=¢"(g(e7 (10)gW) =g ' (lkg) =g ' (g) =x,
so that g~' (1x) is the identity element of S. In particular, if f(1z) = g(1g) = 1k,
then 1 is the identity element of S. It follows that S is a ring. We have already
proved that

gx@y)=g(x)+g(y) and g(x®y) = g(x)g(y),

which shows that g is an isomorphism.
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If x,y € R, then

x@y=g""(g®)+g() =g (F)+f 1))
=g '(f(x+y)) =g '(g(x+y)) =x+y and
x®y=g"'(gg®) =g (FOf») =g (f(xy)

=g ' (s0m) =xy
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Hence the restriction of these operations to R give rise to the original

operations on R. Thus, by Theorem 4.1.4, R is a subring of S.

This theorem shows that to construct an extension E of the ring R it is
sufficient to construct a monomorphism of R into some ring E isomorphic to

the ring K, having the required set of properties.

Exercise Set 4.4

In each of the following questions explain your reasoning, either by giving a

proof of your assertion or a counterexample.

4.4.1. On the set R x R we define the operations of addition and multi-
plication by the following rules: (a,b,) + (a1,b1,) = (a+a;,b+by,),
(a,b)(ai,by) = (aa; — bby,ab, +bay). Is R x R aring? If the answer
is yes, is there a monomorphism from the field of complex numbers

into this ring?

4.4.2. Let K =7Z[2] ={a+b2 | a,b € Z}. Let L be the subset of M,(Z)

consisting of all matrices of the form Zab

. Prove that K is

a subring of R, L is a subring of M;(Z), and that K and L are

isomorphic.

4.4.3. Let K = Z[/3] = {a+by/3 | a,b € Z}, and let L be the subset of

M, (Z) consisting of all matrices of the form 3ab

. Prove that

K is a subring of R, L is a subring of M,(Z), and that K and L are

isomorphic.

4.44. Let P; = {x+yv2 | x,y € Q},P, = {x+yv/5 | x,y € Q}. Prove that
Py and P, are subrings of R. Is the map f : P; —> P, defined by

flx+ y\/i) =x+ y\/g an isomorphism from P; toP,?
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44.5.

4.4.6.

4.4.7.

4.4.8.

4.4.9.

4.4.10.

44.11.
4.4.12.

4.4.13.

4.4.14.

44.15.

4.4.16.

RINGS

Let Py = {x+y/3 | x,y € Q}, P> = {x+y~/7 | x,y € Q}. Prove that P,
and P, are subrings of R. Is the map f : P —> P, defined by the rule
F(x+yv/3) =x+y/7 an isomorphism from P; to P,?

Let K = Z[iv/3] = {a+ib\/§ | a,b € Z}. Prove that K is a subring of
C. Define the mapping f : K —> M,(Z) by the rule f(a+iby/3) =
a —3b .
. Is f a monomorphism?
b a
Let K = Z[i~/2] = {a+ibv/2 | a,b € Z}. Prove that K is a subring of
C. Define the mapping f : K —> M,(Z) by the rule f(a+iby/2) =
a —2b .
. Is f a monomorphism?
b a
Let Q[/p] = {x+y/p | x,y € Q} where p is a prime. Is Q[,/p] a
subring of R? Are Q[ﬁ] and Q[+/3] isomorphic?

Consider the quotient ring Z/37Z. What is the order of this quotient
ring? What can we say regarding its additive group?

Consider the quotient ring Z/47Z. What is the order of this quotient
ring? What can we say regarding its additive group?

Decide for which integers m,n we have mZ = nZ., as rings.

Let R be a commutative ring. Prove that R is a field if and only if
every epimorphism f : R — S, where § is a nonzero ring, is an
isomorphism.

Let R be a ring and let / be an ideal of R. Prove that there is a natural
homomorphism of rings f : M,(R) —> M5 (R/I), and find the kernel
of this homomorphism. Deduce that M, (R) /M, (I) = My (R/I).

Prove the Second Isomorphism Theorem for Rings, which states that
if R is a ring (not necessarily with identity), / is an ideal of R and S
is a subring of R then S+1/1= S/(SNI).

Prove the Third Isomorphism Theorem for Rings, which states that if
R is a ring (not necessarily with identity) and /,J are ideals of R such
that I < J then (R/I)/(J/I) = R/J.

Let R be a ring not necessarily with an identity element. Let K =
R x 7. Define operations on K by

(x,n)+ (y,k) = (x+y,n+k) and (x,n)(y,k) = (xy+kx +ny,nk)

for all x,y € R and n,k € Z. Prove that K is a ring with identity
element.



4.4.17.

4.4.18.

4.4.19.

4.4.20.
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Let R be a ring, not necessarily with multiplicative identity. Prove
that there exists a ring K with multiplicative identity such that R is
isomorphic to a subring of K.

Let m,n be relatively prime integers. Prove that Z/mZ & Z./nZ =
Z/mnZ by first showing that the function f defined by f(a) = (a +
mZ,a+nZ), for all a € Z, is a ring homomorphism. Then use the
First Isomorphism Theorem.

Let R, S be rings, not necessarily with identity, suppose that S has at
least two elements and let f : R — S be a surjective ring homomor-
phism. If R does have an identity element then prove that S also has
an identity element.

Let R={a+bila,b € Z} and let I = 3R. Find the order of the quotient
ring R/I and prove that R/I is a field. Is R/5R also a field?
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5.1 FIELDS: BASIC PROPERTIES AND EXAMPLES

In this chapter we consider one of the main concepts in algebra, namely the
concept of a field. As we saw in Section 4.1 fields are rings in which the addi-
tive and multiplicative structures have similar properties. To be more specific,
in a field F, not only is the set F' an abelian group under addition but also the
set of nonzero elements of F is an abelian group with respect to multiplication.
Thus in a field not only are addition, subtraction, and multiplication possible,
but also division can be defined, since we can find multiplicative inverses of
nonzero elements. The presence of such strong conditions has made it possi-
ble to develop a very deep theory of fields. Currently, field theory is one of the
most advanced algebraic theories, having a variety of connections with other
areas of mathematics. To highlight the importance of fields, we devote this
final chapter to the study of some of their elementary properties.

In Section 4.1, we have already given some examples of fields. But in order
to expand the array of examples, we first introduce the concept of a subfield,
and then look at examples of fields and subfields.

Definition 5.1.1. Let F be a field. A subset P of F is called a subfield if P is
a unitary subring of F and P\ {Of} is a subgroup of U(F).

An Introduction to Essential Algebraic Structures, First Edition. Martyn R. Dixon,
Leonid A. Kurdachenko and Igor Ya. Subbotin.
© 2015 John Wiley & Sons, Inc. Published 2015 by John Wiley & Sons, Inc.

169



170 FIELDS

Thus a subfield P of F is a subset, in which the field operations of addition
and multiplication are closed; furthermore P must contain the identity element
of F and P must also be a field under the restriction of these operations to P.
If P is a subfield of a field F, then we say also that F is a field extension of P,
or simply that F is an extension of P.

Theorem 5.1.2. Let F be a field. The subset P of F is a subfield if and only
if it satisfies the following conditions:

(SF1) ifx,yeP, thenx—y¢€ P;

(SF 2) ifx,y € P, then xy € P;

(SF 3) the identity element 1 of F belongs to P;
(SF 4) if x is a nonzero element of P, then x~' € P.

Proof. Let P be a subfield of F. Since P is a unitary subring, it satisfies con-
ditions (SF 1) — (SF 3) by Theorem 4.1.4. Clearly, 1 is the identity element of
P. Since P\ {Of} is a subgroup of U(F), Theorem 3.1.4 shows that P satisfies
condition (SF 4).

Conversely, suppose that P satisfies conditions (SF 1) — (SF 4). Condition
(SF 3) implies that P is nonempty. Then Theorem 4.1.4 shows that P is a
subring of F. Moreover, by (SF 3), P is a unitary subring. Conditions (SF 2)
and (SF 4) together with Theorem 3.1.4 shows that P\ {Of} is a subgroup of
U(F). Hence P is a subfield of F.

Corollary 5.1.3. Let F be a field and let S be a family of subfields of F. The
intersection NG of all subfields from this family is also a subfield of F.

Proof. Let V =NG&. Since every subfield contains O and 1z, we have O,
1r € V. Thus V satisfies (SF 3). Let x,y € V. If U is an arbitrary element
of &, then x — y,xy € U, by (SF 1) and (SF 2). Therefore x — y,xy lie in the
intersection of all elements of &. However this intersection is V, so we have
x—y,xy € V, which shows that V satisfies (SF 1) and (SF 2). In the same way
we can prove that V satisfies (SF 4) and Theorem 5.1.2 implies that V is a
subfield of F.

Definition 5.1.4. Let F be a field. Then the intersection Fy of all subfields
of F is called the prime subfield of F. A field F is called prime if F coincides
with its prime subfield.

It is clear from this definition that if F is a prime field then F has no proper
subfields. We now give some examples of fields.
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1. The sets C of all complex numbers, the set R of all real numbers, and the
set Q of all rational numbers are fields. Furthermore, R is a subfield of C
and Q is a subfield of R.

2. Also, Q is a prime field. To see this, let P be some subfield of Q. From
Theorem 5.1.2 it follows that 1 € P. By (SF 1) we have 2=1+1 € P,
3=2+1 € P, and similarly, foreachn € N we have n=n-1 € P. Again by
(SF 1) we see than —n =0 —n € P for each n € N, so that n € P for each
n€Z.1f0#k € Z, then by (SF 4) % € P. Now, for all r,k € Z, where k #0,
we have

Thus Q C P so this shows that P = Q.

The field R is not prime since it strictly contains the field Q. Likewise,
C is not prime, since it strictly contains R. Indeed, between Q and R there
are many subfields and we now consider some of these.

3. Let r be an integer and suppose that /7 ¢ Q. Put

QW/r) ={a+byr|abeQ)}.

Let «, B be arbitrary elements of Q(+/7), say @ = a+b/r and B =a; +
by4/r. Easy computations show that

o —pB=(a—a)+(b—b)/rand af = (aa, +bbir) + (ab, +ba))/7.

It follows that o — B,aB € Q(4/r). Clearly, 1 € Q(4/r). Also if a #0,
then a®> — rb*> #0 since /7 ¢ Q so

a
a? —rb?

—b
y = +(a2_rb2>ﬁ6<@(ﬁ)-

By a direct computation it is easy to verify that ay = ya =1soy =a .

Then Theorem 5.1.2 shows that Q(+/r) is a subfield of C called a quadratic
extension of Q. Of course, when r > 0 then Q(4/7) is a subfield of R.

Proposition 4.3.14, serves as another source for the construction of
examples.

4. Let p be a prime, then the quotient ring Z/pZ is a field by Propo-
sition 4.3.11. Let F, = Z/pZ. This is a finite field with p elements.
Furthermore,

F,={pZ=0+pZ,1+pZ,2+pZ,...,p—1+pZ}.
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Letj=j+pZ and k =k+pZ, for 0 <j,k <p—1. (We shall drop this special
notation for the elements of I, rather quickly, so that j will soon be written
as just j, a symbol which may then mean either an integer or an element of
IF,.) We have

j+k=(G+pZ)+ (k+pZ) =j+k+pZ.

Suppose that j+ k > p. By Theorem 2.2.1, there exist positive integers b, r
such that j+k = bp +r, where 0 < r < p. In this case, bp+r+pZ =r+
pZ. Similarly, if jk > p, then again, using Theorem 2.2.1, we obtain the
decomposition jk = cp+u, where 0 < u < p, and cp+u+pZ = u+pZ. Thus
we obtain the following simple rules for addition and multiplication of
elements in [F,. The sum (respectively product) j+k (respectively jK) of
elements j,k € I, is the remainder upon division of j+k (respectively jk)
by the prime p. We next give sample addition and multiplication tables for
the elements of I, for the primes p =2,3,5.

I,

+[0 1 -0 1

0[0 1, 0[0 0.

11 110 1

I3

+/0 1 2 o1 2
0/0 1T 2 0[0 00

1f1r 20" 1/01 2°
21201 2|0 21

IFs

+/0 1 2 3 4 |01 2 3 4
0/0 1234 0[000O00
1|1 2340 1|01 234
21234017 2(02 413"
3]134 01 2 303142
414 01 23 4]0 43 21

We note that for each prime p, I, is a prime field. In fact, if P is a
subfield of I, then P is a subgroup, under addition, of the additive group
of IF,. Theorem 3.2.8 shows that the order, |P|, of P is a divisor of {IE‘I,| =p.
Since P is a subfield, P has at least two elements and it follows that |P| = p.
Consequently P =T, so I, has no proper subfields.

. Next we complicate the above construction by a small amount. First we

consider the polynomial ring IF,[X]. The polynomial d(X) = X>+X +1 has
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no roots in F,, since d(0) = d(1) = 1, and hence Corollary 4.2.6 shows
that d(X) is irreducible over [F,. Proposition 4.3.17 implies that the ideal
M = d(X)F,[X] is maximal, and Proposition 4.3.16 shows that the quo-
tient ring F =IF,[X]/M is a field. We discuss this field in some detail. Let
f(X) be an arbitrary polynomial with coefficients in [f,. By Theorem 4.2.3
fX) =g(X)d(X) +r(X) where g(X),r(X) € F,[X] and either r(X) =0 or
degr(X) < 2. We have f(X) + M = r(X) + M, which shows that the field F
actually consists of the following elements:

0=0+M,e=1+M,k=X+M,L=X+1+M.

We next construct the addition and multiplication tables for these cosets.
For addition this is an easy task, while for multiplication we need to
remember that d(X) = X?+X + 1 which can be rewritten as X> =d(X)+ X +1
since, in [F,, we have —1 = 1. Hence

=X +M=dX)+X+1+M=X+1)+M=x.

Since
X+1D)?=X>42X+1=X*>+1=dX) +X,
we have
M=X+D*+M=X+M=«;
Also X+ DX =X>+X=dX) +1,
so that

M=X+DX+M=1+M=¢.

The addition and multiplication table for ' =IF, can now be constructed
as follows.

+‘0 e Kk A -0 & Kk A
0160 ¢ k A o616 6 6 0
ele 6 A Kk, el e Kk A.
K|k A 60 ¢ k|0 Kk 0 ¢
AA Kk ¢ 0 AlO A e kK

In Section 4.4 we defined the characteristic of a ring. Since a field has no
zero divisors, Proposition 4.4.7 shows that either char(F) =0 or char(F) =
p for some prime p. For the examples discussed here, it is easy to see that
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the fields Q, R, and C are fields of characteristic 0. On the other hand, for
the prime p, p-1 =0, so char(F,) = p and similarly char(IF4) = 2.

Our next goal is to characterize the prime subfield for every field. Before
doing so, we consider homomorphisms of fields.

Let F, P be fields. Then the mapping 6 : F — P, defined by 6 (x) = 0p,
for each x € F is clearly a ring homomorphism. This homomorphism is
called the zero homomorphism.

Theorem 5.1.5. (Theorem on homomorphism of fields) Let F, P be fields and
letf : F —> P be a nonzero (ring) homomorphism.

(1) If 1g and 1p are the identity elements of F and P respectively, then
f(p)=1p;

(i) The function f is a monomorphism and hence the field F is isomorphic to
some subfield of P.

Proof. Letf(1r) =u.If u=0p, then

fl@) =f(alp) =f@f (1r) = f(@)0p = 0p

for every element a of P. Thus f is the zero homomorphism and we obtain a
contradiction, which shows that u # 0p. However we have

w=uu=f(p)f(1p) =f(17) =f(1p) = u.
Since u is nonzero, it has a multiplicative inverse, so that
lp=uu' =v*u"'=u =f(1p).

By Proposition 4.4.3, Ker(f) is an ideal of P. Since f is nonzero, Corol-
lary 4.3.6 implies that Ker(f) is zero. Then Theorem 4.4.4 implies that f is a
monomorphism, so that F is isomorphic to Im(f). Finally, Proposition 4.4.3
shows that Im(f) is a subring of P, so it satisfies (SF 1) and (SF 2). We
have proved already that Im(f) satisfies (SF 3). If v is a nonzero element of
Im(f), then v =f(b) for some element b € F. Clearly b is nonzero, so b has a
multiplicative inverse. We have

Lp=f(p) =fbb~") = f(B) (b)) = vf (b™).

It follows that v=' = f(b™!) € Im(f), so that Im(f) satisfies (SF 4).
Theorem 5.1.2 proves that Im(f) is a subfield of P. This completes the proof.
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We will use this theorem to describe all prime subfields and hence all prime
fields. So far we have two types of example of prime fields, namely Q and IF,,,
for every prime p. Our next theorem shows that there are essentially no other
prime fields.

Theorem 5.1.6. Let F be a field and let Fy be the prime subfield of F.

(i) If charF =p is a prime then Fy = F),;
(ii) If charF =0, then Fy = Q.

Proof. Consider the mapping f : Z — F defined by f(n) = nlp, where
n € Z. As we proved above, this mapping is a homomorphism. Moreover,
f is a nonzero homomorphism, because Or # 1y = f(1). If charF =p is a
prime, then ply = 0f so p € Kerf. Since Kerf is an ideal of Z it follows
that pZ < Ker(f). In Section 4.3 we noted that pZ is a maximal ideal of Z.
Hence either Ker(f) = pZ or Ker(f) = Z. In the latter case, f must be the
zero homomorphism, contrary to the choice of f. Therefore Ker(f) = pZ. Let
Y : Z/pZ — F be defined by ¥ (n+pZ) = f(n), where n € Z. This is also
a homomorphism and this homomorphism is nonzero, because ¥ (1 +pZ) =
f(1) =1g #0p. Clearly, Imy = Imf = Z1r and we deduce the result in this
case by applying Theorem 5.1.5.

Suppose now that charF = 0. In this case, Kerf = {0z} and Theorem 4.4.4
implies that f is a monomorphism. Since 1 € Fj it follows that Z1y is a
subring of F, . We extend the mapping f to a mapping f; : Q — F in the
following way. Let ' be an arbitrary element of Q. Then n # 0 and hence
f(n) =nlp #0F. Since F is a field, its nonzero element n1 is invertible in F.
We now set

(%)= minein™.
The function f; is well-defined. For, if ’;‘ = % then we have
kn=tmso (klp)(nlp) = (tlp)(mlp)
and hence

(mlp)(nlp) ™" = (k1p)(t17) " = (t1p) " (k1p).
Thus f, (m/n) = (m1r)(nlp)~" = (klp)(t1p) " =i (k/1),
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and that f; is well-defined now follows. The mapping f; is an extension of f

since if n € Z, thenn = % so that

A =£i ()= DU = @A AR~ =nlp=f().

Hence the mapping f; is nonzero. The mapping fi is a homomorphism since

4 (Tﬂ_‘) -/ (’"”"”) = (i +kmy 1) () 17) "

n t nt

= (mt) L+ (k) 1) (1) (117))
= ((mlp)(t1p) + (k1p) (nlp) ) (n1p) " (t1p) !
= (mlp)(t1p)(nlp) " (t1p) "+ (k1) (1) (nlp) ' (t15) !
k
= 1) ™ + K@D =fi (%) 4 <—> .
n t

Also

() ()

= (m1p) (k1) (1) (115)) ™
= (mlp)(k1p)(nlp) ' (t1p) !
= (mlp)(nlp) " (k1p) (t1p) 7!

()

By Theorem 5.1.5, Q = Imf;. Since Imf; is a subfield of F, it follows that
Imf; > Fj. On the other hand, nlyp € Fy for every n € Z and if n # 0, then
(nlp)~! € F,. Therefore (mlp)(nlp)~' e F, for every pair m,n € Z, where
n #0. Thus, Imf; < F, and then Imf; = F).

Corollary 5.1.7. Let F be a prime field.

(1) If charF =p is a prime, then F = F,;
(ii) If charF =0,then F = Q.

The structure of the prime subfield of a field exerts a strong influence on
the structure of the entire field.



FIELDS: BASIC PROPERTIES AND EXAMPLES 177

Proposition 5.1.8. Let F be a field.

®

(i)
(iii)

Suppose that char (F) =0 and that a is a nonzero element of F. If na = ka,

for some n,k € Z, then n = k. In particular, if na = 0p then n=0;

If char(F) = p is a prime, then pa = O for each element a € F;

Suppose that char(F) = p is a prime and that a is a nonzero element of
F. If na = ka, for some n,k € 7, then n = k (mod p). In particular, if
na =0, then p divides n;

@iv) If char(F) = p is prime, then (a+b)? = a’ +b? for all elements a,b € F;
(v) Ifchar(F) =p is prime, then (a —b)? = a’ — b’ for all elements a,b € F.
Proof.
(i) If char(F) =0, then the mapping f : Z — F defined by f(n) = nlp,

(i)
(iii)

(iv)

is a monomorphism. It follows that Ker(f) = {0}. Let O # a € F and
suppose that na = Op. Clearly na = (nlp)a. Since F has no zero-divisors,
then (nl1p)a =0p implies that nlz = O, so that n € Ker(f) = {0}. Suppose
now that na = ka. Then Op = na — ka = (n — k)a. By our work here we
deduce thatn —k=0orn==k.

We have pa = (plg)a. Since plp =0 we deduce that pa = 0.

Let n be an integer such that nl1; = Or and suppose that p does not divide
n. Since p is a prime, GCD(n,p) = 1 and Corollary 2.2.7 implies that
there exist integers u, v such that 1 = un+vp. Then

lp=1-1p=n+vp)lg=n)lp+(p)lp=ulnlp)+v(plg) =0,

and we obtain a contradiction. This contradiction shows that p is a divisor
of n.

Let Or # a € F and suppose that na = Og. Clearly na = (nlg)a. Since
F has no zero-divisors, then (nlg)a = O implies that nlz = 0. By our
work here we deduce that p divides » in this case also. Now suppose that
na = ka. Then Op = na — ka = (n — k)a. We have already proved that in
this case, p divides n —k, so that n = k (mod p).

In Section 2.1 we proved an equation of the form

(a+b) =a” +Cla" b+ Cha"*b* + - - + Ca?F b + ...
+C)_ab’~ +17,

where Ci = W for 1 < k < p— 1. This formula holds in
any commutative ring, so it holds in /. When k < p and p is a prime,
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GCD(L0-=D 1) = |, 50 that p divides C} for I <k < p— 1. It
follows that C’,:af’_kbk =0p for 1 <k <p—1.Hence (a+b)’ =a’ +b".
(v) If p =2, then 2x = O, which shows that —x = x for each x € F. Then
a—b=a+band (a—b)*=(a+b)*=a’+b* =a*> — b*.
Suppose now that p is an odd prime. Let ¢ = —b, sothata—b=a+c.
By (iv) (a+c¢)? = a” + ¢’ and we have

= (=b)" = ((—=1p)b) = (—=1p)’b’ = (=1p)b" = —b".
It follows that
(a—bY =(a+c) =ad’+c’ =ad’ —b.

This completes the proof.

To conclude this section, we discuss a standard construction, which shows
how fields arise from certain rings. This construction is based on the procedure
for constructing rational numbers, well-known even from high school, and
which we discussed in Section 2.4. If F is a field and R is a subring of F, then
R has no zero-divisors. This condition is sufficient for us to be able to embed
a commutative ring in field.

To this end, let R be a commutative ring (we often use the commutativity
with little fanfare in what follows) with no zero-divisors, and let

V= {(x,)’) |X,y € R>y _T/OR}

We define a partition © on the set V as follows, and note that its definition is
entirely analogous with the rule of equality of rational numbers. We will treat
a fraction * as some subset of V. Two pairs (x,y), (#,v) € V define one and
the same fraction (i.e., they belong to the same subset from the family ©) if
and only if xv = uy. This defines the way we construct the family ©. For every
pair (x,y) € V we define the subset ;—“ to be the subset consisting of all the pairs
(u,v) such that xv = uy. Thus

gﬂWMEWw:WL

We define the family © to be the set whose elements are precisely the subsets
5, for all pairs (x,y) € V. We now show that every pair (u,v) € ’;‘ satisfies = i
To this end, let (z,w) € 7. Then

zv=wu and xv = uy.
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We multiply both sides of the first equality by y, and both sides of the second
equality by w to obtain zvy = wuy and xvw = uyw. Since R is commuta-
tive, wuy = uyw so we have zvy = xvw and hence, by commutativity again,
zyv = wxv. Since R has no zero-divisors and v # 0 Proposition 4.1.9 implies
that zy = xw = wx, so that (z,w) € );C This proves that & C =, and a similar
argument establishes 5 C ©. Hence 7 = 7. The subset is called a fraction
with numerator x and denominator y.

The family ’D of all fractions gives us a partition of V. Indeed, UD =V,
because (x,y) E Also suppose that (xz,yz) €7 ﬂ 7-‘ ). As we proved above
this implies that = and ’f—;, S0 )—: =3 Thus fractions are either equal
or disjoint. The relat1onsh1p deﬁmng the elements of a fraction is an equiva-
lence relation and the fractions themselves are the corresponding equivalence
classes.

On D, we introduce operations of addition and multiplication in the same
way as is done for rational numbers. Thus we let ;—‘+% = x””y and ( )(H) = W’
whenever i,% €.

Next we show that these definitions of addition and multiplication are well-
defined, in that they do not depend upon the choice of elements used to define
the fractions. To see this let (x;,y1) € 5 and (u1,v1) € 3. Then xy; = yx; and
uv| = vuy, SO we obtain

(xv+uy)yivi =xvyvy +uyyvi = xy1vvy +uviyy
=YXy +vugyyr = (X v +ury)yv.

Also (xu)(yr1vi) = (xy) (wvi) = (yx1) (vuy) = (xru) (yv).
It follows that

X u Xu
(xivi+uryr,y1vi) € —+— and (xjuy,yvi) € ——
y v yv

so the previous equations imply that

X1 up X U X1 Uy xXu
—4—=—4—,and —— ="—.
Yooy y v yive yv

Using the same method as used for rational numbers we can verify that the
operations of addition and multiplication of fractions introduced above are
commutative, associative, and connected by the distributive property. Addi-
tion has a zero element, which is the fraction O)R (clearly % OR for all nonzero
elements ¥,v € R). Multiplication has an identity element Which is the frac-
tion ; (clearly 1= < for all nonzero elements x,y € R). Finally, an additive
inverse to the fraction ’;‘ is 77)“; a multiplicative inverse to the nonzero fraction

s g2 (s1nce -T/ , it follows that x ## Og, and hence the fraction )‘—C is defined).
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This shows that the set © is a field, called the field of fractions for the integral
domain R.
We next define a mapping f : R —> ©. We note first that if x € R and y,v

are arbitrary nonzero elements of R, then % = 2. Accordingly, let f(x) = %,
(x+u)w
w

where y here can be chosen arbitrarily in R\ {0}. We have f(x+u) = and

FO) 4f ) = D Y (e +1) (oY)
y v yv v

so that f(x+y) =f(x) +f(y). Similarly,

xyuv () (yv) _ (aw

JQf ) = —
y v yv

f Cxu).

Hence f is a homomorphism. If x € Ker(f), then = = OTR, which implies that
xyv = y0g = Og. Since yv # O, it follows that x = Og, so Ker(f) = {Og}. By
Theorem 4.4.4, f is a monomorphism. We also remark that f(1z) = lf—’ =
% is the identity element of ®. Theorem 4.4.9 shows that there exists a
commutative ring K = D such that R is a unitary subring of K.

Exercise Set 5.1
In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.
5.1.1. Let P={x +y«/§ | x,y € Q}. Prove that P is a subfield of R.
5.1.2. Let P = {x+y+/5 | x,y € Q}. Prove that P is a subfield of R.
5.1.3. Let P = {x+y+/2 | x,y € Q}. In P solve the equation x> —x — 3 =0.
5.1.4. Let P = {x+y+/5 | x,y € Q}. In P solve the equation x> —2x — 5 = 0.

5.1.5. Let 7 ={0,1,2,3,4,5,6} be a field. Fill out the multiplication and
addition tables of its elements:

D = =
N1
W W
S
|
(eI
\SRR el \S]
W O W
— & O~
whn O W
AN O

=Releolalolalalle)
NN R W= O

QNN BN = O+
NN BN~ OO
AN R W = O X



5.1.6.

5.1.7.

5.1.8.

5.1.9.

5.1.10.

S.1.11.

5.1.12.

5.1.13.

5.1.14.

5.1.15.
5.1.16.
5.1.17.

5.1.18.
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Let F beafield andf : F — F an isomorphism. Prove that the subset
K ={x e F|f(x)=x}is asubfield of F.

LetF5={0,1,2,3,4} be afield. In this field solve the equation 17x=3.

Let P = {x+y+/5 | x,y € Q}. Prove that P is a subfield of R. Prove that
the mapping f : P —> P, defined by the rule f (x+yv/5) =x —y+/5 is
an isomorphism.

Prove that the fields of the Problems 5.1 and 5.2 are not isomorphic.

Let F be a field of characteristic p > 0. Prove that if n is a natural
number then (x+y)?" =x”" +y”" forall x,y € F.

Let F be a field and let f(X) = ap+ a1 X + axX> +-- - +a,X" € F[X].
Define formal differentiation in F[X] by

Df(X) = a; +2a,X +3a3X*> + - - +na,X" '

Prove that if g(X) € F[X] also, then formal differentiation satisfies
D((f +£)(X)) = Df (X) + Dg(X).

With the notation and terminology of Problem 5.1.11 prove also that
D((f- ) (X)) = Df (X) - g(X) +f(X) - Dg(X).

Let Q < F < C be subfields of C. Prove that if f : F —> F is an
isomorphism then f(n/m) = n/m for all n,m € Z such that m # 0.
(Thus the field Q is fixed by f and we call f a Q-automorphism of
the field F.)

Let F be a field of characteristic p > 0 and let E = [, be the prime
subfield of F. Prove that if « : F — F is an isomorphism then
o (u) = u for all elements u € E. (Thus « is called an E-automorphism
of F.)

Construct a field with 25 elements.
Construct a field with 27 elements.

If p is a prime then how do we go about constructing a field with p”
elements?

Let F be a subfield of the field K. A ring homomorphism« : K — K
is called an F-automorphism if « is an injective, surjective homomor-
phism from K to itself with the property that o (f) = f for all f € F.
Prove that the set of all F-automorphisms of K is a group under com-
position of mappings. (This group is called the Galois group of K
over F.)
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5.1.19. Compute the Galois group of C over R.

5.1.20. Prove that if P = {a + b+v/2|a,b € Q} then there are exactly 2
(Q-automorphisms of P.

5.2 SOME FIELD EXTENSIONS

In Section 5.1, we took the first steps in learning fields, by describing the
structure of the prime subfields. A next natural step in the study of fields is to
study extensions of fields which leads naturally to the discussion of extensions
of prime fields.

Let F be a subfield of a field P and let M be a subset of P. Let 9t denote
the family of subfields of P which contain both F and M. We define F(M) =
NN = ({K : K € 9M}. By Corollary 5.1.3, F(M) is a subfield of P. Every
subfield of P, containing F and M clearly contains F'(M), so that in this sense
F (M) is the smallest subfield containing F' and M.

Definition 5.2.1. Let F be a subfield of a field P and let M be a subset of
P. The subfield F(M) is called an extension of F, obtained by adjoining the
subset M to the field F.

The first case to consider using this approach is the case when the subset
M consists of only one element o € P. In this case, we abbreviate F({«}) to
the shorter notation F(«) and will talk about the extension of F, obtained by
adjoining the element «.

Definition 5.2.2. An extension obtained by adjoining a single element is
called simple extension of F. More precisely, if the element « is algebraic over
F, then F(a) is called a simple algebraic extension of F; if « is transcendental
over F, then F(a) is called a simple transcendental extension of F.

The field Q(+/r) discussed in Section 5.1 is an example of a simple alge-
braic extension of the field Q. The field C of complex numbers is also a simple
algebraic extension of R. In fact, C is the extension obtained by adjoining the
root, i, of the polynomial X? + 1 to the field R.

We next discuss the structure of simple extensions. Let F be a subfield of a
field P and let « be an element of P. Consider the evaluation homomorphism
@ : F[X] — P defined by ®(f (X)) =f(«) for each polynomial f(X) € F[X].
In Section 4.4 we proved that the mapping & is indeed a homomorphism. By
Proposition 4.4.3 we deduce that

Im(®) = {f(a) [ f(X) € FIX]} = Fla]
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is a subring of P and
Ker(®) = {f(X) | f(«) = 0r} = Annpx (o)
is an ideal of the ring F[X]. Furthermore, Theorem 4.4.6 shows that
Fla] = FIX]/Anngx (o).

More can be said here. Suppose first that « is algebraic over F. Then there
exists a polynomial i(X) € F[X] such that A(x) = Op. By Theorem 4.2.12,
h(X) = p1(X)...pu(X) where py(X),...,p,(X) are irreducible polynomials
over F. We have Or = h(a) = pi()...p,(a). Since P has no zero-divisors,
there exists an index j such that p;(a) = Or. Let g(X) be another polynomial in
F[X] such that g(«) = O and suppose that ¢g(X) ¢ p;(X)F[X]. It follows that
the ideal p;(X) F[X]+¢q(X)F[X] does not coincide with p;(X)F[X]. By Propo-
sition 4.3.17, the ideal p;(X)F[X] is maximal in the ring F[X] and it follows
that F[X] = p;(X)F[X]+q(X)F[X]. We deduce that there exist polynomials
u(X),v(X) € F[X] such that 1z = u(X)p;(X) +v(X)g(X). From this equation
we deduce that

lp = u(a)pj(a) +v(e)g(a) = u(a)0p +v(a)0F = Of.

This contradiction shows that ¢(X) € p;(X)F[X], which proves that
AnnF[X] (@) < pJ(X)F[X] On the other hand, p](X) S AnnF[X] (o), and
since Anngpy(a) is an ideal, p;(X)F[X] < Anngy (o). Thus Anngy (o) =
p;(X)F[X]. In particular, if ¢g(X) is an irreducible polynomial over F such that
q(a) = Op, then g(X) = cp;(X) for some element ¢ € F. We let Irr(a,X) =
a~'p;(X), where a is the leading coefficient of the polynomial p;(X). Then
Irr(o,X) is the only irreducible polynomial over F whose leading coefficient
is 1, having « as a root.

We call Irr(«, X) the minimal polynomial of o over F.

The equation Annpx) (o) = p;j(X)F[X] implies that Anngx) (o) = Irr (o, X)
F[X]. Then F[X]/Anngx(a) = Fla] is a field, by Propositions 4.3.16 and
4.3.17.Since 1p =1 € Fla], Fla]is a subfield of P. Hence F(«) = F[a] in this
case, and this allows us to determine the elements of F'(«) quite easily. In fact,
if ¢ is a nonzero element of F(«), then ¢ =f(«) for some polynomial f(X) €
F[X]. Furthermore, by Theorem 4.2.3, there are polynomials g(X) and r(X)
such that f(X) = g(X)Irr(, X) + r(X) where either r(X) = O or degr(X) <
n =deg (Irr(«,X)). We have

c=f(a) =g(a)Irr(o,a) +r(a) = g(@)0p+ () = r(e).



184 FIELDS

Thus ¢ can be written as a sum of positive integer powers of «, with coeffi-
cients in F, (so we might think of this as a “polynomial” in «), the highest
power of which is at most one less than the degree of Irr(«,X), the mini-
mal polynomial of & over F. Assume that ¢ = () for another polynomial
h(X) € F[X] such that degh(X) < n and let s(X) = h(X) — r(X) € F[X]. Then
either s(X) = O or degs(X) < n. In the first case, we have h(X) = r(X). Sup-
pose that h(X) # r(X), so s(X) #0r. We have s(«) = h(a) — r(a) = Op, which
implies that s(X) € Anngpx (o). The equation Anngpx)(«) = Irr (o, X)F[X]
implies that s(X) = Irr(«, X)w(X) for some polynomial w(X) € F[X]. Since
s(X) # 0p,w(X) # Op. Corollary 4.2.2 shows that in this case degs(X) > n,
and we obtain a contradiction. Hence n(X) = r(X) so the representation of
every nonzero element of F(«) in the form ¢ = r(«), where degr(X) <
deg (Irr(«, X)), is unique. We have therefore obtained the following descrip-
tion of a simple algebraic extension.

Theorem 5.2.3. Let F be a subfield of a field P and let o be an element of
P that is algebraic over F. Then F(«) is isomorphic to F|X]/Irr(«,X). Every
element of F () has the form ap+aja+- - - +a,_1" " where ap,ay,...,a,_1 €
F, n=deg (Irr(«, X)), and this representation is unique.

As an example we will build an extension Q(x) of Q, where x =
cos(2m/5) +isin(2m/5) is a primitive root of unity of degree 5. Since « satis-
fies the polynomial equation X> — 1 = 0 we can easily deduce that the minimal
polynomial of x over Q is Irr(x,X) = X*+X? +X?+ X + 1. (One way to do this
is to observe that the nontrivial roots of X°> — 1 =0 are «,x2,«>,«*, none of
which are rational. Furthermore the roots occur in complex conjugate pairs
and it can be shown that (X — k)(X — «*), (X —«?)(X — «?) ¢ Q[X].) By
Theorem 5.2.3 every element of (Q(k) can be uniquely written in the form
ao+ aik + ark? + azk> where ag,ay,a»,a; € Q. Addition here is defined by
adding coefficients of the same power as follows.

(ap+aik +ari? +a3/<3) +(bo+b1k +boic? +b3/<3)

= (Cl0+b0) + (a; +b1)l€ + (ap +b2)l€2 + (as +b3)l€3.
Multiplication is defined via the usual distributive law, but in order to write
the product in the form of a sum of powers of «, where the exponent is at most
3 we need to recall that k°> = 1, so k® =k and k* = —1 —k — k2 — k3. Thus we
obtain:

(ap+aik +ari? +a3/c3)(bo +bik +boic? +b3/c3)
=aopbo+ (a1bg+aopbi)x + (apby +a by +a2b0)K2
+ (Clob3 +aby +a2b1 + agb())l(3 + (a1b3 +Cl2b2 +613b1)K4

+ (d2b3 + a3b2)K5 + a3b3K6
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We can reduce this further by employing the identities mentioned here. We
just illustrate this by the following example.

Q+k+k2) (A +2c)
= 8+4K +4Kk> + 4K + 2k + 263
=8+4k +4k+4k3 +2(—1 —k —k> — k) +2

=8+ 2k + 2K >+ 2k>.

We now consider the case when o € P is transcendental over F. In this case,
Ker(®) = Anngx (o) = {Or}, and Theorem 4.4.4 shows that the mapping ®
is a monomorphism. Thus F[«] = F[X] in this case. We let F{X} denote the
field of fractions of F[X]. Now we proceed in the same way as we did in the
proof of Theorem 5.1.6 by extending ® to the mapping ®; : F{X} — Pinthe
following way. Let f(X)/g(X) be an arbitrary element of F{X}. Then g(X) #O0p
and hence ®(g(X)) = g(a) # Op. Since P is a field, its nonzero element g(«)
is invertible in P and we let

D1 (F(X)/g(X)) =f(@)(gle)) ™"

Using the arguments of the proof of Theorem 5.1.6 we see that @, is a
well-defined homomorphism. Furthermore, ®; is an extension of ®, so it
is nonzero and Theorem 5.1.5 shows that ®; is a monomorphism. Hence
F{X} = Im(®,). Since ®, is an extension of ®, Im(d) is a subfield of P
containing F[«]. In particular, Im(®,) contains F and the element «, so that
Im(®;) contains F(«). On the other hand, every subfield of P containing
F and o (in particular, F(«)), contains the elements f(«) for each polyno-
mial £(X) € F[X]. Hence such a subfield contains all products f(e)(g(c)) ™",
where f(X),g(X) € F[X] and g(X) # Op. This shows that Im(®;) =
F(x) and we obtain the following description of a simple transcendental
extension.

Theorem 5.2.4. Let F be a subfield of the field P and suppose that o is an
element of P, transcendental over F. Then F () is isomorphic to the field F{X}
of rational functions over F.

We have proved the previous two theorems on the assumption that there is
a field P, containing F as a subfield and containing the element «. But quite
often we have to deal with situations where the existence of such a field P
must be proved. In other words, the question concerning the existence of the
extension F'(«) arises naturally here. The answer to this can be obtained with
the following version of Theorem 4.4.9.
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Proposition 5.2.5. Let F,K be fields and let f : F — K be a monomor-
phism. Then there exists a field S such that S is isomorphic to K and F is a
subfield of S.

Proof. We use the construction developed in the proof of Theorem 4.4.9.
Since f is a monomorphism, Theorem 5.1.5 shows that f(1r) = 1. By
Theorem 4.4.9, 1 is the identity element of S. Theorem 5.1.2 shows that it is
sufficient to check that F satisfies (SF 4). Suppose that x is a nonzero element
of F. Then it has a multiplicative inverse y in F, so xy = 1z. By Theorem 4.4.9
xy = 1p = 1g, so that y is a multiplicative inverse for x in S. Since y € F, F
satisfies (SF 4), which proves the result.

Now, the very description of simple algebraic and transcendental exten-
sions obtained in Theorems 5.2.3 and 5.2.4 tells us how to prove their
existence.

Theorem 5.2.6. Let F be a field and let q(X) be a polynomial in F|X] . If
q(X) is irreducible over F, then there exists an extension S of F, containing a
root of q(X).

Proof. By Proposition 4.3.17, the ideal M = ¢(X)F[X] is maximal in the
polynomial ring F[X]. Proposition 4.3.16 shows that the quotient ring K =
F[X]/M is a field. Let o), denote the natural homomorphism of F[X] onto
F[X]/M, so that oy, is defined by oy (f(X)) =f(X) + M for every polynomial
f(X) . Let ¢ be the restriction of oy, to F. Then ¢ is a homomorphism from the
field F into the field F[X]/M. This homomorphism is nonzero. Indeed, since
q(X) isirreducible over F, deg g(X) > 1. It follows that a ¢ g(X) F[X] for every
nonzero element a of F' and hence ¢ (a) =a+M # M. By Theorem 5.1.5, ¢ is
a monomorphism from F into K. An application of Proposition 5.2.5 shows
that there exists a field S such that F is a subfield of S and S = K. Let ¢(X) =
vo+ X +- -+ v X*. We now use the notation of the proof of Theorem 4.4.9
and set @ = X+ M. Then

g(@) =vo+vi(X+M) +- -+ v (X +M)*
=Wo+i X+ +X)+M=gX)+M =M.

The ideal M is the zero element in the quotient ring F[X]/M, and therefore its
preimage in S is Og = Og. So in the field S we obtain the equation g(«) = O.
With the existence of a transcendental extension the situation is even sim-
pler. Consider the field P = F{X} of all rational functions over F. The field F
is naturally embedded in the polynomial ring F[X] and hence in F{X}. In the
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field P the element X is not the root of any polynomial with coefficients in F.
Thus P is a simple transcendental extension of F.

Once theorems concerning existence of extensions have been established
it is natural to ask about the number of nonisomorphic extensions. However,
in Theorem 5.2.3 we show that every simple algebraic extension F(«) is iS0-
morphic to F[X]/Irr(«,X) and hence all such extensions are isomorphic. In
Theorem 5.2.4 we show that every simple transcendental extension F(«) is
isomorphic to F{X}, and hence all such extensions are also isomorphic.

Exercise Set 5.2

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

5.2.1. Prove that Q(v/2,4/3) = Q(v/2++/3).
5.2.2. Prove that Q(+/5,+/7) = Q(v/5+ /7).
5.2.3. Describe the elements of the field Q(ﬁ).
5.2.4. Describe the elements of the field Q(f/g).
5.2.5. Describe the element of the field Q(rr).

5.2.6. Let o € C be algebraic over Q and let £ (X) be the minimal polynomial
of o over Q. Let ® : C — C be a Q-automorphism of C. Prove that
@ () is another root of the polynomial f(X).

5.2.7. Prove that if 6 : Q(v/2) —>: Q(~/2) is an isomorphism then 6 is the
identity map.

5.2.8. Let k # 1 be a primitive 5th root of unity, so «°> = 1. Prove that for the
field Q(k) there are exactly four (Q-automorphisms and find them.

5.2.9. Find the minimal polynomial of ﬁ + \/5 .

5.2.10. Prove that Q(+/5) has exactly two (Q-automorphisms.

5.3 FIELDS OF ALGEBRAIC NUMBERS

In this section we continue our work on the theory of fields by extending the
approach outlined in Section 5.2. In Section 5.1 we described the structure of
the prime subfield of a field and every field can be considered as the result of
adjoining a set of elements to the prime field. In Section 5.2 we made the first
natural step in this direction by studying extensions obtained by adjoining
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one element and this allowed us to obtain a description of the structure of
simple extensions. The natural next step is to consider extensions obtained
by adjoining a finite number of elements to a given field. The situation here
is much more diverse. We can show here only a very small part of the big
picture, collecting only the most essential concepts and results. We note also
that the source of all of this work, historically, arose from the problem of
finding a formula linking the roots of a polynomial with its coefficients. This
classical work, and its many consequences, was carried out by many famous
mathematicians, among them Galois, who laid the foundations of the modern
theory of fields, and after whom an extensive and vibrant theory has been
named.

Let F be a subfield of a field P. Then P is an abelian group under addition.
We define an action of F on P as follows. For every o € F,a € P we define
a mapping from F' x P to P by («,a) —> aa (the product of these elements
in the field P). By the distributive law in P we have (« + 8)a = aa+ fa and
a(a+b) =aa+ab,forall o, € F,a,b € P. Likewise the associative law gives
us a(Ba) = (@B)a, and since 1 = 1p, we have 1ra = a. This shows that P
satisfies the axioms for a vector space and hence we can think of P also as a
vector space over F. This creates a lot of flexibility in the way we can think
about P. At times we may think of P as a field, but also sometimes as a vector
space over F.

Definition 5.3.1. Let F be a subfield of a field P. We say that P is a finite
(field) extension of F if P is a finite dimensional vector space over F. The
dimension dimg (P) is called the degree of the extension P over F and will be
denoted by [P : F].

Suppose that P is a finite field extension of F, and let M = {a,,...,a,} be
a basis for P as a vector space over F. Then clearly P = F(M), since every
element of P is now an F-linear combination of a;,as,...,a,.

Definition 5.3.2. Let F be a subfield of a field P. We say that P is finitely
generated over F, or P is a finitely generated extension of F, if there exists a
finite subset M of P such that P = F(M).

Thus we can see that every finite extension of a field F is finitely generated
over F.

Suppose now that P is a simple algebraic extension of F, say P = F(y)
where y is an algebraic element of P over F. Let Irr(y,X) =co+c1 X +
-+« + ¢, X" where cg,cy,...,c, € F. By Theorem 5.2.3, every element u of
P can be written uniquely in the form u = ag+a;y +---+a,_1y"~! where
ao,dj,...,a,—; € F. This shows that the elements 1¢,y,...,y" ! form a basis
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for the vector space P over F. Hence every simple algebraic extension is a
finite extension.
We need some properties of finite extensions.

Theorem 5.3.3. Let F be a subfield of a field P and let P be a subfield of a
field K. If K is a finite field extension of F, then K is a finite field extension of
P, and P is a finite field extension of F. Conversely, suppose that K is a finite
field extension of P and P is a finite field extension of F. Then K is a finite
field extension of F. Moreover, [K : F]1=[K : P][P: F].

Proof. Assume that K is a finite field extension of F and let {ay,...,a,} be
a basis for K over F. Clearly P is a subspace of K and therefore

[P: F]l=dimgsP < dimyK = [K : F].

Every element of K has the form Aa; +...A,a, where Aq,...,A, € F. It fol-
lows that every element of K is a linear combination of the elements a1, ...,a,
with coefficients from the subfield F, so these coefficients also lie in P. Thus,
the vector space K is generated by the elements ay,...,a, when we think of
K as a vector space over P. Since finitely generated vector spaces are finite
dimensional, it follows that dimpK = [K : P] is finite.

Conversely, let {cy,...,c;} be a basis of K over P and {by,...,b,} be a basis
of P over F. If a is an arbitrary element of K then

a= Z Ajcj where A; € P, for 1 <j <k.
1<j<k
Further, for each j we have

Aj= Z Wjmbm, where w, € F, for1 <m <t,1<j<k.

1<m<t

It follows that

a= Z AjCj = Z (Z Mjmbm) ¢ = Z Z Wjm (D))

1<j<k 1<j<k \1<m<t 1<j<kl<m<t

This shows that the elements b,,c;, for 1 <m <t,1 <j <k, span the F-vector
space K. Since K is finitely generated it is finite dimensional over F. We show
that the subset M = {b,,c; | 1 <m <t,1 <j <k} isabasis for K over F. We have
already seen that this set of elements spans the vector space K. We now show
that this set of elements is linearly independent. Indeed, for 1 <m <1t,1 <j <
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k, let vj, be elements of the field F such that ) _, <j<k ZISmﬁt Vim(bimcj) = OF.
We have

Or= Y ) Vimlbwe)= > (Z v./mbm) .

I<j<kl<m<t Isj=k \l1=m=t

Since {cy,...,c}isabasis for K over P,and ), _, _, Vim(by) € P we deduce
that Y, _,.-, Vinbm = OF, for each j such that 1 <j < k. Likewise the subset
{by,...,b,} is a basis of P over F, and therefore the last equation implies that
Vjm = 0F whenever 1 <m <t, 1 <j < k. It follows that the elements {b,,c; |
1 <m <t,1 <j <k} are linearly independent over F' and hence M is a basis
of K over F. Thus

[K : F] =dimpK =kt =dimpK - dimgP = [K : P][P : F].
This completes the proof.

As we can see in the proof of Theorem 5.3.3, once we have a basis for K
over P and a basis for P over F, it is actually very easy to find a basis for K
over F—you just multiply the corresponding basis elements together.

Definition 5.3.4. Let F be a subfield of afield P. We say that P is an algebraic
extension of F, if every element of P is algebraic over F.

Corollary 5.3.5. Let P be a finite field extension of the field F. Then P is an
algebraic extension of F.

Proof. Assume that [P : F] = n and let y be an arbitrary element of P.
Consider the elements 17 = ¥°,y,...,y". Since dimzP = n, the subset of
n+1 elements {1g,,y,...,y"} is linearly dependent over F. Hence there
exist elements ay,...,a, € F, at least one of which is nonzero, such that
ag+ayy +---+a,y" =0p. Let g(X) =ap+a1X+---+a,X". Then g(X) is a
nonzero polynomial in F[X] and y is a root of this polynomial. Hence y is
algebraic over F for each element of P.

It is a very easy exercise to deduce the following result.

Corollary 5.3.6. Let P be a finite field extension of the field F. Then P =
F(y1,...,vn), for certain elements y,,...,y, of P and the elements y,...,V,
are algebraic over F.

The converse is also true, so that we can deduce the following characteri-
zation of finite field extensions.
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Theorem 5.3.7. Let F be a subfield of a field P. Then P is a finite extension
of F if and only if P = F(yy,...,¥,) and all elements yy,...,y, are algebraic
over F.

Proof. If P is finite extension of F, then the result follows from Corol-
lary 5.3.6.

Conversely, let P = F(yy,...,y,) where the elements y, ...y, are algebraic
over F. For each i such that 1 <i <n, let P, = F(y1,...,¥;) and consider the
following chain of extensions

F=Py <P <Py <-- <P 1 <F(y1,....,yn) =P.

Notice that Py = P;(y;y1) for each i such that 0 <i <n—1 and, as we
noted earlier, every simple algebraic extension is a finite extension. Thus P,
is a finite extension of F. We have P, = F(y;,¥2) = P1(y»). The element y; is
a root of some polynomial f>(X) € F[X]. Since F < P1,f>(X) € P1[X], so that
y; is algebraic over P;. It follows that P, = P1(y») is a finite extension of P;.
An application of Theorem 5.3.3 shows that [P, : Po] =[P : P1]-[P; : Pol so
P, is a finite extension of F and an inductive argument, based on similar ideas
allows us to deduce that P;,; is a finite extension of P; for 0 <i<n—1.1t
follows, using Theorem 5.3.3, that P is a finite field extension of F.

This theorem implies the following important corollaries.

Corollary 5.3.8. Let F be a subfield of a field P and let P be a subfield of
a field K. If K is algebraic over P and P is algebraic over F, then K is an
algebraic extension of F.

Proof. Let « be an arbitrary element of K. Then there exists a polynomial
f(X) € P[X] such that f(a) = Of. Let f(X) =ap+a; X +---+a,X". Since a; €
P it follows that g; is algebraic over F, for 0 < j < n. By Theorem 5.3.7,
S =F(ag,a,...,a,) is a finite field extension of F. Then « is algebraic over
S, and hence S(w) is a finite field extension of S. Theorem 5.3.3 shows that
[S(x) : F1=1[S(ex) : S]-[S : F] so S() is a finite field extension of F' and
Corollary 5.3.5 proves that « is algebraic over F.

Corollary 5.3.9. Let F be a subfield of a field P. Then
Alg,(P) ={a |« € P and « is algebraic over F}

is a subfield of P.
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Proof. Clearly F < Alg,(P). In particular, 1 = 1p € Algp(P), so that
Alg;(P) satisfies (SF 3). Let o, € Alg,(P) and put K = F(«,B). By
Theorem 5.3.7, K is a finite field extension of F. Corollary 5.3.5 implies that
K is an algebraic extension of F. It follows that « — 8,8, which belong to
K, are algebraic over F. Thus o — B,af € Alg,(P), and Alg,(P) satisfies
(SF 1) and (SF 2). Finally, note that if « is nonzero then, since K is a sub-
field, ! € K. The inclusion K < Alg(P) shows that o ~! € Alg.(P), so that
Alg (P) satisfies the condition (SF 4). Now Theorem 5.1.2 proves the result.

Definition 5.3.10. Let F be a subfield of a field P. The subfield Alg;(P) is
called the algebraic closure of F in P.

The algebraic closure of QQ in C is called the field of algebraic numbers.
There is some ambiguity in the terminology here. Quite often, in common
usage, a field of algebraic numbers means a finite extension of the field
of rational numbers. The field of algebraic numbers refers to the set of all
complex numbers which are algebraic over (). Algebraic numbers have been
studied for a long time and the topic represents a very well-developed area of
algebra and number theory. A vast literature has been dedicated to algebraic
numbers. Therefore, we will not delve into this topic, but present only some
of the important properties of algebraic numbers.

Corollary 5.3.11. The field of all algebraic numbers is algebraically closed.

Proof. Letf(X)=ap+a1X+---+a,X" be a polynomial whose coefficients
ao,ai, .. .,a, belong to Algg, (C). By Theorem 4.2.10, every root « of this poly-
nomial is a complex number. Since Alg (C)(w) is algebraic over Algg (C) and
Alg (C) is algebraic over Q, Corollary 5.3.8 shows that « is algebraic over
Q. Thus « € Algy(C), which proves the result.

Theorem 5.3.12. The field of all algebraic numbers is countable.

Proof. Let« be an algebraic number and let f(X) =ap+a; X+---+a,X" be a
polynomial with rational coefficients such that f(«) = 0. Let k be the product
of all the denominators of the elements ag,ay,...,a,. Then all coefficients
of the polynomial g(X) = kag + ka\X +--- + ka,X" are integers, and clearly
g(a) = 0. Thus, for every algebraic number there exists a polynomial with
integer coefficients having this number as a root.

Now consider the set Z[X] of all polynomials with integer coefficients. For
every positive integer n, let L, denote the subset of Z[X] consisting of all
polynomials f(X) = co+c1X +---+ ¢, X" such that deg f(X) < n and |co| +
lc1|+---+]|cn| < n. Since we do not ascribe any power to the zero polynomial
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we shall simply assume that 0 € Ly, so that L; = {0,1,—1,X,—X}. Clearly,
each of the subsets L, is finite. For example,

Ly={1,-1,2,-2.X,—X,1+X,1 —X,—1+X,—1 — X,2X, —2X,
1+X2,1 =X, —1+X5, -1 - X2 X+ X2, - X+ X>. X — X°,
—X —X%,2X%,-2Xx%).

Every polynomial g(X) € Z[X] belongs to some subset L,. Indeed, let
gX) =byg+b X +---+bX". Without loss of generality we can assume that
b, #0, sothatdeg g(X) =t. Let |bg|+|b1|+---+|b;| =k. If k <t,then g(X) € L,.
If t <k, then g(X) € L.

We now begin to enumerate the algebraic numbers by using the set N. First
we write out all the algebraic numbers that are roots of polynomials of the
subset L;. The only such number is 0 and we associate this with the number
1. Then we write down the algebraic numbers that are roots of polynomials
that form the subset L,. These numbers are 0,1, —1,i, —i. Since 0 has already
been numbered, we index the rest like this:

0—1,1—2,—-1—3,i—4,—i —> 5.

Next, we consider the algebraic numbers that are roots of polynomials that
form the subset Ls;. We write down the ones that have not yet been considered.
These numbers form a finite set, and we can continue to number them using
natural numbers greater than 5. Next, we consider those algebraic numbers
which are roots of polynomials that form the subset L, and write down the ones
that have not yet been considered. The set of them is finite, and we can count
them. This process continues. As we noted earlier, every algebraic number is
a root of a polynomial with integer coefficients, and as each such polynomial
is contained in a subset of L, then at some stage every algebraic number will
be counted so it will get a natural number as an index. This proves the result.

We note the following important property of algebraic numbers.

Theorem 5.3.13. Let yi,...,¥, be algebraic numbers and let F =
QWi,...»¥0). Then F contains an element ) such that F = Q(A).

Proof. We will use induction on 7, the case n = 1 being clear, since we can
set & = y;. Suppose that n = 2. Let f; (X) (respectively f>(X)) be the minimal
polynomial of y, (respectively y») over Q, and let 8; = y1, B2,. .., Bn (respec-
tively n1 = ¥2,12,...,1,) be all the roots of f;(X) (respectively f>(X)). Since
f1(X) is irreducible over Q, all its roots are pairwise distinct. Indeed, if we
assume the contrary, then deg f;(X) > 2 and f;(X) and its derivative f{(X)
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have a root in common. Moreover, f{(X) # 0 and deg /] (X) = deg f;(X) — 1.
It follows that f](X) ¢ fi (X)Q[X]. Since f; (X) is irreducible over Q, Propo-
sition 4.3.17 shows that the ideal fj(X)Q[X] is maximal in Q[X]. The fact
that f{ (X) ¢ f1 (X)Q[X]implies that f; (X)Q[X]+/] (X)Q[X]=Q[X]. Then there
exist polynomials g(X),n(X) € Q[X] such that 1 = g(X)fi (X) +h(X)f{ (X).If B
is a common root of f; (X) and f{(X), then we obtain

1=g(B)fi(B)+h(B)f{(B) =g(B)O+h(B)0=0,

and we arrive at a contradiction. This contradiction shows that the roots of the
polynomial f] (X) are pairwise distinct. The same is the case for the polynomial
L &X).

We now proceed to the choice of A. The number A we will choose has
the form A = y| +cy,, where c¢ is a rational number which we now select as
follows. We choose the nonzero number ¢ such that all the numbers «j = 8, +
cny, are pairwise distinct, for 1 <j <n,1 <k <m. Such a choice of ¢ is indeed
possible. In fact, assume that B; +cny = B, +cn, for some indices j, k,,s such
that (j,k) # (¢,s). Note that j = ¢ if and only if k =s. Thus j # ¢ if and only if
k #s and then c = % This equation tells us what the choice of ¢ should be.
If we choose ¢ to be a rational number that does not coincide with any one of
the numbers 5 ! f; * then the numbers «j; will be distinct. However the numbers
kjx form a finite set, and the field Q is infinite, so such a c¢ can be chosen.

Having chosen ¢, as above, we show that Q(A) = Q(yy,y,). Since A =
y1+cyr € Q(y1,12), it follows that Q(1) < Q(y1,y2). Now consider the poly-
nomial v(X) = fi(A — cX). Then v(X) is a polynomial, whose coefficients
belong to the field Q(A). We have v(y») =fi(y1 +cy2 —cy2) =fi(y1) =0. It
follows that the polynomials f>(X) and v(X) have the common root y,. Sup-
pose that some other root 7; of the polynomial f>(X) is also a root of v(X).
Then 0 = v(n) =f1(A —cni) =f1(Br +cny — ene), since By = yy and 0y =y,
S0 B1+cny —cny is a root of f;(X). Now the roots of the polynomial f;(X)
are fB1,Bs,...,B,. Thus we obtain By +cn; — ¢y = B; for some j, such that
1 <j < n.Butin this case we have B; +cn; = B;+cny, which is impossible, by
the choice of c¢. This contradiction shows that y, is the only common root of
the polynomials f>(X) and v(X). By Theorem 4.2.10 and Corollary 4.2.9 we
have the following equations over the field C of complex numbers

LX) =X =y) X =m)X —n3)... (X =),
vX) =X =) X =) (X —v3)... (X —wp),

for certain elements v,,...,v, € C. As we have just shown, n; # vy for all j,k
suchthat2 <j <m,2 <k <nand it follows that GCD(f>(X),v(X)) = (X —y»).
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It follows that there are polynomials a(X) and b(X) such that f,(X)a(X) +
v(X)b(X) = X — y». The greatest common divisor of f>(X) and v(X) can be
found by using the Euclidean algorithm. Recall that the coefficients of f>(X)
and v(X) belong to the field Q(A). Using the Euclidean algorithm, we can
find the coefficients of the polynomials a(X) and b(X) that we need using only
the operations of addition, subtraction, multiplication, and division. Therefore
these coefficients are elements of the field Q(1). This means that the coeffi-
cients of the polynomial GCD(f>(X),v(X)) also belong to the field Q(A). The
equation GCD(f5(X),v(X)) = (X — y2) now shows that 3, € Q()). Then also
y1 =L —cy, € Q). This proves that Q(y1,y2) = Q).

Suppose now that n > 2 and we have already proved our result for all sets of
algebraic numbers with fewer than n elements. In particular, this assertion is
true for the subfield Q(yy,...,¥,_1). By the inductive hypothesis there exists
an element X such that Q(yy,...,¥,—1) = Q(1). Consider now the subfield
QX 1, y4)- By the case n = 2, there exists an element A such that Q(A,y,) =
Q). It now remains only to note that

Qs> ¥) =Q1s - s Vae D (V) = QA D () = QA 1, v) = Q).

As can be seen from the proof, the field (Q can be replaced by any subfield K
of the field of complex numbers. Thus, every finite extension of K is a simple
algebraic extension.

We have already defined the relative algebraic closure, that is the algebraic
closure of one field in an extension field. However, for the field QQ of rationals
we have found its absolute algebraic closure, the minimal algebraically closed
field containing Q. It is the field of all algebraic numbers. We will generalize
this situation now.

Definition 5.3.14. Let F be a field. A field extension P is called an alge-
braic closure of F if P is algebraically closed and every proper subfield of P
containing F is not algebraically closed.

In other words, the algebraic closure of F is the minimal algebraically
closed field containing F. The following theorem gives the answer to the
question of the existence and uniqueness of algebraic closures.

Theorem 5.3.15. Let F be a field. Then there exists an algebraically closed
field containing F, and hence there exists an algebraic closure of F. If P,K
are two algebraic closures of F, then there exists an isomorphism 0 : P — K
such that 6 (a) = a for each element a € F.

We omit the proof of this theorem.
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Let F be a subfield of C and f(X) be a polynomial whose coefficients belong
to F. By Theorem 4.2.10, all roots &4, . .., &, of f(X) belong to C. We can form
the subfield F(«ay,...,®,). This is the minimal subfield among those contain-
ing F', over which f(X) splits into a product of linear factors. This leads us to
another natural generalization.

Definition 5.3.16. Let F be a field and let f(X) € F|X] be a polynomial. A
field extension P of F is called a splitting field of f (X) over F, if P contains all
roots of f(X) and every proper subfield of P containing F, does not contain at
least one root of f (X).

The question of the existence of splitting fields is solved at once, because
for a field F there exists an algebraic closure. The question of the uniqueness
of a splitting field (to within isomorphism) also has a positive solution. Its
proof is a very technically sophisticated version of the proof of Theorem 5.2.6
and so we do not present the proof here.

Exercise Set 5.3

In each of the following questions explain your reasoning, either by giving a
proof of your assertion or a counterexample.

5.3.1. Find a basis for Q(+/3) over Q and hence find the dimension of
Q(v/3) over Q.

532. Letf(X) =ap+a X+aX>+---+a,X"be a polynomial with integer
coefficients. Eisenstein’s Criterion asserts that if there is a prime p
for which p? does not divide ag, p|a; for i < n and p does not divide
a,, then f(X) is irreducible over Q. Prove that f(X) =X°/2+9X° /2 +
3X? — 27X +3/4 is irreducible over Q.

5.3.3. Prove using Eisenstein’s Criterion that if p is a prime then f(X) =
1+X+X?+---+ X! is irreducible over Q.

5.3.4. Let w # 1 be a solution of the equation X* = 1. (Such a solution is
called a primitive cube root of unity.) Find a basis for Q(w) over Q
and also find the dimension of Q(w) over Q.

5.3.5. Let £ # 1 be a solution of X” = 1. Find [Q(£) : Q]. Find a basis for
Q&) over Q.

5.3.6. Find [Q(ﬁ) : Q] and find a basis for Q(f/i) over Q.

5.3.7. Find the degree of the extension Q(~/3,~/2) over Q and determine a
basis.



5.3.8.

5.3.9.

5.3.10.

5.3.11.

5.3.12.

5.3.13.
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Let F be an extension of the field E. Let K be an extension of the field
F andlet o € K. Then « has a minimal polynomial mg(X) over E (thus
mg(X) is irreducible in E[X]) and also « has a minimal polynomial
mp(X) over F. Prove that mp(X) divides mg(X).

Let p be a prime and let « be a primitive p th root of unity, so k” = 1.
Find [Q(x) : Q].

Prove that there are exactly four Q-automorphisms of Q(v/2, /5) and
find them.

Prove that if K is a field extension of F and [K : F] is prime then K is a
simple extension of F and that there are no subfields strictly between
F and K.

Prove that for every natural number n there is a polynomial with
integer coefficients and of degree n that is irreducible over Q.

If F is a finite field then prove that F must have p" elements, where
p is the characteristic of F.






HINTS AND ANSWERS TO
SELECTED EXERCISES

CHAPTER 1

1.1.1. Solution. (i) No, not valid for all sets.
(i1) No not valid for arbitrary sets.

1.1.3. Solution. Let A ={1},B ={1,2,3}. Then A C B,A # B. Put C = {B}.
Then B € C. Now put D = {C}.

1.1.5. Solution. Z\A =7~ U {x € Z|x =2y + 1 for some y > 0} where Z~ is
the set of all negative integers.
Z\(ANB) ="7.

1.1.7. Proof. For any complex number o we have f(«) = g(a)h(x).

1.1.9. Proof. Let the set C be an element of °5(A N B). Then C € B(A) and
C €*B(B). Then C € B(A) N‘B(B).

1.1.11. Proof. Let x € A\ (A\ B). Then x € A and x ¢ A\ B. Hence x € A.
Since x ¢ A\ B it follows that x € B, because if x ¢ B then x € A\ B,
a contradiction. Therefore x € A and x € B so x € AN B. Conversely,
suppose thatx e ANB. ThenxeAandxe B. If xe A\Bthenx e A
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1.1.13.
1.1.15.
1.1.17.
1.1.19.

1.2.1.
1.2.3.
1.2.5.
1.2.7.
1.2.9.
1.2.11.

HINTS AND ANSWERS TO SELECTED EXERCISES

and x ¢ B, a contradiction. Thus x € and x ¢ A\ B, which means that
xeA\(A\B).

Solution. N> A, = {0}.
Solution. ANB)\C=ANB #{.
Solution. (ANB) x C=(A x C)N(B x C) holds.

Solution. Let x € A A B. Then x € AUB and x ¢ AN B. Suppose that
x € A. Then x ¢ B, otherwise x € AN B, a contradiction. Thus if x € A
then x ¢ B so x € A\ B. By a similar argument, if x € B then x ¢ A
sox € B\A. Hence A A B C (AUB)\ (AN B). Conversely, if x €
(A\B)U(B\A) then either x € A and x ¢ Bor x € B and x ¢ A. Thus
xe€AUB and if x € A then x ¢ B so x ¢ AN B. Likewise if x € B then
x¢Asox¢ ANB.Inany case x € A A B.
One way to prove the second part is to observe:

AUBAC)=AN(BUC)\(BNCO))
=AN((B\C)U(C\B))
=[AN(B\C)]U[AN(C\ B)] by distributive law
=[(ANB)\ CIU[(ANC)\ B
=[ANB\ANO)IU[ANC)\(ANB)]
=(ANB) AANO)

Finally,letx€e AA (AAB). Thenx € A\(AAB)orxe (AAB)\A.
Ifxe A\(AAB)thenxeAandx¢ AUB butx € ANB In any case
xeB. Ifxe(AAB)\Athenx e (A\B)U(B\A) and x ¢ A. Thus
x¢Aandsoxe B\AsoxeB.Hence A A (A A B) C B. On the other
hand if x € B then either x e AN B or x € B\ (AN B). In the first case
xe€Aandx ¢ (AUB)\ (ANB) sothatx € A\ (A A B). In the second
case, x € B\ (ANB) sox € B\ A and hence x € (A A B) \ A. In either
case x €A A (A A B), which proves the equality.

Solution. Yes.

Solution. Yes.

Solution. f is not injective but is surjective.
Solution. Yes f is injective but not surjective.
Solution. Yes f is injective but not surjective.

Solution. Easy
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1.2.17.
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1.3.3.
1.3.5.
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Solution. This is false.

Solution. This is true. First we show that f~'(UNV) C f~1(U) N
f~'(V)andtothisendletx € f~'(UNV). Thenf(x) e UNV,sof(x) €
Uandf(x) € V.Thenx €f~!(U) and x € f~! (V) so that this part of the
result follows. Conversely, if x ef~{HnfY(v)thenx e f~'(U) and
x € f~1(V).Thus f(x) € U and f(x) € V, so that f(x) € UN V. Hence
xef~'(UNV). Thus f~ 1) NF1(V) Cf~'(UNV) and the result
follows.

Solution. This is true.

Solution. We do this somewhat informally to give the idea. Let
Al,Ay,...,A,. .. be countably many countable sets and let A = U;> 1 A;.
We list the elements of A; and write

Ai={ai1,ai2,a;3,...,4a;,...}.

If we now list these sets in the form of a matrix, then a listing of the
entire set will become evident:

ayy dadip ... aip
ary dyy ... aorp
aszy azy ... asp

We can now form the listing of A as

{011,6112,021,(,131,022,a13,al4,a23,a32,a41,ajl, s }

Proof. Suppose that A is infinite. Then A contains a countable subset
B.Let B={b, | n € N}. Define the mapping o,, : A —> A by: 0,,(b,) =
by+1,0,(bys1) = by, and 0,,(a) = a whenever a ¢ {b,,, b,,+1}. Itis not hard
to prove that o, is a permutation of A for every n € N (indeed o, is
a transposition) and o, # o, whenever n # k. It follows that S(A) is
infinite.

Conversely, suppose that S(A) is infinite. If we suppose that A is
finite and |A| = n, then as above, |S(A)| = n!. This contradiction shows
that A must be infinite.

Solution. Yes.

Solution. Yes, it is injective.
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1.3.7.
1.3.9.

1.3.11.

1.3.13.
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So it is easy to conclude that the inverse function will look like:

£ whenever x > 0,

[T=12

2
1 whenever x < 0.

Solution. This mapping is not injective, so there cannot be an inverse.

Solution. We have (gof)(x) = (x?/2) — 1;
(fog)(x) = (x*/4) —2x+6;

(fog)of)(x) =x*/4—x*+3;
(fo(gof))(x) =x*/4—x>+3.

Solution. Suppose that f,g are injective. Let (gof)(a) = (gof)(b),
where a,b € A.Then g(f(a)) = g(f(b)). Since g is injective it follows
that f(a) = f(b) and then since f is injective we have a = b, so that
gof is injective. Likewise, if f, g are surjective then let ¢ € C. There
is an element b € B such that g(b) = ¢ since g is surjective. However
f is surjective so there is an element a € A such that f(a) = b. Then
g(f(a)) = g(b) = ¢ which shows that g of is surjective.

Solution.
(13578)(26910)(411)=(13)(15)(17)(18)(26)(29)(210)(411).

Solution. Even.

Solution. Let o = (ajaas ...a,). Then

_Jasifs<r
a(ag) = .
apifs=r

Thus if k < r we have a*(a;) = aj, # a1 so o is not the identity
map. On the other hand «”(ay) = a; for all s and since « fixes x if x ¢
{ay,...,a,} it follows that «" is the identity map. The result follows.

Solution. (a1 Apdi—1 Q-2 ...43 az).

Solution. Let A = [ajk]lgj,ksmB = [bjk]lgj,ksn- Then ajx = 0 when-

aynbyy anbi ... anby,
. axby anby .. axnb
ever j # k. We have AB = "1, BA =
Ambn1 Ay ... Ay
anby apbi ... awbi,
ayby  apby ... ayby,

. It follows that a;1b12 = ax»bir or

allbnl a22bn2 annbnn
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(ar1 — ax)bip = 0, which implies that bjp = 0. Similarly by = 0
whenever j # k.

Solution. If we interchange rows m and ¢ of the matrix A then the m
th and 7 th rows of AB are also interchanged.
Solution.
1 3 6 10
013 6
001 3
000 1
Solution.
1 000
0100
331 3 |°
00 01
1 400
. 0140
Solution. 00 1 4
00 0 1
Solution. ) N
a a
(e d) e )6 0) -6 5)( o) -
that (¢ 8) ) This implies that b = ¢ = 0. Also
a 0 0 1\/(a O .
(O d) (O O) (O 0) (O d) from which we deduce thata =d.
Hence A=a . However any matrix of this form has the prop-

01
erty that AX = XA since IX = XI = X. In general the result is the same:
If A € M,,(R) satisfies AX = XA for all matrices in M,,(R) then A = r/
for some real number r.

Solution.

-1 -1
(3 3)
Solution. We can see that (AB) ™' =B~'A~!.

Solution. We get the possibilities:

1 0 -1 0 1 0 -1 0
A—(O 1>orA—<0 _l)or(c _1>or(c 1).
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Ifb#0thenA = (Zf _ba) , where o = &4/ —1 — bc, where we assume

that —1 — bc > 0 of course.

Solution. First note that (A+B)" = A’ + B and that (A")" = A. Indeed,
let A = [a;],B =[b;] and C = [c;], where C=A+B.If D= (A+B)" and
D= [dij] then d,j =Cji = ajj +bji =ej +ﬁ'j, where A’ = [el-j],B’ = [ﬁj] and
it therefore follows that (A+B)' =A’+B'. Then (A+A")' = A"+ (A" =
AT+A=A+A". Also (A—AN'=A"— (A =A'"—A=—(A—A"). Thus
the claims concerning A+ A’ and A — A’ follow.

Solution. Not associative. No identity element.

Solution. Associative. Commutative. The pair (1,0) is an identity
element.

e
Answer. a

b
cl|c

S |
QX o QR
SIS N N
QN ol

b

Solution. (a) Not reflexive.
(b) Symmetric.
(c) Transitive and not an equivalence relation.

Solution. Operation is not associative but is commutative.

Solution. We note that a = b (mod m) if and only if b — a = km for
some integer k. Thus a = a (mod m) since a —a =0 is divisible by
m. Also if a = b (mod m) then there is an integer k such that b —a =
km so a — b = (—k)m, for the integer —k, and hence b = a (mod m).
Finally if a = b (mod m) and b = ¢ (mod m) then there are integers
k,l suchthat b—a=km,c—b=Im. Thenc—a=(c—b)+(b—a) =
Im+km = (I+k)m, for the integer [+k, so a = ¢ (mod m).
The equivalence classes of 0 modulo 7 and 5 are respectively

{0,£7,£14,421,...} and {0, £5,£10,...}.

Clearly these sets are different.

Solution. We deal first with ¥: Not associative, Not commutative.
Also A is not associative but is commutative. Finally B is also not
associative but is commutative. Next note that ¥ does not have an
identity associated with it. Likewise A has no identity. Likewise W
has no identity.
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Solution.

(1) Does not hold.
(2) Does not hold.
(3) Does not hold.
(4) Does hold.

(5) Does hold.

Solution.

(a) First (a,b) =~ (a,b) since a® +b> = a*> + b*>. Hence =~ is reflexive.
Next if (a,b) = (c,d) then a® +b* = ¢* +d* so ¢* +d* = a* + b* and
hence (c¢,d) >~ (a,b). Thus >~ is symmetric. Finally if (a,b) >~ (¢,d)
and (c,d) ~ (e,f), then we have a’> +b*> = > +d*> = > +f* so a> +b* =
e? +f2 and (a,b) ~ (e,f), which means that ~~ is transitive.

(b) {(0,0)}.

() (x,y) =(1,0),(0,1),(1/2,+/3/2),(—1,0), (0, —1) are all equivalent
to (1,0).

CHAPTER 2

2.1.1.

2.1.3.

2.1.5.

Proof. This result is true for n = 1.

Next assume this equation holds for k < n so

2+22 4234244 g2k =k 2

Then by induction hypothesis 2 +22+23+2%+... +2" = (2+22+2% +
2442 42" = (2" —2)+2" =2.2" —2=2"1 _2 The Principle
of Mathematical Induction now demostrates the result.

Proof. Use induction on n. The induction starts at n = 1. Assume the
formula is true for all k < n. Then

(n—Dnn—1)+1)

14449+ +(n—1)*= c

Based on this induction hypothesis we prove our equation.

_ (n—1Dn@2Hr-1)+1) o

6
_nn+1)2n+1)

6

144494+ (n—1)*+n?

The result follows by the Principle of Mathematical Induction.

Solution. True for n = 3. Suppose that n > 3. The induction hypothesis
is 28 > 2k+1forall 3 <k <n.Putt=n—1; then n=t+1. We have
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2" —_2pn—1=2"1—_2r—2—1. Weobserve that —2r — 3 > —4¢ift > 2,
and therefore 2*! — 2t —2—1 > 2! —4¢r=2(2'—2f) > 0, when t > 2.

Proof. The formula holds forn=1.

The induction hypothesis states that the following equation holds.
I-11+2-2143.31+---+(n—1)-(n—D!=n!—1.

Then we have 1-11+2-2!43-3!+.---+(n—1)-(n—D'!+n-nl=n!—
l+n-nl=n'n+1)—1=m+1)!—1.

Proof. If n = 1 this inequality is obvious. We have the following
induction hypothesis,

Now

1 1 1 1
I+ —=+—=+—+---+—

ATATATT A

1 1 1 1 1 1
=lt—+—t+—+ b ———t+— <2Vn— I+ —.
V2 V3 V4 Vn—1 +/n Jn

However 2+/n— 1+ \/Lﬁ < 2./n. The result follows by the Principle of
Mathematical Induction.

Solution. It follows since n* +n=n(n+1).

Proof. Among the numbers n,n+ 1,n+2 at least one is even and one
is divisible by 3.

Proof. The product is n(n+1)(n+2)(n+3)(n+4), where n > 1.
As we proved in Exercise 2.2.3, this product is divisible by 3. Among
these consecutive numbers n,n+ 1,n+2,n+ 3,n+4 there are at least
two even consecutive integers, one of which must be divisible by 4.
So their product is divisible by 8.
Note also that among five consecutive integers there is one divisible
by 5.

So our product n(n+ 1)(n+2)(n+3)(n+4) is divisible by the
product of the relatively prime divisors 3,8, and 5, which is equal
to 120.

Solution. Write n = x+ 10y, where x,y are integers and 0 < x,y < 9.
Furthermore, n =4(x+y) +3 and n = 3xy+5. When we solve these we
obtain x =3 and n = 23.
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Proof. Write k"3 — k37 = k> (k — 1) (K +k+ 1) (K® + k> + 1) (k+ 1) (K> —
k+1)(k® —k*+1)(k'® +1). Show this is divisible by 2,3,5.

Now, if k divisible by 5, then k*7 is divisible by 5, so the product
above is divisible by 5. If the remainder upon dividing k by 5 is 1,
then k — 1 is divisible by 5, and the product above is divisible by 5.
Continue in this fashion.

Solution. (i) We have b = ad and ¢ = bu for some d,u € Z. Then ca(du),
so that a | ¢, since du € 7.

(iii) We have again b = ad. Then bc = (ac)d, so that ac | bc.

(v) We have b = au and d = ¢v for some u,v € Z. Then

bd = (ac)(uv),

so that ac | bd.

Solution. Suppose that ¢ = gd +r, where g, r are integers and 0 <r < d.
Then r=c—qd. By definition there are integers s,¢ such that a=dt,
b =ds. Since ¢ = au+bv we have r = au+bv —gd = dtu+dsv — qd =
d(tu+sv—q). Since tu+sv — g is an integer we have that d divides r
and hence r = 0. Therefore d divides c.

Solution. Let d be the greatest common divisor of a and b and write
a=du,b=dv for integers u,v. Then a divides ab/d. Likewise b divides
ab/d. Next suppose that a and b both divide x, say x = sb = at for inte-
gers s,t. Then alsb so du divides dvs and hence u divides vs. However
u and v are relatively prime so u divides s. Then x = sb = sdv = urdv for
some integer r. This means that x is divisible by udv = ab/d. Hence
the result.

Solution. Let d; = GCD(a,b),d> = GCD(d;,c),e; = GCD(b,c),es =
GCD(a,e;). We need to prove that d, = e,. To this end we prove first
that d, divides e,. Thus we first prove that d, divides e; and that d;
divides a. Since d, divides d; we have d; = rd, for some r € Z and
since d; divides a we have a = sd; for some s € Z. Hence a = srd»,
so d, divides a. Also d, divides ¢, by definition. Since d; divides b
we have b = td; for some t € Z. Then b = trd, so d, divides b. Then
because d, divides b and c it divides their greatest common divisor
which is e;. Hence d; divides both e; and a so it divides their greatest
common divisor which is e,. By symmetry we have e, divides d, and
this implies that e; = d>.

Solution. There are integers m, n, r,s such that ma+nc=1,rb+sc=1.
Hence (ma+nc)(rb+sc) = 1. Thus (mr)(ab) + (nrb+mas+ncs)c = 1.
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Solution. We know x> +2x —3 = (x — 1)(x+3). We need to find all
natural numbers x such that one of these factors is 1. There is only one
natural number that satisfies our conditions, namely x = 2.

Solution. We have x?> — 5x+6 = (x — 2)(x — 3). There is only one
natural number that satisfies our conditions, namely x = 4.

Solution. ¢ =2%-3%2.52.7-11-13-17-19-23.

Solution. The obvious example of such a triple is 3,5,7. There is no
other triple like this.

Solution. Let 7 be an odd integer greater than 6. Take a prime 2 #
p < n. Then n — p is an even number. Since n > 6, we can choose p
such that n — p > 2. By the Goldbach conjecture, n — p = a+ b, where
a,b are prime and then n=a+b+p.

Solution. When 0 < i < p, both i! and (p —i)! are relatively prime
to p, since p is prime. Hence i!(p — i)! is also relatively prime to p.

However p! is divisible by p. Hence (Iz) ) is divisible by p.

Solution. For example 5,13,17. Next suppose that k,/ are natural
numbers and consider the product (4k+1)(4l+1) = 16ki+4[+4k+1 =
4(4kl+1+k) +1 which is of the form 4z+ 1, where z is a natural num-
ber. Next we are supposed to prove that a product of n integers, where
n > 1, of the form 4k + 1 is again of this same form. The induction
step is similar.

Solution. Note that 6k +2, 6k + 3,6k +4,6k are all composite, if k > 1.
Thus every prime number at least 5 is of the form 6k+1 or 6k+5. Note
that (6k+1)(6/+1) =6(6lk+[+k)+1 so a product of two numbers of
the form 67+ 1 again has this form.

Solution. 116 and 640.

a2—1

Proof. Let a be an odd number. Then b = 5

a’+b* =%

,and ¢ = “2;1 +1. Then

Proof. We need to prove that this decimal is nonrepeating. Assume
the contrary. Let n,n+1,...,n+m be consecutive natural numbers that
correspond to the repeated segment in the decimal representation of
our number, Thus

x=0.12345678...(n—Dn(n+1)... (n+m).
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But according to the pattern
x=0.12345678...(n—Dnn+1)... nm+m) (n+m+1)....

Since n #n+m+ 1, we obtain a contradiction.

Proof. Prove that there is no rational number r = %, such that (5)2 =5.

Assume that there exists a rational number r such that 7> = 5. Assume
that p and ¢ in the representation r = g are relatively prime, so have

no common divisors. Then (§)2 =5.

It follows that 5¢> = p? so 5 divides p. Likewise ¢ is also divisible
by 5. But then the fraction ’3’ is reducible, so is not in its lowest terms.

So +/35 is irrational.
Proof. Similar to the proof of 2.4.5.
Proof. Similar to the proof of 2.4.5.

Solution. Suppose that (a,b) is related to (c¢,d) and (c,d) is related to
(e.f), where a,b,c,d,e,f are integers and b,d,f #0. Then ad = bc and
cf =de. Hence af = be. This shows that (a,b) is related to (e,f).

Solution.

If r = 0 there is nothing to prove so assume that » # 0. There is a
polynomial ag+a; X + @ X?+---+a,X", where the coefficients g, are
rational, having « as a root. Thus

ao+aja+ara® +- - +a,a” =0.
Then

ai a a
ap+ — (ra) + —z(rot)2 +oot—(ra)" =0
r T "

a; . ) .

and each of the terms —ll is rational. Clearly ra is a root of the
r

polynomial

ap a a
ag+—X+SX 4+ X"
r T r

with rational coefficients.
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3.1.9.

3.1.11.
3.1.13.

3.1.15.

Solution. Note that <a+bi¢§) (a1+b1iﬁ) = (aa) —5bby)

+(ab+ba,)iv/5 € G. Thus the operation is a binary operation on G.
Multiplication is an associative operation in the set of complex
numbers, as is well-known. The identity is 1 =1 +0i\/§ eG.

The inverse of z = a+bi~/5 should be w = a+b1ix/§ - ixg}f

X ‘ e a b ¢
ele a b c
Solution. a |a b ¢ e
b|b ¢ e a
clc e a b
Solution. First of all check whether this set is closed under the

operation of multiplication.

Multiplication is an associative operation in the set of complex
numbers

The identity 1 = 1+0i is an element of the set G.

The inverse element of « = a+bi is o~ = a — bi Yes, this set is a

group.

Proof. Indeed, if a,b € G, then (ab)? = abab = 1, and ab = (ab)™' =
b~'a~"'. Since g% = 1 for each element g of G, g = g~'. It follows from
the last equation that ab = ba.

Solution. The set G is obviously closed under this operation.

The associative property holds since [(m,a) x (n,b)] * (x,y) = (m+
an,ab) x (x,y) = (m+an+ abx,aby), and
(m,a) x[(n,b) x (x,y)] = (m,a) » (n+bx,by) = (m+an+abx,aby).

The identity is (0, 1).

Thus the inverse of (n,b) is (—nb,b). Hence G is a group with this
operation x.

The operation is not commutative.

Solution. 1, —1 are the only generators of Z.

Solution.

(a) x,0%, 7, xbx13 x17, x19 23,

(b) x,x%,x3,x*x3, x5.

(©) x,2%,x7, x1bx13 x17,

Solution. First we note that certainly a o b is a real number in A.
Next the associative property holds: Let a,b,c € A. Then (aob)oc=
a+b+c+ab+ac+bc+abc. Likewise ao(boc)=a+b+c+ab+ac+
bc+abc so the two expressions are equal. This proves associativity.
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The real number 0 € A is the identity. Also when a # —1 then
i € A exists The inverse of a is —_a. Hence A is a group under the

+a . .. .l+a
operation o. Furthermore it is abelian since aob=boa, forall a,b € A.

Solution.
The Cayley table for X(7) is

<11 2 3 4 56
111 2 3 4 5 6
212 4 6 1 3 5
313 6 2 51 4
414 1 5 2 6 3
5/5 31 6 42
6|6 54 3 2 1
The Cayley table for X(8) is
|1 3 57
11 3 5 7
313 1 75
5/5 713
717 5 3 1

Here X (7) is cyclic since the element 3, for example, has order 6. On
the other hand X (8) is not cyclic since the non-identity elements each
have order 2.

Solution. 8.
Solution. The elements x are g,¢°,¢°,587,8°,¢'', 8", ¢".

Solution. Each of these matrices has determinant +1 and it is easy to
see that the inverse of each of the matrices in N is also in N. It is also
easy to see that the product of any two of the matrices in N is also
in N. It is therefore easy to check directly that these matrices form a
subgroup of GL,(Z). N is not a normal subgroup.

Solution. . It is clear that H is nonempty and that if «, 8 € H then
aBf~! € H. Itis easy to see that there is a bijective mapping ¢ from H
to A4 defined by the rule:

() = ¢, where ¢ is the element of A4 which is obtained from 7

g . Since the map is bijective, H
is a subgroup having the same order as Ay, so |H| = 12.

by eliminating the last column
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Solution. The order of this element is 2.

Proof. Indeed, this group can only have subgroups whose orders are
divisors of p?, namely 1,p, of p°.

Since the order of the identity subgroup is 1, and the order of the
group itself is p?, we just need to prove that there is only one subgroup
of this group having order p. Suppose now that G = (g). Clearly (g”)
has order p. If g is some other element of order p then g7 = e. By
Lagrange’s Theorem, p? divides rp and therefore p divides r. Hence
g" € (g”) so we must have (g") = (g”).

Solution. Suppose that @ € Z(S,)) and that @ = a5 ... oy, as a prod-
uct of disjoint cycles. Suppose one of these cycles, «; say, is of length
at least 3 and let oy = (uyupus3 ...uy). Consider a(ujuy) = (1 us)o,
since a € Z(S,). Since (u; u») must commute with oo, ..., oy it fol-
lows that oy (1 up) = (uy u)o . However when we compute both sides
of this product we obtain, respectively (upus...u;) and (ujus...uy).
Since these are not equal we obtain a contradiction. Thus each of
the cycles «y,...,q; is a transposition. So o) = (uyup). If k=1, so
that « = «y, then pick u3 # u;,u, and observe that (u; uy)(uyus3) =
(uy up uz) whereas (uy us) (uy up) = (u; us up). These are not equal. Thus
k > 1. Now let a1 = (1 up),ar = (uzuy). Then since a € Z(S,) we
must have

(e uz) (U3 ug) (uy uz) = (uy uz) (uy uz) (U3 ug).

However the first of these is (i1 u» u3 u4) and the second is (1 ug uz us),
which are clearly not equal. This proves the result.

Solution. Note that g~'h"g = (g~ 'hg)".

Solution. We first show that X is a subgroup of SL,(Z). Of course the
identity matrix is an element of X so X is non-empty. The easiest way
l+na nb 3

has determinant
nc 1+nd

to proceed now is to note that if A =

1+nd —nb

—nc  1+na
same type as A, so A~! € X. Next we note that in fact any element of X
can be written as A =/ +nU where U is an integer matrix. [f B=1+nV
for some integer matrix V then

1 then its inverse is ( ), which is clearly a matrix of the

AB=(I+nU)(I+nV)=I+nU+nV+n*UV =I[+n(U+V +nUV)
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and this again is clearly an element of X. Hence X is a subgroup. Next
if C is any arbitrary matrix in SL,(Z) then we have

clac=c'u+n)c=Cc"'c+nc'uc=1+nCc'UcC.

Of course det C"'AC =detC~' -detA-detC =1, so that C"'AC € X.

Solution. Since the index of () in D,, is 2, it is clear that («) is a
normal subgroup of Dy,. To show that (8) is not normal it is best to
compute the cosets a(B)and (B)w. It is easy to see that these cosets
are different because off # Ba.

Solution. Let g € G. Each of the sets g~!Hg is a subgroup of G:
Clearly e = g~'eg € g7'Hg. Also if h,k € g~'Hg then h = g 'xg
and k = g~ 'yg for some x,y € H. Then hk~' = (g7 'xg) (g7 'y lg) =
g 'xy~!g € g7'Hg since H is a subgroup of G. It follows that N is
also a subgroup of G since the intersection of an arbitrary collection
of subgroups is again a subgroup. To show that N is normal we have
to show that if x € G and n € N then x~'nx € N. However if g € G
then n € xg~'H(xg™")~! so n=xg 'hgx! for some h € H. Hence
x 'nx=x"'xg 'hgx"'x=g 'hg € g~'Hg and this is true for all g € G.
Hence x~'nx € N, as needed.

Proof. Easy

Solution. Let x,y € N. Consider ® (xy). If the number xy is odd, then
both numbers x and y are odd, and © (xy) =1 = O (x)© (y). If one of the
numbers is even, then the product is even, and © (xy) =0=0 (x) O (y).

Proof. This follows because an element of order r is mapped by a
homomorphism to an element of order s where s divides r.

Proof. Let x = hn and y = hin; be elements of HN where h,h,
H,n,ny € N. Then y~' = (hyn;)~". Consider xy~! = hn (hyn;)~!
hnn ' eyt = bk hy) nn T = kb (i Y. Let mo= nn !
N. Since N < G, the conjugate hlnnl’lhl’1 = hlmhl’1 =n, € N. So
hhy'hynn'hit = ki 'y = hony € HN, where hy = hhy'. Thus HN
is a subgroup of G.

m 11 m

Proof. Assume the contrary. Let L/N be a proper normal subgroup of
G/N.Then N < L <1 G and G # L, a contradiction.

Of course, the converse statement is also correct. Indeed, suppose
that there is no proper normal subgroup in G/N. If we assume that
N is not a maximal normal subgroup in G, we can choose a normal
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proper subgroup L of G such that N < L <1 G. But then L/N <1 G/N
will be a proper normal subgroup in G/N, a contradiction.

Solution. First we note that HN is a subgroup of G, using Problem
3.3.7. Also N is a normal subgroup of HN. We next define a func-
tion @ : H— HN/N by 6(h) = hN for all h € H. Then use the First
Isomorphism Theorem.

Solution. First we note that M /N is a normal subgroup of G/N, which
can be easily verified. We define a function 6 : G/N — G/M by
0(gN) = gM, for all g € G. The First Isomorphism Theorem now
implies the result.

Solution. Use Lagrange’s Theorem.

Solution. Let x € N,y € M. Then x~'yx € M so y~'x"'yx € M also.
Similarly y~'x7'y e N soy~!x~'yx € N. Hence y 'x lyx e MNN =
{e}. Thus y~'x~!yx = e and it follows that yx = xy, as required.

For the example note that S; has the two subgroups ((12)) and
((123)).

Solution. We have to think of Z[X] additively and Q* multiplicatively.
We have

flag+a X+---+a,X")+(bg+b1 X +---+b,X"))
=flag+a1 X+ -+a, X")f(bo+b X +---+b,X")

Hence f is a homomorphism.
Use the Fundamental Theorem of Arithmetic to show f is an
isomorphism.

CHAPTER 4

4.1.1.

4.1.3.

Solution. It is obvious that the set R is an abelian group under the
given operation of addition. The additive identity is (0,0) and the
negative of (a,b) is (—a,—b). The distributive laws hold. The mul-
tiplication is associative, again since every product is (0,0). Hence
this set is a ring. It is easy to see that every nonzero element of R is a
zero divisor, since every product is (0,0). There is no identity element
in R again since every product is (0,0).

Solution. The set R is not an abelian group under the given operation
of addition.
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The distributive laws do not hold either.
So R is not a ring.

4.1.5. Proof. For the element a there is a unique additive inverse —a in
R. Adding this element to both sides of our equation and using the
associative and commutative properties of addition we have —a +
a+x=—a+b=— (—a+a)+x=—a+b = 0+x=—a+b =
x = b — a. This shows not only that there is a solution but that it is
unique.

4.1.7. Solution. This subring consists of the set of elements R of the form a+
b/—5 where a,b € 7. The set of all such elements is a ring. Indeed it
is a subring of C since a+by/—5 — (x+yv/—=5) = (a—x)+(b—y)/—5
which is again an element of R whenever a,b,x,y € Z. Likewise we
can see that R is closed under multiplication.

There is only one invertible element in this subring: 1 +04/=5.

b a—>b -y x—y
a b\ (=« y \_[(a—x b—y
—b a-—b —y x—y) \—=b+y a—b—x+y

_( a—x b—y )
==y (@a=x)—(0b-y

so L is a subgroup under addition. Also the product of such matrices
is a matrix of the same type. Consider the product of two matrices

a b a by
(—b a—b> and (—b1 al _bl) . Then

a b aq bl
—-b a—>b —bl al—bl

=( aay — bb, —bb;+ab+ba )

4.1.9. Proof. Let <_a b ) s < . Y ) be two elements of L. Then

—a1b+bb1 —bla aay —bbl —a1b+bb1 —bla

Since —(—bbl +Cl]b+b1a) = bb] — a]b — b]a and (aa1 — bb]) —
(=bby+a1b+bia) = aa, — bby + bby — a1b — bya this is a ring.
Commutativity follows from the simple observation that all matrix
entries in the product are unchanged when we interchange a with a;
and b with b.
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a
c d

4.1.11. Solution. Let Q b) be an element of the center of the ring M, (R).
Then in particular we have

N
(SRS
L

—

VR
o O
O =

N

Il

VR
=N

S~

[~}
=
[N

Hence b =0 and (g is our candidate to be an element of the cen-
ter. However 8 2) = al and clearly al is central. Thus Z(M,(R)) =
{al|la € R}.

4.1.13. Solution. Let R=Z D Z D Z. Let I = {(a,a,0)|a € Z}. Let J =
{(b,0,b)|b € Z}. Hence I +J is not a subring.

4.1.15. Solution. Note that (a+b)> =a+b and (a+a)’> =a+a.
4.1.17. Solution. We can use the ring M, (R), for example.
4.1.19. Solution. Consider the function f : R —> R defined by f(x) = ax.

4.2.1. Solution. These polynomial are equal iff the coefficients of the
corresponding powers of X are the same. Then a=—5,b=—1,c¢=6.

4.2.3. Solution. In this case g(X) = £(X>+6X+1).

4.2.5. Proof. Let f(X) =a; X" +a, X" ' +---+a,_ X +a, € Z[X]. Thenf(7) =
a7 +a 7'+ +a,_T+a, =11 and f(11) = a; 11" +a, 11" ' +
-+++day_111+a, =13. Subtract the first equation from the second and

note that the left-hand side of the equation, a; (11" —7") +a,(11"~! —
7Y+ +a,_1(11 —=7) =2, is divisible by 4.

4.2.7. Solution.a=—1ora= %
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Solution. The quotient is 2X* — 5X — 11%, the remainder is —64%X +
1

75.

Solution. We are assuming that r = a/b is a root of ag+a; X +a,X* +

- +a,X" =0, where a; € Z and GCD(a,b) = 1, so if we substitute in
we obtain

ap+aj(a/b) +a2(a/b)2 +---+a,(a/b)" =0.
Obtain
aoh" +ajab" '+ ard®b" 2+ +a,d" = 0.

Then a divides agb” so a divides ay. Likewise b divides a,a” so b
divides a,,.

Solution. The greatest common divisor is X> — X + 1.
Take u(X) = 1,v(X) = X — 2.

Solution. —1,—2,—3,4.
Solution. X° +4X*+7X? +8X? +5X +2= (X’ + X+ 1)>(X +2).

Solution. If we think first of this polynomial as a polynomial over
@ then we note that a polynomial over a field of degree 3 either has
three linear factors or a linear and an irreducible quadratic factor or
is irreducible. By the rational root test applied to this polynomial we
see that there are no rational roots. Indeed the only possible rational
roots are =1 and neither of these is actually a root. It now follows that
this polynomial is indeed irreducible over Q and hence is irreducible
over Z.

Proof. Since Q and Z are rings, it is easy to see that R is a ring. The
identity element here is the pair (1,1).

Since Q is a field, its only ideals are (Q and {0}. The ideals of the
ring 7Z are nZ, where n is a natural number or 0. Now it is easy to
see that the ideals of R can be written as Q x nZ or {0} x nZ, where
ne No‘

Solution. Certainly nR # . Consider the difference of two elements
from nR, say nx,ny € nR, where x,y € R. Then

nx—ny=n(x—y) € nR.

Also nx-y=n(xy) € R.
So nR is an ideal.
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x|{0 1 2 3 4
0/0 0 00O
. 1101 2 3 4
Solution. 10 2 41 3°
310 3 1 4 2
410 4 3 2 1
Proof. Certainly / # (. Also the difference of each pair of elements

of I belongs to /, since to obtain an entry in the difference of two
matrices we simply subract the corresponding entries in the matrices

concerned. Consider the product
a b 0 d 0 ad 0 d\(fa b
(0 c><0 0>=(0 0 ) €1 Abo (0 0)(0 c):
0 cd
0 0)
So [ is an ideal of R.

Solution. As we mentioned above, the quotient ring Z[i]/M consists
of four cosets 0+M,1+M,i+M,(1+i)+M. Since (1+i)>+M =2i+
M =0+M it is clear that 1 +i+M is a zero divisor. There are no other
zero divisors.

Solution. Let S be the set of matrices of the form (O ). Clearly this

0 b

. 0 a 0 x ros
set is nonempty. Suppose that (0 b) , (O y) € § and (t u) €
M, (R). We have

0 a 0 a—x

(0 b>_(0 b—y) e Sand
r s\ /0 ra+sb cs
t u)\O ta+ub )

This shows that S is a left ideal. On the other hand

(0 5) (2= o)

which will not generally be in S. Hence S is not a right ideal.

Solution. We first have to prove that if / is an ideal of R and J is
an ideal of S then /& J is an ideal of R&® S. Clearly 0 € 1,0 € J so
(0,0) € I ®J which is therefore a nonempty subset of R S. Next we
observe thatifa,b € [&J then a = (u,v),b = (x,y) for certain elements
u,x € I,v,y € J. Then a—b = (u,v) — (x,y) = (u —x,v—1y). This is
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an element of /@ J since u—x €l and v—y € J. Next let (r,s) €
R®S. Then (u,v)(r,s) = (ur,vs). Since I is an ideal we have ur € I,
because u € I and likewise vs € J. Hence (u,v)(r,s) € [®J. Since also
(r,s)(u,v) is also in I & J we have that / @ J is an ideal of RD S.

If K is an ideal of R&® S let

I ={a € R|(a,0) € K}.
Show I is an ideal of R. Let
J={be€ S5|(0,b) € K}

and observe J is an ideal of S. Then show I @ J = K as needed.

Solution. The natural map is

¥ a b\\ _(a+pZ b+pZ
c d)) \c+pZ d+pZ)°
By definition of GL;,(Z) we must have ad — bc = +1 so (a+pZ)(d+

pZ) — (b+pZ)(c+pZ) = (ad — bc) + pZ = £1 + pZ so that the image

of Ccl Z is indeed an element of GL,(Z/pZ). Next we let A =

<a b),B:(x y)Then
c d w oz

AB= (¢ b\ (x y\_(ax+bw ay+bz
“\e d)\w z) \cex+dw cy+dz

SO

rm=(Crans s
_ <a+pZ b+pZ) (x+pZ y+pZ>
“\c+pZ d+pZ) \w+pZ z+pZ
=f(A)f (B).
Hence f is a homomorphism. The identity of GL,(Z/pZ) is the matrix
((1) Iﬁ% ?Ii% so A = Z Z is a matrix in the kernel if and

only ifad—bc=+landa=d=1 (mod p),c=d=0 (mod p).

Solution. Let R be a ring with unity in which every subring is an ideal.
Show {n-1|n € Z} is a subring of R which must be R.
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Solution. S is a nonempty subset of R. Suppose next that a,b € S.
Then there are natural numbers #,m such that a” = 5™ = 0. Then

m+n

(a—b)y"" = Z (m:rn) a'(—=b)"™" ",

i=0

which is 0. Hence a — b € S. Finally if r € R then ar € S and since
ar = ra it follows that S is an ideal of R.

Next suppose that a+S is an element of R/S that is nilpotent. Then
there exists a natural number » such that (a+S)" = 0+.S. This means
that a € S. Thus a+S =0+ and this proves the result.

Solution. Prove that the set R x R with the defined operations of
addition and multiplication is isomorphic to the field of complex
numbers.

For the proof we define a mapping o : R x R — C by « ((a,b)) =
a+bi.

It is quite easy to see that this mapping is bijective. Furthermore, if
(a,b),(c,d) e Rx R then a((a,b)+ (c,d)) =a((a,b)) +u((c,d)).

Now definitely

o ((a,b)(ay,by)) = (a+bi)(a;+b1i). Hence our mapping is an
isomorphism. Thus R x R is a ring.

Solution. K = Z[+/3] = {a+b«/§ | a,b € Z} is a subring of R because
the difference and the product of the numbers from K are clearly ele-
ments of K. The difference of matrices from L is also easily seen to
be a matrix from L. The product of such matrices also belongs to L.
Hence K, L are subrings of their appropriate rings.

We will define the mapping @ : K — L by

a(a+b«/§):( 3ab Z )

This mapping is a bijection. To see that this mapping is a homomor-
phism we have to see that it respects the addition and multiplication.
However

a((a+bvV3)+ (x+yv3) = a((@+x) + (b+y)v/3)
_( a+x b+y
“\3(b+y) a+x

_ab+xy
“\3bh a 3y x)’
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so the addition is respected. In order to prove that this mapping
respects the operation of multiplication we just consider the product

(a+b\/§> <x +y\/§) = (ax+3by) + (ay+bx) V3. As we can see, the

ax+3by ay+bx

3(ay+bx) ax+ 3by) » which is the product

image of this product is <

of (£ b and (V). This proves the result that this bijection is
3b a 3y x

an isomorphism.

Solution. As in the previous problem, it is very easy to see that these
sets Py and P, are subrings of Q.
No this map is not an isomorphism.

Solution. It is easy to see that K is a subring of C.
Also f is a monomorphism from K into C.

Solution. Since this quotient ring consist of three elements, the cosets
3Z,3Z+1, and 3Z+?2, its order is 3. Therefore its additive group is a
cyclic group of order 3.

Solution. Only in the case when m =n or m = —n do we actually get
an isomorphism of rings.

Solution. We already know that there is a ring homomorphism 6 :
R — R/I defined by 6(r) = r+1 and we now extend this by defining
® : M(R) — M,(R/I) by

of(? b\\ _(a+I b+I
c d)) \c+l d+I)°
We need to check that ® is a ring homomorphism.
Clearly ® is an onto map. and ker® = M, (/). The First Iso-

morphism Theorem now implies that M, (R)/My(I) = My (R/I) as
required.

Solution. First we note that J// is an ideal of R/I, which can be easily
verified. We define a function 6 : R/ — R/J by 8(r+1) =r+J, for
all r € R. The First Isomorphism Theorem now implies the result.

Solution. If R has an identity element then we take K = R. Therefore
suppose that R does not have a multiplicative identity. It is enough to
construct a monomorphism f : R —> K where K is the ring defined
in Problem 4.4.16.

We define the mapping f : R —> K by f(x) = (x,0), where x € R.
Evidently, Kerf = {Og} so f is a monomorphism. The result follows.
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4.4.19. Solution. Let 1 be the identity element of R. Prove that f(1) is the
identity of S.

CHAPTER 5

5.1.1. Solution. First we remark that P # (. Let «, 8 be arbitrary elements
of Q(v2), @ =a+by/2, B =aj +bi/2, where a,b,ay, by € Q. Then

a—B=(a—a)+(b—b)V2,0aB = (aa, +2bby) + (aby +ba;)V/2.

It follows that « — B,a8 € Q(+/2). Clearly 1 € Q(+/2). Let « #0.
Then it is easy to see that

al=—" ( b )ﬁe@(ﬁ).

= +
a2 —2b> \a%-2b*
Theorem 5.1.2 shows that Q(+/2) is a subfield of C. More precisely,
then, Q(+/2) is a subfield of R.
5.1.3. Solution. There are no solutions to x2 —x — 3 = 0 in Q(+/2).
5.1.5. Solution.

+/0 1 2 3 4 5 6 x|0 1 2 3 45 6
0/0 1 2 3 456 0/0 00O O0O0O0OTO
1{1 2 3 45 60 101 2 3 45 6
212 345 6 01 210 2 461 335
3134560127 3|036 251 4°
414 5 6 01 2 3 410 415 2 6 3
5/ 6 01 2 3 4 5/]0 5 31 6 4 2
66 01 2 3 45 60 6 543 21

5.1.7. Solution. x =4.

5.1.9. Solution. Suppose that f is an isomorphism from Q(+/5) onto Q(+/2).
Show f(a) = a for each a € Z. Suppose thatf(\/g) = x+y\/§, for some
x,y € Q. Then we have 5 = (x+y+/2)% = 22+ 2y% + 2xy+/5. It follows
that 2xy = 0 since /5 is irrational. But then either x = 0 or y = 0 and
we obtain a contradiction since x*> +2y” = 5 has no rational solutions.

5.1.11. Solution. Let also g(X) = by+b; X +b,X* +---+b,X". (Note that we
can use the same n for both f(X) and g(X) by allowing some of the b;
to be zero.)
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Then f(X) +g(X) = (ap+bo) + (a1 +b)X + (ar + b)) X* +...(a; + b;)
X' 4.+ (a,+b,)X". It follows that D((f +g)(X)) = (a; +by) +2(ar +
by)X +3(az +b3)X* +---+i(a; +b)X '+ +n(a, +b)X"' = (a; +
20X +3a3 X% + - +na, XN + (b +2b,X + 303 X% + - - +nb, X" 1) =
Df (X) +Dg(X).

Solution. Since f is an isomorphism we must have f(1) = 1, because
f(1) =f(1%) = f(1)%. It then follows that if » is a natural number we
have f(n) =f(n-1) = nf(1) = n. Since f(—n) = —f(n) the equation
f(n) =n also holds for all negative integers. Now we have n =f(n) =
f(m-(n/m)) =m-f(n/m) and hence f(n/m) =n/m.

Solution. Form the ideal generated by X>+2 which we call I and then
construct F5[X]/1.

Solution. To construct a field with p” elements we use Propositions
4.3.16 and 4.3.17. Work inside the ring IF,[X] and need a polynomial
of degree n which is irreducible over this ring. Let m(X) be such an
irreducible polynomial. We then form the ideal generated by m(X)
which we call I and then construct IF,[X]/1. This is the required field.

Solution. Of course if «(x+yi) = x+yi then we get the identity auto-
morphism. But it is also easy to see that complex conjugation is an
R-automorphism, so there are two such automorphisms.

Solution. It is easy to see that Q(+/2++/3) is a subfield of Q(+/2,/3).
On the other hand (v/2++/3)% € Q(+/2++/3) also. Thus v/6 € Q(v/2+
\/§). Hence v6(v/2++/3) € @(«/E+ ﬁ) also. It follows that /2 =
233+3/2=2(v/2++/3) € Q(V2++/3). Finally /3 = (v/2++/3) —
V2 € QW2 ++/3) so Q(+/2,+/3) is a subset of Q(+/2++/3). The

equality now follows.
Solution. Q(v/7) = {a+b+/T|a,b € Q}

Solution. As has been mentioned 7 is a transcendental number so the
number 7 is not the root of any polynomial equation with rational
coefficients. By the theory it follows that the elements of Q(r) are
actually of the form f'(;r) /g(;r) where f(X), g(X) are polynomials with
rational coefficients.

Solution. The minimal polynomial of ~/2 must be X> — 2 and the
degree of Q(~/2) over Q is 3. Then every element of Q(~/2) has
the form a + b~/2 + cv/4. Since 6 is an isomorphism it is a Q-
automorphism of Q(~/2). In particular ~/2 is mapped either to itself
or to v/2¢*™/3 or to ~/2¢*" 3. However the elements v/2¢*"/3 and
V263 are not real, whereas Q(+/2) is a subfield of the real
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numbers. Hence we must have 9(\3/5) = /2 and since 6 is a homo-
morphism it follows that & must be the identity map.

Solution. X* — 10X%+1=0.
Solution. A basis for Q(+/3) is {1,+/3} and its dimension over Q is 2.

Solution. Clearly (1+X+X?+---+X?"1)(X —1) = (X — 1). Hence
f(X) =X —1)/(X —1). Consider f(X+ 1) and show each of the
coefficients in its expansion is divisible by p, then use Eisenstein’s
Criterion.

Solution. [Q(§) : Q] =7.
A basis will just be {1,£,&2,&3 &4 &5 £6).

Solution. The degree is 15.
Solution. [Q(x) : Q] =p.

Solution. Suppose that [K : F]=p and let @ € K \ F. We can form the
extension F(«) of Fanduse [K : F]=[K : F(a)][F(x) : F].

Solution. We have F is a vector space over I, with a basis with n
elements. This makes a total of p”" elements.
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T, (R): the set of all n x n upper triangular
matrices, 127

Tg (R): the set of n x n non-singular upper
triangular matrices, 90

UT,,(R): set of unitriangular matrices, 105

U(R): set of invertible elements of a ring R,
123

charR: characteristic of ring, 160

deg(f): degree of polynomial f, 135

It(G,H): left transversal to H in G, 98

rt(G, H): right transversal to H in G, 98

sign: signature of permutation, 24

B (A): power set of of A, 4

¢: is not an element of, 2

[1 A;: Cartesian product of sets
1<i<n
Al Ap, 7
[T a;: product of elements, 40
1<i<n

C.G: proper subset, 4

C: is a subset of, 3

Isom(E): the set of isometries of E, 83

det(A): determinant of matrix, 34

e4: the identity mapping of A, 12

¢ (R): center of ring R, 130

{ai,an,...,a,}: finite set, 2

aR: ideal generated by a in commutative ring
R, 145

aR: principal ideal generated by a, 145

a = b (mod m): congruence modulo m, 47

a¥: identity, 43

a": Cartesian product of n copies of A, 7

a~!: inverse of a, 42

a™™: the element (@~ )", 43

aiay ...ay: product of elements, 40

ajj: (i,j) entry of a matrix, 29

b | a: b divides a, 58

e: multiplicative identity, 41

f(a): image of a under f, 9

f: A — B: function from set A to set B, 9

f o g: composite of two mappings, 16

£~ 1 inverse mapping, 19

f’1 (b) ={a € A, f(a) = b}: inverse image of
b9

g the conjugacy class of g, 103

Jc: canonical injection, 12

na: multiple of a, 40

xH: left H-coset, 95

inv(): number of inversion pairs of
permutation 7w, 24

>~ aj: sum of elements, 40
1<i<n
a": n-th power of a, 40
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binary algebraic operations, 37
binary operation, 37, 81, 119
rules of exponents, 40
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distributive property, 120
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exponent rules, 43
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factor theorem, 138
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algebraic closure, 192

algebraic numbers, 187, 192
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field (cont’d)
simple transcendental extension, 182
splitting, 196
subfield, 170
family, 170
finite index, 98
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fraction, 69
p-adic, 125
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function, 9
bijective, 11
codomain, 9
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equal, 10
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Dedekind, 106
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factor, 108, 109

finite, 80
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inverse, 81
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infinite, 99
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integer
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division
remainder, 58
residue, 58
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commutative, 52
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zero property, 52
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Kronecker, L., 33
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Lagrange’s theorem, 101
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permutation, 20
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transformation, 20
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distributive property, 32
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equality, 29
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invertible, 34
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notation, 29
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order, 28
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scalar, 150
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multiplicative notation, 38 sum, 38
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multiplicative inverse, 70 Gaussian integers, 148
mutiplicative identity, 70 polynomial, 79, 133
non-negative, 74 addition, 134
order, 74 associative, 134
positive, 74 commutative, 134
prime, 64 additive inverse, 134
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subtraction, 73 identity element, 135
zero element, 70 leading coefficient, 135
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operation, 37 monomial, 133
addition, 119 multiplication, 135
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