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Foreword

Production control systems represent an area of vital importance for the efficiency

of operations management in companies, as they heavily impact on lead times,

work-in-process, and machine utilization. In some cases, using the most suitable

production control system constitutes a competitive advantage. Their study and

analysis can be traced back to the beginning of the past century and now constitutes

a mature field of knowledge.

In this context, a book like this one is highly welcome. In their pages, the author

aims to establish a unified view of production control policies and to set up a

framework for production control policies. The focus is put on traditional pull

production control systems, which are extensively used in practice. The analysis

of assembly production process carried out in the book is of particular interest, as

this type of configuration has not been usually dealt with in the literature, at least as

much as the more usual serial configuration.

Simulation is used extensively as a mean to tackle the rather complex settings

that are discussed in this book and that could not possibly be addressed using

different techniques. This has the advantage to keep the prerequisites on an afford-

able level.

Despite the knowledge on production control systems accumulated since the last

century, there are many aspects in these systems that are not yet well understood,

together with the unfulfilled promise of generalized, hybrid systems that could

eventually inherit the advantages of the classical systems without having too much

of their disadvantages. I sincerely hope that this book helps to bring in new

developments in this exciting field.

Seville, Spain Jose M. Framinan

March 2015
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Preface

Production control systems (PCS) play a critical role in cost optimization of today’s

global supply chains. PCS manage the physical material flow on manufacturing

plant and are therefore a key driver for inventory levels and production costs.

However, selecting a suitable pull production control system is a challenging task

for managers because the superiority of one control over the other is controversial.

This book analyzes pull production systems and provides a guideline for

managers and practitioners in order to choose and implement a proper control

policy in production processes. By employing a proper control policy, the maxi-

mum possible throughput of the production system can be achieved with the

minimum work-in-process inventory. Kanban, CONWIP, and base-stock as well-

known pull control policies are analyzed and analytical comparisons among them in

multistage serial and assembly production processes are presented.

Illustrated by carefully chosen examples and supported by analytical solutions,

discussions provided in the book clarify the complexity of the comparisons that

show there is no general superiority among the control systems. The book explains

which structural parameters decide the superiority of one control scheme to the

others and how they are related.

I would like to express my gratitude to Prof. Yasutaka Kainuma of Tokyo

Metropolitan University, and Prof. Ryo Sato of Yokohama National University

for their support and for being inspirational mentors.

I would also like to thank my wife Miya and sons Nima and Yuma for allowing

me to devote the time necessary to complete this book. I dedicate this book to them.

Tokyo, Japan Yacob Khojasteh

March 2015
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Introduction 1

Production management deals with planning, organizing, coordinating, and

controlling the activities required to make a product. It involves having an effective

control over resources, cost, quality, scheduling, and performance. Production

control is the function of management which plans, directs, and controls the

material supply and processing activities through the entire production cycle. It

plays a key role in the success or failure of any corporation. Effective control

systems are necessary in any manufacturing firm desiring to maintain a high service

level with minimum inventory at a minimum cost. Production control systems that

control material flow and inventory are therefore necessary for balancing such

objectives.

Systems used for production control can be categorized as push, pull, or hybrid

depending on the type of planning strategy they utilize. The focus of this book is on

analyzing three pull production control systems, Kanban, Constant work-in-process

(CONWIP), and Base-stock, and comparing their performance in make-to-order

(MTO) manufacturing environments.

Although there is much literature on pull control systems, few comprehensive

comparative studies exist. This is partly due to the fact that different systems have

been described within different frameworks. This book presents a unified frame-

work for performance analysis and comparison among pull production control

systems. Three control systems - Kanban, CONWIP, and Base-stock - are analyzed

and a guideline is provided to choose a proper one in production processes to

achieve better performance. By employing a proper control system the maximum

possible throughput of the production system with the minimumWIP inventory can

be achieved. Analytical comparisons among the three pull control systems are

presented in both serial and assembly production processes.

Kanban as a well-known pull production control system was first developed and

practiced in Toyota as an important part of Toyota production system. This chapter

gives a brief overview of Toyota production system and its core concepts.

# Springer Japan 2016
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1.1 Toyota Production Systems

The Toyota Production System (TPS) was developed and promoted by Toyota

Motor Corporation, which is being adopted by many companies. The main purpose

of the TPS is to make products with effective tools and techniques to maximize

profit. To achieve this purpose, the primary goal of the TPS is cost reduction as well

as productivity improvement. Costs include not only manufacturing cost, but also

costs related to sales, administration, and capital. The elimination of waste is the

way the TPS plans to reduce costs. Waste (muda in Japanese) is anything that does

not add value to the product or service from the customer point of view.

Monden (2011) classified waste in manufacturing production operations in four

levels.

1. Excessive production resources

2. Overproduction

3. Excessive inventory

4. Unnecessary capital investment

The primary waste is the existence of excessive production resources such as

excessive workforce, excessive facilities, and excessive inventory. Excessive work-

force leads to unnecessary personnel costs, excessive facilities to unnecessary

depreciation costs, and excessive inventory (in the form of raw material, work-in-

process, finished goods, etc.) to unnecessary inventory holding costs. Moreover,

holding those excessive resources can lead the management to fully use those

resources when it is not needed which causes the secondary waste: overproduction.
Overproduction is to continue working when it is not required by the market. This

causes the third type of waste: excessive inventory, which requires more manpower,

more equipment, and more floor space to store and manage it. This causes the forth

type of waste, unnecessary capital, which can bring to several costs such as the cost
of building a new warehouse to store extra inventory, cost of hiring extra workers

for transportation, and also for managing the inventory. Management must focus

mostly on the primary wastes to avoid the others (Monden 2011).

Types of waste can be classified differently as follows (Ohno 1988; Liker 2004).

– Overproduction: Producing more than the customer orders, or producing early

(before it is demanded).

– Queues/waiting: Waiting for material, information, equipment, tools, etc.; also,

idle times (man waiting for machine, or machine/materials waiting for man).

– Transportation: Moving material between plants or between work centers and

handling more than once.

– Over processing: Effort such as reworking which adds no value to a product or

service. A tool called “value stream mapping” (VSM) can be used to help

identify over processing steps in the process (for both manufacturers and service

sectors).

– Inventory: Unnecessary raw material, work in process, and finished goods.
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– Motion: Unnecessary movement of equipment or people which is caused by poor

workflow, poor layout, housekeeping, and inconsistent or undocumented work

methods. VSM can also be used to identify this type of waste.

– Defective product: Returns, warranty claims, rework, and scrap are waste.

Ohno (1988) described two key concepts of just-in-time and autonomation as

two pillars to support the TPS. The following two sections describe these two

concepts.

1.2 Just-In-Time Systems

Just-in-time (JIT) is Toyota’s philosophy of minimizing waste. JIT is a set of

principles, tools, and techniques that allows a company to produce and deliver

products in small quantities, with short lead times to meet specific customer needs.

It is an inventory strategy to increase efficiency and decrease work-in-process

(WIP) inventory, thereby reducing inventory costs.

JIT basically means to produce the necessary parts in the necessary quantities at

the necessary time. That is, only specifically requested items in the right quantity

move through the production system when they are needed. Supplying what is

needed, when it is needed, and in the right quantity can eliminate waste,

inconsistencies, and unreasonable requirements, resulting in improved productiv-

ity. Through this method, Toyota successfully discovered a way to eliminate waste

to reach the ultimate goal of reducing production time and costs.

JIT flow requires a very smoothly operation system. If materials are not available

when a workstation requires them, the entire system may be disrupted. If JIT is

realized in the entire firm, then unnecessary inventories in the factory will be

completely eliminated making warehouses unnecessary (Monden 2011).

1.2.1 JIT Goals

The goals of JIT can be described in terms of the seven zeros to achieve zero

inventories (Edwards 1983; Hopp and Spearman 2008):

– Zero defects: to avoid disruptions of the production process due to defects

– Zero lot size: to replenish the storage of all parts quickly enough to avoid delays

– Zero setups: to lower setups to achieve small lot sizes

– Zero breakdowns: to avoid halting whole production line

– Zero handling: to avoid extra moves to and from storage

– Zero lead time: to have a perfect parts flow providing required parts to a

downstream station immediately

– Zero surging: to avoid unnecessary work-in-process buffers

Two main concepts are embodied in JIT: kaizen (continuous improvement), and

inventory reduction. JIT emphasizes inventory reduction. Indeed, it sees inventory
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as an evil in many aspects. First, inventory is an investment; it has a financial cost

that affects price competitiveness. Second, it is used to hide problems such as poor

quality of products, process inefficiencies (machine breakdowns, long set-up times,

large batch sizes, etc.), inefficient layout, unreliable supplier, difficulties respect to

due dates, etc.

Often, people working on JIT use the metaphor of a company floating as a boat

on a sea of inventory. Lowering the sea (inventory) level uncovers rocks

(problems). The idea emphasized by the JIT philosophy is that the sea level should

be gradually lowered, and uncovered rocks should be removed. The JIT technique

for lowering inventory is pull production (such as Kanban system), and the tech-

nique for removing rocks is continuous improvement. See Imai (1986, 2012) for

continuous improvement (kaizen) concepts and applications.

In this book, we focus only on inventory reduction aspect of the JIT, especially

WIP inventory by addressing pull production control systems. WIP is the inventory

between the start and end points of a product routing in a production process.

In addition to JIT system, Toyota employ the autonomation (Jidohka in Japa-

nese) introduced by Ohno as a part of TPS. Autonomation supports JIT by never

allowing defective parts from a proceeding process to flow into and disrupt a

subsequent process. That is, machines will stop automatically whenever a problem

occurs (Monden 2011). At Toyota, for instance, all machines are equipped with

automatic stop mechanisms. Each time a defective item is produced, the machine

stops immediately and the entire line shuts down. A through adjustment must be

made to prevent the recurrence of the same mistake.

1.3 Objectives

Selecting a suitable production control system is a challenging task for managers

because the superiority of one control over the other is controversial. According to

the survey done by Framinan et al. (2003), the comparison results among the three

pull control systems – Kanban, CONWIP, and Base-stock - seem to be contradic-

tory in the literature. They recommended further research to clarify the apparently

contradictory results. This is the main reason that we chose only those three control

systems for analysis.

This book aims to develop a unified framework for analyzing and comparing

performance of pull production control systems. The book provides a guideline to

choose a proper control system in production processes to achieve better performance.

By means of the theory of token transaction systems, analytical comparisons

among the three pull control systems are presented in both multi-stage serial and

assembly production processes. The results show which structural parameters

decide the superiority of one control scheme to the others, and how they are related.

We first analyze Kanban, CONWIP, and Base-stock, and present comparative

results among them in serial production lines having two or more workstations.

Then, we provide analytical comparative results of those control systems in assem-

bly production processes. We examine two different production logistic processes,

serial and assembly production processes.
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1.4 Structure of the Book

This book is organized as follows. Chapter 2 gives an overview of production

systems including pull and push systems, and highlights the key distinctions

between them. Chapter 3 describes the characteristics and dynamics of various

types of control policies including some hybrid controls. In Chap. 4, the concept of

token transaction systems and related definitions are briefly introduced. The

properties of token transaction systems that are used in the analysis are also

provided in this chapter. In Chap. 5, Kanban, CONWIP, and Base-stock are

analyzed, and comparative results among them in serial production lines are

presented. In Chap. 6, analytical results of comparison among Kanban, CONWIP,

and Base-stock are provided in assembly production processes. Chapter 7 discusses

the conclusions drawn from the analysis and experiments, and outlines the

suggestions for future studies in this field.

The structure of the book is summarized in Fig. 1.1.

Chapter 1 Introduction

Toyota production system•
•
•
•

•
•
•
•
•

•
•
•
•

•
•
•

•
•
•
•
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•
•
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Just-in-Time systems
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Structure of the Book

Chapter 2 Production Systems

Pull vs. push systems
Kanban control systems
Other pull control systems
The benefits of pull systems
A review on pull systems

Chapter 3 Unified View of Pull
Production Systems

Modeling convention
Pull systems and kanban
Other pull systems
CONWIP, Base-stock, and hybrid controls

Chapter 4
A Unified Framework for
Production Control Systems

Token transaction systems
Performance measures
Application of the framework in comparing control
systems

Chapter 5
Analysis of Control Systems
in Serial Production Lines

Comparison of Kanban and CONWIP
Comparison of Base-stock with Kanban and CONWIP
Highlights of the comparison method
Conclusions

Chapter 6
Analysis of Control Systems
in Assembly Production
Processes

Analysis of Kanban and CONWIP
Comparison of Kanban and Base-stock
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Production Systems 2

Production systems can be categorized as push, pull and hybrid, depending on the

type of planning strategy they utilize. This chapter aims to give an overview of two

main production systems, push and pull, and to highlight the key differences

between them. A literature review on pull production control systems is also

presented at the end of the chapter.

2.1 Pull vs. Push Systems

2.1.1 The Key Differences Between Push and Pull

What distinguishes push from pull is the mechanism that triggers the movement of

work in the system. Fundamentally, the trigger for work releases comes from

outside of a push system but from inside a pull system. As a definition, push

systems schedulework releases on the basis of information from outside the system,

while pull systems authorize releases based on information from inside the system.

That is, a push system schedules the release of work based on demand, while a pull

system authorizes the release of work based on system status. Therefore, push

systems schedule periodic releases of raw materials into the production line, while

pull systems authorize parts to be processed in response to the actual demand

arrival. The difference is that a schedule is prepared in advance, while an authori-

zation depends on the status of the plant (Hopp and Spearman 2008).

Because a pull system controls the releases of row materials and parts into the

system, there will be a limit on the maximum level of inventory in the system. This

is controlled by using cards or signals that authorize releases of parts into the

system. Therefore, in a pull system, WIP level cannot exceed the prespecified

limit. However, in a push system, there is no control on part releases since they

are based on a predetermined schedule.

Since the term pull production is widely used in recent publications and litera-

ture, it may contribute to confusion to think that pull systems are modern production
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systems while push ones are those of traditional production systems. In fact, the

production system is mainly decided by the nature of the product and the customer

ordering system. If a product is made based on an actual order from the outside of

the plant (customer), the production system can be a pull-based system. A good

example of companies employing pull systems is most car manufacturers, where

customers can order a car with different design features among many available

options. However, a push system is required to produce standard products in high

quantities. In such a system, production order is basically based on forecasting

demand for a year or so. Therefore, forecasting demand is a main input for push

systems in order to develop master production schedules and material requirements

plans.1 Productions of standard products such as TV, bulb-lamp, paper, pen, etc.,

are among examples that require a push production system.

Moreover, it should be noted that pull production is different from lean produc-

tion. Pull is essentially a mechanism for limiting WIP, but lean is fundamentally

about minimizing the cost of buffering variability. Production of goods or services

is lean if it is accomplished with minimal buffering costs (Hopp and Spearman

2004).

See Spearman et al. (1990), Spearman and Zazanis (1992), Hopp and Spearman

(2004, 2008) for advantages of the pull systems over the push systems.

2.2 Push Systems

The push production systems meet customer’s requirement based on forecasted

demand. Companies must predict the types of products and quantity of each to be

purchased by customers. Therefore, forecasting demand is a crucial input for push

systems. Assume that forecast for a specific product is 10,000 units for the next

year. This leads to have the daily production schedule of 40 units assuming that the

company operates based on 250 working days per year. In order to produce

40 products a day, all raw materials and components required to produce this

number of products are gradually released into the line/system, and then they are

pushed along the line to become finished products. At the end of the day,

40 products will be delivered to the finished goods warehouse, distribution centers,

or customers.

A main input for push systems is forecasting demand. A disadvantage of push

systems is that forecasts are often inaccurate as sales can be unpredictable and vary

from one period to the next. Therefore, if a huge amount of products are left in

inventory because of forecasting errors, then the inventory costs will increase.

Prominent implementations using mainly the push system are material

requirements planning (MRP) systems. The following sections describe MRP

systems and provides an example for illustration.

1More details about these concepts will be provided later in this chapter.
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2.2.1 MRP

MRP was developed in the early 1960s by Joseph Orlicky (1975) as computer

technology started to be used commonly by companies. The basic function of MRP

is to determine quantities and process start times for intermediate products

(or ordering times for raw materials) based on actual or forecasted demands for

final products. Its purpose is to ensure availability of raw materials and components

for planned production while maintaining the lowest possible level of inventory.

MRP is useful for dependent demand items. Demand for items are dependent

when the relationship between the items can be determined. That is, given a

quantity for the end item, the demand for all parts and components can be calcu-

lated. In fact, demand for end items (finished products) are independent, while

demand for components used to manufacture end items are dependent. For exam-

ple, suppose demand for a bicycle consisting of two wheels and a frame along with

other parts is 100 units per day. Then, demand for frame would also be 100 per day,

and demand for wheels would be 200 per day. Demand of wheels is totally

dependent on the demand for bicycles. The demand for bicycles may be forecasted,

but the demand for wheels is calculated. The bicycle is an example of independent

demand, and the frame and wheels are examples of dependent demands.

Figure 2.1 shows the inputs to and outputs from the MRP system. The three

major inputs are the master production schedule, the bill of material, and the

inventory data. Without these basic inputs the MRP system cannot function. The

main output of the system is planned order releases for all items and components.

That is, it determines the quantity and timing of placing orders to purchase row

material, or to start production of an item. Basic inputs for the MRP are described

below.

Master Production Schedule
Master production schedule (MPS) specifies which finished products are to be made

and when. This schedule must be in accordance with the aggregate production plan

(APP). An APP determines the quantity and timing of production for a family of

products for a year or per month. The plan is developed by the sales and operations

planning (SOP) department based on forecasts for independent demand.

Breaking the aggregate plan down, or disaggregation, results in MPS. So, MPS

is derived from the aggregate plan.

Table 2.1 shows the master production schedule for three LCD TV types that

flow from the aggregate plan for a family of LCD TVs. It shows that the schedule in

January is to produce 5000 LCD TVs out of which 2400 are 32-inch, 2000 are

42-inch, and the rest are 46-inch types. 32-inch models should be produced in

weeks 2 and 4 and 1200 units in each week, 1000 units of 42-inch should be

produced in each of weeks 1 and 3, and 600 units of 46-inch in week 3. Similarly,

February schedule is to produce 3500 LCD TVs out of which 1700 are 32-inch,

1400 are 42-inch, and 400 are 46-inch types. 32-inch models should be produced in

weeks 6 and 8 and 850 units in each week, 700 units of 42-inch in each of weeks

5 and 7, and 400 units of 46-inch in week 6.
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Bill of Material
The bill of material (BOM) is a list of items/components required to produce a

finished product. It shows the structure of a product which includes a brief descrip-

tion of each item, and the quantity of each required to make one unit of the product.

Moreover, lead times2 of the finished product and all components must be known.

Example 2.1 A BOM for a product is depicted in Fig. 2.2. It shows that product A

consists of items B and C. Two units of item B and one unit of item C are required to

produce one unit of product A. One unit of item B requires three units of item D,

one unit of item E, and two units of item F. Also, one unit of item C requires three

units of item E.

In a BOM, items above any level are called parents, and items below any level

are called components or children. By convention, the top level in a BOM is the

zero level.

Material
requirements

planning

Inventory
data

Bill of
material

Master
production
schedule

Planned
order 

releases

Work
orders

purchase
orders

Fig. 2.1 Material

requirements planning

Table 2.1 Master production schedule based on an aggregate plan

Months January February

Aggregate production plan 5,000 3,500

Weeks 1 2 3 4 5 6 7 8

Master production schedule

LCD TV 32" 1200 1200 850 850

LCD TV 42" 1000 1000 700 700

LCD TV 46" 600 400

2 Lead time of a product is the time needed to assemble it, assuming that all required components

are available.
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In the above example, suppose further that the lead time for the items A, B, C,

D, E, and F is 2, 3, 1, 2, 1, and 2 days, respectively as shown in Table 2.2. This

means that, for example, it takes 3 days to assemble one unit of item B given that its

components (namely, three of item D, one of item E, and two of item F) are

available.

Given the demand for the finished product, the number of required units of each

item/component can be calculated. Suppose you need to produce 100 units of

product A. How many units of each type do you need? Here are the requirements:

Part B: 2� number of As¼ (2)(100)¼ 200

Part C: 1� number of As¼ (1)(100)¼ 100

Part D: 3� number of Bs¼ (3)(200)¼ 600

Part E: 1� number of Bs + 3� number of Cs¼ (1)(200) + (3)(100)¼ 500

Part F: 2� number of Bs¼ (2)(200)¼ 400

Inventory Data

Inventory data contains the status of all items in inventory, including on-hand

inventory, scheduled receipts, and safety stock. On-hand inventory shows what is

in stock, but the scheduled receipt shows what is on order. On-hand inventories for

the items in Example 2.1 are also shown in Table 2.2.

2.2.1.1 MRP Process
Starting with end items, the MRP process goes through the following steps.

1. Developing gross requirements plan.

2. Determining net requirements plan.

3. Determining the planned order releases.

1. Gross requirements plan

Gross requirements plan is a schedule that shows when an item must be ordered

from suppliers (if the item is a purchased item), or when the production of an item

must be started to satisfy demand for the finished product by a particular date.

A

B (2) C (1)

D (3) E (1) F (2) E (3) Level 2

Level 1

Level 0
Fig. 2.2 A bill of material

2.2 Push Systems 11



Table 2.3 shows the gross requirements plan with a production schedule to

satisfy the demand of 100 units of Product A on day 8. The BOM and lead times

are shown in Fig. 2.2, and Table 2.2, respectively.

The gross requirements plan given in Table 2.3 shows when production of each

item should start and end in order to have 100 units of product A available on day

8. To have 100 units of product A on day 8, assembling of A must start on day

6 (because its lead time is 2 days). Thus, on day 6, 200 units of item B and 100 units

of item C must be available. These two items require 3 days and 1 day, respectively,

to produce. Therefore, production of B must start on day 3 (¼6� 3), and production

of item C must start on day 5 (¼6� 1). The start and end dates for the other items

can be calculated in the same way.

2. Net requirements plan

In developing a gross requirements plan, we assume that there is no inventory

on-hand. A net requirements plan is determined by subtracting on-hand inventory

and any scheduled receipts from the gross requirements.

Assume that we need to produce 100 units of Product A 8 days from now. In

order to develop a net requirements plan, inventory data should be available.

Suppose the on-hand inventory of items are those given in Table 2.2. Suppose

further that on-order inventory (scheduled receipts) for all items is zero.

Table 2.2 Lead times and on-hand inventories

Item Lead time (day) On hand Item Lead time (day) On hand

A 2 10 D 2 60

B 3 15 E 1 35

C 1 5 F 2 30

Table 2.3 A gross requirements plan

Day

Lead time1 2 3 4 5 6 7 8

A. Required date 100

Order release date 100 2 days

B. Required date 200

Order release date 200 3 days

C. Required date 100

Order release date 100 1 day

D. Required date 600

Order release date 600 2 days

E. Required date 200 300

Order release date 200 300 1 day

F. Required date 400

Order release date 400 2 days
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Given the gross requirements plan and the inventory data, a net requirements

plan can be developed. The gross requirement for product A is 100 and there are

10 of that product on hand, thus the net requirement for A is 90 (¼100� 10). To

determine when to release the order, the lead time is subtracted from the time of

plan order receipts. This yields the planned order releases. For product A, an order

for 90 As must be placed on day 6 (¼8� 2).

However, each on hand product A contains 2 Bs and one C. As a result, the

requirements for B and C items drop by 20 and 10, respectively. Therefore, the

updated gross requirements for items B and C are respectively 180 and 90 units in

day 6 (lead time of product A is 2 days, meaning that all its components must be

available on day 6). Table 2.4 shows net requirements plan for product A and its

components.

2.2.1.2 Lot-Sizing Techniques
There are different ways to determine lot sizes in an MRP system. The method used

in determining lot sizes is called lot-sizing method. The most well-known lot-sizing

methods are as follows.

• Lot-for-lot method

• Economic order quantity method

• Periodic order quantity method

• Part-period balancing method

• Wagner-Whitin method.

Lot-for-lot (L4L) method orders exactly what is required. For instance, if the

planned order receipt for an item is 50 units, then an order for exactly 50 units will

be placed considering the lead time of the item. In the above example (Table 2.4)

lot-for-lot method is used to determine the planned order receipts and planned order

releases. This method is effective when the setup (ordering) costs are relatively

small compared to holding costs.

Economic order quantity (EOQ) method determines the lot sizes using the

economic order quantity formula as below.

EOQ ¼
ffiffiffiffiffiffiffiffiffiffiffi

2DS

H
;

r

where D is the annual demand, S is the setup (ordering) cost per order, and H is the

holding cost per unit per year.

EOQ minimizes the total annual inventory costs which is achieved when the

annual holing costs equal annual setup (ordering) costs. This method is more

effective when demand is stable over periods. It does not perform well when

demand is highly variable.
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Table 2.4 Net requirements plan for Product A

Item

Day

1 2 3 4 5 6 7 8

A Gross requirements 100

Scheduled receipts

Projected on-hand 10 10 10 10 10 10 10 10 10

Net requirements 90

Planned order receipts 90

Planned order releases 90

B Gross requirements 180

Scheduled receipts

Projected on-hand 15 15 15 15 15 15 15

Net requirements 165

Planned order receipts 165

Planned order releases 165

C Gross requirements 90

Scheduled receipts

Projected on-hand 5 5 5 5 5 5 5

Net requirements 85

Planned order receipts 85

Planned order releases 85

D Gross requirements 495

Scheduled receipts

Projected on-hand 60 60 60 60

Net requirements 435

Planned order receipts 435

Planned order releases 435

E Gross requirements 165 255

Scheduled receipts

Projected on-hand 35 35 35 35 0 0

Net requirements 130 255

Planned order receipts 130 255

Planned order releases 130 255

F Gross requirements 330

Scheduled receipts

Projected on-hand 30 30 30 30

Net requirements 300

Planned order receipts 300

Planned order releases 300
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Periodic order quantity (POQ) method is more suitable when demand is

variable. It is calculated by dividing the EOQ by average demand per period over

a certain period of time. That is,

POQ ¼ EOQ

d
;

where d is average demand per period.

POQ represents the number of demand periods covered by each order. For

example, if POQ is two, then an order will be placed for two periods worth of

demand.

Part-period balancing (PPB) method is a dynamic approach to balance order-

ing and holding costs by changing the lot size to reflect requirements of the next lot

size in the future. PPB is performed by determining the economic part period (EPP),

which is the ratio of setup cost to holding cost.

Wagner-Whitin method developed by Wagner and Whitin in 1958 is an

algorithm based on dynamic programming principles to make optimal lot size

decisions.

2.3 Pull Systems

Pull production systems begin with a customer’s order. With this strategy,

companies only make enough products to fulfill customer’s orders. Therefore,

there will be no excess of inventory that needs to be stored, thus reducing inventory

levels and holding cost.

Notice that pull production is different from lean production. Hopp and Spear-

man (2004) defined the terms pull and lean production precisely in order to avoid

confusion. Pull is essentially a mechanism for limiting WIP, but lean is fundamen-

tally about minimizing the cost of buffering variability. Production of goods or

services is lean if it is accomplished with minimal buffering costs.

An ultimate goal of a pull production system is to keep inventory levels to a

minimum by only having enough inventory, no more or less, to meet customer

demand. A pull production control system is then used to control the inventory

level, specially WIP inventory. A well-known pull production control system is

Kanban which is described in the following section.

2.4 Kanban Control Systems

The word kanban is Japanese for card. The Kanban control is a system that controls

the production quantities in every process. It limits the amount of inventory to a

fixed maximum for each workstation consisting of a process and its output buffer,

where the maximum is equal to the number of kanbans circulating within the

workstation.
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In the Kanban system, production is triggered by a demand. When a part is

removed from an inventory point (which may be finished goods inventory or some

intermediate buffer) the workstation that feeds the inventory point is given authori-

zation to replace the part. This workstation then sends an authorization card/signal

to the upstream workstation to replace the part it just used. Each workstation does

the same thing, replenishing the downstream void and sending authorization to the

next workstation upstream. Therefore, production authorization cards, called

kanbans, are used to control and limit the release of parts into each workstation

(Hopp and Spearman 2008).

2.4.1 Types of Kanbans and Kanban Rules

The Kanban system developed at Toyota made use of two types of cards to

authorize production and movement of product: a withdrawal Kanban and a

production-ordering Kanban. A withdrawal Kanban specifies the kind and quantity

of product which the subsequent process should withdraw from the preceding

process, while a production-ordering Kanban specifies the kind and quantity of

product which the preceding process must produce. The production-ordering Kan-

ban is often called an in-process Kanban or simply a production Kanban (Monden

2011).

The key controls in a Kanban system are the WIP limits at each workstation.

These take the form of a card count, a limit on the number of containers, or, simply,

a volume limitation.

In a Kanban system, instead of directly controlling the throughput, kanbans

(cards) are used to authorize production or transportation of materials such that the

parts are pulled and WIP is visualized and controlled. The constant number of cards

used in a Kanban system, and the limited lot sizes of the attached containers create

an upper limit on the WIP level and the finished good inventory (Akturk and Erhun

1999).

In a Kanban system the following rules must be followed:

1. Downstream workstations should only withdraw parts/containers in the precise

amounts specified on the kanban.

2. Upstream workstations should only send parts/containers to downstream work-

station in the precise amounts and sequences specified by the kanban.

3. A kanban must always be attached to each part/container.

4. No parts/containers are made or moved without a kanban.

5. Defective parts are never sent to the next downstream workstation.

6. The number of kanbans should be kept as small as possible (because it

determines the maximum inventory of a part).
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2.4.2 The General Method to Determine the Number of Kanbans

The general formula to determine the number of withdrawal kanbans is as follows.

Number of kanbans containersð Þ¼Expected demand during lead timeþSafety stock

Container capacity

This can be also expressed as in the following formula.

K ¼ DL 1þ sð Þ
C

where,

K: number of kanbans (containers)

D: demand per time unit

L: lead time

C: container capacity
s: safety stock factor

The safety stock factor in the above formula is expressed as a percentage of

demand during lead time. For instance, it is less than 10 % in Toyota.

Example 2.2 Suppose that daily demand is for 200 units, lead time is 6 days, and

the container capacity is 60 units. Assume that lead time or daily demand or both

are variable, and the safety stock factor is set to 10 %. Then, number of kanbans is

determined as follows.

K ¼ DL 1þ sð Þ
C

¼ 200ð Þ 6ð Þ 1þ 0:1ð Þ
60

¼ 22

In this formula, if the policy is no safety stock (s¼ 0), and a container size of

1 (C¼ 1), then the number of kanbans will be equal to the expected demand during

lead time (DL), which shows the philosophy of the JIT system.

2.5 Other Pull Control Systems

2.5.1 Base-Stock Control System

The Base-stock is another pull control system which has been originated from

inventory control technique. It was initially proposed for production/inventory

systems with infinite production capacity. The Base-stock control system uses the

idea of a safety stock for finished goods inventory as well as safety buffers between

workstations for coordination.
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Base-stock control system limits the amount of inventory between each produc-

tion stage and the demand process. It tries to maintain a certain amount of WIP in

each stage. This amount is called the basestock level of each stage. In other words,

the basestock level of a production stage determines the maximum planned inven-

tory of the outputs of the stage (Lee and Zipkin 1992). To operate a Base-stock, it is

necessary to transmit demand information to all production stages as demand

occurs. An advantage of this mechanism over Kanban is that it avoids demand

information blockage by transferring the demand information immediately to all

production stages. The down side is that it provides no limit on the number of parts

in the system (Kimball 1988).

2.5.2 CONWIP Control System

Constant work-in-process (CONWIP) control system proposed by Spearman

et al. (1990) is another pull control system. It uses a single card type to control

the total amount of WIP permitted in the entire line. It is a generalization of the

Kanban system and can be viewed as a single-stage Kanban system.

In a production line controlled by CONWIP, raw materials are only released into

the line if there is an available CONWIP card. No part can enter the line without an

attached CONWIP card. As a result, the WIP in the entire line remains constant at

the level set by the number of CONWIP cards. Once a part at the beginning of the

line is released into the line, it is pushed through the line as fast as possible.

In a CONWIP system, the release sequence of jobs is given by a release list, with
actual releases occurring only when authorized by a CONWIP card. The release list

is one important mechanism for linking output from a CONWIP line with customer

demand.

2.5.3 Hybrid Control Systems

Other than the basic pull control systems, there are some hybrid controls which are

combinations of two basic control systems. For instance, Buzacott (1989) proposed

a hybrid control system, called Generalized Kanban control system (GKCS), which
combines the Kanban and Base-stock control systems. It depends on two

parameters per production stage, the basestock level of the finished parts, and the

number of kanbans.

Extended Kanban control system (EKCS) is another hybrid control system

introduced by Dallery and Liberopoulos (2000). Same as the GKCS, it combines

the Kanban and Base-stock control systems; however, this is conceptually less

complicated that the Generalized Kanban system.

Another hybrid control is CONWIP-Kanban system. This control system

combines WIP control mechanism at each stage using kanbans and the inventory

control in the entire system using CONWIP cards. Demand information is
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transferred to the first stage using CONWIP mechanism. However, this information

flow can still be halted if there is no finished goods inventory at the time demand

arrives.

The three basic control systems along with the hybrid CONWIP-Kanban are

more illustrated in Chap. 3.

Hereafter, we simply write Kanban, CONWIP, and Base-stock to mean respec-

tive Kanban, CONWIP, and Base-stock controlled production processes, as long as

it is clear from the context.

2.6 The Benefits of Pull Systems

Pull production systems provide a wide range of benefits. The benefits can be easily

seen and felt in a best practice operation . This is because of the simple but powerful

concept of pull systems: produce only what the customer (or next step) wants, when

the customer (next step) wants it.

The benefits include:

• Reduced inventory, and hence lower inventory holding costs

• Shorter lead time (the time it takes for customers to get what they requested)

• Shorter time to detect errors and quality problems (because of a lower level of

WIP)

• Less handling damage and lower material handling costs (because of a lower

level of WIP)

• Reduced space requirements

• Reduced manufacturing costs

• Reduced set-up time and response time

• Easier control of WIP

• Less variability

• Improved quality

• Increased productivity

• Simplified scheduling and control activities

• Greater flexibility

• Better relations with suppliers

2.7 A Review on Pull Systems

There are many studies on control mechanisms for manufacturing systems. How-

ever, we consider the studies that mainly address comparisons among Kanban,

CONWIP, and Base-stock. (See, for example, Berkley (1992) for a survey paper on

Kanban, and Framinan et al. (2003) for a survey paper on CONWIP. Also, see for

example, Spearman et al. (1990), Hopp and Roof (1998), Huang et al. (1998), Duri

et al. (2000b), Framinan et al. (2000), Zhang and Chen (2001), Ip et al. (2007),

Yildiz and Tunali (2008) on the application of CONWIP in manufacturing systems,
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and Hopp and Spearman (1991), Duenyas and Hopp (1992, 1993), Duenyas (1994),

and Hazra and Seidmann (1996) for its application in assembly operations.)

Sato and Khojasteh-Ghamari (2012) developed an integrated framework for

analyzing performance of card-based production control mechanisms using the

theory of token transaction systems. Khojasteh-Ghamari (2012) proposed a model

for performance analysis of a production process controlled by Kanban and

CONWIP. He showed that initial inventories as well as card distribution are

important parameters that influence the system performance.

Liberopoulos and Dallery (2000) presented a unified framework for pull produc-

tion control mechanisms in serial production lines. They used the framework to

model the operation of four basic pull production control mechanisms, Base-stock,

Kanban, Generalized Kanban, and Extended Kanban in a serial production line.

Bollon et al. (2004) proposed a unified formulation based on (min, +) algebra to

express the dynamics of pull control mechanisms for serial single product

manufacturing systems. With the proposed formulation, they examined the dynam-

ics behavior of Kanban, Base-stock, Extended Kanban, and Generalized Kanban.

Di Mascolo and Bollon (2011) presented a framework to describe the dynamics of

pull control mechanisms using (max, +) algebra.

In a survey paper, Framinan et al. (2003) reviewed comparison of CONWIP with

other production control mechanisms. Bonvik et al. (1997), Bonvik and Gershwin

(1996), Paternina-Arboleda and Das (2001), and Yang (2000) used simulation for

analysis of performance of different production control mechanisms in serial

production processes. Spearman and Zazanis (1992) and Muckstadt and Tayur

(1995) showed analytical result on card-based control for serial production pro-

cesses. When the same number of cards is used in both CONWIP and Kanban,

Spearman and Zazanis (1992) showed that CONWIP produces a higher mean

throughput than Kanban. In the same scenario, Muckstadt and Tayur (1995)

considered, simultaneously, four sources of variability in production lines –

processing time variability, machine breakdowns, rework, and yield loss – and

showed some similarities and differences in their effects on the performance of the

line. They showed that CONWIP produces a less variable throughput and a lower

maximal inventory than Kanban.

Sharma and Agrawal (2009) implemented an analytic hierarchy process (AHP)

algorithm to compare CONWIP, Kanban, and Hybrid with respect to average

utilization of machine and buffer, service level, WIP, throughput, unsatisfied

demand, and total cost in a serial production line with four workstations. They

considered four probabilistic situations – binomial, exponential, lognormal, and

Poisson – for the demand. They showed that the Kanban is superior to the CONWIP

with the binomial, exponential, and Poisson demands, and CONWIP is the superior

with the lognormal demand.

Gaury et al. (2000) compared Kanban, CONWIP, and hybrid in a serial produc-

tion line having six, eight, and ten workstations. Their methodology is based on

optimization, using an evolutionary algorithm, and discrete-event simulation. They

pointed out that the hybrid control mechanism has the best performance among

those three control mechanisms.
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L€odding (2013) and Huang et al. (2013) addressed hybrid Kanban-CONWIP

control system and conducted some simulation studies to evaluate the system

performance. Renna et al. (2013) presented a dynamic card control methodology

in pull production systems, and conducted simulation studies to test their proposed

methodology in Kanban and CONWIP control systems.

Pettersen and Segerstedt (2009) compared Kanban and CONWIP through a

simulation study over a small supply chain, which consists of five linked machines

with stochastic operation times. They showed that with the same amount of limited

WIP, the CONWIP control is superior to the Kanban with a higher throughput rate

and a lower time between jobs.

According to the survey done by Framinan et al. (2003), in comparison of

CONWIP and Kanban, many authors have shown through both simulation and

analytical models that CONWIP outperforms Kanban when processing times on

component operations in production processes are variable. However, Gstettner and

Kuhn (1996) and Khojasteh-Ghamari (2009) arrived at the opposite conclusion.

According to their results, Kanban achieves a given throughput level with a small

amount of WIP. They showed that by choosing an appropriate number of cards at

each workstation, Kanban can outperform the CONWIP.

There are also some studies in the literature for comparing Base-stock with the

other production control mechanisms. Duri et al. (2000a) compared three produc-

tion control mechanisms, Kanban, Base-stock, and the Generalized Kanban, in

serial production lines with Poisson demand arrival process and exponentially

distributed processing times. They showed that if there is no delay in filling orders,

all three mechanisms have similar performance; otherwise, the Generalized Kanban

and Base-stock systems outperform Kanban with a lower cost and the same service

quality. Also, using simulation analysis, Bonvik et al. (1997) compared the perfor-

mance of different production control mechanisms with respect to WIP and service

level in a serial production line with four workstations. They showed that CONWIP

demonstrates superior performance in achieving a high service level target with

minimal WIP, followed by Base-stock and Kanban. However, as Framinan

et al. (2003) mentioned, this result seems to be contradictory to the findings of

Duenyas and Patana-anake (1998) and Paternina-Arboleda and Das (2001), which

indicated that Base-stock outperforms CONWIP in a serial production line.

Framinan et al. (2003) recommended further research to clarify these apparently

contradictory results.

Takahashi et al. (2005) applied Kanban, CONWIP, and synchronized CONWIP

to supply chains to determine the superior system. Their considered supply chains

contain assembly stages with different lead times, and a sufficient production

capacity at each process. Their simulation results show the superiority of both

CONWIP and synchronized CONWIP over Kanban, when all inventory levels

among the stages are equally important. However, we have no knowledge of papers

in the literature that address Base-stock control system in a non-serial production

line to analyze the system performance.

See Geraghty and Heavey (2006) and Gonzlez-R et al. (2012) for more review of

the literature for comparison of pull control systems.
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Unified View of Pull Production Systems 3

The operation and control characteristics of some control policies from basic to

hybrid ones are described in this chapter. Basic control policies include Kanban,

CONWIP, and Base-stock. The simplest is the CONWIP, which has only a single

control parameter for the entire production line, whereas Kanban and Base-stock

controls require one control parameter for each production stage. Hybrid control

policies include Kanban-CONWIP, Generalized Kanban, and Extended Kanban.

Among the hybrid controls, we only describe the simplest one, the CONWIP-

Kanban, which requires one control parameter for each production stage and one

additional parameter for the entire production line.

3.1 Modeling Convention

Consider a manufacturing system in which the production of parts proceeds in

several stages. Each stage is a production (or assembly) inventory system made up

of a manufacturing (or assembly) process and an output buffer. The manufacturing/

assembling process may consist of a single machine or a subnetwork of several

machines. This production system controlled by different control policies are

illustrated using activity interaction diagrams.

3.1.1 Activity Interaction Diagram

Activity interaction diagram (AID) is used to show the control dynamics of each

control policy.

Definition 3.1 Activity Interaction Diagram (AID) (Sato and Praehofer 1997)

An activity interaction diagram is a diagram that has three kinds of components.

They are activities, queues, and connecting arrows. Activities should be connected

with queues, and vice versa.
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The AID for a simple production process is depicted in Fig. 3.1, where activities

(processes) and queues (buffers) are represented by squares and ovals, respectively.

It shows a serial production line with four workstations governed by Kanban

system. The meaning of symbols used in this chapter can be found in the list of

notations in Notations list.

In the following sections, the operation and characteristics of pull production

control systems are described. For the sake of simplicity, the AID of each control

system is shown in a serial production line having four production stages

(workstations) in series. A multi-stage system can be modeled based on these

four-stage models.

3.2 Pull Systems and Kanban

Kanban control is the most well-known pull production control system which limits

the amount of inventory to a fixed maximum for each workstation consisting of a

process and its output buffer, where the maximum is equal to the number of

kanbans circulating within the workstation.

There are different types of Kanban system, for example, single-card Kanban,

two-card Kanban, etc. A comparison of different Kanban systems can be found in

Muckstadt and Tayur (1995). We consider only a simple model where information

and parts move instantly in batches of one, where there is only one part type, and

where the transfer of parts from the output buffer of the preceding station follows

the “late material transfer” (LMT) policy. Under this policy, when information

about a demand arrives at a workstation, the material is not taken from the

preceding buffer until the station is ready to start production (Gstettner and Kuhn

1996). That is, the machine does not load a new part from upstream when the

downstream buffer is full, and remains empty until material is removed from the

downstream buffer.

Figure 3.1 shows the AID of a simple Kanban system having four workstations

in series. For consistency purpose, we depicted the system with four workstations,

and the other control policies which will be described later are also depicted with

four workstations. The manufacturing/assembling processes at each workstation are

drawn as squares and buffers as ovals. M represents raw material buffer, and

b represents the finished products buffer. Queue Ki contains station i kanbans.

p1 b1 p2 p3b2 b3 p4

K1 K2 K3

M b

Fig. 3.1 A serial production line controlled by Kanban
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Queue bi is the output buffer of station i containing both finished parts and the

kanbans of station i. Solid lines represent material flows, and dashed lines indicate

information flows which can be demand information or production authorizations.

This can be done by using either card-based system or computer-based system.

The Kanban is a simple control mechanism that depends only on one parameter

per workstation: the number of kanbans at workstation i, ki, i¼ 1,. . ., N �1, where

N is the total number of workstations in the system. These parameters influence

both the transfer of finished parts downstream through the line and the transfer of

demands upstream through the line. Let |q| be the number of items in queue q. The
invariant of Kanban mechanism of each workstation can be expressed as follow.

��Ki

��þ �� pi
��þ ��bi

�� ¼ ki, i ¼ 1, . . . ,N � 1 ð3:1Þ
where, Ki is the station i kanban queue containing station i available kanbans, pi the
manufacturing/assembly process of station i, bi the output buffer of station i, and ki
the total number of kanbans at station i.

This implies that the total amount of WIP in workstation i is bounded by ki.

3.3 Other Pull Systems

3.3.1 CONWIP

CONstant Work-In-Process (CONWIP) control policy proposed by Spearman

et al. (1990) maintains a constant work in process inventory in the entire production

line. In the simplest implementation of a CONWIP mechanism, a new job is not

started in a line until an existing job exits the line and jobs are pushed along the line

in FCFS (first-come, first-serve) sequence. CONWIP system sets a WIP limit for the

entire system which is equal to the total number of cards circulating within the

system. When the preset WIP level is reached, no new jobs are authorized to release

into the system before some job leaves when a demand occurs. A CONWIP line can

be seen as a single-workstation Kanban encompassing all stations.

Figure 3.2 shows the AID of a CONWIP control policy having four workstations

in series. Even though there are four workstations, the release of parts into the

system is controlled only at the first workstation, and the intermediate workstations

plays no control action. It is indeed considered as a single-workstation Kanban

control. The manufacturing/assembling processes at each workstation are drawn as

squares and buffers as ovals. M represents raw material buffer, and b the finished

products buffer. Queue bi is the output buffer of station i. Queue C contains

CONWIP cards.

The CONWIP control is even simpler than Kanban control. It depends only on

one parameter for the entire line: the total number of circulating cards, c. It
influences both the transfer of finished parts downstream and the transfer of

demands upstream through the line. There is no demand transfer between each

workstation except the last and the first workstations.
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The total amount of parts in the system is bound by c and can be expressed as

follow.

��C
��þ

X�� pi
��þ

X��bi
�� ¼ c, i ¼ 1, . . . ,N � 1 ð3:2Þ

where, C indicates the CONWIP queue containing available cards, pi the

manufacturing/assembly process of station i, bi the output buffer of station i, and
c the total number of cards in the system.

A CONWIP system behaves as follows: when a job order arrives to a CONWIP

line, a card is attached to the job, provided cards are available at the beginning of

the line. Otherwise, the job must wait in a backlog. When a job is processed at the

final station, the card is removed and sent back to the beginning of the line, where it

might be attached to the next job waiting in the backlog. No order can enter the line

without its corresponding card. The primary difference between CONWIP and

Kanban systems is that CONWIP pulls a job into the beginning of the line and

the job goes with a kanban between workstations, while Kanban pulls jobs between

all stations (Hopp and Spearman 2008).

3.3.2 Base-Stock

Base-stock control policy limits the amount of inventory between each workstation

and the demand process. It tries to maintain a certain amount of WIP in each

workstation. This amount is called the basestock level of each workstation. In other
words, the basestock level of a workstation determines the maximum planned

inventory of the outputs of the workstation (Lee and Zipkin 1992). To operate a

Base-stock, it is necessary to transmit demand information to all workstations as

demand occurs.

Figure 3.3 shows the AID of a serial production line with four workstations in

series controlled by the Base-stock control policy. The manufacturing/assembling

processes at each workstation are drawn as squares and buffers as ovals.

M represents raw material buffer, and b the finished products buffer. Queue bi is
the output buffer of station i, and queue Ci contains the free kanbans of stage i.

Base-stock is a control mechanism that depends only on one parameter per

workstation: si, i¼ 1,. . ., N � 1. This control mechanism does not impose limits

on the individual buffer levels. This is useful in recovery from failures: when a

p1 p2 p3 b3b1 b2 p4 b

C

M

Fig. 3.2 A serial production line controlled by CONWIP
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machine fails, the demand process continues to remove materials form the finished

products inventory, and the machines downstream of the failure operate normally

until they become starved of parts to process. The machines upstream of the failed

machine receive direct demand information and operate and release parts as usual.

There is therefore a build-up of inventory in front of the failed machine until it is

repaired.

In Base-stock control system with N workstations, we have the following.

��Ci

��þ �� pi
��þ ��bi

�� ¼ si � siþ1 þ
��Ciþ1

��, i ¼ 1, . . . ,N � 1 ð3:3Þ
��bi

�� � si, i ¼ 1, . . . ,N � 1 ð3:4Þ
Inequality (3.4) shows the bound on the output buffers.

3.3.3 Hybrid Kanban-CONWIP

It is not hard to visualize combinations of the control systems just described. For

example, we can imagine a system controlled by the CONWIP policy acting as a

release control combined with finite buffers between workstations limiting WIP

build-ups. This is a CONWIP-Kanban hybrid control policy. Under this control

policy, demand information is distributed directly from the finished products buffer

to authorize the production in the first workstation via CONWIP control and there

also are inventory limits in each workstation as in Kanban control.

Figure 3.4 shows the AID of a serial production line with four workstations

controlled by CONWIP-Kanban hybrid control policy. Queue bi is the output buffer
of stage i containing finished parts, stage-i kanbans and CONWIP cards. Queue Ki

contains stage-i kanbans and queue C contains CONWIP cards. No separate kanban

is needed for the synchronization of the last production stage with the production

line, since the amount of material in the entire line can never exceed the inventory

allowed in this buffer.

b1 b2p1 p2 p3 p4

C1

C2

C3

b3 bM

Fig. 3.3 A serial production line controlled by Base-stock
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When either a kanban card/signal or a CONWIP card/signal arrives at queue K1

for kanban or queue C for CONWIP, it needs to wait for the other card/signal in

order to release the raw material into the first station.

For more on the hybrid Kanban-CONWIP system, see L€odding (2013) and

Huang et al. (2013).

We can also imagine other hybrids, such as Base-stock and Kanban, which

corresponds to the Extended Kanban control developed by Dallery and

Liberopoulos (2000). Another one is the Generalized Kanban control introduced

by Buzacott (1989). Detail description of these control policies can be found in the

respective original references.
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A Framework for Production Control
Systems 4

In this book, the framework proposed by Sato and Khojasteh-Ghamari (2012) is

used for comparing pull production control systems. It is based on the theory of

token transaction systems. This chapter aims to describe the framework and to

briefly introduce the fundamental of the theory of token transactions systems.

4.1 Token Transactions Systems

Consider a specific type of business transaction system, where queues are FIFO

(first-in, first-out) types to store objects called tokens and every queue can have at

most one input and output arrow. This system is called a token transaction system
(Sato and Praehofer (1997) and Sato and Khojasteh-Ghamari (2012)). In a token

transaction system, tokens represent parts, products, workers, or data. The AID of a

token transaction system for a simple assembly process is depicted in Fig. 4.1,

where activities and queues are represented by squares and ovals, respectively. It

shows a serial production line governed by CONWIP. The purchased materialM is

processed by processes p1 through p4 to be a product which is stored in the place b.
The output buffer of process pi (i¼ 1, 2, 3, 4) is denoted by bi, and the workers for

processes are represented by tokens in wi(i¼ 1, 2, 3, 4). The queue C represents the

storage place of cards.

A workstation is a collection of one or more machines or manual stations that

perform (essentially) identical functions. The terms station, work center, and

process center are synonymous with workstation. A part is a piece of raw material,

a component, a subassembly, or an assembly that is worked on at the workstations

in a plant. Raw material refers to parts purchased from outside the plant.
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4.1.1 Dynamics of a Token Transaction System

The time evolution of a token transaction system is defined by the state transition

function, which is originally defined by the set theoretic notation by Sato and

Praehofer (1997). The time evolution of the CONWIP system in Fig. 4.1 is

determined by specifying the starting condition of activities and movement of

tokens. We assume that there is always enough raw material in M. Then, p1 starts
its processing if more than one card exists in the card buffer C, and if the worker is

available (that is, if the worker is not busy). When p1 finishes, it outputs a token to

b1. One token in an activity, say p1, implies that a part is being processed in the

activity p1. Also, one token in an output buffer, say, b1, represents combination of a

part and a card.

Each of the processes p2, p3, and p4 will start its operation if more than one pair

of part and an attached card exist in the respective input buffer, and the respective

worker is available. When p4 starts, it also outputs a card to C. As a whole, Table 4.1
will come out. In this table, “----” represents that there is no token being processed.

That is, the corresponding worker is idle. “1(2)”, for example, shows that one token

is being processed and it will finish (be imminent) after 2 time units. As like the p3
column, two tokens can be processed simultaneously each of which will be immi-

nent independently.

The initial conditions in the CONWIP example shown in Table 4.1 are as

follows.

• Number of tokens in C is 4.

• Each of p1, p2, and p4 has one worker, but p3 has two.
• Each activity is idle.

• The inventory in each of b1, b2, b3, and b is zero.

The numbers and symbols in the first row of the state transition table depicted in

Table 4.1 can be interpreted as follows. At time 373, there is no available card in the

card buffer C(C¼ 0). One part is being processed at p1 which will be imminent after

2 time units. Since a part is being processed at p1, the corresponding worker w2 is

p1 p2 p3 p4 b

w1 w2 w3 w4

b1 b2 b3

C

M

Fig. 4.1 A serial production line with four workstations controlled by CONWIP
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busy and is not available (w1¼ 0). There is no part in the first output buffer (b1¼ 0),

and no part is being processed at p2, and hence the respective worker is idle

(w2¼ 1). One part is stored in buffer b2 (b2 ¼ 1). Two parts are being processed

at p3, one will be imminent after 7 time units and the other after 10 time units.

Hence, none of the respective workers is available (w3 ¼ 0). No part is in the output

buffer of the third activity (b3 ¼ 0), one part is being processed in p4 with an

imminent time of 5 time units causing its worker to be busy at the moment (w4¼ 0).

One finished product is available in the last output buffer b waiting to be delivered

to the customer.

Now we explain how those numbers change in the table at the later times. In the

first row, by comparing remaining times in p1, p3, and p4, the most recently

imminent activity (process) is p1. When p1 finishes at time 375 (¼373 + 2), it

outputs respective tokens tow1 and b1. Then the added tokens in b1 allows p2 to start
at time 375, one token will move from each of b1 and w2 to process p2. Since no

other activities can start at 375, the state transition will grow from the time 375 to

the next event.

At time 375, there are two imminent processes p2 and p4. Thus, the next event
will be 378 (¼375 + 3). The state of the system will evolve in the same way such

that after a certain period of time all the numbers in a row will be repeated. This

happens every 12 (¼385� 373) time units in this example.

4.1.2 Dynamic Properties of a Token Transaction System

The static structure of a token transaction system is modeled by an AID. In the AID

of a token transaction system, a path is a series of activities and queues that follows
the direction of connecting arrows among them. A path with a coincident start and

end node is called a cycle, or a circuit. If a circuit contains different activities and
queues (except the start and end), then it is called an elementary circuit. When a

circuit contains a queue that gets tokens from an activity when it starts, then the

activities whose outputs are the queues can be eliminated to form the shorter circuit.

For example, p1b1 p2b2 p3b3 p4Cp1 in Fig. 4.1 is a circuit and p1b1 p2b2 p3b3Cp1 is
also a circuit, because C is a queue that gets a token when p4 starts. The cycle mean
of a circuit is defined as the sum of the holding time of the activities of the circuit,

Table 4.1 State transition table of the CONWIP

Time C p1 w1 b1 p2 w2 b2 p3 w3 b3 p4 w4 b

373 0 1(2) 0 0 ---- 1 1 1(7),1(10) 0 0 1(5) 0 1

375 0 ---- 1 0 1(3) 0 1 1(5),1(8) 0 0 1(3) 0 1

378 0 ---- 1 0 ---- 1 2 1(2),1(5) 0 0 ---- 1 2

380 0 1(2) 0 0 ---- 1 1 1(3),1(12) 0 0 1(5) 0 2

382 0 ---- 1 0 1(3) 0 1 1(1),1(10) 0 0 1(3) 0 2

383 0 ---- 1 0 1(2) 0 0 1(9),1(12) 0 1 1(2) 0 2

385 0 1(2) 0 0 ---- 1 1 1(7),1(10) 0 0 1(5) 0 3
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divided by the number of tokens in the circuit. The maximum cycle mean, λ, of an
AID is the maximum value of all cycle means (Baccelli et al. 1992) and is given by

λ ¼ max
ζ

�
�ζ
�
�
h

�
�ζ
�
�
t

;

where, ζ ranges over the set of elementary circuits of the AID,
�
�ζ
�
�
h denotes the sum

of the holding times of the activities in the circuit, and
�
�ζ
�
�
t denotes the number of

tokens in the circuit. All the circuits that have maximum value of cycle mean are

called critical circuits. A circuit consists of an activity and its workers is called an

activity circuit (for example, p1w1 p1 in Fig. 4.1).

In a long-run, a token transaction system shows a periodic behavior. In Table 4.1

the period is 12 time units (385� 373¼ 12). That is why all the corresponding

inputs of rows 373 and 385 are identical.

Now we show how to calculate the maximum cycle mean as an example.

Consider the CONWIP system depicted in Fig. 4.1 in which the processing times

of the four processes are set as 2, 3, 12, and 5 time units, respectively. That is,

p1 ¼ 2, p2 ¼ 3, p3 ¼ 12, and p4 ¼ 5. Also, four cards are assigned to the card

buffer, C. As it can be seen from the Fig. 4.1, there are five circuits where four of

them are activity circuits. They are p1b1 p2b2 p3b3 p4C, p1w1 p1, p2w2 p2, p3w3 p3,
and p4w4 p4:

In the first circuit, the sum of the processing times is 22 (sum of 2, 3, 12, and 5).

By observing its state transition table for a period (Table 4.1), there are 5 tokens in

this circuit at any given time. For example, at time 373, one token is in each of p1,
b2, p4, and two tokens in p3. Therefore, the cycle mean of this circuit will be 4.4

(¼22/5). The cycle means of the remaining circuits can be calculated as shown in

Table 4.2.

Notice that each of p1, p2 and p4 has one worker, while the process p3 has two.
That is why the number of tokens in circuit p3w3 p3 is 2, but in the others is 1.

The maximum cycle mean of the system will be the largest cycle mean which is

6, making the circuit p3w3 p3 critical.

λ ¼ max
22

5
,
2

1
,
3

1
,
12

2
,
5

1

� �

¼ 6:0

The number of commencement in a period is called the activation frequency of
the system. The numbers of commencement and finish of an activity in a period are

the same. In the period shown in Table 4.1, the activation frequency is 2 since every

activity starts and ends twice within the period.

The system throughput has an inverse relation with the maximum cycle mean.

Sato and Khojasteh-Ghamari (2012) proved that the maximum cycle mean, λ, of a
strongly connected and live token transaction system is the reciprocal of the system

throughput. That is, TH ¼ λ�1.

For more dynamic properties of token transaction systems, see Sato and Kawai

(2007), and Sato and Khojasteh-Ghamari (2012).
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4.2 Performance Measures

Two performance measures are used for comparing pull production control

systems. They are the average WIP and the system throughput. Hereafter, we
simply write “WIP” and “TH” to mean the average WIP and the system throughput,

respectively. We call the sum of WIPs in a pull control system the system WIP. The
system WIP will be the sum of the tokens located in all queues and activities in the

system. The system throughput is defined as the average number of finished

products produced per time unit.

The best performance for a production process can be achieved by choosing an

appropriate number of cards in a pull production control system. A system has the

best performance when it attains the maximum possible throughput with a mini-

mum number of WIP. This is called the best-case performance by Hopp and

Spearman (2008).

4.3 Application of the Framework in Comparing Control
Systems

In the following two chapters, by applying the theory of token transaction systems

and the framework described, we will analyze and compare the three control

systems, Kanban, CONWIP, and Base-stock in two different production processes.

One type is serial production lines which will be discussed in Chap. 5, and the other

one is assembly types, which will be presented in Chap. 6.
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Table 4.2 Cycle means calculation

Circuit Sum of processing times Number of tokens in the circuit Cycle mean

p1w1 p1 2 1 2/1¼ 2

p2w2 p2 3 1 3/1¼ 3

p3w3 p3 12 2 12/2¼ 6

p4w4 p4 5 1 5/1¼ 5
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Analysis of Control Systems in Serial
Production Lines 5

In this chapter, three pull production control systems, Kanban, CONWIP, and Base-

stock are analyzed in serial production lines using the theory of token transaction

systems. We provide an analytical comparison among those three control systems

in a serial production line having two or more workstations, followed by a set

of numerical experiments.

5.1 Comparison of Kanban and CONWIP

Using analytical queuing network models, Gstettner and Kuhn (1996) provided a

quantitative comparison between Kanban and CONWIP with respect to WIP and

throughput in a serial production line including six workstations with exponentially

distributed processing times. Contrary to the comparative conclusions in the litera-

ture, they showed that Kanban can achieve a given production rate with a less

average WIP level than CONWIP, if the card distribution in the Kanban is chosen

appropriately. They defined the average number of finished parts in the output

buffers as the average WIP. In the following, we analyze Kanban and CONWIP,

and compare their performance in serial production lines.

Figure 4.1 in Chap. 4 showed the AID of a serial production line having four

workstations controlled by CONWIP. That production process is composed of four

processes p1 to p4 with respective workers of w1 to w4, where each process has

output bi (i¼ 1, 2, 3) or b.1 The corresponding Kanban process for the same serial

production line is depicted in Fig. 5.1. The first process p1 starts when more than

one token is available in each of its inputs, w1 and K1, whereKi is the cards buffer of

the workstation i. When p1 finishes its operation, a token will be added into each of
its outputs b1 and w1. The process p2 starts when more than one token is available in

Part of this chapter is adapted from Khojasteh and Sato (2015).

1 See Chap. 4 for more details.
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each of its inputs w2, K2 and b1. Once it starts, one token is produced in each of K1

and p2, and when it finishes, one token is added into each of its outputs b2 and w2.

The processes p3 and p4 work similarly.

In the following, we show an example of a serial production line controlled by

Kanban and CONWIP with respective state transition tables.

Example 5.1 Consider a serial production line including four workstations with

the CONWIP and Kanban as depicted in Figs. 4.1 and 5.1, respectively. Processing

times of p1, p2, p3 and p4 are set at 2, 3, 12, and 5 time units, respectively. The

process p3 has two workers, while each of the others has only one worker. Also,

initial inventory for every part is set to zero. We assume that enough raw material

M is always available. Cases 5.1_KAN and 5.1_CON below show the periodic

behavior of the Kanban and CONWIP, respectively.

Case 5.1_KAN: Table 5.1 gives the state transition table for the production process

with the Kanban depicted in Fig. 5.1. The number of cards are set as k1 ¼ k2 ¼ 1 and

k3 ¼ 2, where ki is the number of kanbans at workstation i. The system shows a

periodic behavior every 12 time units. The activation frequency is 2, i.e., each activity

starts twice in a period. The circuits p3w3p3 and p3b3K3 are critical with maximum

cycle mean λ ¼ 6 (Below, we will show how to calculate λ for this case.). The

throughput is 2/12 (parts per time unit), and the system WIP is equal to 6.17.2 It can

be verified that the amount of systemWIP is minimum to attain the throughput 2/12.

Case 5.1_CON: The state transition table for the same production process under

CONWIP control has been given in Table 4.1. Four cards are assigned into the

system, which is the minimum number of cards to attain the maximum possible

throughput. The system shows a periodic behavior every 12 time units. The activity

circuit p3w3p3 is critical with λ ¼ 6. The activation frequency is 2, i.e., each activity

starts twice in a period. The throughput is 2/12, and the systemWIP is equal to 6.17,

which is the minimum value to attain the throughput.

p1 p2 p3

w1 w2 w3

K1 K2 K3

b1 b2 b3M p4 b

w4

Fig. 5.1 A serial production line with four workstations controlled by Kanban

2 Later, we will show how to calculate this system WIP.
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To calculate the maximum cycle mean for the case 5.1_KAN in Example 5.1, we

consider the Kanban system depicted in Fig. 5.1 where the processing times of the

four processes have been set at 2, 3, 12, and 5 time units, respectively. That is,

p1 ¼ 2, p2 ¼ 3, p3 ¼ 12, and p4 ¼ 5. As it can be seen from the figure, there are in

total seven circuits of which four are activity circuits. They are p1b1K1, p2b2K2,

p3b3K3, p1w1 p1, p2w2 p2, p3w3 p3, and p4w4 p4:
In the first circuit, the sum of the processing times (which is for only one process

p1) is 2. By observing the state transition table for a period given in Table 5.1, there
is only one token in this circuit at any given time. For example, at times 351 and

358, the token is in p1, but at the remaining times it is in the output buffer b1.
Therefore, the cycle mean3 of this circuit will be 2 (¼ 2/1). The cycle means of the

remaining circuits are calculated as shown in Table 5.2.

The maximum cycle mean of the system is the largest cycle mean which is 6. It is

for the two critical circuits p3w3 p3 and p3b3K3.

λ ¼ max 2; 3; 6; 2; 3; 6; 5f g ¼ 6:0

Now, we show how to calculate the system WIP by using the state transition

table in case 5.1_KAN. Consider its state transition table given in Table 5.1. By

observing the table for a period, at time 351, five tokens (all of them are being

processed at p1 through p4) remain in the system for 2 time unit (353� 351¼ 2). At

the next event time (i.e. 353), six tokens remain in the system, but for 1 time unit

(354� 353¼ 1). Similarly, 7, 7, 5, 6, and 7 tokens remain in the system for the next

2, 2, 2, 1, and 2 time units, respectively. This yields (2� 5) + (1� 6) + (2� 7)

+ (2� 7) + (2� 5) + (1� 6) + (2� 7)¼ 74 [tokens� time units] as the total holding

and waiting times for a period. Since the period is 12 time units, the system WIP is

6.17 (¼74/12) tokens.

In both cases, 5.1_KAN and 5.1_CON, the optimum system WIPs to attain the

same level of throughput are the same. In the following, it is proved that this

statement holds true when the same total number of cards is employed in both the

systems.

Table 5.2 Cycle means of the remaining circuits

Circuit Sum of processing times Number of tokens in the circuit Cycle mean

p2b2K2 3 1 3/1¼ 3

p3b3K3 12 2 12/2¼ 6

p1w1 p1 2 1 2/1¼ 2

p2w2 p2 3 1 3/1¼ 3

p3w3 p3 12 2 12/2¼ 6

p4w4 p4 5 1 5/1¼ 5

3As defined in Chap. 4, the cycle mean of a circuit is the ratio of the sum of the processing times of

the processes on the circuit divided by the number of tokens in the circuit.
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5.1.1 Analytical Comparison

Proposition 5.1 (Khojasteh-Ghamari and Sato, 2011) Consider a serial production

line with n workstations controlled by Kanban and CONWIP as depicted in

Figs. 5.2 and 5.3, respectively. Assume that both the systems have the same number

of workers for respective processes, the same activation frequency, and the same

throughput. Let K and N be the total number of cards in the Kanban and CONWIP,

respectively. Then, we have the following.

(i) WC < WK if and only if N < K,
(ii) WC ¼ WK if and only if N ¼ K,

where WK and WC are the average system WIP for the Kanban and CONWIP,

respectively.

Proof4 (1) Let the throughput be TH, the activation frequency ρ, and the period L.
Then, we have TH¼ρ=L, since every activity starts and ends ρ times in the period,

and one token moves at every commencement (or, completion). Thus, both systems

have the same period, L.

(2) LetCbe a circuit. Tokens are held in activities or connecting queues.We denote

a∈A C
� �

to show that an activity a is onC, andq∈Q C
� �

if a connecting queue q is on

. . .p1 p2 pn−1 pnbn−1

w1 w2 wn−1 wn

C

b1 b2M b

Fig. 5.2 A serial production line with n workstations controlled by CONWIP

4Khojasteh-Ghamari and Sato, 2011

. . .

. . .

p1 p2 p3

w1 w2 w3 wn−1

K1 K2

b1 b2M pn−1 pn

wn

Kn−1

bn−1 b

Fig. 5.3 A serial production line with n workstations controlled by Kanban
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C. The processing time of a is denoted by ha. Let the outmost circuit in the CONWIP

be F. That is, F is Cp1b1 p2b2 . . . pn�1bn�1C (see Fig. 5.2). In the Kanban, let G be

D1;D2; . . . ;Dn�1f g, where Di i ¼ 1, 2, . . . , n� 1ð Þ is the circuit KipibiKi with ki
tokens (see Fig. 5.3). Since the activation frequency in both the systems is the same,

we have
X

a∈A Fð Þ
ha ¼

X
a∈A Gð Þ

ha, where A(G) is defined as [n�1

i¼1
A Dið Þ.

(3) For a connecting queue q, denote the integration value of token in the queue for

a period as hq. The sumof integration value of the connecting queues onC is
X

q∈Q Cð Þ
hq.

Thus, the average WIP in q is hq=L. Let the number of tokens onC be denoted by nC.

Then, nC � L ¼ ρ
� X
a∈A Cð Þ

ha
�þ X

q∈Q Cð Þ
hq. The cycle time of C (the total time for a

token onC to go round once) is given byCTC ¼ nC
TH

¼ nC � L
ρ

. This cycle time is equal

to CTC ¼
X

a∈A Cð Þ
ha þ

X
q∈Q Cð Þ

hq=ρ

0
B@

1
CA, because each activity in the process starts

and ends for the same number of times ρ, and for the rest of time in a period, tokens are

remained in the connecting queues. Thus, we have

nC � L ¼ ρ
� X
a∈A Cð Þ

ha
�þ X

q∈Q Cð Þ
hq:

(4) The sum of integration values of the connecting queues on all activity circuits

in the CONWIP and Kanban for a period is the same. In the CONWIP, let the

integration value of a token in the worker for pi (i¼ 1, 2,. . ., n) be hC
qi
. Then we have

hC
qi
¼ wi � L� ρ � hi, where wi is the number of workers for pi. Since the right-hand

side is identical for the Kanban, we have hC
qi
¼ hK

qi
, where hK

qi
is the integration value

of a process in the Kanban. In the following, the sum of integration values of all

activity circuits for a period is denoted by w. That is,

w ¼
Xn
i¼1

hC
qi
¼
Xn
i¼1

hK
qi
: ð5:1Þ

(5) In part (i) we first prove that if the total number of cards in the CONWIP be less

than that in the Kanban, namelyN <
Xn�1

i¼1

ki, where ki is the number of cards assigned

into workstation i, thenWC < WK . Let the sum of integration values of all connecting

queues in the CONWIP and Kanban for a period beWC
q andWK

q , respectively. Then,

WC
q ¼

X
q∈Q Fð Þ

hq þ w:
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Applying Little’s law on F yields
X

q∈Q Fð Þ
hq ¼N � L� ρ

X
a∈A Fð Þ

ha

0
@

1
A.

Therefore,

WC
q ¼ N � L� ρ

X
a∈A Fð Þ

ha

0
@

1
Aþ w: ð5:2Þ

Since N <
Xn�1

i¼1

ki, we have

WC
q < L

Xn�1

i¼1

ki

 !
� ρ

X
a∈A Gð Þ

ha

0
@

1
Aþ w ¼ WK

q :

Therefore,

WC ¼ ρ

L

X
a∈A Fð Þ

ha

0
@

1
Aþ 1

L
WC

q <
ρ

L

X
a∈A Gð Þ

ha

0
@

1
Aþ 1

L
WK

q ¼ WK:

Now we show the opposite implication. Suppose that WC < WK . Then, we have

WC
q < WK

q .

WC
q ¼

X
q∈Q Fð Þ

hq þ w ¼ N � L� ρ
X

a∈A Fð Þ
ha

0
@

1
Aþ w:

In the Kanban, the integration values of tokens in a circuit Di i ¼ 1, 2, . . . , n� 1ð Þ is
given byhqi ¼ kiL� ρhi, whereDi is the circuitKipibiKiwith ki tokens. Thus, the sum

of integration values of all connecting queues in the Kanban for a period is given by

WK
q ¼

Xn�1

i¼1

hqi þ w

¼ L
Xn�1

i¼1

ki

 !
� ρ

X
a∈A Gð Þ

ha

0
@

1
Aþ w:

ð5:3Þ

Since WC
q < WK

q , we have

N � L� ρ
X

a∈A Fð Þ
ha

0
@

1
Aþ w < L

Xn�1

i¼1

ki

 !
� ρ

X
a∈A Gð Þ

ha

0
@

1
Aþ w:
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Thus, N <
Xn�1

i¼1

ki.

(6) Now, let us prove part (ii). Assume that N ¼ K, i.e., N ¼
Xn�1

i¼1

ki. Then,

WC �WK ¼ ρ

L

X
a∈A Fð Þ

ha

0
@

1
Aþ 1

L
WC

q

0
@

1
A� ρ

L

X
a∈A Gð Þ

ha

0
@

1
Aþ 1

L
WK

q

0
@

1
A

¼ 1

L
WC

q �WK
q

� �
:

WC
q �WK

q ¼ N � L� ρ
X

a∈A Fð Þ
ha

0
@

1
Aþ w

0
@

1
A� L

Xn�1

i¼1

ki

 !
� ρ

X
a∈A Gð Þ

ha

0
@

1
Aþ w

0
@

1
A

¼ N �
Xn�1

i¼1

ki

 !
� L ¼ 0

Therefore, WC ¼ WK if and only if N ¼ K. (Q.E.D.)

This proposition gives a complete characterization of comparison between

Kanban and CONWIP in serial production lines. It resolves the complicated situa-

tion on comparison between these two control systems in serial production lines. It

implies that in a serial production line, only the total number of cards decides the

system performance.

In this proposition, the definition of WIP is different from that of Gstettner and

Kuhn (1996). The system WIP is a factor that determines throughput. Therefore, if

we focus only on the average value of the finished parts in the output buffers

without considering the other parts that are being processed in the system, then that

amount alone will not provide useful information.

5.2 Comparison of Base-Stock with Kanban and CONWIP

We have already explained the dynamic operation of CONWIP and Kanban using

the concept of the token transaction system.5 Now we specify the operation of Base-

stock in the same production process. Figure 5.4 shows the corresponding produc-

tion process controlled by Base-stock. The first process p1 starts when more than

one token is available in each of its inputs,w1 andC1. We again assume that enough

raw material M is always available. When p1 finishes, a token will be added into

each of b1 and w1. The process p2 starts when more than one token is available in

each of its inputs w2, b1, and C2. A token is produced in p2 when it starts. The

5 See Sects. 4.1 and 5.1 for CONWIP and Kanban, respectively.
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outputs of p2 areb2 andw2. The process p3 works similarly. The last process p4 starts
when more than one token is available in each of its inputsw4 and b3. When it starts,

then a token is produced in p4, and one token is added into each of C1, C2 and C3.

When it finishes, then a token is added into each of its outputs, b and w4.

5.2.1 Comparison of Base-Stock and Kanban

The proposition below compares Base-stock and Kanban in serial production lines.

Proposition 5.2 Consider a serial production line with n workstations controlled

by Kanban and Base-stock as depicted in Figs. 5.3 and 5.5, respectively. Assume

that both the systems have the same number of workers for respective processes, the

same activation frequency, and the same throughput. Let K and B be the total

number of cards in the Kanban and Base-stock, respectively. Then, we have the

following.

(i) if B� K � 1

λ

Xn�2

i¼1

ihiþ1

 !
, then WB � WK ,

(ii) if B ¼ K, then WB < WK ,

where λ is the maximum cycle mean, hi the processing time of workstation i, and
WK and WB are the average system WIP for the Kanban and Base-stock,

respectively.

Proof (1) Let the throughput be TH, the activation frequency ρ, and the period L.
Then, for the same reason given in the proof of Proposition 5.1, both the systems

have the same period L.
(2) In the Kanban, let G be D1;D2; . . . ;Dn�1f g, whereDi i ¼ 1, 2, . . . , n� 1ð Þ is

the circuit KipibiKi with ki tokens. In the Base-stock, let Hi i ¼ 1, 2, . . . , n� 1ð Þ be
the circuit Ci pibi piþ1biþ1 . . . pn�1bn�1Ci, with mi tokens (see Figs. 5.3 and 5.5).

b1 b2p1 p2 p3 p4

w1 w2 w3 w4

C1

C2

C3

b3M b

Fig. 5.4 A serial production line controlled by Base-stock
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Since the activation frequencies in both the systems are the same, we haveX
a∈A Gð Þ

ha ¼
X

a∈A H1ð Þ
ha, where A(G) is defined as [n�1

i¼1
A Dið Þ, and ha is the processing

time of the activity a.
(4) The sum of integration values of connecting queues on all activity circuits in

the Kanban and Base-stock for a period is the same (for the same reason given in the

proof of Proposition 5.1). That is, w ¼
Xn
i¼1

hK
qi
¼
Xn
i¼1

hB
qi
, where w is the sum of

integration values of all activity circuits for a period, and hK
qi

and hB
qi

are the

integration value of the process i in the Kanban and Base-stock, respectively.

(5) In the Kanban, the integration value of tokens in a circuit Di (i¼ 1, 2, . . .,
n�1) is given by hqi ¼ kiL� ρhi, where Di is the circuit KipibiKi with ki tokens. In

the Base-stock, the integration value of tokens in circuit Hi i ¼ 1, 2, . . . , n� 1ð Þ is
given byhqi ¼ miL� ρhi, whereHi is the circuitCi pibi piþ1biþ1 . . . pn�1bn�1Ciwith

mi tokens. Let the sum of integration values of all connecting queues in the Kanban

and Base-stock for a period be WK
q and WB

q , respectively. Then,

WK
q ¼

Xn�1

i¼1

X
q∈Q Dið Þ

hq þ w

¼ k1L� ρ
X

a∈A D1ð Þ
ha

0
@

1
A

2
4

3
5þ k2L� ρ

X
a∈A D2ð Þ

ha

0
@

1
A

2
4

3
5þ . . .þ

kn�1L� ρ
X

a∈A Dn�1ð Þ
ha

0
@

1
A

2
4

3
5þ w

¼ L
Xn�1

i¼1

ki

 !
� ρ h1 þ h2 þ . . .þ hn�1ð Þ þ w:

ð5:4Þ

. . .b1 b2p1 p2 pn−1 bn−1

w1 w2 wn−1

C1

C2

Cn−1

M pn b

wn

Fig. 5.5 A serial production line with n workstations controlled by Base-stock
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And,

WB
q �

Xn�1

i¼1

X
q∈Q Hið Þ

hq þ w ð5:5Þ

¼ m1L� ρ
X

a∈A H1ð Þ
ha

0
@

1
A

2
4

3
5þ m2L� ρ

X
a∈A H2ð Þ

ha

0
@

1
A

2
4

3
5þ . . .

þ mn�1L� ρ
X

a∈A Hn�1ð Þ
ha

0
@

1
A

2
4

3
5þ w

¼ m1L� ρ h1 þ h2 þ . . .þ hn�1ð Þ½ � þ m2L� ρ h2 þ . . .þ hn�1ð Þ½ � þ . . .
þ mn�1L� ρ hn�1ð Þ½ � þ w

¼ L
Xn�1

i¼1

mi

 !
� ρ h1 þ 2h2 þ . . .þ n� 1ð Þhn�1ð Þ þ w ð5:6Þ

Note that the inequality used in (5.5) is because of the existence of some common

activities and connecting queues among the elementary circuits6 in the Base-stock.

Now, subtracting WK
q in (5.4) from both the sides of (5.6) yields

WB
q �WK

q � B� Kð ÞL� ρ h2 þ 2h3 þ . . .þ n� 2ð Þhn�1ð Þ; ð5:7Þ

where K ¼
Xn�1

i¼1

ki, and B ¼
Xn�1

i¼1

mi.

If B� K � h2 þ 2h3 þ . . .þ n� 2ð Þhn�1

λ
, then

B� Kð ÞL� ρ h2 þ 2h3 þ . . .þ n� 2ð Þhn�1ð Þ � 0. By (5.7),

WB
q �WK

q � B� Kð ÞL� ρ h2 þ 2h3 þ . . .þ n� 2ð Þhn�1ð Þ � 0, or WB
q

� WK
q : Therefore;

WB ¼ ρ

L

X
a∈A H1ð Þ

ha

0
@

1
Aþ 1

L
WB

q � ρ

L

X
a∈A Gð Þ

ha

0
@

1
Aþ 1

L
WK

q ¼ WK:

Thus, WB � WK . This concludes the proof of part (i).

6 If a circuit contains different activities and queues (except the start and end), then it is called an

elementary circuit.
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6) Now, let us prove part (ii). Assume that B ¼ K. Then, in (5.7),

WK
q �WB

q � ρ h2 þ 2h3 þ . . .þ n� 2ð Þhn�1ð Þ > 0, or WB
q < WK

q . Thus,

WB < WK . (Q.E.D.)

The statement (i) in this proposition implies that if the optimum number of cards

in both the control systems satisfies the condition, which does not depend on the

processing time of the first station (h1), thenWB � WK . In fact, the right hand side is

decided by the structure of the process. Once it is given, the whole performance is

decided only by the number of cards, B and K.
Contrary to the case of Kanban and CONWIP, the comparison between Kanban

and Base-stock cannot be completely characterized. The statements in this propo-

sition are not in “if and only if” form, but they are best possible forms. In other

words, this proposition is one of the best possible forms in the sense that the

respective converses do not hold true. It suffices to show that there exists at least

an example for the converse. The following example shows that each converse

implications of (i) and (ii) in Proposition 5.2 does not hold.7

Example 5.2 Consider a serial production line including four workstations with the

Kanban and Base-stock as depicted in Figs. 5.1 and 5.4, respectively. Processing times

of p1, p2, p3 and p4 are set at 5, 12, 10, and 7 time units, respectively. That is, h1 ¼ 5,

h2 ¼ 12, h3 ¼ 10 and h4 ¼ 7. The process p2 has two workers, while each of the

others has only one worker. Also, initial inventory for every part is set to zero. We

assume that enough rawmaterialM is always available. Cases 5.2_BAS and 5.2_KAN

below show the periodic behavior of the Base-stock and Kanban, respectively.

Case 5.2_BAS: Table 5.3 shows the state transition table for the production process

with the Base-stock. The number of cards are set as m1 ¼ 4, m2 ¼ 3 and m3 ¼ 2,

(namely, B ¼ 9) which are the minimum number of cards to attain the maximum

possible throughput. The system shows a periodic behavior every 10 time units.

Activity circuit p3w3p3 is critical with maximum cycle mean λ ¼ 10. ρ ¼ 1, i.e.,

each activity starts once in a period. The throughput is 1/10, and the system WIP is

equal to 5.90. That is,WB ¼ 5:90. It can be verified that the value of system WIP is

minimum to attain the throughput 0.10 (¼ 1/10).

Case 5.2_KAN: Table 5.4 gives the state transition table for the same production

process with the Kanban. The number of kanbans are set as k1 ¼ k3 ¼ 1 and k2 ¼ 2,

that is K ¼ 4. The system shows a periodic behavior every 10 time units. Circuit

p3w3p3 is critical with λ ¼ 10, and ρ ¼ 1. The throughput is 0.10 (¼ 1/10), and the

system WIP is equal to 6.30 (WK ¼ 6:30), which is the minimum value to attain the

throughput.

Here we show again how to calculate the system WIP in case 5.2_KAN by using

the state transition table. Consider Table 5.4. By observing the state transition table

7Assumptions and parameters considered in Examples 5.2, 5.3, and 5.4 are given in Table 5.10.
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for a period, at time 524, five tokens (all of them are being processed at p1 through
p4) remain in the system for 2 time unit (526 – 524¼ 2). At the next event time

(i.e. 526), six tokens remain in the system, but for 3 time unit (529 – 526¼ 3).

Similarly, 7 tokens remain in the system for the next 2 and 3 time units. This yields

(2� 5) + (3� 6) + (2� 7) + (3� 7)¼ 63 [tokens x time unit] as the total holding and

waiting times for a period. Since the period is 10 time units, the system WIP is

63/10 tokens. That is, WK ¼ 6:30.
Cases 5.2_BAS and 5.2_KAN show that each converse implications of (i) and

(ii) in Proposition 5.2 does not hold. Because it can be simply verified that

WB < WK , however, B 6¼ K; and B� K ¼ 9� 4 > h2þ2h3
λ ¼ 12þ2 10ð Þ

10
, in the same

notation of Proposition 5.2.

5.2.2 Comparison of Base-stock and CONWIP

The following proposition compares Base-stock and CONWIP in serial production

lines.

Proposition 5.3 Consider a serial production line with n workstations controlled

by CONWIP and Base-stock. Assume that both the systems have the same workers

for respective processes, the same activation frequency, and the same throughput.

Let N and B be the total number of cards in the CONWIP and Base-stock,

respectively. Then, we have the following.

(i) if B� N � 1

λ

Xn�2

i¼1

ihiþ1

 !
, then WB � WC,

(ii) if B ¼ N, then WB < WC,

where λ is the maximum cycle mean, hi the processing time of workstation i, and
WC and WB are the average system WIP for the CONWIP and Base-stock,

respectively.

Proof (1) Let the throughput be TH, the activation frequency ρ, and the period L.
Then, for the same reason given in the proof of Proposition 5.1, both the systems

have the same period L.
Let the outmost circuit in the CONWIP be F. That is, F is Cp1b1 p2b2 . . . pn�1

bn�1C (see Fig. 5.2). In the Base-stock, let Hi i ¼ 1, 2, . . . , n� 1ð Þ be the circuit

Ci pibi piþ1biþ1 . . . pn�1bn�1Ci, with mi tokens (see Fig. 5.5). Since the activation

frequencies in both the systems are the same, we have
X

a∈A Fð Þ
ha ¼

X
a∈A H1ð Þ

ha, where

ha is the processing time of the activity a.
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(2) For the same reason given in the proof of Proposition 5.1, the sum of

integration values of connecting queues on all activity circuits for a period in

both the CONWIP and Base-stock is the same. That is, w ¼
Xn
i¼1

hC
qi
¼
Xn
i¼1

hB
qi
,

where w is the sum of integration values of all activity circuits for a period, and

hC
qi
and hB

qi
are the integration value of the process i in the CONWIP and Base-stock,

respectively.

(3) Now we prove part (i). Let the sum of integration values of all connecting

queues in the CONWIP and Base-stock for a period be WC
q and WB

q , respectively.

Then, as we showed in the proof of Proposition 5.1,

WC
q ¼

X
q∈Q Fð Þ

hq þ w. For circuit F, we have
X

q∈Q Fð Þ
hq ¼N � L� ρ

X
a∈A Fð Þ

ha

0
@

1
A,

where N is the total number of cards in the CONWIP. Therefore,

WC
q ¼N � L� ρ

X
a∈A Fð Þ

ha

0
@

1
Aþ w

¼N � L� ρ h1 þ h2 þ � � � þ hn�1ð Þ þ w:

ð5:8Þ

And,

WB
q �

Xn�1

i¼1

X
q∈Q Hið Þ

hq þ w

¼ m1L� ρ
X

a∈A H1ð Þ
ha

0
@

1
A

2
4

3
5þ m2L� ρ

X
a∈A H2ð Þ

ha

0
@

1
A

2
4

3
5

þ . . .þ mn�1L� ρ
X

a∈A Hn�1ð Þ
ha

0
@

1
A

2
4

3
5þ w

¼ m1L� ρ h1 þ h2 þ . . .þ hn�1ð Þ½ � þ m2L� ρ h2 þ . . .þ hn�1ð Þ½ �
þ . . .þ mn�1L� ρ hn�1ð Þ½ � þ w

¼ L
Xn�1

i¼1

mi

 !
� ρ h1 þ 2h2 þ . . .þ n� 1ð Þhn�1ð Þ þ w: ð5:9Þ

Subtracting WC
q in (5.8) from both sides of (5.9) yields

WB
q �WC

q � B� Nð ÞL� ρ h2 þ 2h3 þ . . .þ n� 2ð Þhn�1ð Þ; ð5:10Þ

where, B ¼
Xn�1

i¼1

mi.
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If B� N � h2 þ 2h3 þ . . .þ n� 2ð Þhn�1

λ
, then

B� Nð ÞL� ρ h2 þ 2h3 þ . . .þ n� 2ð Þhn�1ð Þ � 0.

By (5.10), WB
q �WC

q � B� Nð ÞL� ρ h2 þ 2h3 þ . . .þ n� 2ð Þhn�1ð Þ � 0, or

WB
q � WC

q . Therefore,

WB ¼ ρ

L

X
a∈A H1ð Þ

ha

0
@

1
Aþ 1

L
WB

q � ρ

L

X
a∈A Fð Þ

ha

0
@

1
Aþ 1

L
WC

q ¼ WC:

This concludes the proof of part (i).

(4) Now, we prove part (ii). Assume that B ¼ N. Then, in (5.10),

WC
q �WB

q � ρ h2 þ 2h3 þ . . .þ n� 2ð Þhn�1ð Þ > 0, or WB
q < WC

q . Thus,

WB < WC: ðQ:E:D:Þ

The statement (i) in this proposition implies that if the optimum number of cards

in both the control systems satisfies the condition, which does not depend on the

processing time of the first station (h1), thenWB � WC. In fact, the right hand side is

decided by the structure of the process. Once it is given, the whole performance is

decided only by the number of cards, B and N.
Here again, we cannot completely characterize the comparison between Base-

stock and CONWIP. The statements in this proposition are not in “if and only if”

form, but they are best possible forms. We give an example that shows the converse

implication of (i) does not hold true.

The following example shows that the converse implication of (i) in Proposition

5.3 does not hold.

Example 5.3 This example shows that the converse implication of (i) in Proposi-

tion 5.3 does not hold. Consider a serial production line including four workstations

with the CONWIP and Base-stock as depicted in Figs. 4.1 and 5.4, respectively.

Processing times of p1, p2, p3 and p4 are set at 5, 12, 3, and 2 time units,

respectively. That is, h1 ¼ 5, h2 ¼ 12, h3 ¼ 3 and h4 ¼ 2. Same as the previous

example, the process p2 has two workers, while each of the others has only one

worker. Also, initial inventory for every part is set to zero, and it is assumed that

enough raw material M is always available. Cases 5.3_BAS and 5.3_CON below

show the results for the Base-stock and CONWIP, respectively.

Case 5.3_BAS: Table 5.5 shows the state transition table for the production process

with the Base-stock. The number of cards are set as m1 ¼ 4, m2 ¼ 3 and m3 ¼ 1,

which are the minimum number of cards to attain the maximum possible throughput

(B ¼ 8). The system shows a periodic behavior every 12 time units. Activity circuit

p2w2p2 is critical with λ ¼ 6, and ρ ¼ 2, i.e., each activity starts twice in a period.

The throughput is 2/12, and the system WIP is equal to 5.67. That is WB ¼ 5:67.
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Case 5.3_CON: The state transition table for the same production process with the

CONWIP is given in Table 5.6. Four cards are assigned into the system (N ¼ 4),

which is the minimum number of cards to attain the maximum possible throughput.

The system shows a periodic behavior every 12 time units. Circuit p2w2p2 is critical
with λ ¼ 6, andρ ¼ 2. The throughput is 2/12, and the systemWIP is equal to 5.67 (

WC ¼ 5:67).
Case 5.3_BAS and 5.3_CON show that the converse implication of (i) in

Proposition 5.3 does not hold. Because WB � WC, but

B� N ¼ 8� 4 > h2þ2h3
λ ¼ 12þ2 3ð Þ

6
, in the same notation of Proposition 5.3.

However, we failed to find examples for the converse of part (ii). It seems that in

Proposition 5.3 with n > 2, when both the systems perform optimally, the

if-condition of part (ii) cannot be satisfied under any circumstance. Optimality

here refers to the fact that the system attains maximum possible throughput by

employing the least number of cards, and hence has a minimum amount of the

system WIP. As it can be seen in Figs. 5.2 and 5.5, the outmost circuits in both the

systems (i.e., circuit Cp1b1 p2b2 . . . pn�1bn�1C in the CONWIP, and C1 p1b1 p2b2
. . . pn�1bn�1C1 in the Base-stock) have the same components. Therefore, in order

for both the systems to attain the maximum rate of throughput with minimum

amount of WIP, the same number of cards is required to assign into each of C and

C1. In fact, the number of cards assigned into C is the total number of cards in the

CONWIP, denoted by N. However, the Base-stock needs more cards in the other

nonactivity circuits (i.e., circuits Ci pibi piþ1biþ1 . . . pn�1bn�1Ci, 1 < i < n ) to

operate properly. Thus, B > N. This would be a reason that we failed to find an

example to show whether the converse implication of (ii) holds true.

5.2.3 Discussions

For a serial production process in the Proposition 5.2, some Kanban and Base-stock

cases, which have the same level of throughput satisfy the if-condition of (i), and

thenWB � WK certainly holds. However, in the following, we give an example that

dissatisfies the if-condition, and thenWB > WK . In a similar way, in Proposition 5.3

(for CONWIP and Base-stock cases), this example shows that WB > WC, and of

Table 5.6 State transition of 5.3_CON for a period

Time C p1 w1 b1 p2 w2 b2 p3 w3 b3 p4 w4 b

425 0 1(5) 0 1 1(2),1(9) 0 0 ---- 1 0 1(2) 0 1

427 0 1(3) 0 0 1(12),1(7) 0 0 1(3) 0 0 ---- 1 2

430 0 1(5) 0 1 1(9),1(4) 0 0 ---- 1 0 1(2) 0 2

432 0 1(3) 0 1 1(7),1(2) 0 0 ---- 1 0 ---- 1 3

434 0 1(1) 0 0 1(5),1(12) 0 0 1(3) 0 0 ---- 1 3

435 0 ---- 1 1 1(4),1(11) 0 0 1(2) 0 0 ---- 1 3

437 0 1(5) 0 1 1(2),1(9) 0 0 ---- 1 0 1(2) 0 3
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course B� N > 1
λ

Xn�2

i¼1

ihiþ1

 !
. This implies that the Base-stock is not always

superior to Kanban and CONWIP.

Example 5.4 Concerning Propositions 5.2 and 5.3, this example shows that Base-

stock does not necessarily outperform Kanban and CONWIP. Consider a serial

production line with four workstations as depicted in Figs. 4.1, 5.1, and 5.4 with the

CONWIP, Kanban, and Base-stock, respectively. We set the processing times of p1,
p2, p3 and p4 at 5, 12, 10, and 1 time units, respectively. Same as the previous

examples, the process p2 has two workers, while each of the others has only one

worker. Also, initial inventory for every part is set to zero. Cases 5.4_BAS,

5.4_CON and 5.4_KAN below show the results for the Base-stock, CONWIP,

and Kanban, respectively.

Case 5.4_BAS: The state transition table for a period of the Base-stock is given in

Table 5.7. The number of cards are set asm1 ¼ 3,m2 ¼ 3, andm3 ¼ 2 (i.e., B ¼ 8),

which are the minimum number of cards to attain the maximum possible through-

put. The system shows a periodic behavior every 10 time units. Activity circuit

p3w3p3 is critical with maximum cycle mean λ ¼ 10. The throughput is 0.10 (¼
1/10), and the system WIP is equal to 6.60. That is, WB ¼ 6:60.

Case 5.4_CON: Table 5.8 shows a part of the state transition table for the produc-

tion process with the CONWIP. Three cards are assigned into the system (N ¼ 3),

which is the minimum number of cards to attain the maximum possible throughput.

The system shows a periodic behavior every 10 time units. Circuit p3w3p3 is critical
with λ ¼ 10. The throughput is 0.10 (¼ 1/10), and WC ¼ 5:30.

Case 5.4_KAN: The state transition table for a period is given in Table 5.9. Initial

cards are set as k1 ¼ k3 ¼ 1 and k2 ¼ 2, i.e., K ¼ 4. Circuit p3w3p3 is critical with
λ ¼ 10. Each activity starts once in a period, the period is 10 time units. The system

throughput is 0.10 (¼ 1/10), and WK ¼ 6:30.

Table 5.8 State transition of 5.4_CON for a period

Time C p1 w1 b1 p2 w2 b2 p3 w3 b3 p4 w4 b

797 0 1

(5)

0 0 ----, 1(7) 1 0 1

(10)

0 0 1

(1)

0 1

798 0 1

(4)

0 0 ----, 1(6) 1 0 1(9) 0 0 ---- 1 2

802 0 ---- 1 0 1(12),1(2) 0 0 1(5) 0 0 ---- 1 2

804 0 ---- 1 0 1(10),

�---

1 1 1(3) 0 0 ---- 1 2

807 0 1

(5)

0 0 1(7), �--- 1 0 1

(10)

0 0 1

(1)

0 2
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Comparison of the systemWIPs in cases 5.4_BAS and 5.4_CON reveals the fact

that Base-stock does not necessarily outperform CONWIP. Because,

WC ¼ 5:30 < 6:60 ¼ WB. It can be easily verified that the if-condition does not

hold, because B� N ¼ 8� 3 > h2þ2h3
λ ¼ 12þ2 10ð Þ

10
.

This example also shows that Base-stock does not necessarily outperform

Kanban, either. Because in cases 5.4_BAS and 5.4_KAN, one can see that WK

< WB (and of course B� K ¼ 8� 4 > h2þ2h3
λ ¼ 12þ2 10ð Þ

10
). Therefore, the

if-conditions of Propositions 5.2 and 5.3 are meaningful, and as a consequence,

Base-stock is not always superior to CONWIP and Kanban. In fact, appropriate

design of the whole system decides the superior one in certain situation.

5.3 Highlights of the Comparison Method

It should be noted that the comparison method of the current study to compare the

control systems in serial production lines differs from that of Bonvik et al. (1997)

from the following aspects.

1. They defined the WIP as only the amount of the material that has been loaded on

the first machine, but has not yet been delivered to satisfy demand. In fact, they

did not consider the parts that are authorized for loading at the first machine

inventory until they are actually loaded. While, we define the system WIP as the

average number of tokens in the system, which includes the tokens

corresponding to the available kanbans (cards) as the authorized parts for

loading at machines as well.

2. In their considered model, machine breakdown during a process is possible that

follows an exponential distribution, while we assume that no failure occurs.

3. Concerning the Base-stock system, they set all basestock levels throughout the

production line except the last, as zero. That is, each machine except the last one

has a basestock level of zero. While, we assume that there is no limit on the

basestock levels.

5.4 Conclusions

In this chapter, by using the theory of token transaction systems, we compared the

performance of three production control systems, Kanban, CONWIP, and Base-

stock in serial production lines.

In comparison of Kanban and CONWIP in serial production lines, Proposition

5.1 gives a complete characterization. That is, CONWIP is superior to Kanban, if

and only if, the total number of cards in the CONWIP is less than that in the

Kanban. Superiority here refers to the fact that the minimum system WIP is smaller

than the other to attain the same rate of throughput. This proposition resolves the

60 5 Analysis of Control Systems in Serial Production Lines



complicated situation on comparison between Kanban and CONWIP in serial

production lines. It implies that in a serial production line, only the total number

of cards decides the system performance.

In comparison of Base-stock with Kanban and CONWIP, the situation is com-

plicated, so that we cannot completely characterize it. Base-stock outperforms

Kanban in some cases, while it does not in other cases. This happens in the

comparison with CONWIP, too. That is, Base-stock outperforms CONWIP in

some cases, while it does not in other cases. We clarified that the superiority of

one over another is determined by a configuration of parameters, such as processing

time of activities (except the processing time of the first activity, h1 ), number of

workers, and number of cards employed in the line (Propositions 5.2 and 5.3). In a

production line with a certain configuration, for example, Base-stock is superior to

Kanban. Therefore, if a line with such a certain configuration was considered, then

it could result in the superiority of Base-stock to Kanban.
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Analysis of Control Systems in Assembly
Production Processes 6

This chapter presents performance comparisons of three pull production control

systems, Kanban, CONWIP, and Base-stock, in assembly production processes. By

means of the theory of token transaction systems, we provide an analytical compar-

ison among them in assembly production processes, followed by numerical

experiments. We first analyze Kanban and CONWIP and provide comparative

results between them. Then, we analyze Base-stock, and present comparative

results of that with Kanban.

6.1 Analysis of Kanban and CONWIP

6.1.1 A Simple Assembly Production Process

Consider an assembly production process with three stages as shown in Fig. 6.1.

The finished product is assembled from two distinctive subassemblies, and each

subassembly is made up of two distinctive parts. The product is assembled from one

unit of each subassembly, and each of the subassemblies is fabricated by using one

unit of each part. The activity interaction diagrams for this production process

governed by CONWIP and Kanban are depicted in Figs. 6.2 and 6.3, respectively.

6.1.1.1 Numerical Examples
In the following, we show four examples of state transition of the assembly

production processes depicted in Figs. 6.2 and 6.3. Three of them are CONWIP

controls, while the other is a Kanban controlled production process. Since the

number of tokens on a circuit remains the same at any state transition, we can

control the WIP on a circuit by initial placement of tokens. Initial tokens on circuits

Part of this chapter is adapted from Khojasteh and Sato (2015).
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Fig. 6.2 The assembly production process in Fig. 6.1 controlled by CONWIP
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decide the throughput and optimality of the system WIP. All of the following four

cases have minimum WIP with respect to throughputs.

Example 6.1: Case Assembly-CONWIP-1 Processing times of p11, p12, p21, p22,
p1, p2 and p are set at 8, 11, 6, 15, 9, 12, and 5 time units, respectively. The process

p22 has two workers, while each of the others has only one worker. Also, initial

inventory for every part is set to zero. We assume that enough raw materials are

always available. Initial deployments of cards are as follows.

c11 ¼ c12 ¼ c21 ¼ 2, and
c22 ¼ 3:

The whole system shows a periodic behavior every 25 time units as Table 6.1

shows. In the table, worker-queues are omitted, because if an activity p11, for
example, is in process, then w11 is zero.

Example 6.2: Case Assembly-CONWIP-2 Now, we increase one card in C12. That

is, the initial cards are as follows.

b11p11

4p

p12

p1

p21

p22

p2

p

b12

b21

b22

b1

b2

b

w11

w12

w21

w22

w2

w1

w pd

Activity

Material queue

Raw material
queue

Facility

Card queue

K12

K22

K11

K21

K1

K

K2

wd

Fig. 6.3 The assembly production process in Fig. 6.1 controlled by Kanban
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c11 ¼ c21 ¼ 2, and
c12 ¼ c22 ¼ 3:

The whole system shows a periodic behavior every 12 time units which is shown in

Table 6.2.

Both cases above show a complicated situation in finding the optimal deploy-

ment of cards in CONWIP on the same production process. When we increase WIP,

for example, the former critical circuit becomes non-critical and another circuit is

now critical with a different throughput, and this WIP is still minimum to attain the

throughput.

Example 6.3: Case Assembly-CONWIP-3 The respective processing times of p21
and p22 have changed here. They changed from 6 and 15 respectively to 8 and

20, while the other processing times as well as the initial inventories remained the

same. Respective number of workers also remains the same. Allocated number of

cards are c11¼ 2, c12¼ c21¼ 3, and c12¼ 4. The whole system shows a periodic

behavior every 12 time units as well, which is given in Table 6.3. This case will be

used later for comparison between CONWIP and Kanban.

Consider the case Assembly-CONWIP-1, and the circuit C12p12b12p1b1pbC12 in

Fig. 6.2. This circuit is critical. In fact, by observing its state transition table given

in Table 6.1, we see that every activity on the circuit starts twice in a period, and

there are two tokens on average on the circuit at any given time. Since the sum of

the processing times on the circuit is 25 ( p12¼ 11, p1¼ 9, and p¼ 5), the maximum

cycle mean is λ¼ 25/2¼ 12.5. Given the maximum cycle mean, the system

throughput can be calculated.1 Therefore, the throughput of the circuit and the

whole system is 1/12.5¼ 0.08 token per time unit.

In the both cases of Assembly-CONWIP-2 and Assembly-CONWIP-3, the

critical circuit is p2w2p2. That is, p2 is a critical activity. The period is 12 time

units, and the throughput is 1/12 token per time unit. The respective placements of

system WIP are optimum for this throughput. The system WIP of the case Assem-

bly-CONWIP-2 is 10.33, while that of Assembly-CONWIP-3 is 11.75. In the

following, for the former case, we show how to calculate the system WIP using

its state transition table for a period.

Consider Table 6.2. We can count tokens in the places of activity circuits and

those in the rest of the places, separately. The number of tokens on an activity

circuit is unchanged from the initial state, which is the number of workers of the

activity (Sato and Kawai 2007). On the activity circuit p22, for example, there are

two tokens. It means that the WIP on this activity circuit is 2. Let the sum of the

WIPs on all of activity circuits be denoted by WA. Since there are eight activities

and p22 has two workers, we haveWA¼ 9. Now, let us count the tokens in the rest of

the places, which are actually connecting queues. Take b12 as such an example. By

1 The maximum cycle mean is the reciprocal of the system throughput; that is, TH ¼ λ�1 (Sato and

Khojasteh-Ghamari 2012).

6.1 Analysis of Kanban and CONWIP 67



T
a
b
le

6
.2

S
ta
te

tr
an
si
ti
o
n
o
f
th
e
ca
se

A
ss
em

b
ly
-C
O
N
W
IP
-2

fo
r
a
p
er
io
d

T
im

e
C
1
1

p 1
1

b
1
1

C
1
2

p
1
2

b 1
2

p
1

b 1
C
2
1

p
2
1

b
2
1

C
2
2

p
2
2

b
2
2

p
2

b 2
p

b
p
d

8
0

0
1
(8
)

0
0

1
(1
1
)

1
1
(5
)

0
0

1
(6
)

0
0

1
(1
5
),
1
(3
)

0
1
(7
)

0
--
--
-

0
1
(1
2
)

8
3

0
1
(5
)

0
0

1
(8
)

1
1
(2
)

0
0

1
(3
)

0
0

1
(1
2
),
�-

--
-

1
1
(4
)

0
--
--
-

0
1
(9
)

8
5

0
1
(3
)

0
0

1
(6
)

1
--
--
-

1
0

1
(1
)

0
0

1
(1
0
),
�-

--
-

1
1
(2
)

0
--
--
-

0
1
(7
)

8
6

0
1
(2
)

0
0

1
(5
)

1
--
--
-

1
0

--
--
-

1
0

1
(9
),
�-

--
-

1
1
(1
)

0
--
--
-

0
1
(6
)

8
7

0
1
(1
)

0
0

1
(4
)

1
--
--
-

0
0

--
--
-

0
0

1
(8
),
�-

--
-

0
1
(1
2
)

0
1
(5
)

0
1
(5
)

8
8

0
--
--
-

0
0

1
(3
)

0
1
(9
)

0
0

--
--
-

0
0

1
(7
),
�-

--
-

0
1
(1
1
)

0
1
(4
)

0
1
(4
)

9
1

0
--
--
-

0
0

--
--
-

1
1
(6
)

0
0

--
--
-

0
0

1
(4
),
�-

--
-

0
1
(8
)

0
1
(1
)

0
1
(1
)

9
2

0
1
(8
)

0
0

1
(1
1
)

1
1
(5
)

0
0

1
(6
)

0
0

1
(3
),
1
(1
5
)

0
1
(7
)

0
--
--
-

0
1
(1
2
)

68 6 Analysis of Control Systems in Assembly Production Processes



T
a
b
le

6
.3

S
ta
te

tr
an
si
ti
o
n
o
f
th
e
ca
se

A
ss
em

b
ly
-C
O
N
W
IP
-3

fo
r
a
p
er
io
d

T
im

e
C
1
1

p 1
1

b 1
1

C
1
2

p
1
2

b
1
2

p
1

b
1

C
2
1

p
2
1

b
2
1

C
2
2

p 2
2

b 2
2

p 2
b
2

p
b

p
d

8
9

0
1
(8
)

0
0

1
(1
1
)

1
1
(5
)

0
0

1
(8
)

1
0

1
(8
),
1
(2
0
)

1
1
(7
)

0
--
--
-

0
1
(1
2
)

9
4

0
1
(3
)

0
0

1
(6
)

1
--
--
-

1
0

1
(3
)

1
0

1
(3
),
1
(1
5
)

1
1
(2
)

0
--
--
-

0
1
(7
)

9
6

0
1
(1
)

0
0

1
(4
)

1
--
--
-

0
0

1
(1
)

0
0

1
(1
),
1
(1
3
)

0
1
(1
2
)

0
1
(5
)

0
1
(5
)

9
7

0
--
--
-

0
0

1
(3
)

0
1
(9
)

0
0

--
--
-

1
0

--
--
-,
1
(1
2
)

1
1
(1
1
)

0
1
(4
)

0
1
(4
)

1
0
0

0
--
--
-

0
0

--
--
-

1
1
(6
)

0
0

--
--
-

1
0

--
--
-,
1
(9
)

1
1
(8
)

0
1
(1
)

0
1
(1
)

1
0
1

0
1
(8
)

0
0

1
(1
1
)

1
1
(5
)

0
0

1
(8
)

1
0

1
(2
0
),
1
(8
)

1
1
(7
)

0
--
--
-

0
1
(1
2
)

6.1 Analysis of Kanban and CONWIP 69



observing the state transition table for a period from time 88 to 91, a token remains

in b12 for 9 time units. Thus, its integration value for a period is 1� 9 ¼ 9

[tokens� time unit]. Denote the average WIP in all of the connecting queues by

WQ. Since the connecting queues are C11, b11,C12, b12, b1,C21, b21,C22, b22, b2, b,
we can calculate respective integration values for a period L from the table, and add

them. Thus, we have

WQ � L ¼ 0þ 0þ 0þ 9þ 2þ 0þ 1þ 0þ 4þ 0þ 0ð Þ ¼ 16:

Therefore, the system WIP is

WA þWQ ¼ 9þ 16=12ð Þ ¼ 10:33:

An example of Kanban for the assembly production process is as follow.

Example 6.4: Case Assembly-Kanban Concerning Fig. 6.3, processing times of

p11, p12, p21, p22, p1, p2 and p are set at 8, 11, 8, 20, 9, 12, and 5 time units,

respectively. The process p22 has two workers, while each of the others has only one
worker. Also, initial inventory for every part is set to zero. We again assume that

enough raw materials are always available. Initial cards are set as k11 ¼ k12 ¼ k21
¼ k1 ¼ k2 ¼ k ¼ 1 and k22 ¼ 2. The state transition for a period is given in

Table 6.4, where the throughput is 1/12.

The connecting queues are K11, b11,K12, b12,K1, b1,K21, b21,K22, b22,K2, b2,K
and b. Thus, by calculating respective WIP for those queues from Table 6.4, we

have

WQ � L ¼ 0þ 4þ 0þ 1þ 0þ 3þ 0þ 4þ 0þ 4þ 0þ 0þ 7þ 0ð Þ ¼ 23:

Therefore, the system WIP is

WA þWQ ¼ 9þ 23=12ð Þ ¼ 10:92:

6.1.1.2 Analytical Comparison
The following proposition partly resolves the dynamics of the assembly production

controls.

Proposition 6.1 (Khojasteh-Ghamari and Sato 2011) Consider the assembly pro-

duction processes shown in Figs. 6.2 and 6.3 with CONWIP and Kanban. Let N and

K be the total number of cards in the CONWIP and Kanban, respectively. Then, we

have the following.

(i) If N � K � h1 þ h2 þ 3h

λ
, then WC � WK ,

(ii) If N ¼ K, then WC < WK ,
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where λ is the maximum cycle mean, andWC andWK are the average system WIPs

of the CONWIP and Kanban, respectively.

Proof A proof is given in Proposition 6.2, which addresses a general assembly

production process with three stages.

For the assembly production process in the above proposition, some CONWIP

and Kanban cases, which have the same level of throughput, satisfy the if-condition

of (i), and then WC < WK certainly holds (see Example 6.5 below). However, this

if-condition is not satisfied by Assembly-CONWIP-3 and Assembly-Kanban cases,

where the system WIP is 11.75 and 10.92, respectively. That is, the if-condition of

the Proposition 6.1 is meaningful, and we would say that CONWIP does not

necessarily outperform Kanban.

The following example shows that the if-condition of (i) in Proposition 6.1 is

satisfied, and WC < WK .

Example 6.5 Consider an assembly production process with m ¼ 2 and n1 ¼ n2
¼ 2 controlled by the CONWIP and Kanban as depicted in Figs. 6.2 and 6.3,

respectively. Processing times of p11, p12, p21, p22, p1, p2 and p are set at 10, 11,

12, 20, 10, 10, and 2 time units, respectively. That is, h11 ¼ 10, h12 ¼ 11, h21 ¼ 12,

h22 ¼ 20,h1 ¼ 10,h2 ¼ 10, andh ¼ 2. The process p22 has two workers, while each
of the others has only one worker. Also, initial inventory for every part is set to zero.

We assume that enough raw materials are always available. Cases 6.5_KAN and

6.5_CON below show the periodic behavior of the Kanban and CONWIP,

respectively.

Case 6.5_KAN: Table 6.5 shows the state transition table for a period of the

production process with the Kanban. The number of cards are set as k11 ¼ k12 ¼ k21
¼ k1 ¼ k2 ¼ k ¼ 1 and k22 ¼ 2, that is K ¼ 8. The system shows a periodic

behavior every 12 time units. Circuit p21w21p21 is critical with maximum cycle

mean λ ¼ 12. Each activity starts once in a period. The throughput is 1/12, and the

system WIP is equal to 10.75. That is, WK ¼ 10:75. It can be verified that the

amount of system WIP is minimum to attain the throughput 1/12.

Case 6.5_CON: The state transition table for a period of the same production

process with the CONWIP is given in Table 6.6. The number of cards are set as

c11 ¼ c12 ¼ c21 ¼ 2 and c22 ¼ 3, which are the minimum number of cards to attain

the maximum possible throughput. The system shows a periodic behavior every

12 time units. The activity circuit p21w21p21 is critical with λ ¼ 12. Each activity

starts once in a period. The throughput is 1/12, and the systemWIP is equal to 9.50 (

WC ¼ 9:50), which is the minimum value to attain the throughput.

Case 6.5_KAN and 6.5_CON show that the if-condition of (i) in Proposition 6.1

is satisfied (N � K ¼ 9� 8 < h1þh2þ3h
λ ¼ 10þ10þ3 2ð Þ

12
), and we haveWC < WK , in the

same notation of Proposition 6.1.
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6.1.2 Generalized Assembly Production Processes

We generalize the model considered in Proposition 6.1 for a complex production

process as depicted in Fig. 6.4. In this figure, we consider a three-stage production

process with m � 1 workstations in stage 2, each of which with ni (i¼ 1, 2, . . ., m)
workstations in stage 1. Parts are fabricated in the first stage, subassemblies are

made in the second, and products are assembled in the third. Production processes

were created for fabricating each of the ni parts for subassembly i in the first stage

S t a g e 1

Assembly line

S t a g e 3

Fabrications

S t a g e 2

Sub-assemblies

. 
. 
.

. 
. 
.

. 
. 
.

. 
. 
.

Activity

Parts queue

Raw material
queue

Material flow

p

b11p11

p12 p1
b1

p2
b2

pm
bm

b12

b21

b22

b pd

p1n1

p21

p22

pmnm

bmnm

p2n

pm1

pm2
bm2

bm1

2

b1n1

b2n2

Fig. 6.4 A general assembly production process with three stages
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and for each of the m subassemblies in the second stage. In the third stage, a

production process was created for assembling the product. Therefore, as we go

upstream, the single process for assembling the product branches into the

m processes for fabricating each subassembly, and the ith process branches into

the ni processes for fabricating each part.

6.1.2.1 Analytical Comparisons
Proposition 6.2 Consider an assembly production process with m � 1

workstations in stage 2, each of which with ni (i¼ 1, 2, . . ., m) workstations in

stage 1 as shown in Fig. 6.4 with the CONWIP and Kanban. Assume that both the

systems have the same number of workers for respective processes and the same

throughput. Let N and K be the total number of cards in the CONWIP and Kanban,

respectively. Then, we have the followings.

(i) If N � K �

Xm
i¼1

ni � 1ð Þhiþh

Xm
i¼1

ni � 1

 !

λ , then WC � WK ,

(ii) If N ¼ K, then WC < WK ,

where, λ is the maximum cycle mean, hi the processing time of the process pi,
and WC and WK are the average system WIP of the CONWIP and Kanban,

respectively.

Proof Consider the assembly production process shown in Fig. 6.4 withm � 1 and

ni � 1, i¼ 1,2,. . .,m. Let the processing time of p, pi and pij (i¼ 1, 2, . . ., m and

j¼ 1, 2, . . ., ni) be h, hi and hij, respectively.

(1) Let the throughput be TH, the activation frequency ρ, and the period L. Then,
we have TH¼ ρ/L, since every activity starts and ends ρ times in the period, and

one token moves at every commencement (or, completion). Thus, both systems

have the same period L, and the same maximum cycle mean λ.
(2) LetCbe a circuit. Tokens are held in activities or connecting queues. We denote

a∈A C
� �

to show that an activity a is onC, and q∈Q C
� �

if a connecting queue

q is on C. The processing time of a is denoted by ha. For a connecting queue q,
denote the integration value of token in the queue for a period as hq.
Thus, the average WIP in q is hq/L. The sum of integration value of connect-

ing queues on C is
X

q∈Q Cð Þ
hq. As we showed in the proof of Proposition 5.1,

nC � L ¼ ρ
� X
a∈A Cð Þ

ha
�þ X

q∈Q Cð Þ
hq

holds for an arbitrary circuitC, where nC is the number of tokens on the circuit.
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(3) The sum of integration values of connecting queues on all activity circuits in
both CONWIP and Kanban for a period is the same. In the CONWIP, let the

integration value of a token in the worker for pij (i¼ 1,2,. . .,m and j¼ 1,2,. . .,

ni) be hC
qij
. Then, we have hC

qij
¼ wij � L� ρ � hij, where wij is the number of

workers for pij. Since the right- hand side is identical for the Kanban, we have

hC
qij

¼ hK
qij
, where hK

qij
is the integration value of the process pij in the Kanban.

Similarly, the integration values of the process pi in both Kanban and CONWIP

are the same (i.e., hC
qi
¼ hK

qi
). Similarly, we have hC

q ¼ hK
q , where h

C
q and hKq are

the integration values of the process p in the CONWIP and Kanban, respec-

tively. In the following, the sum of integration values of all activity circuits for

a period is denoted by w. That is,

w ¼
Xm
i¼1

Xni
j¼1

hC
qij
þ
Xm
i¼1

hC
qi
þ hC

q ¼
Xm
i¼1

Xni
j¼1

hK
qij
þ
Xm
i¼1

hK
qi
þ hK

q : ð6:1Þ

(4) The CONWIP and Kanban have respectively
Xm
i¼1

ni and
Xm
i¼1

ni þ mþ 1 ele-

mentary circuits2 other than their activity circuits for the same process struc-

ture. In the CONWIP, let Cij (i¼ 1,2,. . .,m and j¼ 1,2,. . ., ni) be the circuit

CijpijbijpibipbCij with cij tokens. In the Kanban, let Dij (i¼ 1,2,. . .,m and

j¼ 1,2,. . ., ni) be the circuit KijpijbijKij with kij tokens. Also, let Di

(i¼ 1,2,. . .,m) and D be the circuit KipibiKi with ki tokens, and the circuit

KpbK with k tokens, respectively.

(5) In the CONWIP, the sum of integration values of tokens in circuit Cij for a

period is given by
X

q∈Q Cijð Þ
hq ¼ cij � L� ρ

X
a∈A Cijð Þ

ha

0
B@

1
CA. In the Kanban, how-

ever, the integration value of tokens in circuits Dij, Di and D is given by

hqij ¼ kij � L� ρ � hij, hqi ¼ ki � L� ρ � hi . and hq ¼ k � L� ρ � h, respectively.
Let the sum of the integration values of all connecting queues in CONWIP and

Kanban for a period be WC
q and WK

q , respectively. Then,

WC
q �

X
q∈Q C11ð Þ

hq þ
X

q∈Q C12ð Þ
hq þ . . .þ

X
q∈Q Cmnmð Þ

hq þ w ð6:2Þ

¼ c11 � L� ρ h11 þ h1 þ hð Þ½ � þ c12 � L� ρ h12 þ h1 þ hð Þ½ � þ . . .
þ cmnm � L� ρ hmnm þ hm þ hð Þ½ � þ w

2 An elementary circuit is a circuit that contains different activities and queues (except the start and

end one).
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¼ c11þ c12þ . . .þ cmnmð ÞL�ρ
�
h11þh12þ . . .þh1n1 þh21þh22þ . . .

þh2n2 þ . . .þhm1þhm2þ . . .þhmnmþn1h1þn2h2þ . . .þnmhmþh
Xm
i¼1

ni
�þw

¼
Xm
i¼1

Xni
j¼1

cij

 !
L� ρ

Xm
i¼1

Xni
j¼1

hij þ
Xm
i¼1

nihi þ
Xm
i¼1

nih

 !
þ w: ð6:3Þ

And,

WK
q ¼

X
q∈Q D11ð Þ

hq þ
X

q∈Q D12ð Þ
hq þ . . .þ

X
q∈Q D1n1ð Þ

hq þ
X

q∈Q D21ð Þ
hq þ

X
q∈Q D22ð Þ

hq

þ . . .þ
X

q∈Q D2n2ð Þ
hq þ

X
q∈Q Dm1ð Þ

hq þ
X

q∈Q Dm2ð Þ
hq þ . . .

þ
X

q∈Q Dmnmð Þ
hqþ

X
q∈Q D1ð Þ

hq þ
X

q∈Q D2ð Þ
hq þ . . .

þ
X

q∈Q Dmð Þ
hq þ

X
q∈Q Dð Þ

hqþw

ð6:4Þ
¼ k11L� ρh11½ � þ k12L� ρh12½ � þ . . .þ k1n1L� ρh1n1½ �þ

k21L� ρh21½ � þ k22L� ρh22½ � þ . . .þ k2n2L� ρh2n2½ � þ . . .þ
km1L� ρhm1½ � þ km2L� ρhm2½ � þ . . .þ kmnmL� ρhmnm½ �þ
k1L� ρh1½ � þ k2L� ρh2½ � þ . . .þ kmL� ρhm½ � þ kL� ρh½ � þ w

¼
Xm
i¼1

Xni
j¼1

kij þ
Xm
i¼1

ki þ k

 !
L� ρ

Xm
i¼1

Xni
j¼1

hij þ
Xm
i¼1

hi þ h

 !
þ w: ð6:5Þ

Note that inequality used in (6.2) is because of the existence of some common

activities and connecting queues among the elementary circuits in the CONWIP.

N and K are represented as follows.

N ¼
Xm
i¼1

Xni
j¼1

cij, and K ¼
Xm
i¼1

Xni
j¼1

kij þ
Xm
i¼1

ki þ k: ð6:6Þ

Therefore, (6.3) and (6.5) can be respectively written as

WC
q � N � L� ρ

Xm
i¼1

Xni
j¼1

hij þ
Xm
i¼1

nihi þ
Xm
i¼1

nih

 !
þ w, and ð6:7Þ
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WK
q ¼ K � L� ρ

Xm
i¼1

Xni
j¼1

hij þ
Xm
i¼1

hi þ h

 !
þ w: ð6:8Þ

Now, subtracting WK
q in (6.8) from the both sides of (6.7), yields

WC
q �WK

q � N � Kð ÞL� ρ
Xm
i¼1

ni � 1ð Þhi þ h
Xm
i¼1

ni � 1

 ! !
: ð6:9Þ

If N � K �

Xm
i¼1

ni � 1ð Þhi þ h
Xm
i¼1

ni � 1

 !

λ
, then

N � Kð ÞL� ρ
Xm
i¼1

ni � 1ð Þhiþ
 

h
Xm
i¼1

ni � 1

 !
Þ � 0. By (6.9),

WC
q �WK

q � N � Kð ÞL� ρ
Xm
i¼1

ni � 1ð Þhiþ
 

h
Xm
i¼1

ni � 1

 !
Þ � 0, or WC

q � WK
q .

Therefore,

WC ¼ ρ

L

X
a∈A

ha

 !
þ 1

L
WC

q � ρ

L

X
a∈A

ha

 !
þ 1

L
WK

q ¼ WK:

Thus, WC � WK . This concludes the proof of part (i).

(6) Now we prove part (ii). If K ¼ N, i.e., the total number of cards assigned to the

Kanban be the same as that assigned to the CONWIP, then in (6.9) by assuming

that there exist an i∈ 1; . . . ;mf g such that ni > 1, we have

WK
q �WC

q � ρ
Xm
i¼1

ni � 1ð Þhi þ h
Xm
i¼1

ni � 1

 ! !
> 0, or WC

q < WK
q .

Thus, WC < WK . (Q.E.D.)

In order for the above proof to be followed more simply, in the following, we

rewrite some of the equalities and inequalities given in the proof, but for a more

simple assembly production process, wherem ¼ 2 and n1 ¼ n2 ¼ 2 (this production

process is depicted in Figs. 6.2 and 6.3 with CONWIP and Kanban, respectively).

Equation (6. *)0 is the simplified form of Equation (6.*).
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w ¼ hC
q11

þ hC
q12

þ hC
q21

þ hC
q22

þ hC
q1
þ hC

q2
þ hC

q

¼ hK
q11

þ hK
q12

þ hK
q21

þ hK
q22

þ hK
q1
þ hK

q2
þ hK

q : ð6:10Þ

WC
q �

X
q∈Q C11ð Þ

hq þ
X

q∈Q C12ð Þ
hq þ

X
q∈Q C21ð Þ

hq þ
X

q∈Q C22ð Þ
hq þ w: ð6:20Þ

¼ c11 �L�ρ h11þh1þhð Þ½ �þ c12 �L�ρ h12þh1þhð Þ½ �þ
c21 �L�ρ h21þh2þhð Þ½ �þ c22 �L�ρ h22þh2þhð Þ½ �þw:

¼ c11 þ c12 þ c21 þ c22ð ÞL� ρ h11 þ h12 þ h21 þ h22 þ 2h1 þ 2h2 þ 4hð Þ þ w:

ð6:30Þ

WK
q ¼

X
q∈Q D11ð Þ

hq þ
X

q∈Q D12ð Þ
hq þ

X
q∈Q D21ð Þ

hq þ
X

q∈Q D22ð Þ
hq þ

X
q∈Q D1ð Þ

hq

þ
X

q∈Q D2ð Þ
hq þ

X
q∈Q Dð Þ

hq þ w: ð6:40Þ

¼ k11L� ρh11½ � þ k12L� ρh12½ � þ k21L� ρh21½ � þ k22L� ρh22½ �þ
k1L� ρh1½ � þ k2L� ρh2½ � þ kL� ρh½ � þ w

¼ k11 þ k12 þ k21 þ k22 þ k1 þ k2 þ kð ÞL
� ρ h11 þ h12 þ h21 þ h22 þ h1 þ h2 þ hð Þ þ w

ð6:50Þ

N ¼ c11 þ c12 þ c21 þ c22, and

K ¼ k11 þ k12 þ k21 þ k22 þ k1 þ k2 þ k
ð6:60Þ

WC
q � N � L� ρ h11 þ h12 þ h21 þ h22 þ 2h1 þ 2h2 þ 4hð Þ þ w ð6:70Þ

WK
q ¼ K � L� ρ h11 þ h12 þ h21 þ h22 þ h1 þ h2 þ hð Þ þ w ð6:80Þ

WC
q �WK

q � N � Kð ÞL� ρ h1 þ h2 þ 3hð Þ ð6:90Þ

6.1.2.2 Discussions
The statement (i) in Proposition 6.2 implies that if the optimum number of cards3 in

both the control systems satisfies the condition, which does not depend on the

processing times in stage 1 (hij), then WC � WK . In fact, the right hand side is

decided by the structure of the process. Once it is given, the whole performance is

decided only by the number of cards, N and K. Also, this proposition is one of the

best possible forms in the sense that the respective converses do not hold true. It

suffices to show that there exists at least an example for the converse. The following

example shows that each converse implications of (i) and (ii) in Proposition 6.2

3 The optimal number of cards in a control system is the least total number of cards employed in the

system to attain the maximum possible throughput.
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does not hold. (Assumptions and parameters considered in Examples 6.6, 6.7, and

6.8 are given in Table 6.16.)

Example 6.6 Consider an assembly production process with m ¼ 2 and n1 ¼ n2
¼ 2 controlled by the CONWIP and Kanban as depicted in Figs. 6.2 and 6.3,

respectively. Processing times of p11, p12, p21, p22, p1, p2 and p are set at 10, 11,

12, 20, 4, 4 and 1 time units, respectively. That is, h11 ¼ 10, h12 ¼ 11, h21 ¼ 12,

h22 ¼ 20,h1 ¼ 4,h2 ¼ 4, andh ¼ 1. The process p22 has two workers, while each of
the others has only one worker. Also, initial inventory for every part is set to zero.

We assume that enough raw materials are always available. Cases 6.6_KAN and

6.6_CON below show the periodic behavior of the Kanban and CONWIP,

respectively.

Case 6.6_KAN: Table 6.7 shows the state transition table for a period of the

production process with the Kanban. Initial cards are set as k11 ¼ k12 ¼ k21 ¼ k1
¼ k2 ¼ k ¼ 1 and k22 ¼ 2, that is K ¼ 8. The system shows a periodic behavior

every 12 time units. Activity circuit p21w21p21 is critical with maximum cycle mean

λ ¼ 12. Each activity starts once in a period. The throughput is 1/12, and the system

WIP is equal to 11.83. That is, WK ¼ 11.83. It can be verified that the amount of

system WIP is minimum to attain the throughput 1/12.4

Case 6.6_CON: The state transition table for a period of the same production

process with the CONWIP is given in Table 6.8. Initial cards are set as c11 ¼ c12
¼ c21 ¼ 2 and c22 ¼ 3, which are the minimum number of cards to attain the

maximum possible throughput. The system shows a periodic behavior every

12 time units. Circuit p21w21p21 is critical with λ ¼ 12. Each activity starts once

in a period. The throughput is 1/12, and the system WIP is equal to 11.25 (WC

¼ 11:25), which is the minimum value to attain the throughput.

The system WIPs of the CONWIP and Kanban in Example 6.6 are calculated as

follows. Consider Table 6.8. We can count tokens in the places of activity circuits

and those in the rest of the places, separately. The number of tokens on an activity

circuit is unchanged from the initial state, which is the number of workers for the

activity. On the activity circuit p22, for example, there are two tokens. It means that

the WIP on this activity circuit is 2. Here, let us denote the sum of WIP on all of the

activity circuits byWA. Since there are eight activities, and p22 has two workers, we
haveWA ¼ 9. Now, let us count tokens in the rest of the places, which are actually

connecting queues. Take b1 as an example. By observing the state transition table

for a period from time 760 to 772, one token remains in b1 for 8 time units (771–

763¼ 8). Thus, its integration value for a period is 1� 8¼ 8 [tokens� time unit].

Denote the average WIP in all of the connecting queues by WQ. Since the

4 The calculation method of the system WIP and maximum cycle mean of this example is

presented later in this section.
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connecting queues are C11, b11,C12, b12, b1,C21, b21,C22, b22, b2 and b, we can cal-

culate respective integration values for a period L from the table, and add them.

Thus, we have

WQ � L ¼ 0þ 1þ 0þ 0þ 8þ 7þ 0þ 0þ 11þ 0þ 0ð Þ ¼ 27:

Therefore, the system WIP is WA þWQ ¼ 9þ 27=12ð Þ ¼ 11:25. That is,

WC ¼ 11:25.
In the Kanban, the connecting queues are K11, b11,K12, b12,K1, b1,K21, b21,K22,

b22,K2, b2, K and b. Thus, by calculating the respective value of WIP for those

queues from Table 6.7, we have

WQ � L ¼ ð0þ 2þ 0þ 1þ 0þ 8þ 0þ 0þ 0þ 4þ 8þ 0þ 11þ 0Þ ¼ 34�
Therefore, the system WIP is WK ¼ WA þWQ ¼ 9þ 34=12ð Þ ¼ 11:83.

Now we show how to calculate the maximum cycle means in Example 6.6.

There are 11 and 14 circuits in the CONWIP and Kanban, respectively (see Figs. 6.2

and 6.3). The cycle means of all circuits in the CONWIP are calculated as shown in

Table 6.9. The maximum cycle mean is 12, which is for the critical circuit

p21w21p21 (circuit number 8).

The cycle means of all circuits in the Kanban can be calculated in the same way

as shown in Table 6.10. The maximum cycle mean of the Kanban is 12, which is for

the critical circuits K21p21b21K21 and p21w21p21 with circuit numbers 4 and

11, respectively.

Notice that all the activity circuits in the CONWIP and Kanban are identical

having the same cycle mean (the last seven circuits in Tables 6.9 and 6.10).

Case 6.6_KAN and 6.6_CON show that each converse implications of (i) and

(ii) in Proposition 6.2 does not hold. Because it can be simply verified that

WC < WK , however, N 6¼ K; and also N � K ¼ 9� 8 > h1þh2þ3h
λ ¼ 4þ4þ3 1ð Þ

12
:

Table 6.9 Cycle means in the CONWIP

Circuit no. Circuit in CONWIP

Sum of

processing times

Number of tokens

in the circuit Cycle mean

1 C11p11b11p1b1pbC11 10 + 4 + 1¼ 15 2 15/2¼ 7.5

2 C12p12b12p1b1pbC12 11 + 4 + 1¼ 16 2 16/2¼ 8

3 C21p21b21p2b2pbC21 12 + 4 + 1¼ 17 2 17/2¼ 8.5

4 C22p22b22p2b2pbC22 20 + 4 + 1¼ 25 3 25/3¼ 8.33

5 p11w11p11 10 1 10

6 p12w12p12 11 1 11

7 p1w1p1 4 1 4

8 p21w21p21 12 1 12

9 p22w22p22 20 2 20/2¼ 10

10 p2w2p2 4 1 4

11 pwp 1 1 1
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6.2 Comparison of Kanban and Base-stock

Figure 6.5 shows the assembly production process (depicted in Fig. 6.1) controlled

by the Base-stock. This control system is specified as follows. Let pij be any one of
p11, p12, p21 and p22. In order to start processing for pij, more than one token should

exist in each of wij and Bij. When it starts, one token is decreased from each of them,

and one token is being processed in pij. We assume enough raw materials as well.

After its holding time elapsed and it finishes the processing, the token in pij is
removed, and one token is added to each of bij and wij. The process p1 starts when
more than one token exist in each of the input b11, b12, w1 and B1. When p1 starts,
those tokens are respectively removed, and one token is being processed in p1.
When p1 finishes, one token is added into each of b1 and w1. The activities p2 and
p work similarly. The delivery process, pd, starts when more than one token exist in

each of b and wd. It outputs one token into each of B, Bi and Bij at the commence-

ment, and one token in wd at the end of its process.

In the following section, we present an analytical comparison between Kanban

and Base-stock in the assembly production process depicted in Fig. 6.4.

6.2.1 Analytical Comparison

Proposition 6.3 Consider an assembly production process with m � 1

workstations in stage 2, each of which with ni (i¼ 1, 2, . . ., m) workstations in

stage 1 as shown in Fig. 6.4 with Kanban and Base-stock. Let K and B be the total

number of cards in the Kanban and Base-stock, respectively. Then, we have the

followings.

Table 6.10 Cycle means in the Kanban

Circuit no. Circuit in Kanban

Sum of

processing times

Number of tokens

in the circuit Cycle mean

1 K11p11b11K11 10 1 10

2 K12p12b12K12 11 1 11

3 K1p1b1K1 4 1 4

4 K21p21b21K21 12 1 12

5 K22p22b22K22 20 2 20/2¼ 10

6 K2p2b2K2 4 1 4

7 KpbK 1 1 1

8 p11w11p11 10 1 10

9 p12w12p12 11 1 11

10 p1w1p1 4 1 4

11 p21w21p21 12 1 12

12 p22w22p22 20 2 20/2¼ 10

13 p2w2p2 4 1 4

14 pwp 1 1 1
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(i) If B� K �

Xm
i¼1

nihi þ h
Xm
i¼1

ni þ m

 !

λ
, then WB � WK ,

(ii) If B ¼ K, then WB < WK ,

where, λ is the maximum cycle mean, hi the processing time of the process pi, and
WK and WB are the average system WIP of the Kanban and Base-stock,

respectively.

Proof Consider the assembly production process shown in Fig. 6.4 withm � 1 and

ni � 1, i¼ 1,2,. . .,m. Let the processing time of p, pi and pij (i¼ 1,2,. . .,m and

j¼ 1,2,. . ., ni) be h, hi and hij, respectively.
(1) Let the throughput be TH, the activation frequency ρ, and the period L. As

shown in the proof of Proposition 6.2, both systems have the same period, and

hence the same maximum cycle mean λ. Also, for an arbitrary circuit C, we have

nC � L ¼ ρ
� X
a∈A Cð Þ

ha
�þ X

q∈Q Cð Þ
hq, where nC is the number of tokens on C, and ha

and hq are the processing time of activity a, and the integration value of token in the
connecting queue q for a period, respectively.

Activity

Material queue

Raw material
queue

Facility

Card queue

p

p11

B12

p12

p1

p21

p22

p2

B22

b21

b12

b11

b1

b2

b22

b

B11

B21

w11

w12 w21

w22

w2

w1

w pd

B1

B

B2

wd

Fig. 6.5 The assembly production process in Fig. 6.1 controlled by Base-stock
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(2) Let the sum of integration values of tokens in all activity circuits for a period

be denoted by w. Because of the similar argument in Proposition 6.2, w in the

Kanban is equal to that in the Base-stock.

(3) Both Base-stock and Kanban have
Xm
i¼1

ni þ mþ 1 elementary circuits other

than their activity circuits. In the Base-stock, let Sij (i¼ 1,2,. . .,m and j¼ 1,2,. . ., ni)
be the circuit BijpijbijpibipbBij with sij tokens. Also, let Si (i¼ 1,2,. . .,m) and S be the
circuit BipibipbBi with si tokens, and the circuit BpbB with s tokens, respectively.
In the Kanban, let Dij (i¼ 1,2,. . .,m and j¼ 1,2,. . ., ni) be the circuit KijpijbijKij with

kij tokens. Also, let Di (i¼ 1,2,. . .,m) and D be the circuit KipibiKi with ki tokens,
and the circuit KpbK with k tokens, respectively.

(4) Let the sum of integration values of all connecting queues in the Base-stock

and Kanban for a period be WB
q and WK

q , respectively. Then,

WB
q �

X
q∈Q S11ð Þ

hq þ
X

q∈Q S12ð Þ
hq þ . . .þ

X
q∈Q S1n1ð Þ

hq þ
X

q∈Q S21ð Þ
hq

þ
X

q∈Q S22ð Þ
hq þ . . .þ

X
q∈Q S2n2ð Þ

hq þ
X

q∈Q Sm1ð Þ
hq þ

X
q∈Q Sm2ð Þ

hq þ . . .

þ
X

q∈Q Smnmð Þ
hqþ

X
q∈Q S1ð Þ

hq þ
X

q∈Q S2ð Þ
hq þ . . .

þ
X

q∈Q Smð Þ
hq þ

X
q∈Q Sð Þ

hqþw ð6:10Þ

¼ s11 � L� ρ h11 þ h1 þ hð Þ½ � þ s12 � L� ρ h12 þ h1 þ hð Þ½ � þ . . .
þ s1n1 � L� ρ h1n1 þ h1 þ hð Þ½ � þ s21 � L� ρ h21 þ h2 þ hð Þ½ �
þ s22 � L� ρ h22 þ h2 þ hð Þ½ � þ . . .þ s2n2 � L� ρ h2n2 þ h2 þ hð Þ½ � þ . . .
þ sm1 � L� ρ hm1 þ hm þ hð Þ½ � þ sm2 � L� ρ hm2 þ hm þ hð Þ½ � þ . . .
þ smnm � L� ρ hmnm þ hm þ hð Þ½ � þ s1 � L� ρ h1 þ hð Þ½ � þ s2 � L� ρ h2 þ hð Þ½ �
þ . . .þ sm � L� ρ hm þ hð Þ½ � þ s � L� ρh

�� �þ w

¼ L
Xm
i¼1

Xni
j¼1

sij þ
Xm
i¼1

si þ s

 !

� ρ
Xm
i¼1

Xni
j¼1

hij þ
Xm
i¼1

hi ni þ 1ð Þ þ h
Xm
i¼1

ni þ mþ 1

 ! !
þ w: ð6:11Þ

Therefore,

WB
q �B �L�ρ

Xm
i¼1

Xni
j¼1

hijþ
Xm
i¼1

hi niþ1ð Þþh
Xm
i¼1

niþmþ1

 ! !
þw; ð6:12Þ

where,

6.2 Comparison of Kanban and Base-stock 87



B ¼
Xm
i¼1

Xni
j¼1

sij þ
Xm
i¼1

si þ s: ð6:13Þ

As we showed in (6.8),

WK
q ¼ K � L� ρ

Xm
i¼1

Xni
j¼1

hij þ
Xm
i¼1

hi þ h

 !
þ w:

Note that inequality used in (6.10) is because of the existence of some common

activities and connecting queues among the elementary circuits in the Base-stock.

Now, subtracting WK
q from both the sides of (6.12), yields

WB
q �WK

q � B� Kð ÞL� ρ
Xm
i¼1

nihi þ h
Xm
i¼1

ni þ m

 ! !
: ð6:14Þ

If B� K �

Xm
i¼1

nihiþh

Xm
i¼1

ni þ m

 !

λ ,

then B� Kð ÞL� ρ
Xm
i¼1

nihi þ h
Xm
i¼1

ni þ m

 ! !
� 0.

By (6.14),

WB
q �WK

q � B� Kð ÞL� ρ
Xm
i¼1

nihi þ h
Xm
i¼1

ni þ m

 ! !
� 0, or WB

q � WK
q .

Therefore,

WB ¼ ρ

L

X
a∈A

ha

 !
þ 1

L
WB

q � ρ

L

X
a∈A

ha

 !
þ 1

L
WK

q ¼ WK:

Thus, WB � WK . This concludes the proof of part (i).

(5) Now we prove part (ii). If B ¼ K, i.e., the total number of cards assigned to

the Base-stock be the same as that of the Kanban, then in (6.14),

WK
q �WB

q � ρ
Xm
i¼1

nihi þ h
Xm
i¼1

ni þ m

 ! !
> 0, or WB

q < WK
q . Thus,

WB < WK . (Q.E.D.)

In the following, same as Proposition 6.2 and in order to follow the above proof

more simply, we rewrite some of the equations given in the proof, but for a more

simple assembly production process, wherem ¼ 2 and n1 ¼ n2 ¼ 2 (this production

process is depicted in Figures 6.3 and 6.5 with the Kanban and Base-stock,

respectively). Equation (6. *)0 is the simplified form of Equation (6.*).
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WB
q �

X
q∈Q S11ð Þ

hq þ
X

q∈Q S12ð Þ
hq þ

X
q∈Q S21ð Þ

hq þ
X

q∈Q S22ð Þ
hq þ

X
q∈Q S1ð Þ

hq

þ
X

q∈Q S2ð Þ
hq þ

X
q∈Q Sð Þ

hqþw ð6:100Þ

¼ s11 � L� ρ h11 þ h1 þ hð Þ½ � þ s12 � L� ρ h12 þ h1 þ hð Þ½ �þ
s21 � L� ρ h21 þ h2 þ hð Þ½ � þ s22 � L� ρ h22 þ h2 þ hð Þ½ �þ
s1 � L� ρ h1 þ hð Þ½ � þ s2 � L� ρ h2 þ hð Þ½ � þ s � L� ρh

�� �þ w

¼ s11 þ s12 þ s21 þ s22 þ s1 þ s2 þ sð ÞL
�ρ h11 þ h12 þ h21 þ h22 þ 3h1 þ 3h2 þ 7hð Þ þ w ð6:110Þ

WB
q � B � L� ρ h11 þ h12 þ h21 þ h22 þ 3h1 þ 3h2 þ 7hð Þ þ w ð6:120Þ

B ¼ s11 þ s12 þ s21 þ s22 þ s1 þ s2 þ s ð6:130Þ

WB
q �WK

q � B� Kð ÞL� ρ 2h1 þ 2h2 þ 6hð Þ ð6:140Þ

Same as the case of the Kanban and CONWIP, the condition in (i) in this

proposition does not depend on the processing times in stage 1 (hij). Also, the
right hand side is decided by the structure of the process. Once it is given, the whole

performance is decided only by the number of cards, B and K.

6.2.2 Example

By the following example, we show that each converse implications of (i) and (ii) in

Proposition 6.3 does not hold.

Example 6.7 This example shows that none of the converse implications in

Proposition 6.3 holds true. Consider an assembly production process with m ¼ 2

and n1 ¼ n2 ¼ 2 controlled by Kanban and Base-stock as depicted in Figs. 6.3 and

6.5, respectively. Processing times of p11, p12, p21, p22, p1, p2 and p are set at 10, 11,
12, 20, 6, 8, and 3 time units, respectively. That is, h11 ¼ 10, h12 ¼ 11, h21 ¼ 12,

h22 ¼ 20, h1 ¼ 6, h2 ¼ 8, and h ¼ 3. Same as the previous example, the process p22
has two workers, while each of the others has only one worker. Also, initial

inventory for every part is set to zero, and it is assumed that sufficient raw materials

are always available. Cases 6.7_KAN and 6.7_BAS below show the results for the

Kanban and Base-stock, respectively.

Case 6.7_KAN: Table 6.11 shows the state transition table for a period of the

production process with the Kanban. The number of cards are set as k11 ¼ k12 ¼ k21
¼ k1 ¼ k2 ¼ k ¼ 1 and k22 ¼ 2, that is K ¼ 8. The system shows a periodic

behavior every 12 time units. Activity circuit p21w21p21 is critical with maximum

cycle mean λ ¼ 12. Each activity starts once in a period. The throughput is 1/12,

and the system WIP is equal to 11.17. That is WK ¼11.17.
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Case 6.7_BAS: The state transition table for a period for the same production

process with the Base-stock is given in Table 6.12. The number of cards are set as

s11 ¼ s12 ¼ s21 ¼ 2, s22 ¼ 3, and s1 ¼ s2 ¼ s ¼ 1 (i.e., B ¼ 12), which are the

minimum number of cards to attain the maximum possible throughput. The system

shows a periodic behavior every 12 time units. Circuit p21w21p21 is critical with

λ ¼ 12. Each activity starts once in a period. The throughput is 1/12, and the system

WIP is equal to 10.83 (WB ¼ 10.83).

Case 6.7_KAN and 6.7_BAS show that neither converse implication of (i) nor

(ii) in Proposition 6.3 holds true. BecauseWB ¼ 10:83 < 11:17 ¼ WK , but B 6¼ K.

Also, B� K ¼ 12� 8 > 2h1þ2h2þ6h
λ ¼ 2 6ð Þþ2 8ð Þþ6 3ð Þ

12
:

6.3 Discussion

For an assembly production process analyzed in the Proposition 6.2, some Kanban

and CONWIP cases, such as 6.5_KAN and 6.5_CON in Example 6.5, which have

the same level of throughput satisfy the if-condition of (i), and then WC � WK

holds. However, in the following, we give an example that dissatisfies the

if-condition, and then WC > WK.
5 In a similar way, in Proposition 6.3 (for the

Kanban and Base-stock cases), this example shows that WB > WK , and of course

B� K > 1
λ

Pm
i¼1

nihi þ h
Pm
i¼1

niþm

� �� �
. This implies that neither CONWIP nor Base-

stock is always superior to Kanban.

Example 6.8 Concerning Propositions 6.2 and 6.3, this example shows that both

CONWIP and Base-stock do not necessarily outperform Kanban. Consider the

production process shown in Figs. 6.2, 6.3, and 6.5 with CONWIP, Kanban, and

Base-stock, respectively. The processing times are those in Example 6.5, but we

only change the processing time at p from 2 time units to 7. That is, h11 ¼ 10,

h12 ¼ 11, h21 ¼ 12, h22 ¼ 20, h1 ¼ 10, h2 ¼ 10, and h ¼ 7. Same as the previous

examples, the process p22 has two workers, while each of the others has only one

worker. Also, initial inventory for every part is set to zero. Cases 6.8_KAN,

6.8_BAS, and 6.8_CON below show the results for Kanban, Base-stock, and

CONWIP, respectively.

Case 6.8_KAN: The state transition table for the production process with the

Kanban is given in Table 6.13. Initial cards are set as k11 ¼ k12 ¼ k21 ¼ k1 ¼ k2
¼ k ¼ 1 and k22 ¼ 2, namely K ¼ 8. λ ¼ 12, the throughput is 1/12, and WK ¼
10.33.

5we only change the processing time at p in Example 6.5 from 2 to 7 time units
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Case 6.8_BAS: The state transition table for the Base-stock is given in Table 6.14.

Initial cards are set as s11 ¼ s12 ¼ s21 ¼ 3, s22 ¼ 4, s1 ¼ s2 ¼ 2, s ¼ 1, i.e., B ¼ 18,

which is the minimum number of cards to attain the maximum possible throughput.

λ ¼ 12, the throughput is 1/12, and WB ¼ 12.33.

Case 6.8_CON: The state transition table is given in Table 6.15. Initial cards are set

as c11 ¼ c12 ¼ c21 ¼ 3 and c22 ¼ 4, which are the minimum number of cards to

attain the maximum possible throughput. λ ¼ 12, the throughput is 1/12, and WC

¼11.25.

Comparison of the system WIPs in cases 6.8_KAN and 6.8_CON reveals the

fact that CONWIP does not necessarily outperform Kanban. Because,

WK ¼ 10:33 < 11:25 ¼ WC. It can be easily verified that the if-condition does

not hold, because N � K ¼ 13� 8 > h1þh2þ3h
λ ¼ 10þ10þ3 7ð Þ

12
:

This example also shows that Base-stock does not necessarily outperform

Kanban, either. Because in cases 6.8_KAN and 6.8_BAS, one can see that WK

< WB (and of course, B� K ¼ 18� 8 > 2h1þ2h2þ6h
λ ¼ 2 10ð Þþ2 10ð Þþ6 7ð Þ

12

�
.

Therefore, the if-conditions of Propositions 6.2 and 6.3 are meaningful, and as a

consequence, both CONWIP and Base-stock are not always superior to Kanban. In

fact, a configuration of parameters, such as processing time of activities, number of

workers, and number of cards employed in the whole process, decides the superior

system in certain situation.

6.4 Conclusions

In this chapter, by using the theory of token transaction system, we compared the

performance of the three pull production control systems, Kanban, CONWIP, and

Base-stock in assembly production processes.

Concerning the comparison of Kanban with CONWIP and Base-stock, the

results showed that Kanban is superior to CONWIP in some cases, while it is not

in other cases. Superiority here refers to the fact that the minimum system WIP is

smaller than the other to attain the same rate of throughput. This happens in the

comparison with Base-stock too. That is, Kanban outperforms Base-stock in some

cases, while it does not in other cases. We clarified that the superiority of one over

another is determined by a configuration of parameters, such as processing time of

activities (except the processing times in stage 1, hij), number of workers, and

number of cards employed in the system as shown in Propositions 6.2 and 6.3. In a

certain production system with a configuration, for example, Kanban is superior to

CONWIP. Therefore, if a system with such a certain configuration is considered,

then it could result in the superiority of Kanban to CONWIP.
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Conclusions and Future Research 7

In this book, three pull production control systems, Kanban, CONWIP, and Base-

stock, were analyzed, and the results of performance comparisons were presented in

both serial production lines and assembly production processes. This chapter

summarizes the comparison results, presents the conclusions drawn from the

analyses, and outlines some suggestions for future studies in the field.

7.1 Serial Production Lines

The comparison between Kanban and CONWIP in serial production lines was

completely characterized in Proposition 5.1. CONWIP is superior to Kanban if,

and only if, the total number of cards in the CONWIP is less than that in the

Kanban. Superiority here refers to the fact that the minimum system WIP is smaller

than the other to attain the same rate of throughput. This proposition resolves the

complicated situation on comparison between Kanban and CONWIP in serial

production lines. It implies that in a serial production line only the total number

of cards decides the system performance.

In comparison of the Base-stock with the Kanban and CONWIP, the situation is

complicated, such that it cannot be completely characterized. Base-stock was

superior to Kanban in some cases, while it was not in other cases. This happened

in the comparison with CONWIP too. That is, Base-stock was superior to CONWIP

in only few cases. Propositions 5.2 and 5.3 clarified that the superiority of one over

another is determined by a configuration of parameters, such as processing time of

activities (except the first activity), number of workers, and number of cards

employed in the system. In a production line with a certain configuration, for

example, Base-stock is superior to Kanban. Therefore, if a line with such configu-

ration was considered, then it could result in the superiority of Base-stock to

Kanban.
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7.2 Assembly Production Processes

On comparing Kanban with CONWIP and Base-stock in assembly production

processes, the results showed that Kanban outperformed CONWIP in some cases,

while it did not in other cases. This happened in the comparison with the Base-stock

too. That is, Kanban was superior to Base-stock in only some cases. Same as the

case of serial production lines, we clarified that the superiority of one over another

is determined by a configuration of parameters, such as processing time of activities

(but except the processing times in stage 1), number of workers, and number of

cards employed in the system as shown in Propositions 6.2 and 6.3. Suppose

Kanban is superior to CONWIP in a production system with a certain configuration.

Then, if a system with such configuration is considered, then it can result in the

superiority of Kanban to CONWIP. As a consequence, there is no general superior-

ity among them as shown in Chap. 6.

7.2.1 Complexity of the Comparisons

Comparison of production control systems can be complicated. A reason is due to

the existing of a complex relation among WIP deployment, critical circuits, and

throughput. Such examples are Assembly-CONWIP-1 and Assembly-CONWIP-

2 cases.1 Even if we change the number of tokens, the resultant WIP can be still

optimum in the sense that the WIP is minimum to attain the changed throughput.

7.3 Limitations and Future Study Directions

1. We assumed that there is an unlimited demand at the output buffer of the last

station, and the results discussed in this book are based on this assumption. It has

to be seen if they also hold for limited demand. The important performance

parameter will then be the ratio between immediately satisfied demand and total

demand (service level).

2. We assumed that the system makes a single part type. But, more complex

production systems (for example, multi-product manufacturing) can be consid-

ered. The analysis would be more complex if different part types and limited

demand were considered. In a Kanban, cards (and containers) for each part type

are held at each station. In a CONWIP, the cards are not assigned to a defined

part type; they rather represent a certain amount of work. It has to be examined

how much WIP is held in the Kanban line in comparison to the CONWIP line if

more than one part type is considered.

3. We only analyzed the three basic pull production control systems and provided

performance comparison among them. The other control systems, such as hybrid

1 See Chap. 6.
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Kanban-CONWIP, the extended Kanban, the generalized Kanban can be

analyzed and compared with the basic control systems.

4. In simulation experiments of control systems, we found the optimal card

distributions in each case by a systematic manner. Optimality here refers to a

distribution of kanbans by which the maximum throughput for the system with

the minimum value of the system WIP is achieved. A procedure can be devel-

oped to find the optimal card distributions in those control systems. Such a

procedure in the Kanban and Base-stock is more helpful than in the CONWIP

especially in assembly production processes, since each of the Kanban and Base-

stock depends on two parameters in the system, and many combinations of those

parameters. To this, some popular metaheuristics such as genetic algorithms can

be considered.
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