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PREFACE

This book is a companion volume to the author’s Basic Language of Mathematics and
is inspired by the same concern to provide a clear, comprehensive, and formally sound pre-
sentation of its subject matter. The work is also intended to provide a reliable bridge to
broader areas of mathematics, such as are, for instance, addressed by the author’s long-
standing mentor and collaborator Walter Noll in his Finite-Dimensional Spaces, Algebra,
Geometry, and Analysis Volume I, a book developed in the same academic environment.

Notation, terminology, and basic results on sets, mappings, families, relations, ordered
sets, and natural and real numbers, as well as some elementary facts about commutative
monoids, groups, and rings (including fields) are taken directly from Basic Language of
Mathematics; explicit references to that work use the abbreviation Basic Language.

The author thanks Ms Nancy J. Watson for her excellent work on the preparation of
the manuscript.

v
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Chapter 1

LINEAR SPACES AND LINEAR
MAPPINGS

11. Linear spaces

Throughout this work we shall assume that a field is given. In order to make
plain that this field is fixed, we denote it by F. The reader may wish to imagine that
F := R; this may suggest a geometric view of some matters. It is, however, with
few exceptions (to be noted), quite immaterial what particular field F is. It is also
customary to denote the unity of the field F by 1. If F := R, this is of course right; in
general, we shall see that it will not lead to a notational clash, any more than using 0
for the zero of F will. We must, however, realize that it may then happen, e.g., that
1 + 1 = 0 (cf. Basic Language, Example 133A,(c)).

We define a linear space (over F) to be a commutative group V , written addi-
tively, endowed with additional structure by the prescription of a family of mappings
((u 7→ su) | s ∈ F) ∈ (Map(V,V))F, called the scalar multiplication, subject to the
following conditions:

(LS1): ∀s ∈ F, ∀u, v ∈ V, s(u+ v) = (su) + (sv) (space distributive law)

(LS2): ∀s, t ∈ F, ∀u ∈ V, (s+ t)u = (su) + (tu) (field distributive law)

(LS3): ∀s, t,∈ F, ∀u ∈ V, (st)u = s(tu) (composition law)

(LS4): ∀u ∈ V, 1u = u where 1 is the unity of F (unity law).

One often finds the term vector space used instead of linear space. The members
of F are sometimes referred to as scalars and the members of a linear space V as
vectors; it is perhaps best to reserve that terminology for a specialized context. If
s ∈ F and u ∈ V, we say that su is u multiplied by s, and read ‘s times u”; we call
su a scalar multiple of u.

The usual conventions about the use of parentheses are adopted; thus, scalar
multiplication has priority over addition, opposition, and subtraction, so that the
right-hand sides of (LS1), (LS2) may be written without parentheses. By virtue of
(LS3) we may also write stu, without parentheses, for s, t ∈ F, u ∈ V.

1
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To the notations used for commutative monoids and groups we add the following.
If K is a subset of F and A is a subset of V , we set

KA := {su | (s, u) ∈ K ×A} ⊂ V;

and if t ∈ F, v ∈ V, we set tA := {t}A and Kv := K{v}.
It is sometimes necessary to have names for the zero, addition, opposition, and

scalar multiplication in a specific linear space V . In that case we use 0V , addV , oppV ,
multV , respectively. Thus, e.g.,

multVs(u) := su for all s ∈ F and u ∈ V.

With these notations, (LS1)–(LS4) become

(LS1): ∀s ∈ F, multVs ◦ addV = addV ◦ (multVs ×multVs)

(LS2): ∀s, t ∈ F, multVs+t = addV ◦ (multVs, multV t)

(LS3): ∀s, t ∈ F, multVst = multVs ◦multV t
(LS4): multV1 = 1V .

We record some elementary facts about the operations in a linear space.

11A. PROPOSITION. Let the linear space V be given. Then

(11.1) ∀s ∈ F, s0 = 0 where 0 := 0V

(11.2) ∀u ∈ V 0u = 0V where 0 is the zero of F

(11.3) ∀s ∈ F, ∀u ∈ V, (−s)u = s(−u) = −su and (−s)(−u) = su

(11.4) ∀s ∈ F, ∀u, v ∈ V, s(u− v) = su− sv

(11.5) ∀s, t ∈ F, ∀u ∈ V, (s− t)u = su− tu

(11.6) ∀u ∈ V, (−1)u = −u.

Formulas (11.2) and (11.6) say

(11.7) multV0 = (0V)V→V multV−1 = oppV .

Proof. The proof of (11.1)–(11.5) is quite similar in form to the proof of Basic
Language, Propositions 132B, and we omit it. By (11.5), (11.2), (LS4) we have

(−1)u = (0− 1)u = 0u− 1u = 0− u = −u
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for all u ∈ V, so that (11.6) holds.

On comparing (11.2) and (LS4) with Basic Language, (115.2), we notice that there
is no clash between 0u and 1u, meaning u multiplied by the zero and the unity of F,
on the one hand, and 0u and 1u, meaning the 0th and the 1st multiple of u, on the
other.

We also require generalized versions of the distributive laws.

11B. PROPOSITION. Let the linear space V be given.

(a): Let the family z ∈ VI and s ∈ F be given. Then Supp{szi | i ∈ I} ⊂ Suppz.
For every finite subset J of I, and for every subset J of I if Suppz is finite, we have

s
∑

J

z =
∑

j∈J
szj.

(b): Let u ∈ V and the family a ∈ FK be given. Then Supp{aku | k ∈ K} ⊂
⊂ Suppa. For every finite subset L of K, and for every subset L of K if Suppa is
finite, we have

(
∑

L

a)u =
∑

l∈L
alu.

(c): Let the families z ∈ VI and a ∈ FK be given. Then Supp{akzi | (k, i) ∈
K×I} ⊂ Suppa×Suppz. For all finite subsets J of I and L of K, and for all subsets
J of I and L of K if Suppz and Suppa are finite, we have

(
∑

L

a)(
∑

J

z) =
∑

(l,j)∈L×J
alzj.

(d): ∀s ∈ F, ∀u ∈ V, ∀m,n ∈ N, (ms)(nu) = (mn)(su); in particular,

(11.8) ∀u ∈ V, ∀m ∈ N, (m1)u = mu, where 1 is the unity of F.

Proof. The proof is quite similar in form to the proof of Basic Language, Propo-
sition 132D, and we therefore omit it.

According to Proposition 11B,(d), we may omit parentheses in expressions such
as msu for m ∈ N, s ∈ F, u ∈ V. It follows from (11.8) that if, for each m ∈ N, the
mth multiple of the unity of F happens to be denoted by m, there is no clash between
mu, meaning u multiplied by m ∈ F, and mu, meaning the mth multiple of u. This
is applicable, in particular, when F := R or F := Q, where the mth multiple of the
unity of F actually is the natural number m itself.

We next establish a converse to the conjunction of (11.1) and (11.2).

11C. PROPOSITION. Let the linear space V be given. Then F×V× ⊂ V×, i.e.,

∀s ∈ F, ∀u ∈ V, su = 0⇒ (s = 0 or u = 0).

Proof. Let s ∈ F× and u ∈ V× be given. By (LS3), (LS4) we have 1
s
(su) =

(1
s
s)u = 1u = u ∈ V×. It follows from (11.1) that su 6= 0, i.e., su ∈ V×.
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11D. EXAMPLES. (a): Every singleton can be endowed with the structure of
a linear space over F (in exactly one way) by the one unavoidable choice of zero,
addition, opposition, and scalar multiplication. Such a space has then the form {0},
and is called a zero-space. A linear space is said to be trivial if it is a zero-space.

(b): F itself, regarded as its additive group, becomes a linear space over the field
F with the scalar multiplication defined by the rule

multFs(t) := st for all s, t ∈ F,

where st is the product of s and t in the field F. The validity of (LS1) and (LS2)
follows from the commutative law for multiplication and the distributive law in the
field F; the validity of (LS3) and (LS4) follows, respectively, from the associative law
and the neutrality law for multiplication in F. When we refer to F as a linear space
over the field F, we shall always mean this particular linear-space structure.

(c): Let the family (Vi | i ∈ I) of linear spaces be given. Then the set×
i∈I
Vi,

endowed with structure by the prescription of zero, addition, opposition, and scalar
multiplication defined termwise, i.e., by the rules

0 := (0 | i ∈ I)

∀a, b ∈×
i∈I
Vi, a+ b := (ai + bi | i ∈ I)

∀a ∈×
i∈I
Vi, −a := (−ai | i ∈ I)

∀s ∈ F, ∀a ∈×
i∈I
Vi, sa := (sai | i ∈ I),

is a linear space. We shall always regard×
i∈I
Vi as endowed with this linear-space

structure. It is called the (Cartesian) product of the family (Vi | i ∈ I). For every

a ∈×
i∈I
Vi we define the set Suppa := {i ∈ I | ai 6= 0}, called the support of a. It

is also useful to define the set

Supp(Vi | i ∈ I) := {i ∈ I | Vi 6= {0}} =
⋃
{Suppa | a ∈×

i∈I
Vi},

and call it the support of the family (Vi | i ∈ I).

In particular, if I is a set and V is a linear space, we have the Cartesian product

VI := ×
i∈I
V of the family (V | i ∈ I). For this family, the definitions of zero,

addition, and support agree with the definitions for monoids of families given in
Basic Language, Section 117. We note that VI is a zero-space if and only if I is
empty or V is a zero-space. Using (b), we have in particular the linear spaces FI for
all sets I.

As a kind of special case we also have the following. Let the linear spaces V and
W be given. Then the operations on the product V ×W of V and W are given by
the rules
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0 := (0, 0)

∀(v, w), (v′, w′) ∈ V ×W, (v, w) + (v′, w′) := (v + v′, w + w′)

∀(v, w) ∈ V ×W, −(v, w) := (−v,−w)

∀s ∈ F,∀(v, w) ∈ V ×W, s(v, w) := (sv, sw).

(d): Let the set D and the linear space V be given. Then the set Map(D,V),
endowed with structure by the prescription of zero, addition, opposition, and scalar
multiplication defined valuewise, i.e., by the rules

0 := 0

∀f, g ∈ Map(D,V), ∀x ∈ D, (f + g)(x) := f(x) + g(x)

∀f ∈ Map(D,V), ∀x ∈ D, (−f)(x) := −f(x)

∀s ∈ F, ∀f ∈ Map(D,V), ∀x ∈ D, (sf)(x) := sf(x),

is a linear space. We shall always regard Map(D,V) as endowed with this linear-space
structure. Actually, this space is a variant of the space VD defined according to (c).
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12. Linear mappings

Let the linear spaces V , W be given. A mapping L : V → W is said to be linear
if it satisfies the following conditions:

(12.1) L ◦ addV = addW ◦ (L× L)

(12.2) L(0V) = 0W

(12.3) L ◦ oppV = oppW ◦ L

(12.4) ∀s ∈ F, L ◦multVs = multWs ◦ L.

Roughly speaking, a mapping is linear if it preserves the linear-space structure.

12A. REMARK. (a): Using (11.7), we see that (12.2) and (12.3) are nothing but
the special cases of (12.4) for s := 0 and s := −1, respectively, and are therefore
redundant. In order to verify that a mapping L : V → W is linear, it is therefore
sufficient to establish that L satisfies (12.1) and (12.4), i.e.,

(12.5) ∀u, v ∈ V, L(u+ v) = L(u) + L(v)

(12.6) ∀s ∈ F, ∀u ∈ V, L(su) = sL(u).

A mapping that satisfies (12.1) or, equivalently, (12.5) is said to be additive, and
one that satisfies (12.4) or, equivalently, (12.6) is said to be homogeneous. These
conditions are expressed, respectively, by the commutativity of the following diagrams
(the second one for each s ∈ F):

................................................................

................................................................

................................................................

................................................................

..........................
............

..........................
............

..........................
.......
.....

..........................
.......
.....

V × V
addV

V

L

W

L× L

W ×W addW

................................................................

................................................................

................................................................

................................................................

..........................
............

..........................
............

..........................
.......
.....

..........................
.......
.....

L

multVs

V

multWs WW

V

L

(b): Let the linear space V be given. Then multV t : V → V is a linear mapping
for every t ∈ F: the additivity follows from (LS1), the homogeneity from (LS3)
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and the commutative law for multiplication in F. In particular, 1V = multV 1 and
oppV = multV−1 are linear.

(c): For given linear spaces V, W , (12.2) shows that the only constant mapping
from V to W that is linear is 0V→W , the zero-mapping.

12B. PROPOSITION. Let the linear mapping L : V → W and the family z ∈ VI
be given. Then Supp(L ◦ z) ⊂ Suppz. For every finite subset J of I, and for every
subset J of I if Suppz is finite, we have

L(
∑

J

z) =
∑

J

L ◦ z.

Proof. The proof is again quite similar in form to the proof of Basic Language,
Proposition 132D, and we therefore omit it.

For given linear spaces V, W , we set

Lin(V,W) := {L ∈ Map(V,W) | L is linear}.
In particular, for every linear space V we set LinV := Lin(V ,V)

12C. PROPOSITION. Let the linear spaces V, W , X , and the linear mappings
L : V → W and M :W → X be given. Then M ◦ L is linear.

Proof. Since L and M are linear, we have

M ◦ L ◦ addV = M ◦ addW ◦ (L× L) = addX ◦ (M ×M) ◦ (L× L) =
= addX ◦ ((M ◦ L)× (M ◦ L))

M ◦ L ◦multVs = M ◦multWs ◦ L = multX s ◦M ◦ L for all s ∈ F,

as was to be shown.

The computations in the preceding proof are expressed by “diagram-chasing” as
follows:

...................................

...................................

..................................

..................................

...............................

...............................

................................

................................

................................

................................

................................

................................

................................

................................

................................

................................

................
....

.............................................................................
....................

W ×W(M ◦ L)× (M ◦ L)

M ×M

....................

.......................................................................................
...

.....................................................................................
.................
...

addW

addV

V × V

X × X addX

M

L× L

....................

....................

...........................................................................
....................

................
....

L

W M ◦ L

V

X

....................

...............................

...............................

................................

................................

................................

................................

................................

................................

...................................

...................................

..................................

..................................

................................

................................

................................

................................

....................

...........................................................................
....................

....................

.....................................................................
....................

.......................................................................................
...

..........................................................................................
... ................

....
................
....

L

W
multWs

multVs

M

V

X
multX s

L

W M ◦ L

X

M

M ◦ L

V

12D. PROPOSITION. Let the linear spaces V, W , X , and the mappings L : V → W
and M :W → X be given.

(a): If L and M ◦ L are linear and L is surjective, then M is linear.

(b): If M and M ◦ L are linear and M is injective, then L is linear.

Proof. Proof of (a). Since L and M ◦ L are linear, we have
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M ◦ addW ◦ (L× L) = M ◦ L ◦ addV = addX ◦ ((M ◦ L)× (M ◦ L)) =
= addX ◦ (M ×M) ◦ (L× L)

M ◦multWs ◦ L = M ◦ L ◦multVs = multX s ◦M ◦ L for all s ∈ F.

Since L is surjective, so is L×L : V ×V → W×W, and hence both L and L×L are
right-cancelable (Basic Language, Proposition 35A.R). It follows that

M ◦ addW = addX ◦ (M ×M)

M ◦multWs = multX s ◦M for all s ∈ F,

so that M is linear.

Proof of (b). Since M and M ◦ L are linear, we have

M ◦ L ◦ addV

= addX ◦ ((M ◦ L)× (M ◦ L)) = addX ◦ (M ×M) ◦ (L× L) =
= M ◦ addW ◦ (L× L)

M ◦ L ◦multVs = multX s ◦M ◦ L = M ◦multWs ◦ L for all s ∈ F.

Since M is injective, M is left-cancelable (Basic Language, Proposition 35A.L). It
follows that L satisfies (12.1) and (12.4), and is therefore linear.

12E. COROLLARY. If a linear mapping is bijective, its inverse is linear.

Proof. Let the bijective linear mapping L be given. Then L is linear and injective,
and L ◦ L← = 1CodL is linear (Remark 12A, (b)). By Proposition 12D,(b), L← is
linear.

There are some notational conventions in common use for linear mappings. Let
the linear mapping L be given. We write Lu := L(u) for all u ∈ DomL, Lf := L ◦ f
for all mappings f with Codf = DomL, and Lz := L ◦ z for all families z with
Rngz ⊂ DomL. These conventions yield such unambiguous expressions as MLu,
where M and L are linear mappings with CodL = DomM , and u ∈ DomL. (Note
that ML is linear, by Proposition 12C.) If L is a linear mapping with DomL = CodL,
we write Ln := L◦n for all n ∈ N. If L is a bijective linear mapping, so that its inverse
is also linear by Corollary 2E, we write L−1 := L←. Finally, if L is a bijective linear
mapping with DomL = CodL, we write, more generally, L−n := (L←)n for all n ∈ N×.

12F. REMARKS. Let the linear mapping L with DomL = CodL be given. It
follows from Basic Language, Propositions 96B and 97C that Lm+n = LmLn and
Lmn = (Lm)n for all m,n ∈ N. Suppose now that L is also bijective. It follows
from Basic Language, Proposition 94D that L−n = (L←)n = (Ln)← for all n ∈ N.
Combining these facts with some computation, it then follows that Lm+n = LmLn

and Lmn = (Lm)n for all m,n ∈ Z; we thus see that the notation L−n := (L←)n for
all n ∈ N× does not lead to a clash.

12G. EXAMPLES. (a): Let the family of linear spaces (Vi | i ∈ I) be given, and

consider the Cartesian product×
i∈I
Vi as defined in Example 11D,(c). For each j ∈ I
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the projection πj :×
i∈I
Vi → Vj is then a linear mapping, as follows at once from the

definitions.

Similarly (or as a special case), for given linear spaces V , W the mappings
((v, w) 7→ v) : V ×W → V and ((v, w) 7→ w) : V ×W →W are linear.

(b): Let the set D and the linear space V be given, and consider the linear space
Map(D,V) defined in Example 11D,(d). For each x ∈ D the evaluation mapping
evx: Map(D,V) → V, i.e., the mapping (f 7→ f(x)) : Map(D,V) → V, is linear.
It follows from this and from Proposition 12B that for every x ∈ D, every family
(fi | i ∈ I) in Map(D,V), and every finite subset J of I – indeed, every subset J of
I if Supp(fi | i ∈ I) is finite, we have

(
∑

j∈J
fj)(x) =

∑

j∈J
fj(x).

(c): Let the family of linear spaces (Vk | k ∈ K), the set I, and the mapping
φ : I → K be given. Then the Mapping

a 7→ a ◦ φ : ×
k∈K
Vk → ×

i∈I
Vφ(i)

is linear.

(d): Let the sets D and C, the linear space V , and the mapping φ : D → C be
given. Then the mapping

f 7→ f ◦ φ : Map(C,V)→ Map(D,V)

is linear.

(e): Let the non-empty set D, the linear spaces V and W, and the mapping
L : V → W be given. Then the mapping

f 7→ L ◦ f : Map(D,V)→ Map(D,W)

is linear if and only if L is linear.

(f): Let the set I and the linear space V be given. For every finite subset J of I
the mapping

a 7→
∑

J

a : VI → V

is linear. This follows from Basic Language, Theorem 117E for the additivity, and
from Proposition 11B,(a) for the homogeneity.

Similarly (or as a special case), the mapping addV : V ×V → V is linear for every
linear space V .

(g): Let the linear space V be given. For each u ∈ V , the mapping u⊗ : F → V ,
defined by the rule
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u⊗ t := tu for all t ∈ F,

is linear: it follows from (LS2) that this mapping is additive, and from (LS3) and the
commutative law for multiplication in F that it is homogeneous. Note that Rng(u⊗) =
Fu, and that by Proposition 11C u⊗ is injective if and only if u 6= 0. If L : V → W
is a linear mapping, then L(u⊗) = (Lu)⊗ on account of the homogeneity of L, and
we may omit the parentheses.

(h)∗: We set Cont(R,R) := {f ∈ Map(R,R) | f is continuous} and Cont1(R,R) :=
{f ∈ Cont(R,R) |f is differentiable, and its derivative f . is continuous}. These are
linear spaces over R, with the linear-space operations defined valuewise (i.e., they are
subspaces of Map(R,R), in a sense to be made precise in Section 13). The mapping

f 7→ f . : Cont1(R,R)→ Cont(R,R)

(differentiation) is linear. For given a, b ∈ R, the mapping

f 7→
∫ b

a

f : Cont(R,R)→ R

is linear. The mapping J : Cont(R,R)→ Map(R,R) defined by the rule

(Jf)(t) :=

∫ t

0

f for all t ∈ R and f ∈ Cont(R,R)

is also linear.

To conclude this section, we note a few formulas.

12H. LEMMA. Let the linear mapping L : V → W be given. Then

L>(A+ B) = L>(A) + L>(B) for all A,B ∈ P(V)

L>(KA) = KL>(A) for all K ∈ P(F) and A ∈ P(V)

L<(C +D) ⊃ L<(C) + L<(D) for all C,D ∈ P(W)

L<(KC) = KL<(C) for all K ∈ P(F×) and C ∈ P(W).

Proof. LetA,B ∈ P(V) and K ∈ P(F) be given. Then the inclusions L>(A+B) ⊂
L>(A) + L>(B) and L>(KA) ⊂ KL>(A) follow at once from (12.5) and (12.6). Let
w ∈ L>(A) + L>(B) be given. We may choose u ∈ L>(A), v ∈ L>(B) such that
w = u + v; we may further choose a ∈ A, b ∈ B such that u = La, v = Lb. Then
w = u+v = La+Lb = L(a+b) ∈ L>(A+B). Since w ∈ L>(A)+L>(B) was arbitrary,
the reverse inclusion L>(A)+L>(B) ⊂ L>(A+B) follows. A similar argument yields
KL>(A) ⊂ L>(KA).

Let C,D ∈ P(W) and K ∈ P(F×) be given. For all u ∈ L<(C) and v ∈ L<(D)
we have L(u + v) = Lu + Lv ∈ C + D, and therefore u + v ∈ L<(C + D). Thus
L<(C) + L<(D) ⊂ L<(C +D). For all s ∈ K and u ∈ L<(C) we have L(su) =
= sLu ∈ KC. Thus KL<(C) ⊂ L<(KC). Let v ∈ L<(KC) be given. We may choose
t ∈ K and c ∈ C such that Lv = tc. Then L(1

t
v) = 1

t
Lv = 1

t
tc = c ∈ C, so that

1
t
v ∈ L<(C) and v = t1

t
v ∈ KL<(C). Thus L<(KC) ⊂ KL<(C).
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13. Subspaces

Let the linear spaces U and V be given. Then U is called a (linear) subspace of
V if U ⊂ V and 1U⊂V is linear.

Before we examine more closely the meaning of this definition, we establish some
immediate consequences.

13A. PROPOSITION. Let the linear spaces V and W, the subspace U of V, and the
subspaces X and Y of W be given. For every linear mapping L : V → X such that
L>(U) ⊂ Y the mapping L|YU obtained by adjustment is linear.

Proof. Since 1U⊂V , L, and 1X⊂W are linear, so is their composite 1X⊂W ◦L◦1U⊂V =
L|WU = 1Y⊂W ◦ (L|YU ), by Proposition 12C. Since 1Y⊂W is linear and injective, L|YU is
linear by Proposition 12D,(b).

13B. COROLLARY. Let the linear spaces U , V , W be given, and assume that W
is a subspace of V. Then U is a subspace of W if and only if U ⊂ W and U is a
subspace of V.

Proof. We may stipulate that U ⊂ W. We then have to prove that 1U⊂W = 1U⊂V |W
is linear if and only if 1U⊂V = 1U⊂W |V is linear, and this follows from Proposition 13A.

We return to the definition. It says that a subspace of the linear space V is a
subset U of V , endowed with the structure of a linear space in such a way that the
operations of that structure “agree with” the corresponding operations of V , in a
sense to be made precise presently.

13C. LEMMA. Let the linear space V and the subspace U of V be given. Then

(13.1) 0V ∈ U , (addV)>(U × U) ⊂ U , (multVs)>(U) ⊂ U for all s ∈ F,

(13.2) 0U = 0V , addU = addV |UU×U , oppU = oppV |UU ,

multU s = multVs|UU for all s ∈ F.

Proof. Since 1U⊂V is linear, we have 0V = 1U⊂V(0U) = 0U ; moreover,

addV |U×U = addV ◦ 1U×U⊂V×V = addV ◦ (1U⊂V × 1U⊂V) = 1U⊂V ◦ addU .

This shows that (addV)>(U × U) = Rng(addV |U×U) ⊂ U and that

addV |UU×U = (1U⊂V |U) ◦ addU = 1U ◦ addU = addU .

The proof for the scalar multiplication is similar, but simpler. The proof for the
opposition follows by (11.7).

Lemma 13C shows that a subset U of a linear space V can be endowed with at
most one linear-space structure so as to be a subspace of V , and the conditions in
(13.1) are necessary for such a structure to exist. We shall now show that they are
also sufficient.
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13D. THEOREM. Let the linear space V and the subset U of V be given. Then U
can be endowed with the structure of a linear subspace of V if and only if

(13.3) 0 ∈ U , U + U ⊂ U , FU ⊂ U .

When these conditions (restatements of (13.1)) are satisfied, there is exactly one such
structure, and it is defined by requiring (13.2).

Proof. The “only if” part follows from Lemma 13C, as does the fact that any
subspace structure of U must be given by (13.2).

To prove the “if” part, we assume that (13.3) holds. Then (13.1) holds, and
we may define 0U , addU , oppU , multU by requiring that (13.2) hold. It remains to
verify that this prescription satisfies the defining laws for a linear space, and that
1U⊂V is linear. The validity of each of these laws (the associative, commutative, and
neutrality laws for addition, the law of opposites, and (LS1)-(LS4)) follows at once
from the validity of the corresponding law for V , since it expresses the holding of the
same equality when the objects to be tested are members of the subset U of V . The
fact that 1U⊂V is linear is verified as follows:

1U⊂V ◦ addU = 1U⊂V ◦ (addV |UU×U) = addV |U×U = addV ◦ 1U×U⊂V×V =
= addV ◦ (1U⊂V × 1U⊂V)

1U⊂V ◦multU s = 1U⊂V ◦ (multVs|UU) =
= multVs|U = multVs ◦ 1U⊂V for all s ∈ F.

13E. REMARKS. (a): In view of the uniqueness of the subspace structure on U ,
we claim the license to call the subset U of V a subspace of V when the conditions
(13.3) are satisfied, and to then regard U , without explicit mention, as endowed with
the structure of a linear space by prescribing the operations according to (13.2).

(b): The empty subset Ø of V satisfies Ø + Ø ⊂ Ø and FØ ⊂ Ø, but it is not a
subspace. The condition 0 ∈ U in (13.1) is therefore not redundant. It may, however,
be replaced by the apparently weaker condition U 6= Ø; indeed, after this replacement,
we may choose a ∈ U and find 0 = 0a ∈ FU ⊂ U .

(c): If U is a subspace of V we have U = 0 + U ⊂ U + U and U = s(1
s
U) ⊂ sU for

every s ∈ F×, so that (13.3) may be sharpened to

0 ∈ U , U + U = U , sU = U for every s ∈ F×.

(d): Let the linear space V and the subspace U of V be given. We have used
the same symbol + for addition in V and in U , and there is no clash between these
uses because of Lemma 13C. We generalize this remark. Let a family z ∈ U I be
given. For every finite subset J of I, and for every subset J of I if Suppz is finite

(this is unambiguous, since 0U = 0V), there are two possible interpretations of
∑

J

z,

one in the commutative monoid U with addition addU , the other in the commutative
monoid V with addition addV . It follows by special induction from (13.2) that these
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interpretations of
∑

J

z agree if J is finite; and therefore, if Suppz is finite, both

interpretations of
∑

J

z =
∑

J∩Suppz

z agree for every subset J of I. We may therefore

write
∑

J

z without ambiguity, and moreover obtain the following generalization of

the formula U + U ⊂ U in (13.3).

13F. COROLLARY. Let the linear space V, the subspace U of V, and the index set

I be given. Then
∑

i∈I
U ⊂ U .

13G. EXAMPLES. (a): Let the linear space V be given. Then {0} and V are
subspaces of V . They are called the zero-subspace, or trivial subspace, of V , and
the improper subspace of V , respectively. All subspaces of V other than V itself
are proper subsets of V , and are therefore called proper subspaces of V .

(b): Let the linear space V be given. If U1, U2 are subspaces of V , then U1∩U2 and
U1 + U2 are also subspaces of V , as is readily verified by using Theorem 13D. These
are special cases of results involving an arbitrary family of subspaces (Propositions
13J and 13R).

(c): Let the linear spaces V and W be given. A mapping L : V → W is linear
if and only if its graph Gr(L) is a subspace of the linear space V × W (Example
11D,(c)).

(d): Let the families of linear spaces (Ui | i ∈ I) and (Vi | i ∈ I) be given, and

assume that Ui is a subspace of Vi for every i ∈ I. Then×
i∈I
Ui is a subspace of

×
i∈I
Vi. In particular, if V is a linear space and U is a subspace of V , then U I is a

subspace of VI for every set I.

(e): Let the family of linear spaces (Vi | i ∈ I) be given. For all a, b ∈×
i∈I
Vi and

s ∈ F we have Supp(a + b) ⊂ Suppa ∪ Suppb and Supp(sa) ⊂ Suppa. Therefore the
subset

⊕
i∈I
Vi := {a ∈×

i∈I
Vi | Suppa is finite}

of×
i∈I
Vi is a subspace of×

i∈I
Vi. It is called the direct sum of the family

(Vi |, i ∈ I). We observe that

⊕
i∈I
Vi =×

i∈I
Vi if and •only if Supp(Vi | i ∈ I) is finite;

this equality therefore holds if I is finite.

In particular, let the set I and the linear space V be given. Then (cf. Basic

Language, Section 117) V(I) := {z ∈ VI | Suppz is finite} =

⊕
i∈I
V is a subspace of

VI . For every subset J of I the mapping

a 7→
∑

J

a : V(I) → V
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is linear (the proof is as in Example 12G,(f)). We note that V(I) = VI if and only if
I is finite or V is a zero-space.

More in particular, F(I) contains the Kronecker family δIi for each i ∈ I (here we
take the terms 0 and 1 of the Kronecker families to be the zero and unity of the field
F). Let a ∈ F(I) be given. Then Supp(aiδ

I
i | i ∈ I) = Suppa is finite, and hence, by

Proposition 12B and Example 12G,(a),

(
∑

i∈I
aiδ

I
i )j = πj

∑

i∈I
aiδ

I
i =

∑

i∈I
πj(aiδ

I
i ) =

∑

i∈I
aiδ

I
i,j = aj for all j ∈ I.

We thus see that

(13.4) a =
∑

i∈I
aiδ

I
i for all a ∈ F(I)

(f)∗: Let the subset S of R be given. Then Cont(S,R) := {f ∈ Map(S,R) | f is
continuous} is a subspace of Map(S,R). Moreover, Cont1(R,R) := {f ∈ Cont(R,R | f
is differentiable, and its derivative f · is continuous} is a subspace of Cont(R,R).
(These are linear spaces over R.)

Particularly important instances of subspaces are the sets Lin(V ,W) of linear
mappings.

13H. Proposition. Let the linear spaces V and W be given. Then Lin(V,W) is
a subspace of Map(V,W).

Proof. 0V→W ∈ Lin(V,W) (Remark 12A,(c)). Let L,M ∈ Lin(V,W) and t ∈ F
be given. Then

∀u, v ∈ V, (L+M)(u+ v) = L(u+ v) +M(u+ v) =
= (Lu+ Lv) + (Mu+Mv) =
= (Lu+Mu) + (Lv +Mv) =
= (L+M)(u) + (L+M)(v)

∀s ∈ F,∀u ∈ V, (L+M)(su) = L(su) +M(su) = sLu+ sMu =
= s(Lu+Mu) = s(L+M)(u);

hence L+M ∈ Lin(V,W); and

∀u, v ∈ V, (tL)(u+ v) = tL(u+ v) = t(Lu+ Lv) = tLu+ tLv =
= (tL)(u) + (tL)(v)

∀s ∈ F, ∀u ∈ V, (tL)(su) = tL(su) = t(sLu) = (ts)Lu =
= (st)Lu = s(tLu) = s(tL)(u);

hence tL ∈ Lin(V,W). Since L,M ∈ Lin(V,W) and t ∈ F were arbitrary, it follows
from Theorem 13D that Lin(V,W) is a subspace of Map(V ,W).
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13I. REMARK. Let the linear spaces V , W, X be given. Then Proposition 13H
and Examples 12G,(d),(e) show that for all K,L ∈ Lin(V,W), M,N ∈ Lin(W,X ),
and s, t ∈ F we have

M(K+L) = MK+ML, (M+N)K = MK+NK, (sM)(tK) = (st)(MK).

Therefore the mappings (L 7→ML) : Lin(V,W)→ Lin(V,X ) and
(N 7→ NK) : Lin(W,X )→ Lin(V,X ) are linear.

For each linear space V we define

Subsp(V) := {U ∈ P(V) | U is a subspace of V}.
13J. PROPOSITION. Let the linear space V be given. Then Subsp(V) is an intersection-

stable subcollection of P(V).

Proof. By Theorem 13D we have

Subsp(V) = {U ∈ P(V) | 0 ∈ U , U + U ⊂ U , FU ⊂ U}.

Let Γ be a subcollection of Subsp(V). Then 0 ∈ U for every U ∈ Γ, and therefore

0 ∈
⋂
VΓ. We also have

⋂
VΓ +

⋂
VΓ ⊂ U + U ⊂ U and F(

⋂
VΓ) ⊂ FU ⊂ U for

all U ∈ Γ, and therefore
⋂
VΓ +

⋂
VΓ ⊂

⋂
VΓ and F(

⋂
VΓ) ⊂

⋂
VΓ. It follows that⋂

VΓ ∈ Subsp(V).

13K. COROLLARY. Let the linear space V and the subspace W of V be given.
Then

Subsp(W) = Subsp(V) ∩P(W) = {W ∩ U | U ∈ Subsp(V)}.
Proof. The first equality is a restatement of Corollary 13B. For every

U ∈ Subsp(W) we haveW∩U = U , and U ∈ Subsp(V) by Corollary 13B. Conversely,
if U ∈ Subsp(V), then W ∩ U ∈ Subsp(V) ∩P(W) by Proposition 13J (or Example
13G,(b)).

According to Basic Language, Theorem 73D,(b) and Remark 73E, the intersection-
stable subcollection Subsp(V) of P(V) is the range (and hence also the set of fixed
points) of exactly one closure mapping in P(V) ordered by inclusion. We denote this
closure mapping by LspV ; it is given by the rule

(13.5) LspVA :=
⋂
{U ∈ Subsp(V) | A ⊂ U} for all A ∈ P(V)

(the collection of which the intersection is taken contains V , and is therefore not
empty). We call LspVA the linear span (in V) of A; it is the smallest among the
subspaces of V that include A. The next proposition shows that in most contexts the
index V and the phrase “in V” may be omitted, so that we shall usually write LspA.
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13L. PROPOSITION. Let the linear space V and the subspace W of V be given.
Then (LspV)>(P(W)) ⊂ P(W), and

LspW = LspV |P(W)
P(W),

and LspWA = LspVA for all A ∈ P(W).

Proof. Let A ∈ P(W) be given. Then A ⊂ W ∈ Subsp(V), and hence LspVA ⊂
W. By Corollary 13B, A ⊂ LspVA ∈ Subsp(W), and hence LspWA ⊂ LspVA. On
the other hand, A ⊂ LspWA ∈ Subsp(W) ⊂ Subsp(V); therefore LspVA ⊂ LspWA.

13M. PROPOSITION. Let the linear space V be given. The collection Subsp(V)
is completely ordered by inclusion. For every subcollection Γ of Subsp(V) we have

infSubsp(V)Γ =
⋂
VΓ and supSubsp(V)Γ = Lsp

⋃
Γ.

Proof. This follows immediately from Proposition 13J and Basic Language, Propo-
sitions 71F and 73I,(b).

Later, in Corollary 13R, we shall give another formula for the supremum.

We observe that the union of a collection of subspaces is in general not a subspace:
indeed, if U1, U2 are subspaces of the linear space V , U1∪U2 is a subspace if and only
if either U1 ⊂ U2 or U2 ⊂ U1, as follows easily from Theorem 13D. There is, however,
a special kind of collection of subspaces for which the union actually is a subspace.

13N. PROPOSITION. Let the linear space V and the non-empty subcollection Γ of
Subsp(V) be given. If Γ is directed by inclusion, and in particular if Γ is a nest, then⋃

Γ ∈ Subsp(V).

Proof. It is obvious from Theorem 13D, without any assumption on the non-empty

subcollection Γ of Subsp(V), that 0 ∈
⋃

Γ and F(
⋃

Γ) ⊂
⋃

Γ. Now suppose that Γ

is directed by inclusion. Let u,w ∈
⋃

Γ be given. We may choose U ,W ∈ Γ such

that u ∈ U , w ∈ W. We may further choose X ∈ Γ such that U ⊂ X , W ⊂ X . Then

u + w ∈ U +W ⊂ X + X ⊂ X ⊂
⋃

Γ. Since u,w ∈
⋃

Γ were arbitrary, it follows

that
⋃

Γ +
⋃

Γ ⊂
⋃

Γ. By Theorem 13D,
⋃

Γ ∈ Subsp(V).

13O. COROLLARY. Let the linear space V be given. Then

LspA =
⋃

B∈F(A)
LspB for all A ∈ P(V).

Proof. Since B ⊂ A, and hence LspB ⊂ LspA, for all B ∈ F(A), we have

LspA ⊃
⋃

B∈F(A)
LspB.

If B,B′ ∈ F(A), then B∪B′ ∈ F(A) and LspB∪LspB′ ⊂ Lsp(B∪B′). This shows
that the subcollection {LspB | B ∈ F(A)} of Subsp(V) is directed by inclusion. by

Proposition 13N,
⋃

B∈F(A)
LspB is a subspace of V . Since A =

⋃

B∈F(A)
B ⊂

⋃

B∈F(A)
LspB,

we conclude that LspA ⊂
⋃

B∈F(A)
LspB.
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We now turn to the interaction between subspaces and linear mappings.

13P. THEOREM. Let the linear spaces V and W and the linear mapping
L : V → W be given. Then

(13.6) (L>)>(Subsp(V)) ⊂ Subsp(W)

(13.7) (L<)>(Subsp(W)) ⊂ Subsp(V).

In particular,

RngL = L>(V) ∈ Subsp(W)

L<({0}) ∈ Subsp(V).

Proof. Let U ∈ Subsp(V) be given. Then 0W = L(0V) ∈ L>(U). Moreover,
Lemma 12H and Theorem 13D yield L>(U) + L>(U) = L>(U + U) ⊂ L>(U) and
FL>(U) = L>(FU) ⊂ L>(U). By Theorem 13D again, it follows that
L>(U) ∈ Subsp(W). This proves (13.6).

Let X ∈ Subsp(W) be given. By Lemma 12H and Theorem 13D we have
L<(X ) + L<(X ) ⊂ L<(X + X ) ⊂ L<(X ), F×L<(X ) = L<(F×X ) ⊂ L<(X ), and
0V ∈ 0L<(X ) = {0V} ⊂ L<(X ). By Theorem 13D again, it follows that
L<(X ) ∈ Subsp(V). This proves (13.7).

If L is a linear mapping, Theorem 13P shows that L<({0}) is a subspace of DomL.
This subspace is called the null-space of L and is denoted by NullL. (Sometimes
the term kernel of L and the notation KerL are used instead.) We observe that, if L
and M are linear mappings with DomM = CodL, we have

(13.8) Null(ML) = L<(NullM) ⊃ NullL.

13Q. COROLLARY. Let the linear spaces V and W and the linear mapping
L : V → W be given. Then L> ◦ LspV = LspW ◦ L>.

Proof. Let A ∈ P(V) be given. By Theorem 13P, L>(LspVA) ∈ Subsp(W); but
since A ⊂ LspVA, we have L>(A) ⊂ L>(LspVA). It follows that

(13.9) LspWL>(A) ⊂ L>(LspVA).

On the other hand, L<(LspWL>(A)) ∈ Subsp(V), by Theorem 13P; but L>(A) ⊂
LspWL>(A), and therefore A ⊂ L<(L>(A)) ⊂ L<(LspWL>(A)). It follows that
LspVA ⊂ L<(LspWL>(A)), and therefore

(13.10) L>(LspVA) ⊂ L>(L<(LspWL>(A))) ⊂ LspWL>(A).

Combination (13.9) and (13.10) yields L>(LspVA) = LspW(A). But A ∈ P(V) was
arbitrary; the assertion follows.
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13R. PROPOSITION. Let the linear space V be given. For every family (Ui | i ∈ I)
in Subsp(V) we have

∑

i∈I
Ui = sup Subsp(V){Ui |i ∈ I} = Lsp

⋃

i∈I
Ui ∈ Subsp(V).

Proof. We recall that V(I) is a subspace of VI and that the mapping

(13.11) a 7→
∑

J
a : V(I) → V

is linear (Example 13G,(e)). Moreover,×
i∈I
Ui is a subspace of VI (Example 13G,(d)),

and therefore V(I) ∩×
i∈I
Ui is a subspace of V(I) (Corollary 13K). Now

∑

i∈I
Ui (see

definition in Basic Language, Section 131) is precisely the image of this subspace

under the linear mapping given by (13.11). By Theorem 13P,
∑

i∈I
Ui is a subspace

of V .

Set W := supSubsp(V){Ui| i ∈ I} = Lsp
⋃

i∈I
Ui (cf. Proposition 13M). We have

×
i∈I
Ui ⊂×

i∈I
W and therefore, using Corollary 13F,

∑

i∈I
Ui ⊂

∑

i∈I
W ⊂W.

On the other hand, let j ∈ I be given, and define the family (Ti | i ∈ I) in
Subsp(V) by the rule

Ti :=




Uj if i = j

{0} if i ∈ I\{j}.

Then×
i∈I
Ti ⊂×

i∈I
Ui, and therefore Uj =

∑

i∈I
Ti ⊂

∑

i∈I
Ui. Since j ∈ I was arbitrary,

we have
⋃

i∈I
Ui ⊂

∑

i∈I
Ui. Since

∑

i∈I
Ui ∈ Subsp(V), we have W = Lsp

⋃

i∈I
Ui ⊂

∑

i∈I
Ui. We conclude that W =

∑

i∈I
Ui.

13S. COROLLARY. Let the linear space V be given. For every family (Ai | i ∈ I)
in P(V) we have

Lsp
⋃

i∈I
Ai =

∑

i∈I
LspAi.

Proof. We apply Basic Language, Proposition 73I,(a) to the closure mapping LspV

and find

Lsp
⋃

i∈I
Ai = sup Subsp(V){LspAi | i ∈ I} =

∑

i∈I
LspAi,

where the second equality follows from Proposition 13R.
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13T. PROPOSITION. Let the linear space V be given. We have LspØ = {0},

(13.12) Lsp{u} = Fu for all u ∈ V

(13.13) LspA =
∑

u∈A
Fu for all A ∈ P(V).

Proof. The equality LspØ = {0} is trivial. Let u ∈ V be given. By Theorem 13D,
Fu ⊂ FLsp{u} ⊂ Lsp{u}. But 0 = 0u ∈ Fu,Fu + Fu = (F + F)u = Fu, F(Fu) =
(FF)u = Fu, so that Fu is a subspace of V , and contains u = 1u; and hence Lsp{u} =
Fu. This establishes (13.12). (13.13) then follows from (13.12) and Corollary 13S.
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14. Linear partitions

14A. PROPOSITION. Let the linear space V and the subspace U of V be given.
Then

V/U := {v + U | v ∈ V}

is a partition of V, and its partition mapping ΩV/U : V → V/U satisfies

ΩV/U(v) = v + U for all v ∈ V.

Proof. We define the mapping Ω: V → V/U by the rule

Ω(v) := v + U for all v ∈ V,

and claim that

(14.1) Ω<({Ω(v)}) = v + U for all v ∈ V.

Let v, w,∈ V be given. Then

w + U = v + U ⇒ w ∈ v + U ⇒ (w ∈ v + U and v ∈ w − U)⇒

⇒ (w + U ⊂ v + U + U ⊂ v + U
and v + U ⊂ w − U + U ⊂ w + U)⇒

⇒ w + U = v + U ,

w ∈ Ω<({Ω(v)}) ⇔ Ω(w) = Ω(v) ⇔ w + U = v + U .

Thus w ∈ Ω<({Ω(v)}) if and only if w ∈ v + U , and (14.1) is established.

By (14.1) and Basic Language, Section 23 we have

PartΩ = {Ω<({Ω(v)}) | v ∈ V} = {v + U |v ∈ V} = V/U .

Thus V/U is indeed a partition of V , and (14.1) and Basic Language, Section 24 yield

ΩV/U(v) = ΩPartΩ(v) = Ω<({Ω(v)}) = v + U for all v ∈ V (i.e., ΩV/U = Ω).

A partition Π of a linear space V is said to be linear if Π = V/U for some subspace
U of V . This choice of terminology will be justified presently (Corollary 14G).

14B. PROPOSITION. Let the linear space V and the subspaces U and U ′ of V be
given. Then the linear partition V/U is finer than the linear partition V/U ′ if and
only if U ⊂ U ′.

14C. PROPOSITION. Let the linear mapping L be given.

(a): L<(L>(A)) = A+ NullL for every subset A of DomL
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(b): PartL = DomL/NullL.

Proof. For all v, w ∈ DomL we have

w ∈ L<({Lv}) ⇔ Lw = Lv ⇔ L(w − v) = Lw − Lv = 0 ⇔
⇔ w − v ∈ L<({0}) = NullL ⇔ w ∈ v + NullL.

Therefore

L<({Lv}) = v + NullL for all v ∈ DomL.

It follows that

L<(L>(A)) = L<(
⋃
v∈A
{Lv}) =

⋃
v∈A

L<({Lv}) =
⋃
v∈A

(v+NullL) = A+NullL for allA ∈ P(DomL),

and

PartL = {L<({Lv}) | v ∈ DomL} = {v + NullL | v ∈ DomL} = DomL/NullL.

14D. COROLLARY. Let the linear mapping L be given. Then L is injective if and
only if NullL = {0}.

Proof. If L is injective, NullL = {0}+ NullL = L<(L>({0})) is the singleton {0}.
Conversely, if NullL := {0}, then PartL = DomL/{0} = {v + {0} |v ∈ DomL} =
{{v} | v ∈ DomL}, the discrete partition of DomL, and therefore L is injective.

We have shown in Proposition 14C that the partitions of linear mappings are
linear partitions. Is every linear partition the partition of some linear mapping? We
shall now give an affirmative answer to this question.

14E. LEMMA. Let the linear space V and the subspace U of V be given. Let
A,B ∈ V/U , a ∈ A, b ∈ B, and s ∈ F be given. Then

(14.2) a+ U = ΩV/U(a) = A b+ U = ΩV/U(b) = B

(14.3) U = 0 + U ∈ V/U A+ B = (a+ b) + U ∈ V/U −A = −a+ U ∈ V/U

(14.4) sA+ U = sa+ U ∈ V/U .

Proof. (14.2) follows at once from Proposition 14A. From (14.2) and Remark
13E,(c) we obtain (14.3) and

sA+ U = s(a+ U) + U = sa+ sU + U = sa+ U + U = sa+ U if s ∈ F×

sA+ U = 0A+ U = 0 + U = sa+ U if s = 0,

so that (14.4) also holds.
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14F. THEOREM. Let the linear space V and the subspace U of V be given. Then
the linear partition V/U can be endowed in exactly one way with the structure of a
linear space in such a way that ΩV/U becomes linear; namely, by requiring

(14.5) 0V/U := U

(14.6) addV/U((A,B)) := A+ B for all A,B ∈ V/U

(14.7) oppV/U(A) := −A for all A ∈ V/U

(14.8) multV/U s(A) := sA+ U for all s ∈ F and A ∈ V/U .

Moreover, we then have NullΩV/U = U and PartΩV/U = V/U .

Proof. 1. Let a linear-space structure on V/U be given such that ΩV/U is linear.
Then 0V/U = ΩV/U(0) = 0+U = U , by Proposition 14A, so that (14.5) holds. To prove
(14.6), (14.7), (14.8), let A,B ∈ V/U and s ∈ F be given, and choose a ∈ A, b ∈ B.
Using Lemma 14E and the linearity of ΩV/U , we indeed have

addV/U((A,B)) = addV/U((ΩV/U(a),ΩV/U(b))) = ΩV/U(a+ b) = (a+ b) + U = A+ B

oppV/U(A) = oppV/U(ΩV/U(a)) = ΩV/U(−a) = −a+ U = −A

multV/U s(A) = multV/U s(ΩV/U(a)) = ΩV/U(sa) = sa+ U = sA+ U ,

as was to be shown. We have proved that there is at most one linear-space structure
on V/U such that ΩV/U is linear, and that this structure, if it exists, must be given
by (14.5), (14.6), (14.7), (14.8).

2. We now define 0V/U , addV/U , oppV/U , multV/U by (14.5), (14.6), (14.7), (14.8),
respectively, as we may by Lemma 14E. We have to show that this prescription
satisfies the defining laws for a linear space, and that ΩV/U is linear. The associative
and commutative laws for addition are obviously satisfied under (14.6). To prove the
neutrality law for addition, the law of opposites, and (LS1)–(LS4) for this prescription,
we let A,B ∈ V/U and s, t ∈ F be given, and choose a ∈ A, b ∈ B. From Lemma 14E
we then have

addV/U((A, 0V/U)) = A+ U = (a+ 0) + U = a+ U = A

addV/U((A, oppV/U(A))) = A+ (−A) = (a+ (−a)) + U = 0 + U = U = 0V/U

multV/U s(addV/U((A,B))) = s(A+ B) + U = s(a+ b) + U = (sa+ sb) + U =

= (sa+ U) + (sb+ U) = (sA+ U) + (sB + U) =

= addV/U((multV/U s(A),multV/U s(B)))
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multV/U s+t(A) = (s+ t)A+ U = (s+ t)a+ U = (sa+ ta) + U =

= s(sa+ U) + (ta+ U) = (sA+ U) + (tA+ U) =

= addV/U((multV/U s(A), multV/U t(A))

multV/U st(A) = (st)A+ U = (st)a+ U = s(ta) + U =

= s(tA+ U) + U = (multV/U s(multV/U t(A))

(since ta ∈ tA+ U ∈ V/U), and

multV/U1(A) = 1A+ U = A+ U = A.
Thus, the defining laws for a linear space hold. By Lemma 14E we have, for all
v, w ∈ V and s ∈ F.

ΩV/U(v + w) = (v + w) + U = (v + U) + (w + U) = ΩV/U(v) + ΩV/U(w) =

= addV/U((ΩV/U(v),ΩV/U(w)))

ΩV/U(sv) = sv + U = s(v + U) + U = sΩV/U(v) + U = multV/U s(ΩV/U(v)),

so that ΩV/U is linear.

With this structure in place, NullΩV/U = ΩV/U <({U}) = U , and PartΩV/U = V/U
(Proposition 14C, or Basic Language, Section 24).

14G. COROLLARY. Let the linear space V be given. Every subspace of V is the
null-space of some surjective linear mapping with domain V. A partition of V is the
partition of a [surjective] linear mapping with domain V if and only if it is a linear
partition of V.

Proof. Theorem 14F and Proposition 14C.

14H. REMARKS. (a): It is clear that (14.8) implies that multV/Us(A) = sA for all
s ∈ F× and A ∈ V/U , but that multV/U0(A) = U for all A ∈ V/U . Thus 0A is not in
general A multiplied by 0 according to the scalar multiplication in the linear space
V/U , in exceptional derogation from the general rules of notation for linear spaces.

(b): Corollary 14G may be compared with the following valid assertion: Let the
linear space V be given. A subset of V is the range of a[n injective] linear mapping
with codomain V if and only if it is a subspace of V. (Theorem 13P for the “only if”
part, inclusion mappings for the “if” part.)

(c): If V is a linear space and U is a subspace of V , the linear partition V/U
of V will always be regarded as endowed with the linear-space structure defined by
(14.5)–(14.8). (This linear space is usually called the quotient-space of V with respect
to the subspace U , but the term “linear partition” seems more suggestive.)
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15. Supplements

Let the linear space V be given. The subspaces U and U ′ of V are said to be
disjunct, and U ′ is said to be disjunct from U , if U ∩U ′ = {0}. (The term usually
encountered is “disjoint”; however, both subspaces contain 0 and cannot therefore be
disjoint as sets, so that this usage produces a clash to be avoided.)

The subspaces U and U ′ are said to be supplementary in V , and the pair (U ,U ′)
is also said to be supplementary in V , if U ∩ U ′ = {0} and U + U ′ = V . Given
the subspace U of V , a subspace U ′ of V is said to be supplementary to U in V ,
and is called a supplement of U in V , if U and U ′ are supplementary in V . (Terms
often encountered are “complementary” and “complement”, but this usage clashes
with the meaning of “complement” for subsets.)

15A. REMARKS. (a): If V is a linear space, the subspaces U and U ′ of V are
supplementary in V if and only if U ′ and U are supplementary in V .

(b): If V is a linear space, the subspaces U and U ′ of V are disjunct if and only if
they are supplementary in U + U ′.

Let the linear space V and the subspaces U and U ′ of V be given. For every v ∈ V
we examine the following equation

?(u, u′) ∈ U × U ′, v = u+ u′.

Obviously, this equation has at least one solution for every v ∈ V if and only if
U + U ′ = V . Our next result determines when this equation has at most one, or
exactly one, solution for every v ∈ V.

15B. PROPOSITION. Let the linear space V and the subspaces U and U ′ of V be
given.

(a): U and U ′ are disjunct if and only if the linear mapping
((u, u′) 7→ u+ u′) : U × U ′ → V is injective.

(b): U and U ′ are supplementary in V if and only if the linear mapping
((u, u′) 7→ u+ u′) : U × U ′ → V is bijective.

Proof. The mapping S : U × U ′ → V defined by the rule

(15.1) S((u, u′)) := u+ u′ for all (u, u′) ∈ U × U ′

is the restriction of the linear mapping addV : V × V → V to the subspace U × U ′ of
V × V; it is therefore linear (Example 12G,(f)). For all (u, u′) ∈ U × U ′ we have

S((u, u′)) = 0 ⇔ u+ u′ = 0 ⇔ u = −u′ ∈ U ∩ U ′.

Therefore U ∩ U ′ = {0} if and only if NullS = {(0, 0)}; by Corollary 14D, this is the
case if and only if S is injective. This proves (a). Since RngS = U + U ′, (b) follows
at once from (a).
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15C. PROPOSITION. Let the linear space V and the subspaces U and U ′ of V be
given.

(a): The following statements are equivalent.

(i): U and U ′ are supplementary in V.

(ii): There exists P ∈ Lin(V,U) such that P |U = 1U and NullP = U ′.
(iii): There exists E ∈ LinV such that E is idempotent (i.e., EE = E), FixE =

RngE = U , and NullE = U ′.
(b): Assume that 1+1 6= 0 in F. Then (i), (ii), (iii) are equivalent to the following

statement.

(iv): There exists L ∈ LinV such that L is involutory (i.e., LL = 1V) and U =
{v ∈ V | Lv = v}, U ′ = {v ∈ V | Lv = −v}.

Proof. Proof of (a). (i) implies (ii). We define the projection π ∈ Lin(U×U ′,U) by
the rule π((u, u′)) := u for all (u, u′) ∈ U × U ′. Since U and U ′ are supplementary in
V , the linear mapping S ∈ Lin(U × U ′,V) defined by (15.1) is bijective (Proposition
15B,(b)) and its inverse S−1 is linear (Corollary 12E). The linear mapping P :=
πS−1 ∈ Lin(V,U) satisfies Pu = πS−1(u + 0) = π((u, 0)) = u for all u ∈ U , so that
P |U = 1U ; and NullP = (S−1)<(Nullπ) = S>({0} × U ′) = U ′.

(ii) implies (iii). With P ∈ Lin(V,U) as described in (ii), we set E := P |V =
1U⊂VP ∈ LinV. Then EE = 1U⊂VP1U⊂VP = 1U⊂V1UP = E. Now P is right-
invertible (1U⊂V is a right-inverse), hence surjective, and therefore RngE = RngP =
U . By Basic Language, Proposition 26C, we have FixE = RngE = U . Finally,
NullE = NullP = U ′.

(iii): implies (i). Since E is idempotent, RngE is the set of fixed points of E. For
every v ∈ U ∩ U ′ = RngE ∩ NullE we have v = Ev = 0; therefore U ∩ U ′ = {0}.
For every v ∈ V we have E(v − Ev) = Ev − EEv = Ev − Ev = 0, and therefore
v − Ev ∈ NullE; consequently v = Ev + (v − Ev) ∈ RngE + NullE = U + U ′.
Therefore U + U ′ = V .

Proof of (b). Assume that 1 + 1 6= 0, and set 2 := 1 + 1.

(iii) implies (iv). With E ∈ LinV as described in (iii), we set L := 2E−1V ∈ LinV.
Then LL = 22EE − 22E + 1V = 1V . Let v ∈ V be given. Then

Lv = v ⇔ 2(E − 1V)v = 0 ⇔ Ev = v ⇔ v ∈ FixE = U
Lv = −v ⇔ 2Ev = 0 ⇔ Ev = 0 ⇔ v ∈ NullE = U ′.

(iv) implies (iii). With L ∈ LinV as described in (iv), we set E := 1
2
(L + 1V) ∈

LinV. Then EE = (1
2
)2LL + 1

2
L + (1

2
)21V = 1

2
(L + 1V) = E. Let v ∈ V be given.

Then

v ∈ U ⇔ Lv = v ⇔ Ev = 1
2
(Lv + v) = v ⇔ v ∈ FixE

v ∈ U ′ ⇔ Lv = −v ⇔ Ev = 1
2
(Lv + v) = 0 ⇔ v ∈ NullE.
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15D. PROPOSITION. Let the linear space V and the subspaces U and U ′ of V be
given. Then U ′ is a supplement of U in V if and only if U ′ is maximal among all
subspaces of V disjunct from U , i.e., a maximal member of

(15.2) Σ := {W ∈ Subsp(V) | U ∩W = {0}}

ordered by inclusion.

Proof. Proof of the “only if” part. Since U ′ is a supplement of U in V we have
U ′ ∈ Σ. Let X ∈ Σ be given, and assume that U ′ ⊂ X ; we are to show that X ⊂ U ′.
Let v ∈ X be given. Since U + U ′ = V , we may choose u′ ∈ U ′ such that v − u′ ∈ U .
But v, u′ ∈ X , and hence v − u′ ∈ U ∩ X = {0}. Therefore v = u′ ∈ U ′. Since v ∈ X
was arbitrary, we conclude that X ⊂ U ′, as was to be shown.

Proof of the “if” part. Since U ′ ∈ Σ, we have U ∩ U ′ = {0}. Let v ∈ V be given;
we are to show that v ∈ U +U ′. If v ∈ U ′ = {0}+U ′ ⊂ U +U ′, this is valid; we shall
therefore assume that v ∈ V\U ′. We set X := U ′ + Fv = U ′ + Lsp{v} ∈ Subsp(V)
(Proposition 13T). Then U ′ $ X ; since U ′ was a maximal member of Σ, we have
X /∈ Σ, so that U ∩ X 6= {0}. We may therefore choose u ∈ (U ∩ X )×. Since
u ∈ X = U ′+Fv, we may choose s ∈ F such that u−sv ∈ U ′. Since u /∈ {0} = U ∩U ′,
we cannot have s = 0. Therefore v = 1

s
(u− (u− sv)) ∈ 1

s
(U + U ′) ⊂ U + U ′, as was

to be shown.

15E. PROPOSITION. Let the linear space V and the subspaces U and U ′ of V be
given. A subspace W of U ′ is a supplement of U ∩ U ′ in U ′ if and only if W is a
supplement of U in U + U ′.

Proof. We have U ′ ∩ W = W, and therefore U ∩ U ′ ∩ W = U ∩ W, so that
(U ∩ U ′) ∩W = {0} if and only if U ∩W = {0}.

If (U∩U ′)+W = U ′, then U+U ′ = U+(U∩U ′)+W ⊂ U+U+W ⊂ U+W ⊂ U+U ′,
so that U + W = U + U ′. Assume conversely, that U + W = U + U ′, so that
U ′ ⊂ U +W. Let v ∈ U ′ be given; we may choose w ∈ W such that v − w ∈ U ; but
v − w ∈ U ′ −W ⊂ U ′. Therefore v = (v − w) + w ∈ (U ∩ U ′) +W. Since v ∈ U ′ was
arbitrary, we find U ′ ⊂ (U ∩ U ′) +W ⊂ U ′ + U ′ ⊂ U ′, and so (U ∩ U ′) +W = U ′.

We now examine the question whether every subspace of a given linear space has
a supplement. We shall see later (Remark 52H) an important class of linear spaces for
which an affirmative answer can be given without appealing to the Axiom of Choice
or one of its equivalents.

•15F. THEOREM. Let the linear space V and the subspaces U and U ′ of V be given.
There exists a supplement U ′′ of U in V with U ′ ⊂ U ′′ if (and only if) U ′ is disjunct
from U .

Proof. We assume that U ∩U ′ = {0} and consider the subcollection Σ of Subsp(V)
defined by (15.2). We regard it as ordered by inclusion and consider the ordered
subcollection

Σ′ := {W ∈ Σ | U ′ ⊂ W}.
Σ′ 6= Ø since U ′ ∈ Σ′. Let a non-empty nest Γ ∈ P(Σ′) be given. Then⋃

Γ ∈ Subsp(V) by Proposition 13N; we obviously have U ′ ⊂
⋃

Γ, and
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U ∩
⋃

Γ =
⋃
{U ∩W | W ∈ Γ} = {0},

so that
⋃

Γ ∈ Σ′. By a •Set Maximality Principle ((III) in Basic Language, Section

172), we may choose a maximal member U ′′ of Σ′. If W ∈ Σ satisfies U ′′ ⊂ W, then
U ′ ⊂ U ′′ ⊂ W , so that W ∈ Σ′; and since U ′′ is maximal in Σ′, we have W = U ′′.
Therefore U ′′ is a maximal member of Σ; by Proposition 15D, U ′′ is a supplement of
U in V .

•15G. COROLLARY. Let the linear space V be given. Every subspace of V has a
supplement in V.

•15H. REMARK. We shall show in •Corollary 21O that the only subspaces of V
with exactly one supplement in V are {0} and V . This could also be proved directly
from •Theorem 15F.

We conclude this section with a counterpart to Proposition 15D.

•15I. PROPOSITION. Let the linear space V and the subspaces U and U ′ of V be
given. Then U ′ is a supplement of U in V •if and only if U ′ is a minimal member of

Λ := {W ∈ Subsp(V) | U +W = V}

ordered by inclusion.

Proof. Proof of the “only if” part. Since U ′ is a supplement of U in V we have
U ′ ∈ Λ. Let X ∈ Λ be given, and assume that X ⊂ U ′; we are to show that X = U ′.
Now U∩X ⊂ U∩U ′ = {0}; it follows that X is a supplement of U in V . By Proposition
15E, X is a supplement of {0} = U ∩ U ′ in U ′. Therefore U ′ = {0}+ X = X , as was
to be proved.

•Proof of the “if” part. Since U ′ ∈ Λ, we have U +U ′ = V . •Choose a supplement
Z of U ∩ U ′in U ′, as permitted by •Corollary 15G. By Proposition 15E, Z is a
supplement of U in U+U ′ = V . Therefore Z ∈ Λ, and Z ⊂ U ′ by construction. Since
U ′ is a minimal member of Λ, we have Z = U ′, and hence U ′ is a supplement of U in
V .
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Chapter 2

PROPERTIES OF LINEAR
MAPPINGS

21. Linear invertibility

In this chapter we examine systematically properties of invertibility, cancellability,
and factorization that linear mappings may have. The ideas, and some of the proofs,
will be analogous to those discussed for mappings in general in Basic Language,
Sections 32, 33, 35, 36. Some of the results involve the partitions of the mappings in
question; in view of Section 14, these can be rephrased, for linear mappings, in terms
of null-spaces.

We have already noted that the only constant linear mappings are the zero-
mappings (Remark 12A,(c)).

21A. PROPOSITION. Let the linear mappings L and M with DomM = CodL be
given. If M is injective, then Null(ML) = NullL; if L is surjective, then Rng(ML) =
RngM .

Proof. From (13.7) and Corollary 14D, if M is injective then Null(ML) =
L<(Null) = L<({0}) = NullL. The assertion concerning ranges is a special case
of Basic Language, Proposition 32C.R.

21B. PROPOSITION. Let the linear mapping L : V → W be given. Then there are
linear mappings M : V → U and N : U → W such that L = NM and M is surjective
and N is injective.

Proof. Set U := RngL, M := L|Rng, N := 1RngL⊂W .

21C. PROPOSITION. Let the linear mapping L and the subspace U of DomL be
given. The linear mapping L|RngL

U is injective if and only if U∩NullL = {0}, surjective
if and only if U + NullL = DomL, bijective if and only if U is a supplement of NullL
in DomL.

Proof. We have Null(L|RngL
U ) = Null(L|U) = U ∩NullL. By Corollary 14D, L|RngL

U
is injective if and only if U ∩ NullL = {0}.

If U + NullL = DomL, Lemma 12H yields

29
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RngL = L>(U + NullL) = L>(U) +L>(NullL) = L>(U) + {0} = Rng(L|RngL
U ), so

that LRngL
U is surjective. Conversely, if L|RngL

U is surjective, Proposition 14C,(a) yields

DomL = L<(RngL) = L<(Rng(L|RngL
U )) = L<(L>(U)) = U + NullL.

21D. COROLLARY. Let the linear space V and the subspaces U and U ′ of V be
given. Then ΩV/U |U ′ ∈ Lin(U ′,V/U) is bijective if and only if U and U ′ are supple-
mentary in V.

Proof. The partition mapping ΩV/U ∈ Lin(V,V/U) is surjective, and NullΩV/U =
U (Theorem 14F). The conclusion follows from Proposition 21C.

21E. COROLLARY. Let the linear space W and the linear mappings L and M with
DomM =W = CodL be given.

(a): ML is injective if and only if L is injective and RngL ∩ NullM = {0}.
(b): ML is surjective if and only if M is surjective and RngL+ NullM =W.

(c): ML is bijective if and only if L is injective, M is surjective, and RngL and
NullM are supplementary in W.

Proof. We have

(21.1) ML = 1RngM⊂CodM(M |RngM
RngL )(L|Rng).

If ML is injective, then L|Rng is injective, hence bijective; consequently M |RngM
RngL is

injective; by Proposition 21C, RngL∩NullM = {0}. Conversely, if L is injective and
RngL ∩NullM = {0}, then all three linear mappings in the right-hand side of (21.1)
are injective, and hence so is ML.

If ML is surjective, then M is surjective; thus 1RngM⊂CodM = 1RngM , and conse-

quently M |RngM
RngL is surjective. By Proposition 21C, RngL+ NullM =W. Conversely,

if M is surjective and RngL+NullM =W, all three linear mappings in the right-hand
side of (21.1) are surjective, and hence so is ML.

A linear mapping L is said to be linearly left-invertible if there is a linear
left-inverse of L, linearly right-invertible if there is a linear right-inverse of L, and
linearly invertible if there is a linear inverse of L.

21F. REMARK. By Corollary 12E, a linear mapping is linearly invertible if and
only if it is bijective; hence if and only if it is invertible. The term “linearly invertible”
is therefore always replaced, without ambiguity, by “invertible”.

A linear mapping is also called a linear isomorphism if it is invertible. If V
and W are linear spaces, V is said to be (linearly) isomorphic to W if there exists
a linear isomorphism from V to W. Since identity mappings of linear spaces and
composites of linear isomorphisms are all linear isomorphisms, “is isomorphic to”
becomes an equivalence relation in every collection of linear spaces.

If V and W are linear spaces, we set

Lis(V,W) := {L ∈ Lin(V,W) | L is invertible},

the set of all linear isomorphisms from V to W . For each linear space V we set
LisV := Lis(V ,V). The members of LisV are called linear automorphisms of V .
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21G. LEMMA. Let the linear mapping L be given.

(a): If L is injective and U is a supplement of RngL in CodL, there is exactly one
linear left-inverse M of L such that NullM = U .

(b): If L is surjective and U is a supplement of NullL in DomL, there is exactly
one linear right-inverse M of L such that RngM = U .

Proof. Proof of (a). By Proposition 15C we may choose P ∈ Lin(CodL,RngL)
such that P |RngL = 1RngL and NullP = U .

If M is a linear left-inverse of L, we have 1DomL = ML = (M |RngL)(L|Rng), so that
(M |RngL) = (L|Rng)−1. If also NullM = U we have, for every v ∈ CodL, P (v−Pv) =
Pv − (P |RngL)(Pv) = Pv − Pv = 0, and hence v − Pv ∈ NullP = U = NullM ; it
follows that

Mv = M(v − Pv) +MPv = 0 + (M |RngL)Pv = (L|Rng)−1Pv.

Therefore we must have

(21.2) M = (L|Rng)−1P.

Thus there is at most one linear left-inverse of L with null-space U .

Now define M ∈ Lin(CodL,DomL) by (21.2). Then

ML = (L|Rng)−1PL = (L|Rng)−1(P |RngL)(L|Rng) = (L|Rng)−11RngL(L|Rng) = 1DomL,

so that M is indeed a linear left-inverse of L. Since (L|Rng)−1 is invertible, we also
have, from (21.2) that NullM = NullP = U .

Proof of (b). By Proposition 21C, L|U is invertible. If M is a linear right-inverse
of L and RngM = U , then 1CodL = LM = (L|RngM)(M |Rng) = (L|U)(M |Rng), and
therefore we must have M |Rng = (L|U)−1, whence

(21.3) M = (L|U)−1|DomL.

Thus there is at most one linear right-inverse of L with range U .

Now define M ∈ Lin(CodL,DomL) by (21.3). Then

LM = L((L|U)−1|DomL) = (L|U)(L|U)−1 = 1CodL,

so that M is indeed a linear right-inverse of L. From (21.3) we also have RngM =
Rng(L|U)−1 = Dom(L|U) = U .

21H. THEOREM. Let the linear mapping L be given.

(a): A subspace of CodL is the null-space of one (indeed, of exactly one) linear
left-inverse of L if and only if it is a supplement of RngL in CodL and L is injective.

(b): A subspace of DomL is the range of one (indeed, of exactly one) linear right-
inverse of L if and only if it is a supplement of NullL in DomL and L is surjective.
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Proof. The “if” parts follow from Lemma 21G; the “only if” parts follow from
Corollary 21E,(c).

21I. COROLLARY. Let the linear mapping L be given.

(a): L is linearly left-invertible if and only if L is injective and RngL has a
supplement in CodL.

(b): L is linearly right-invertible if and only if L is surjective and NullL has a
supplement in DomL.

21J. EXAMPLE
∗. With Cont(R,R) and Cont1(R,R) defined as in Examples

12G,(h) and 13G,(f), we define the linear mappings D : Cont1(R,R) → Cont(R,R)
and J : Cont(R,R)→ Map(R,R) by the rules

Df := f . for all f ∈ Cont1(R,R)

(Jf)(t) :=

∫ t

0

f for all t ∈ R and f ∈ Cont(R.R).

The Fundamental Theorem of the Calculus asserts that RngJ ⊂ Cont1(R,R) and
that (Jf). = f for all f ∈ Cont(R,R), i.e., that J |Cont1(R,R) is a linear right-inverse
of D. However, D is not linearly left-invertible, since it is not injective. NullD is the
subspace R(1R→R) of Cont1(R,R) consisting of all the constants. In illustration of
Corollary 21E,(c), this subspace is a supplement of RngJ = {f ∈ Cont1(R,R) | f(0) =

0} = Null ev
Cont1(R,R)
0 in Cont1(R,R).

•21K. COROLLARY. Let the linear mapping L be given.

(a): L is linearly left-invertible •if and only if L is injective.

(b): L is linearly right-invertible •if and only if L is surjective.

Proof. Corollaries 21I and •15G.

•21L. COROLLARY. Let the linear spaces V and W, and the subspace U of V be
given. For every M ∈ Lin(U ,W) there exists L ∈ Lin(V,W) such that L|U = M ; i.e.,
the linear mapping (L→ L|U) : Lin(V ,W)→ Lin(U ,W) is surjective.

Proof. 1U⊂V is injective. By •Corollary 21K,(a), we may choose a linear left-
inverse P ∈ Lin(V,U) of 1U⊂V . Then L := MP verifies the assertion, since L|U =
MP1U⊂V = M .

•21M. PROPOSITION. Let the linear spaces V and W be given. For every v ∈ V×
and every w ∈ W there exists L ∈ Lin(V,W) such that Lv = w. Therefore Lin(V,W)
is a zero-space if and only if V or W is a zero-space.

Proof. Let v ∈ V× and w ∈ W be given. Then v⊗ ∈ Lin(F,V) (Example 12G,(g))
is injective. By •Corollary 21K,(a) we may choose a linear left-inverse K ∈ Lin(V,F)
of v⊗, and find Kv = K(v ⊗ 1) = 1. Then L := w ⊗ K ∈ Lin(V,W) satisfies
Lv = w ⊗Kv = w ⊗ 1 = w. The “only if” part of the second assertion follows; the
“if” part is trivial.

21N. PROPOSITION. Let the linear space V and the subspace U of V be given.H
Then U has exactly one supplement in V if and only if U has some supplement in V
and Lin(V/U ,U) is a zero-space.
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Proof. The linear mapping ΩV/U : V → V/U is surjective and NullΩV/U = U
(Theorem 14F). By Theorem 21H,(b), the supplements of U in V are precisely the
ranges of linear right-inverses of ΩV/U , and U has exactly one supplement in V if and
only if ΩV/U has exactly one linear right-inverse. We may therefore stipulate that
ΩV/U is linearly right-invertible, and choose a linear right-inverse K ∈ Lin(V/U ,V)
of ΩV/U . A linear mapping L ∈ Lin(V/U ,V) is a linear-right inverse of ΩV/U if and
only if ΩV/U(L −K) = 0, hence if and only if Rng(L −K) ⊂ NullΩV/U = U , hence
if and only if L −K = M |V for some M ∈ Lin(V/U ,U). We conclude that K is the
only linear right-inverse of ΩV/U (equivalently, RngK is the only supplement of U in
V) if and only if Lin(V/U ,U) is a zero-space.

•21O. COROLLARY. Let the linear space V and the subspace U be given. Then U
has exactly one supplement in V if and only if U = {0} or U = V.

Proof. It is trivial that V is the only supplement of {0} in V and that {0} is the
only supplement of V in V . Assume, conversely, that U has exactly one supplement in
V . By Proposition 21N, it follows that Lin(V/U ,U) is a zero-space. By •Proposition
21M, either V/U is a zero-space, and then U = V , or U is a zero-space, and then
U = {0}.
•21P. COROLLARY. Let the linear mapping L be given. The following statements

are equivalent:

(i): L is (linearly) invertible.

(ii): L has exactly one linear left-inverse, and if DomL = {0} then CodL = {0}.
(iii): L has exactly one linear right-inverse, and if CodL = {0} then DomL = {0}.
Proof. (i) implies (ii) and (iii). If L is invertible, its inverse is linear, and is the

only left-inverse and the only right-inverse of L (Basic Language, Proposition 33B).
Since L is bijective, DomL = {0} if and only if CodL = {0}.
•(ii) implies (i). By Theorem 21H,(a), L is injective and RngL has exactly one

supplement in CodL. By •Corollary 21O, RngL = {0} or RngL = CodL. In the
former case, since K was injective we have DomL = {0} and hence, by assumption,
CodL = {0}. Then RngL = CodL in either case, and L is surjective. Thus L is
bijective, hence invertible.

•(iii) implies (i). By Theorem 21H,(b), L is surjective and NullL has exactly one
supplement in DomL. By •Corollary 21O, NullL = {0} or NullL = DomL. In the
latter case, L = 0; since L was surjective, this implies CodL = {0}, and hence, by
assumption, DomL = {0}. Thus NullL = {0} in either case. By Corollary 14D, L is
injective. Thus L is bijective, hence invertible.

If the linear space V is not a zero-space, then 0{0}→V has exactly one (linear)
left-inverse, namely 0V→{0}, and 0V→{0} has exactly one linear right-inverse, namely
0{0}→V , (although there are other, non-linear, right-inverses); but neither mapping is
invertible.N
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22. Cancellability and factorization

A linear mapping L : V → W is called a linear monomorphism if it is left-
cancellable from composition with linear mappings; i.e., if for every linear space U
we have

(22.1) ∀M,N ∈ Lin(U ,V), LM = LN ⇒ M = N ;

equivalently, by Remark 13I, if for every linear space U we have

(22.2) ∀M ∈ Lin(U ,V), LM = 0 ⇒ M = 0.

A linear mapping L : V → W is called a linear epimorphism if it is right-
cancellable from composition with linear mappings; i.e., if for every linear space U
we have

(22.3) ∀M,N ∈ Lin(W,U), ML = NL ⇒ M = N ;

equivalently, by Remark 13I, if for every linear space U we have

(22.4) ∀M ∈ Lin(W,U), ML = 0 ⇒ M = 0.

We recall that for every linear mapping L : V → W and linear space U we have

(22.5) Rng(LM) ⊂ RngL for all M ∈ Lin(U ,V)

(22.6) Null(ML) ⊃ NullL for all M ∈ Lin(W,U).

A linear mapping L : V → W is called a linear-embedding if for every linear
mapping N : U → W with RngN ⊂ RngL there is exactly one linear mapping
M : U → V such that N = LM . A linear mapping L : V → W is called a linear-
quotient-mapping if for every linear mapping N : V → U with NullN ⊃ NullL
there is exactly one linear mapping M :W → U such that N = ML.

................................................

................................................

................................................

................................................

................................................

................................................

................................................

................................................

.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
...

........
........
......................

..........................
............

..........................
.......
.....

.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
.........
.
...

........
........
......................

..........................
.......
.....

..........................
............V

LM

U W

V U

M
L

W

N

22A.L. PROPOSITION. If L : V → W and L′ : V ′ → W are linear-embeddings
with RngL = RngL′, then the unique linear mappings M : V ′ → V and M ′ : V → V ′
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that satisfy LM = L′ and L′M ′ = L are invertible, and each is the inverse of the
other.

Proof. This is analogous to the proof of Basic Language, Proposition 36A.L.

22A.R. PROPOSITION. If L : V → W and L′ : V → W ′ are linear-quotient-
mappings with NullL = NullL′, then the unique linear mappings M : W → W ′ and
M ′ : W ′ → W that satisfy ML = L′ and M ′L′ = L are invertible, and each is the
inverse of the other.

Proof. This is analogous to the proof of Proposition 22A.L.

22B.L. PROPOSITION. Let the linear mapping L : V → W be given. The following
statements are equivalent.

(i): L is a linear-embedding.

(ii): L is a linear monomorphism.

(iii): L is injective.

Proof. (i) implies (ii). Let the linear space U be given, and let M,N ∈ Lin(U ,V)
satisfy LM = LN . Then Rng(LM) = Rng(LN) ⊂ RngL. Since L is a linear-
embedding, we must have M = N .

(ii) implies (iii). We have L1NullL⊂V = L|NullL = 0NullL→W . Since L is a linear
monomorphism, 1NullL⊂V = 0NullL→V . Therefore NullL = {0}; by Corollary 14D it
follows that L is injective.

(iii) implies (i). Since L is injective, it is a set-embedding (Basic Language,
Proposition 36B.L.). Let a linear mapping N : U → W be given and assume that
RngN ⊂ RngL. Then there exists exactly one mapping M : U → V (we do not yet
know whether M is linear) such that N = LM . By Proposition 12D,(b), however, it
follows that M is in fact linear.

22B.R. Proposition. Let the linear mapping L : V → W be given. The
following statements are equivalent:

(i): L is a linear-quotient-mapping;

(ii): L is a linear epimorphism;

(iii): L is surjective.

Proof. (i) implies (ii). Let the linear space U be given, and let M,N ∈ Lin(W,U)
satisfy ML = NL. Then Null(ML) = Null(NL) ⊃ NullL. Since L is a linear-
quotient-mapping, we must have M = N .

(ii) implies (iii). We consider the linear partition W/RngL. We have
Rng(ΩW/RngLL) = (ΩW/RngL)>(RngL) = {RngL} = {0W/RngL}, by Theorem 14F.
Therefore ΩW/RngLL = 0V→W/RngL. Since L is a linear epimorphism, we have
ΩW/RngL = 0W→W/RngL, which means that RngL = NullΩW/RngL = W. Therefore L
is surjective.

(iii) implies (i). Since L is surjective, it is a set-quotient-mapping (Basic Language,
Proposition 36B.R). Let a linear mapping N : V → U be given and assume that
NullN ⊃ NullL. By Proposition 14B we have PartN @ PartL. Then there exists
exactly one mapping M : W → U (we do not yet know whether M is linear) such
that N = M ◦ L. By Proposition 12D,(a), however, it follows that M is in fact
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linear.

22C. REMARKS. (a): Propositions 22B.L and 22B.R in conjunction with Ba-
sic Language, Propositions 36B.L and 36B.R, show that for given linear spaces V
and W the linear monomorphisms, linear epimorphisms, linear-embeddings, linear-
quotient-mappings from V toW are precisely the set-monomorphisms (left-cancellable
mappings), set-epimorphisms (right-cancellable mappings), (set-)embeddings, (set-)
quotient-mappings, respectively, from V to W that happen to be linear. We may,
in particular, omit the hyphen in “linear embedding” and “linear quotient-
mapping”, without ambiguity.

(b): The term “(linear) quotient-mapping” is often found attached exclusively to
the (linear) partition mappings of linear partitions (cf. Section 14). Inasmuch as these
are linear quotient-mappings – as defined here – obtained by a standard procedure
from prescribed domains and null spaces (cf. Corollary 14G), they may be called
standard linear quotient-mappings. By analogy, the (linear) inclusion mappings
of subspaces, which are linear embeddings obtained by a standard procedure from
prescribed codomains and ranges, may be called standard linear embeddings.

22D. THEOREM. Let the linear mappings M : V → V ′ and N :W ′ →W be given,
and assume that M is surjective and N is injective.

(a): For a given L ∈ Lin(V,W) there is at most one L′ ∈ Lin(V ′,W ′) such that
L = NL′M ; such an L′ exists if and only if NullL ⊃ NullM and RngL ⊂ RngN .

(b): This linear mapping L′ is injective if and only if NullL = NullM , and is
surjective if and only if RngL = RngN .
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Proof. This is entirely analogous to the proof of Basic Language, Theorem 36C.
We use (22.5), (22.6), and Propositions 21A, 21B, 22B.L, and 22B.R.

22E. COROLLARY. Let the linear mapping L be given. Then there is exactly one
linear mapping L′ : DomL/NullL → RngL such that L = 1RngL⊂CodLL

′ΩDomL/NullL;
this linear mapping L′ is invertible.

Inspired by the discussion in Basic Language, Section 35, we take a closer look atH
the notion of cancellability from composition with linear mappings. A linear map-
ping L : V → W is said to be linearly left-cancellable with respect to the
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linear space U if (22.1) or, equivalently, (22.2) holds; L is said to be linearly right-
cancellable with respect to U if (22.3) or, equivalently, (22.4) holds. Thus L is
a linear monomorphism [linear epimorphism] if and only if L is linearly left-[right-]
cancellable with respect to every linear space U .

We note that every linear mapping L : V → W is both linearly left-cancellable and
linearly right-cancellable with respect to a zero-space {0}, since both Lin({0},V) =
{0{0}→V} and Lin(W, {0}) = {0W→{0}} are singletons.

•22F.L. PROPOSITION. Let the linear mapping L be given. The following state-
ments are equivalent:

(i): L is injective.

(ii): L is a linear monomorphism.

(iii): L is linearly left-cancellable with respect to F.

(iv): L is linearly left-cancellable with respect to some non-trivial linear space.

Proof. The implication (i) ⇒ (ii) is part of Proposition 17B.L. The implications
(ii) ⇒ (iii) ⇒ (iv) are trivial. We shall prove (iii) ⇒ (i) and •(iv) ⇒ (iii).

(iii) implies (i). Let v ∈ NullL be given. Then v⊗ ∈ Lin(F,DomL) (Example
12G,(g)), and L(v⊗) = (Lv)⊗ = 0F→CodL. Since (iii) holds, v⊗ = 0F→DomL, and
hence v = v ⊗ 1 = 0. Since v ∈ NullL was arbitrary, we have NullL = {0}. by
Corollary 14D, L is injective.

•(iv) implies (iii). Choose a linear space U such that U is not a zero-space and L
is linearly left-cancellable with respect to U . Choose u ∈ U×. The u⊗ ∈ Lin(F,U)
is injective, by Proposition 11C; by •Corollary 21I,(a) we may choose a linear left-
inverse K ∈ Lin(U ,F) of u⊗. Now let M ∈ Lin(F,DomL) be given, and assume that
LM = 0F→CodL. We have to show that M = 0F→DomL. Now LMK = 0U→CodL, and
by the assumption on U we have MK = 0U→DomL. Consequently M = MK(u⊗) =
0F→DomL, as was to be shown.

•22F.R. PROPOSITION. Let the linear mapping L be given. The following state-
ments are equivalent.

(i): L is surjective.

(ii): L is a linear epimorphism.

(iii): L is linearly right-cancellable with respect to F.

(iv): L is linearly right-cancellable with respect to some non-trivial linear space.

Proof. The equivalence (i) ⇔ (ii) is part of Proposition 22B.R. The implications
(ii) ⇒ (iii) ⇒ (iv) are trivial. We shall prove •(iii) ⇒ (ii) and (iv) ⇒ (iii).

•(iii) implies (ii). Suppose that L is not a linear epimorphism. We may then
choose a linear space U and M ∈ Lin(CodL,U) such that ML = 0 but M 6= 0. We
choose w ∈ CodL such that Mw 6= 0. The linear mapping Mw⊗ ∈ Lin(F,U) is
injective; by •Corollary 21I,(a) we may choose a linear left-inverse H ∈ Lin(U ,F) of
Mw⊗. Now HM ∈ Lin(CodL,F), and HMw = HMw ⊗ 1 = 1, so that HM 6= 0.
However, HML = 0. Therefore L is not linearly right-cancellable with respect to F.

(iv) implies (iii). Choose a linear space U such that U is not a zero-space and L is
linearly right-cancellable with respect to U . Choose u ∈ U×. Let M ∈ Lin(CodL,F)
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be given, and assume that ML = 0. We have to show that M = 0. Now u⊗ML = 0,
and by the assumption on U we have u ⊗M = 0. But u⊗ is injective and therefore
a linear monomorphism (Proposition 22B.L). Therefore M = 0.

We now have available a linear analogue of Basic Language, •Theorem 36E.

•22G. THEOREM. Let the linear mappings M : V → V ′ and N : W ′ → W be
given. For every L ∈ Lin(V,W) there is at least one L′ ∈ Lin(V ′,W ′) with L = NL′M
if and only if NullL ⊃ NullM and RngL ⊂ RngN . There is at most one such L′ for
every L ∈ Lin(V,W) if and only if either M is surjective and N is injective, or V ′ is
a zero-space, or W ′ is a zero-space.

Proof. The proof is entirely analogous to the proof of Basic Language, •Theorem
36E. It uses (22.5) and (22.6), •Corollary 21K, Theorem 22D, and – for the proof of
the last part of the statement – •Propositions 22F.L and 22F.R. N
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LINEAR PRODUCTS AND
COPRODUCTS

31. Linear products

In this section and the next we examine the formal analogues for linear spaces and
linear mappings of the set-products and set-coproducts discussed in Basic Language,
Section 46.

We begin with some additional facts about Cartesian products of families of linear
spaces (Example 11D,(c); see also Examples 12G,(a),(c)). Let the family of linear
spaces (Vi | i ∈ I) and the set D be given. In Basic Language, Proposition 44C we

exhibited a bijection from×
i∈I

Map(D,Vi) to Map(D,×
i∈I
Vi) that served to identify

these sets, as follows. For every family of mappings (fi | i ∈ I) ∈×
i∈I

Map(D,Vi),

the mapping in Map(D,×
i∈I
Vi) denoted by the same symbol (fi | i ∈ I) is defined

by the rule

(31.1) (fi | i ∈ I)(x) := (fi(x) | i ∈ I) for all x ∈ D.

We now record that this bijection is linear, and that, if D is specialized to be a linear
space, this bijection matches linear mappings with linear mappings.

31A. PROPOSITION. Let the family of linear spaces (Vi | i ∈ I) be given. For

every set D and family of mappings (fi | i ∈ I) ∈×
i∈I

Map(D,Vi), the only mapping

f ∈ Map(D,×
i∈I
Vi) satisfying πjf = fj for all j ∈ I is f := (fi | i ∈ I) defined by

the rule (31.1). This formula describes a linear isomorphism from×
i∈I

Map(D,Vi)

to Map(D,×
i∈I
Vi). If U is a linear space, then the corresponding linear isomorphism

from×
i∈I

Map(U ,Vi) to Map(U ,×
i∈I
Vi) maps×

i∈I
Lin(U ,Vi) onto Lin(U ,×

i∈I
Vi);

39
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i.e., if (Li | i ∈ I) ∈×
i∈I

Map(U ,Vi), then (Li | i ∈ I) ∈ Map(U ,×
i∈I
Vi) is linear if

and only if Li is linear for every i ∈ I.

Proof. By reference to Basic Language, Proposition 44C and direct verification
from the definitions of the linear-space structures involved.

Let the family of linear spaces (Vi | i ∈ I) be given. As an application of Propo-

sition 31A we may define for each j ∈ I the linear mapping σ̄j ∈ Lin(Vj,×
i∈I
Vi) by

requiring

(31.2) πiσ̄j :=





1Vj if i = j

0Vj→Vi if i ∈ I\{j}.

We note that in fact σ̄j = (0, ·j) (Basic Language, (44.1)).

3lB. COROLLARY. Let the families of linear spaces (Vi | i ∈ I) and (Wi | i ∈ I)

and the family of mappings (Mi | i ∈ I) ∈ ×
i∈I

Map(Vi,Wi) be given. Then the

mapping×
i∈I

Mi : ×
i∈I
Vi →×

i∈I
Wi defined (according to Basic Language, Section

44) by requiring

(31.3) πWj ×
i∈I

Mi := Mj ◦ πVj for all j ∈ I,

is linear if and only if Mj is linear for every i ∈ I. ((πVi | i ∈ I) and (πWi | i ∈ I) are
the respective families of projections.)

Proof. If Mj is linear for every j ∈ I, then so is Mj ◦ πVj , and it follows from

Proposition 31A and (31.3) that×
i∈I

Mi is linear. Assume, conversely, that×
i∈I

Mi

is linear. Then (31.2) and (31.3) yield

Mj = Mj ◦ (πVj σ̄j) = πWj (×
i∈I

Mi)σ̄j for all j ∈ I.

Since all the mappings in the right-hand side are linear, so is Mj for every j ∈ I.

A (linear) product of a family of linear spaces (Vi | i ∈ I) is defined to be a

linear space P together with a family of linear mappings (pi | i ∈ I) ∈×
i∈I

Lin(P,Vi)
such that for every linear space U and every family of linear mappings

(Li | i ∈ I) ∈×
i∈I

Lin(U ,Vi) there is exactly one linear mapping L : U → P such

that Li = piL for all i ∈ I. The linear space P is called the product-space, and for
each j ∈ I the linear mapping pj : P → Vj is called the jth projection.
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The first part of the next proposition asserts that a given family of linear spaces
has “essentially” at most one product.

31C. PROPOSITION. (a): Let linear products of the family of linear spaces
(Vi | i ∈ I) be given, with respective product-spaces P and P ′ and respective families of
projections (pi | i ∈ I) and (p′i | i ∈ I). Then the unique linear mappings M : P → P ′
and M ′ : P ′ → P that satisfy pi = p′iM and p′i = piM

′ for all i ∈ I are invertible,
and each is the inverse of the other.

(b): Let a linear product of the family of linear spaces (Vi | i ∈ I) be given, with
product-space P and family of projections (pi | i ∈ I). A given linear space Q and

family of linear mappings (qi | i ∈ I) ∈×
i∈I

Lin(Q,Vi) are the product-space and

family of projections of a linear product of (Vi | i ∈ I) if and only if the unique linear
mapping M : Q → P that satisfies qi = piM for all i ∈ I is invertible.

Proof. This is entirely analogous to the proof of Basic Language, Proposition 46A.

We now show that every family of linear spaces has a linear product.

31D. PROPOSITION. Let the family of linear spaces (Vi | i ∈ I) be given. Then

the Cartesian product×
i∈I
Vi with the family of projections (πi | i ∈ I) is a linear

product of (Vi | i ∈ I).

Proof. Examples 11D,(c) and 2G,(a), and Proposition 31A.

The special linear product described by Proposition 31D may be called the stan-
dard (linear) product of the family of linear spaces (Vi | i ∈ I).

31E. EXAMPLE. Let the set D and the linear space V be given. Then the linear
space Map(D,V) and the family of linear mappings evMap(D,V) (Examples 11D,(d)
and 12G,(b)) are the product-space and the family of projections of a linear product
of the family (V | x ∈ D).

We next demonstrate the intimate relationship between linear products and set-
products.

31F. PROPOSITION. Let the family of linear spaces (Vi |i ∈ I) be given.

(a): If the linear space P with the family of linear mappings (pi | i ∈ I) is a linear
product of (Vi | i ∈ I), then the set P with the family of mappings (pi | i ∈ I) is a
set-product of the family of sets (Vi | i ∈ I).

(b): If the set P with the family of mappings (pi | i ∈ I) is a set-product of the
family of sets (Vi | i ∈ I), there is exactly one linear-space structure on P such that
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pi is linear for every i ∈ I. Endowed with this linear-space structure, P with the
family of linear mappings (pi | i ∈ I) is a linear product of the family of linear spaces
(Vi | i ∈ I).

Proof. Proof of (a). By Proposition 31D and 31C,(a), there is a unique linear

isomorphism M : P →×
i∈I
Vi such that

(31.4) pj = πj ◦M for all j ∈ I.

Now the set×
i∈I
Vi with (πi | i ∈ I) is a set-product of the family of sets (Vi | i ∈ I)

(Basic Language, Proposition 46B), and M : P →×
i∈I
Vi is bijective and satisfies

(31.4). By Basic Language, Proposition 46A,(b), the set P with (pi | i ∈ I) is a
set-product of the family of sets (Vi | i ∈ I).

Proof of (b). We set W :=×
i∈I
Vi. By Basic Language, Propositions 46B and

46A,(a), there is a unique bijection g : P → W such that

(31.5) pj = πj ◦ g for all j ∈ I.

Suppose a linear-space structure is given on P by the prescription of 0P , addP , oppP ,

multP . Regarding W =×
i∈I
Vi as endowed with its linear-space structure (Example

11D,(c)), we claim that pj is linear for all j ∈ I if and only if g is linear. Indeed, for
every j ∈ I,

pj ◦ addP = πj ◦ g ◦ addP

addVj◦(pj×pj) = addVj◦((πj◦g)×(πj◦g)) = addVj◦(πj×πj)◦(g×g) = πj◦addW◦(g×g),

and hence pj is additive for all j ∈ I if and only if

πj ◦ g ◦ addP = πj ◦ addW ◦ (g × g) for all j ∈ I;

and this holds if and only if g ◦ addP = addW ◦ (g × g), i.e., g is additive. The proof
for the homogeneity is similar, but simpler.

To complete the proof of the first assertion, it now suffices to observe that, since
g is bijective, there is obviously exactly one linear-space structure on P that makes
g linear; it is given by

0P := g←(0W) addP := g ◦ addW ◦ (g← × g←) oppP := g ◦ oppW ◦ g←

multPs := g ◦multWs ◦ g← for all s ∈ F.

When P is endowed with this linear-space structure, then g is linear, and pj is
linear for every j ∈ J ; it follows from Propositions 31D and 31C, (b) and (31.5) that
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the linear space P with (pi | i ∈ I) is a linear product of the family of linear spaces
(Vi | i ∈ I).

31G. PROPOSITION. Let a linear product of the family of linear spaces (Vi | i ∈ I)
be given, with product-space P and family of projections (pi | i ∈ I).

(a): ∀u, v ∈ P, u = v ⇔ (∀i ∈ I, piu = piv).

(b): pj is linearly right-invertible, hence surjective, for every j ∈ I.

Proof. (a) follows from Proposition 31F,(a) and Basic Language, Proposition
46D,(a). To prove (b), we define, for every j ∈ I, the linear mapping s̄j ∈ Lin(Vj,P)
by requiring

(31.6) pis̄j :=





1Vj if i = j

0Vj→Vi if i ∈ I\{j}.

Then s̄j is a linear right-inverse of pj for each j ∈ I.
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32. Linear coproducts

Before dealing with (abstract) linear coproducts, defined in analogy with set-
coproducts, we obtain additional information on direct sums of families of linear
spaces, as defined in Example 13G,(e).

Let the family of linear spaces (Vi | i ∈ I) be given, and consider, for each j ∈ I, the

linear mapping σ̄j ∈ Lin(Vj,×
i∈I
Vi) defined by (31.2). Obviously, Supp(σ̄ju) ⊂ {j}

for all u ∈ Vj, and so Rngσ̄j ⊂×
i∈I
Vi for every j ∈ I. We define σj ∈ Lin(Vj,

⊕
i∈I
Vi)

to be the linear mapping obtained from σ̄j by adjustment of the codomain to

⊕
i∈I
Vi,

for every j ∈ I.

32A. LEMMA. Let the family of linear spaces (Vi | i ∈ I) be given. Then

(32.1) πi(σju) :=





u if i = j
for all j ∈ I and u ∈ Vj;

0 if i ∈ I\{j}

and

(32.2) Supp(σiπiv | i ∈ I) is finite and
∑

i∈I
σiπiv = v for all v ∈

⊕
i∈I
Vi.

Proof. (32.1) is an immediate consequence of (31.2). Let v ∈
⊕
i∈I
Vi be given. Then

Supp(σiπiv | i ∈ I) ⊂ Supp(πiv | i ∈ I) = Suppv, which is finite. By Proposition 12B
and (32.1) we have

πj(
∑

i∈I
σiπiv) =

∑

i∈I
πj(σjπiv) = πjv for all j ∈ I,

and therefore
∑

i∈I
σiπiv = v.

32B. PROPOSITION. Let the family of linear spaces (Vi | i ∈ I) and the linear

space U be given. For every family of linear mappings (Li | i ∈ I) ∈×
i∈I

Lin(Vi,U)

there is exactly one linear mapping L ∈
⊕
i∈I
Vi → U such that Lj = Lσj for all j ∈ I;

it is defined by

(32.3) Lv :=
∑

i∈I
Liπiv =

∑

i∈I
Livi for all v ∈

⊕
i∈I
Vi.
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Proof. Let the family of linear mappings (Li | i ∈ I) ∈×
i∈I

Lin(Vi,U) be given.

If L ∈ Lin

⊕
i∈I
Vi,U) satisfies Lj = Lσj for all j ∈ I, then (32.2) and Proposition 12B

yield

Lv = L
∑

i∈I
σiπiv =

∑

i∈I
Lσiπiv =

∑

i∈I
Liπiv for all v ∈

⊕
i∈I
Vi.

Conversely, define the mapping L :

⊕
i∈I
Vi → U by setting L(v) :=

∑
i∈I Liπiv for

all v ∈
⊕
i∈I
Vi. Then L is linear, as can be verified directly, and for every j ∈ I we

have, by (32.1),

Lσju =
∑

i∈I
Liπi(σju) = Lju for all u ∈ Vj,

so that Lσj = Lj.

A (linear) coproduct of a family of linear spaces (Vi | i ∈ I) is defined to be a

linear space S together with a family of linear mappings (si | i ∈ I) ∈×
i∈I

Lin(Vi,S)

such that for every linear space U and every family of linear mappings

(Li | i ∈ I) ∈×
i∈I

Lin(Vi,U) there is exactly one linear mapping L : S → U such that

Li = Lsi for all i ∈ I. The linear space S is called the coproduct-space, and for
each j ∈ I, the linear mapping sj : Vj → S is called the jth insertion.
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32C. PROPOSITION. (a): Let linear coproducts of the family of linear spaces
(Vi | i ∈ I) be given, with respective coproduct-spaces S and S ′ and respective fam-
ilies of insertions (si | i ∈ I) and (s′i | i ∈ I). Then the unique linear mappings
M : S ′ → S and M ′ : S → S ′ that satisfy si = Ms′i and s′i = M ′si for all i ∈ I are
invertible, and each is the inverse of the other.

(b): Let a linear coproduct of the family of linear spaces (Vi | i ∈ I) be given,
with coproduct-spaces S and family of insertions (si | i ∈ I). A given linear space T
and family of linear mappings (ti | i ∈ I) ∈×

i∈I
Lin(Vi, T ) are the coproduct-space

and family of insertions of a linear coproduct of (Vi | i ∈ I) if and only if the unique
linear mapping M : S → T that satisfies ti = Msi for all i ∈ I is invertible.
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Proof. This is analogous to the proof of Proposition 31C, and hence to the proof
of Basic Language, Proposition 46A.

32D. PROPOSITION. Let the family of linear spaces (Vi | i ∈ I) be given. Then

the direct sum

⊕
i∈I
Vi with the family (σi | ∈ I) is a linear coproduct of (Vi |i ∈ I).

Proof. Proposition 32B.

The special linear coproduct described by Proposition 32D may be called the
standard (linear) coproduct of the family of linear spaces (Vi | i ∈ I). In the
next section we shall discuss other important linear coproducts.

32E. PROPOSITION. Let a linear coproduct of the family of linear spaces
(Vi | i ∈ I) be given, with coproduct-space S and family of insertions (si | i ∈ I). For
each j ∈ I define p̄j ∈ Lin(S,Vj) by requiring

(32.4) p̄jsi :=





1Vj if i = j

0Vi→Vj if i ∈ I\{j}.

For each j ∈ I, sj is linearly left-invertible, hence injective, and p̄j is linearly right-
invertible, hence surjective. Moreover,

(32.5) Supp(sip̄iv | i ∈ I) is finite, and
∑

i∈I
sip̄iv = v for all v ∈ S.

If, in particular, Supp(Vi | i ∈ I) is finite, then Supp(sip̄i | i ∈ I) is finite and

(32.6)
∑

i∈I
sip̄i = 1S .

Proof. We could derive this from Lemma 32A by way of Propositions 32D and
32C, but it is instructive to give a direct proof. We set

W := {v ∈ S | Supp(sip̄iv | i ∈ I) is finite}
U := {v ∈ W |

∑

i∈I
sip̄iv = v}.

Now W is a subspace of S, since it is the pre-image under the linear mapping
(sip̄i | i ∈ I) : S → SI of the subspace S(I) of SI . But then U is a subspace

of W, since it is the null-space of AB − 1W⊂S , where B := (sip̄i | i ∈ I)|S(I) and

A := (a 7→
∑

I

a) : S(I) → S are linear. We are to show that U = S.

For every j ∈ I and u ∈ Vj we have sip̄isju = 0 for all i ∈ I\{j}, and
∑

i∈I
sip̄isju =

= sj p̄jsju = sju, by (32.4), and therefore sju ∈ U . Thus Rngsj ⊂ U for all j ∈ I.
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By the definition of linear coproduct, there is exactly one linear mapping L : S → U
such that sj|U = Lsj for all j ∈ I. But then

1Ssj = sj = (sj|U)|S = (L|S)sj for all j ∈ I.

Again by the definition of linear coproduct, this implies 1S = L|S ; and therefore
S = Rng1S = Rng(L|S) = RngL ⊂ U ⊂ S. We conclude that U = S, as was to be
shown.

32F. COROLLARY. Let a linear coproduct of the family of linear spaces
(Vi | i ∈ I) be given, with coproduct-spaces S and family of insertions (si |i ∈ I).

Then S =
∑

i∈I
Rngsi.

32G. REMARK. In contrast with the results described in Proposition 31F for
linear products, the coproduct-space and family of insertions of a linear coproduct of
a family of linear spaces (Vi | i ∈ I) are not the coproduct-set and family of insertions
of a set-coproduct of the family of sets (Vi | i ∈ I), unless I is a singleton: in a
linear coproduct the coproduct-space is never empty, and 0 is in the range of every
insertion; in a set-coproduct, the coproduct-set is empty if the index set is empty,
and the family of ranges of the insertions is disjoint.

32H. PROPOSITION. Let both a linear product and a linear coproduct of a family
of linear spaces (Vi | i ∈ I) be given, with product-space P and family of projections
(pi | i ∈ I), and coproduct-space S and family to insertions (si | i ∈ I), respectively.

Let (p̄i | i ∈ I) ∈×
i∈I

Lin(S,Vi) and (s̄i | i ∈ I) ∈×
i∈I

Lin(Vi,P) be defined by (32.4)

and (31.6), respectively.

(a): There is exactly one linear mapping K : S → P that satisfies

pjKsi =





1Vj if i = j
for all i, j ∈ I;

0Vi→Vj if i 6= j

it is the only linear mapping that satisfies pjK = p̄j for all j ∈ I and also the only
linear mapping that satisfies Ksj = s̄j for all j ∈ I. Moreover, K is injective.

(b): Assume that Supp(Vi | i ∈ I) is finite (this is the case, in particular, when
I is finite). Then K is invertible; S is the product-space and (p̄i | i ∈ I) the family
of projections of a linear product of (Vi | i ∈ I); and P is the coproduct-space and
(s̄i | i ∈ I) the family of insertions of a linear coproduct of (Vi | i ∈ I).

Proof. Proof of (a). Except for the injectivity of K, the assertion (a) is an
immediate consequence of the definitions of linear product and linear coproduct and
(32.4) and (31.6). By (32.5) we have

v =
∑

i∈I
sip̄iv =

∑

i∈I
sipiKv = 0 for all v ∈ NullK.

Hence NullK = {0}. By Corollary 14D, K is injective.
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Proof of (b). We assume that Supp(Vi | i ∈ I) is finite. Let the linear space U and

the family of linear mappings (Li | i ∈ I) ∈×
i∈I

Lin(U ,Vi) be given. If L̄ ∈ Lin(U ,S)

satisfies p̄jL̄ = Lj for all j ∈ I, then by (32.6) and Proposition 12B and Remark 13I
we have

L̄ = (
∑

i∈I
sip̄i)L̄ =

∑

i∈I
sip̄iL̄ =

∑

i∈I
siLi.

Conversely, we have Supp(siLi | i ∈ I) ⊂ Supp(Vi | i ∈ I), so that the former set is

finite, and we may define L̄ :=
∑

i∈I
siLi ∈ Lin(U ,S). Then by (32.4) and Proposition

12B and Remark 13I,

p̄jL̄ = p̄j
∑

i∈I
siLi =

∑

i∈I
p̄jsiLi = Lj for all j ∈ I.

Thus
∑

i∈I
siLi is the only L̄ ∈ Lin(U ,S) such that p̄jL̄ = Lj for all j ∈ I. This proves

that S is the product-space and (p̄i | i ∈ I) the family of projections of a linear
product of (Vi |i ∈ I).

By Proposition 31C,(b), applied to S, (p̄i | i ∈ I), K instead of Q, (qi | i ∈ I), M ,
it follows that K is invertible. Now K−1s̄j = K−1Ksj = sj for all j ∈ I. We may
therefore apply Proposition 32C,(b) to P , (s̄i | i ∈ I), K−1 instead of T , (ti | i ∈ I),
M , and conclude that P is the coproduct-space and s̄i | i ∈ I) the family of insertions
of a linear coproduct of (Vi | i ∈ I).

32I. REMARKS. (a): An alternative proof of Proposition 32H can be obtained from
consideration of the standard linear product and coproduct, and the observation that⊕

i∈I
Vi =×

i∈I
Vi (and hence σj = σ̄j and π̄j = πj for all j ∈ I) if Supp(Vi | i ∈ I) is

finite (Example 13G,(e)).

•(b): From (a) it can be seen that the condition “Supp(V | i ∈ I) is finite” in
Proposition 32H,(b) is necessary for each of the conclusions, since it is •necessary for⊕

i∈I
Vi =×

i∈I
Vi (Example 13G,(e)).

(c): If Vi = V for all i ∈ I, the condition “Supp(Vi | i ∈ I) is finite” may be
replaced in Proposition 32H,(b) by the necessary and sufficient condition “I is finite
or V is a zero-space”.
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33. Decompositions

Let the linear space V be given. A family (Ui | i ∈ I) of subspaces of V is called a
decomposition of V if for every linear spaceW and every family of linear mappings

(Li | i ∈ I) ∈×
i∈I

Lin(Ui,W) there is exactly one linear mapping L : V → W such

that L|Ui = Li for all i ∈ I; in other words, if V is the coproduct space and the family
(1Ui⊂V | i ∈ I) of inclusion mappings is the family of insertions of a linear coproduct
of (Ui | i ∈ I).

This definition stresses the most important use of decompositions; they can, how-
ever, be characterized in a more geometric fashion, which exhibits them as a gener-
alization of supplementary pairs of subspaces.

33A. THEOREM. Let the linear space V and the family (Ui | i ∈ I) of subspaces
of V be given. The following statements are equivalent.

(i): (Ui | i ∈ I) is a decomposition of V .

(ii): The linear mapping S :

⊕
i∈I
Ui → V defined by the rule

(33.1) Su :=
∑

I

u for all u ∈
⊕
i∈I
Ui

is invertible.

(iii): (Ui | i ∈ I) satisfies

(33.2)
∑

i∈I
Ui = V

(33.3) Uj ∩
∑

i∈I\{j}
Ui = {0} for all j ∈ I.

(iv): If I = Ø, then V = {0}; if I 6= Ø, then Uj is a supplement of
∑

i∈I\{j}
Ui in V

for all j ∈ I.

Proof. (i) is equivalent to (ii). Using (33.1) and (32.1) we have

Sσjv =
∑

I

σjv =
∑

i∈I
πi(σjv) = v for all j ∈ I and v ∈ Uj,

and therefore Sσj = 1Uj⊂V for all j ∈ I. The asserted equivalence now follows from
Proposition 32C,(a),(b), applied to the standard coproduct of (Ui | i ∈ I) on the one
hand, and to the space V and the family (1Ui⊂V | i ∈ I) on the other.

(ii) is equivalent to (iii). We observe that

⊕
i∈I
Ui = V(I) ∩×

i∈I
Ui, and therefore the

linear mapping S defined by (33.1) satisfies RngS =
∑

i∈I
Ui. Therefore S is surjective

if and only if (33.2) holds.
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By Corollary 14D, S fails to be injective if and only if NullS 6= {0}. This is the

case if and only if we may choose j ∈ I and w ∈ Uj× such that w+
∑

i∈I\{j}
ui = 0 for a

suitable u ∈
⊕
i∈I\{j}

Ui; equivalently, such that w ∈
∑

i∈I\{j}
Ui. We conclude that S fails

to be injective if and only if Uj ∩
∑

i∈I\{j}
Ui 6= {0} for some j ∈ I; hence S is injective

if and only if (33.3) holds.

(iii) is equivalent to (iv). This is obvious once we observe that
∑

i∈I
Ui = Uj+

∑

i∈I\{j}
Ui

for each j ∈ I.

33B. COROLLARY. Let the linear space V and the family (Ui | i ∈ I) of subspaces
of V be given. The following statements are equivalent:

(i): (Ui | i ∈ I) is a decomposition of
∑

i∈I
Ui.

(ii): The linear mapping S :

⊕
i∈I
Ui → V defined by (33.1) is injective.

(iii): (Ui | i ∈ I) satisfies (33.3).

33C. COROLLARY. Let the linear space V and the subspaces U and U ′ of V be
given. Then the list (U ,U ′) is a decomposition of V if and only if U and U ′ are
supplementary in V.

33D. REMARKS. (a): In the mathematical literature, a decomposition is often
referred to as a direct decomposition. The fact that (Ui | i ∈ I) is a decomposition of
V is often expressed by saying that V is the internal direct sum of (Ui | i ∈ I). It is not
unusual to find this phrase without the adjective “internal”, and even the notation

V =

⊕
i∈I
Ui is used. This amounts to using the linear isomorphism S defined by

(33.1) to identify V with the direct sum of (Ui | i ∈ I) as defined in Example 13G,(e);
we do not regard this identification as advisable.

(b): Condition (33.3) is a generalization of disjunctness of a pair of subspaces. A
family (Ui | i ∈ I) that satisfies (33.3), and hence the equivalent conditions recited
in Corollary 33B, is therefore said to be disjunct. Warning: In general it is not
sufficient for (Ui | i ∈ I) to be disjunct that Ui∩Uj = {0} for all i, j ∈ I with i 6= j.

Let the linear space V and the decomposition (Ui | i ∈ I) be given. For each j ∈ I
we define Pj ∈ Lin(V,Uj) by the rule

(33.4) Pj|Ui :=





1Uj if i = j
for all j ∈ I.

0Ui→Uj if i ∈ I\{j}.

The family (Pi | i ∈ I) is just the special case, for the coproduct associated with the
decomposition, of the family (p̄i | i ∈ I) defined by (32.4). When Supp(Ui | i ∈ I)
is finite, Proposition 32H shows that this is the family of projections of a product
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of (Ui | i ∈ I) whose product space is V . By poetic license, Pj is called the jth
projection of the decomposition (Ui | i ∈ I) for every j ∈ I, even when
Supp(Ui | i ∈ I) is not finite.

We also define the family (Ei | i ∈ I) ∈ (LinV)I by the rule

(33.5) Ej := Pj|V = 1Uj⊂VPj for all j ∈ I.

It follows easily from (33.5) and (33.4) that

(33.6) EjEi =





Ej if i = j
for all i, j ∈ I.

0 if i 6= j.

Since EjEj = Ej, Ej is called the jth idempotent of the decomposition (Ui| i ∈ I)
for every j ∈ I.

33E. PROPOSITION. Let the linear space V and the decomposition (Ui | i ∈ I) of V
be given, with families of projections and of idempotents (Pi | i ∈ I) and (Ei | i ∈ I),

respectively. Then RngEj = RngPj = Uj and NullEj = NullPj =
∑

i∈I\{j}
Ui for all

j ∈ I.

Proof. Let j ∈ I be given. By (33.4) we have Pj1Uj⊂V = 1Uj . By Corollary
21E,(c), Pj is surjective (so that RngEj = RngPj = Uj), and NullEj = NullPj is a

supplement of Uj = Rng1Uj⊂V in V . By Theorem 33A,
∑

i∈I\{j}
Ui is also a supplement

of Uj in V . But Ui ⊂ NullPj for all i ∈ I\{j}, by (33.4). It follows from this by

Proposition 13R that
∑

i∈I\{j}
Ui ⊂ NullPj. By Proposition 15D, these supplements of

Uj in V must be one and the same.

33F. PROPOSITION. Let the linear space V, the family (Ui | i ∈ I) of subspaces of
V, and the family of linear mappings (Ei |i ∈ I) in LinV be given. Then (Ui | i ∈ I)
is a decomposition of V and (Ei | i ∈ I) is its family of idempotents if and only if

(33.7) RngEi = Ui for all i ∈ I,

(33.8) EjEi = δIi,jEi for all i, j ∈ I,

(33.9) Supp(Eiv | i ∈ I) is finite and
∑

i∈I
Eiv = v for all v ∈ V.

If Supp(Ui | i ∈ I) is finite, (33.9) may be replaced by
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(33.10)
∑

i∈I
Ei = 1V .

Proof. Proof of the “only if” part. We assume that (Ui |i ∈ I) is a decomposition
of V and that (Ei | i ∈ I) is its family of idempotents. Then (33.7) follows from
Proposition 33E, and (33.8) from (33.6). On account of (33.5), we obtain (33.9) from
Proposition 32E, applied to (Ui | i ∈ I), V , (1Ui⊂V | i ∈ I), (Pi | i ∈ I) instead of
(Vi | i ∈ I), S, (si |i ∈ I), (p̄i | i ∈ I), respectively.

Proof of the “if” part. We assume that (33.7), (33.8), (33.9) hold. We consider

the linear mapping S :

⊕
i∈I
Ui → V defined by (33.1). On account of (33.7) and (33.4)

we may define the linear mapping F : V →
⊕
i∈I
Ui by the rule

Fv := (Eiv | i ∈ I) for all v ∈ V;

this mapping is obtained by adjustment from the linear mapping (Ei | i ∈ I) : V → VI .
Again by (33.9), we have SF = 1V .

On the other hand, for each j ∈ I, Ej is idempotent by (33.8), and therefore its
range Uj is the set of its fixed points; thus

(33.11) Ej|Uj = 1Uj for all j ∈ I.

By Proposition 12B and (33.8) and (33.11) we have

EjSu = Ej
∑

I

u = Ej
∑

i∈I
Eiui =

∑

i∈I
EjEiui = Ejuj = uj for all j ∈ I and

u ∈
⊕
i∈I
Ui. Therefore

FSu = (EiSu | i ∈ I) = u for all u ∈
⊕
i∈I
Ui,

so that FS = 1⊕
i ∈ I

Ui
. Thus S is invertible; by Theorem 33A, (Ui | i ∈ I) is a

decomposition of V .

Set Pi := Ei|Rng = Ei|Ui for each i ∈ I. By (33.11) and (33.8) we have

Pj|Ui = (Ej1Ui⊂V)|Uj = (EjEi)|UjUi =





Ej|UjUj = 1Uj if i = j

for all i, j ∈ I.
0Ui→Uj if i 6= j.

It follows that (Pi | i ∈ I) is the family of projections of the decomposition (Ui | i ∈ I).
Since Ei = (Ei|Rng)|V = Pi|V for every i ∈ I, we conclude that (Ei | i ∈ I) is the
family of idempotents of the decomposition.
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33G. COROLLARY. Let the linear space V and the decomposition (Ui | i ∈ I) of V
be given, with the family of projections (Pi | i ∈ I). Then

(33.12) Supp(Piv | i ∈ I) is finite and
∑

i∈I
Piv = v for all v ∈ V.

Moreover, for every linear space W and family of linear mappings

(Li | i ∈ I) ∈ ×
i∈I

Lin(Ui,W), the unique linear mapping L : V → W satisfying

L|Ui = Li for all i ∈ I is given by the rule

(33.13) Lv :=
∑

i∈I
LiPiv for all v ∈ V.

If Supp(Ui | i ∈ I) is finite, (33.13) may be replaced by

(33.14) L :=
∑

i∈I
LiPi.

Proof. (33.12) follows at once from Proposition 33F (“only if” part) and (33.5).
Let W and (Li | i ∈ I) be given, and let L be the unique linear mapping from V to
W satisfying L|Ui = Li for all i ∈ I. Then Proposition 12B and (33.12) yield

Lv =
∑

i∈I
L(Piv) =

∑

i∈I
(L|Ui)Piv =

∑

i∈I
LiPiv for all v ∈ V.

33H. COROLLARY. Let the family of linear spaces (Vi | i ∈ I) be given. Let S be
the set coproduct-space and (si | i ∈ I) the family of insertions of a linear coproduct
of (Vi | i ∈ I). Then (Rngsi | i ∈ I) is a decomposition of S.

Proof. Consider the family of linear mappings (p̄i | i ∈ I) ∈×
i∈I

Lin(S,Vi) defined

by (32.4). For each i ∈ I, p̄i is right-invertible, hence surjective, and therefore

(33.15) Rngsip̄i = Rngsi for all i ∈ I.

From (32.4) we have

(33.16) sj p̄jsip̄i =





sj p̄j if i = j
for all i, j ∈ I.

0S→S if i 6= j

It follows from (33.15), (33.16), (33.11) that (33.7), (33.8), (33.9) hold with S,
(Rngsi | i ∈ I), (sip̄i | i ∈ I) instead of V , (Ui | i ∈ I), (Ei | i ∈ I). The assertion
then follows by Proposition 33F.
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We illustrate the use of some of the preceding results.

33I. PROPOSITION. Let the linear spaces V and V ′, the decomposition (Ui | i ∈ I)
of V, the family (U ′i | i ∈ I) of subspaces of V ′, and the family of linear mappings

(Li | i ∈ I) ∈×
i∈I

Lin(Ui,U ′i) be given. Consider the unique linear mapping

M : V → V ′ satisfying

(33.17) M |Ui = Li|V
′
for all i ∈ I.

Of the following statements, any two imply the third:

(i): (U ′i | i ∈ I) is a decomposition of V ′.
(ii): Li is invertible for every i ∈ I.

(iii): M is invertible.

Proof. We denote by (Pi | i ∈ I) and (Ei | i ∈ I) the families of projections and
of idempotents, respectively, of the decomposition (Ui | i ∈ I) of V .

(i) and (ii) imply (iii): We consider the unique linear mapping M ′ : V ′ → V
satisfying

(33.18) M ′|U ′i = L−1
i |V for all i ∈ I.

From (33.1) and (33.18) we have

(M ′M)|Ui = M ′M1U ′i⊂V = M ′1U ′i⊂V ′Li = 1Ui⊂VL
−1
i Li = 1Ui⊂V = 1V |Ui for all i ∈ I.

Since (Ui | i ∈ I) is a decomposition of V , we conclude that M ′M = 1V . The proof
that MM ′ = 1V , is similar; it uses the assumption that (U ′i | i ∈ I) is a decomposition
of V ′. Thus M is invertible.

(i) and (iii) imply (ii). We denote by (P ′i | i ∈ I) the family of projections of the
decomposition (U ′i | i ∈ I).

Let j ∈ I be given. From (33.17) and (33.4) we have

(33.19) (PjM
−11U ′j⊂V ′)Lj = PjM

−1M1Uj⊂V = Pj1Uj⊂V = 1Uj .

On the other hand, from (33.17), (33.4), (33.5) we have

P ′jMEi = P ′jM1Ui⊂VPi = P ′j1U ′i⊂ViLiPi =





LjPj if i = j

0V→U ′j if i ∈ I\{j}.

By Propositions 33F and 12B we then have
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P ′jMv = P ′jM
∑

i∈I
Eiv =

∑

i∈I
P ′jMEiv = LjPjv for all v ∈ V,

so that P ′jM = LjPj. It follows that

(33.20) Lj(PjM
−11U ′j⊂V ′) = P ′jMM−11U ′j⊂V ′ = P ′j1U ′j⊂V ′ = 1U ′j .

From (33.19) and (33.20) it follows that Lj is invertible. It remains to observe that
j ∈ I was arbitrary.

(ii) and (iii) imply (i). We define the family (E′i | i ∈ I) ∈ (LinV ′)I by the rule

E ′i := MEiM
−1 for all i ∈ I.

Since Li is invertible, and hence surjective, for every i ∈ I, we have, by (33.17) and
Proposition 33F,

RngE ′i = M>(RngEi) = M>(Ui) = Rng(M |Ui) = Rng (Li|V
′
) = RngLi = U ′i for all i ∈ I,

E ′jE
′
i = MEjM

−1MEiM
−1 = MEjEiM

−1 = δIi,jMEiM
−1 = δIi,jE

′
i for all i, j ∈ I.

Moreover, for every v′ ∈ V ′, Supp(E′iv
′ | i ∈ I) = Supp(EiM

−1v′ | i ∈ I) is finite,
and, using Proposition 12B,

∑

i∈I
E ′iv

′ =
∑

i∈I
MEiM

−1v′ = M
∑

i∈I
EiM

−1v′ = MM−1v′ = v′.

By Proposition 33F it follows that (U ′i | i ∈ I) is a decomposition of V ′.
We observe that we have not used explicitly the assumption that Li is injective

for each i ∈ I; but this assumption is redundant, since it follows from (33.17) and the
assumed injectivity of M .
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Chapter 4

FAMILIES IN LINEAR SPACES

41. Linear combination

Let the linear space V and the family z ∈ VI be given. The mapping lcVz : F(I) → V
defined by the rule

(41.1) lcVz a :=
∑

i∈I
aizi for all a ∈ F(I)

is called the linear-combination mapping for z (in V). Its value lcVz a at a ∈ F(I)

is called the linear combination of z (in V) with the coefficient family a.
Evaluation of lcVz at the Kronecker families δIj ∈ F(I) for all j ∈ I yields

(41.2) lcVz δ
I
j =

∑

i∈I
δIj,izi = 1zj = zj for all j ∈ I.

41A. PROPOSITION. Let the linear space V and the family z ∈ VI be given. Then
lcVz is the only solution of the problem

(41.3) ?L ∈ Lin (F(I),V), (∀i ∈ I, LδIi = zi).

In particular, lcVz is linear.

Proof. Let L be a solution of (41.3). Let a ∈ F(I) be given. By (13.4) and
Proposition 12B,

La = L
∑

i∈I
aiδ

I
i =

∑

i∈I
L(aiδ

I
i ) =

∑

i∈I
aiLδ

I
i =

∑

i∈I
aizi = lcVz a.

Since a ∈ F(I) was arbitrary, it follows that L = lcVz .

Conversely, lcVz is the composite of the mapping (a 7→ (aizi | i ∈ I)) : F(I) → V(I),

which is obviously linear, and the linear mapping (v 7→
∑

I

v) : V(I) → V (Example

13G,(e)). Therefore lcVz ∈ Lin(F(I),V). By (41.2) lcVz is then a solution of (41.3).

57
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An alternative proof may be obtained from Proposition 32B.

41B. REMARKS. (a): Let the linear space V and the subspace U of V be given.
It follows from Remark 13E,(d) that for every family z ∈ U I we have

lcVz = lcUz |V .

We may therefore write 1cza for every a ∈ F(I), omitting the indication of the space
without causing ambiguity.

(b): Let the linear space V and the subset A of V be given. In accordance with
the notational convention established in Basic Language, Section 42, lcVA denotes the
linear-combination mapping for the set A self-indexed as a family. Thus

lcVAa =
∑

v∈A
avv for all a ∈ F(A).

Linear combinations can be used to describe the linear spans of sets: specifically,
we shall show that the linear span of a subset of a linear space is precisely the set of
all linear combinations of that subset (self-indexed).

41C. THEOREM. Let the linear space V and the family z ∈ VI be given. Then

Lsp Rng z = Rng lcVz .

Proof. Set U := Lsp Rng z; this is a subspace of V , and we have z ∈ U I . By
Remark 41B,(a), Rng lcVz = Rng lcUz ⊂ U = Lsp Rng z. On the other hand, (41.2)
shows that Rngz ⊂ Rng lcVz . But Rng lcVz is a subspace of V , since lcVz is linear.
Therefore Lsp Rng z ⊂ Rng lcVz .

41D. COROLLARY. Let the linear space V and the subset A of V be given. Then

LspA = Rng lcVA = {
∑

v∈A
avv | a ∈ F(A)}.

We can characterize the linearity of mappings by means of linear combinations:
a mapping from a linear space to a linear space is linear if and only if it “preserves
linear combinations”, as we now show.

41E. THEOREM. Let the linear spaces V and W and the mapping L : V → W be
given. Then L is linear if and only if

(41.4) L ◦ lcVz = lcWL◦z for all sets I and families z ∈ VI .

Proof. Assume that L is linear. For every family z ∈ VI we have, by Proposition
12B,

LlcVz a = L
∑

i∈I
aizi =

∑

i∈I
L(aizi) =

∑

i∈I
aiLzi = lcWLza for all a ∈ F(I).
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Therefore (41.4) holds. Assume, conversely, that (41.4) holds. For all u, v ∈ V and
s ∈ F, we apply (41.4) to the lists (u, v) and (u), of length 2 and 1, respectively, and
find

L(u+ v) = L(1u+ 1v) = L(lc(u,v)(1, 1)) = lc(L(u),L(v))(1, 1) =
= 1L(u) + 1L(v) = L(u) + L(v)

L(su) = L(lc(u)(s)) = lc(L(u))(s) = sL(u);

we conclude that L is linear.

41F. PROPOSITION. Let the linear space V and the mapping Ω : I → K be given.
For all families z ∈ VK and a ∈ F(I) we have

(
∑

Ω <({k})
a | k ∈ K) ∈ F(K) and lcz◦Ωa = lcz(

∑

Ω <({k})
a | k ∈ K).

Proof. Let z ∈ VK and a ∈ F(I) be given. By Basic Language, Theorem 114A we

find that Supp(
∑

Ω <({k})
a | k ∈ K) is indeed finite, and that

lcz◦Ωa =
∑

i∈I
aizΩ(i) =

∑

k∈K

∑

i∈Ω <({k})
aizΩ(i) =

∑

k∈K

∑

i∈Ω<({k})
aizk =

=
∑

k∈K
(

∑

Ω <({k})
a)zk = lcz(

∑

Ω <({k})
a | k ∈ K).

41G. COROLLARY. Let the linear space V and the bijection Ω : I → K be given.
Then

lcz◦Ωa = lcz(a ◦ Ω←) for all a ∈ F(I) and z ∈ VK .
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42. Linear independence

Let the linear space V be given. A family z ∈ VI is said to be linearly indepen-
dent (in V) if lcVz is injective, and linearly dependent (in V) otherwise. A subset
A of V is said to be linearly independent (in V) if A self-indexed is linearly inde-
pendent (in V), i.e., if lcVA is injective; otherwise, A is said to be linearly dependent
(in V).

42A. REMARKS. (a): Let the subspace U of V be given. By Remark 41B,(a), a
family z ∈ U I is linearly independent in U if and only if z is linearly independent
in V . The phrases “linearly independent” and “linearly dependent” are therefore
unambiguous without the indication of the space. The same comment applies to the
linear independence or dependence of subsets of U .

(b): By Corollary 14D, a family z ∈ VI is linearly independent if and only if
Null lcVz = {0}, i.e.,

∀a ∈ F(I),
∑

i∈I
aizi = 0 ⇒ a = 0.

(c): Let the linearly independent family z ∈ VI be given. By (b) and (1.2),
zi = lczδ

I
i 6= 0 for all i ∈ I, so that 0 /∈ Rngz. In particular, no linearly independent

subset of V contains 0.

42B. EXAMPLE. Let the linear space V be given. The empty family is linearly
independent in V . A single-index family in V is linearly independent if and only if the
single term is not 0. For all u, v ∈ V, the list (u, v) is linearly independent if and only
if u 6= 0 and v /∈ Fu. A characterization of linearly independent lists of all lengths
will be given in Corollary 42L.

The next result shows that some questions regarding the linear independence of
families may be reduced to questions regarding the linear independence of sets.

42C. PROPOSITION. Let the linear space V be given. A family z ∈ VI is linearly
independent if and only if z is injective and Rngz is linearly independent.

Proof. Assume that z ∈ VI is linearly independent. From (41.2) we obtain the
following chain of implications for all i, j ∈ I:

zi = zj ⇒ 1czδ
I
i = lczδ

I
j ⇒ δIi = δIj ⇒ δIi,j = δIj,j = 1 ⇒ i = j.

This shows that z is injective.

Now assume that z is injective, and define the bijection Ω := z|Rngz (Ω is actually
the family z itself, regarded as a surjective mapping.) Then z = (Rngz) ◦ Ω, where
Rngz is self-indexed. By Corollary 41G, lcVz = lcV(Rngz)◦Ω is the composite of the linear

isomorphism (a 7→ a ◦ Ω←) : F(I) → F(Rngz) and lcVRngz. Therefore lcVz is injective if

and only if lcVRngz is injective; in other words, z is linearly independent if and only if
Rngz is linearly independent.
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42D. PROPOSITION. Let the linear space V be given.

(a): Every restriction of a linearly independent family in V is linearly independent.

(b): A family in V is linearly independent if (and only if) its restriction to each
finite subset of the index set is linearly independent.

Proof. Proof of (a). Let the linearly independent family z ∈ VI and the subset K
of I be given. Let b ∈ Null lcVz|K be given, and define a ∈ F(I) by requiring a|K := b
and a|I\K := 0. Then

lcza = lcz|K (a|K) + lcz|I\K (a|I\K) = lcz|Kb = 0,

and hence, by Remark 42A,(b), a ∈ Null lcVz = {0}. Therefore a = 0, and b = a|K = 0.
Since b ∈ Null lcVz|K was arbitrary, we have Null lcVz|K = {0}, and z|K is linearly
independent.

Proof of (b). Let the linearly dependent family z ∈ VI be given. We may choose
a ∈ (Null lcVz )× by Remark 42A,(b). Then K := Suppa is a finite non-empty subset
of I, and we have a|I\K = 0, a|K 6= 0. Therefore

lcz|K (a|K) = lcz|K (a|K) + lcz|I\K (a|I\K) = lcza = 0,

and so a|K ∈ (Null lcVz|K )×. Therefore z|K is linearly dependent, and K is a finite
subset of I.

42E. COROLLARY. Let the linear space V be given.

(a): Every subset of a linearly independent subset of V is linearly independent.

(b): A subset of V is linearly independent if (and only if) each of its finite subsets
is linearly independent. In other words, the collection {A ∈ P(V) | A is linearly
independent} is of finitary character.

We present some characterizations of linear independence.

42F. LEMMA. Let the linear space V, the family z ∈ VI , and the index j ∈ I be
given. The following statements are equivalent.

(i): There exists a ∈ Null lcVz with aj 6= 0.

(ii): zj ∈ Lsp Rng(z|I\{j}).
(iii): Lsp Rng(z|I\{j}) = Lsp Rngz.

Proof. (i) implies (ii). Choose a ∈ Null lcVz with aj 6= 0. Then

0 = lcza = ajzj + lcz|I\{j}(a|I\{j})
and therefore, by Theorem 41C,

zj = − 1

aj
lcVz|I\{j}(a|I\{j}) ∈ −

1

aj
Rng lcVz|I\{j} = Lsp Rng(z|I\{j}).

(ii) implies (i). By Theorem 41C, zj ∈ Lsp Rng(z|I\{j}) = Rng lcVz|I\{j} . We may

therefore choose b ∈ F(I\{j}) such that zj = lcVz|I\{j}b. We define a ∈ F(I) by requiring

aj := −1 and a|I\{j} = b. Then aj 6= 0 and
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lcza = ajzj + lcz|I\{j}(a|I\{j}) = −zj + lcz|I\{j}b = 0,

so that a ∈ Null lcVz .

(ii) is equivalent to (iii). By Lemma 12H,

Lsp Rngz = Lsp(Rng(z|I\{j}) ∪ {zj}) = Lsp Rng(z|I\{J}) + Fzj.

Therefore

zj ∈ Lsp Rng(z|I\{j}) ⇔ Fzj ⊂ Lsp Rng(z|I\{j}) ⇔ Lsp Rng z ⊂ Lsp Rng(z|I\{j})

but obviously Lsp Rng(z|I\{j}) ⊂ Lsp Rng z.

42G. THEOREM. Let the linear space V, the family z ∈ VI , and the subset K of
I be given. The following statements are equivalent.

(i): z is linearly independent.

(ii): z|K is linearly independent, and zj /∈ Lsp Rng(z|I\{j}) for all j ∈ I\K.

(iii): z|K is linearly independent, and Lsp Rng(z|I\{j}) $ Lsp Rng z for all
j ∈ I\K.

Proof. (i) implies (ii). This follows at once from Proposition 42D,(a) and from
lemma 42F,((ii) ⇒ (i)) by contraposition.

(ii) implies (i). Let a ∈ Null lcVz be given. Since zj /∈ Lsp Rng(z|I\{j}) for all
j ∈ I\K, it follows by contraposition from Lemma 42F,((i) ⇒ (ii)) that a|I\K = 0.
Then

0 = lcza = lcz|K (a|K) + lcz|I\K (a|I\K) = lcz|K (a|K).

Then a|K ∈ Null lcVz|K = {0}, since z|K is linearly independent. Thus a|K = 0 and

a|I\K = 0; therefore a = 0. Since a ∈ Null lcVz was arbitrary, we have Null lcVz = {0},
and z is linearly independent.

(ii) is equivalent to (iii). This is immediate, by contraposition, from Lemma
42F,((ii) ⇔ (iii)).

It is useful to record two extreme cases of Theorem 42G.

42H. COROLLARY. Let the linear space V and the family z ∈ VI be given. The
following statements are equivalent:

(i): z is linearly independent.

(ii): zj /∈ Lsp Rng(z|I\{j}) for all j ∈ I.

(iii): Lsp Rng(z|I\{j}) $ Lsp Rng z for all j ∈ I.

(iv): 0 /∈ Rngz, and the family (Fzi | i ∈ I) of subspaces of V is disjunct.

Proof. The equivalence of (i), (ii), (iii) follows from Theorem 42G with K := Ø.

(ii) is equivalent to (iv). For every j ∈ I we have, by (13.13), Lsp Rng(z|I\{j}) =

=
∑

i∈I\{j}
Fzi; therefore
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zj /∈ Lsp Rng(z|I\{j}) ⇔ zj /∈
∑

i∈I\{j}
Fzi ⇔ F×zj ∩

∑

i∈I\{j}
Fzi = Ø ⇔

⇔ (zj 6= 0 and Fzj ∩
∑

i∈I\{j}
Fzi = {0}).

The validity for all j ∈ I of the right-most assertion in this chain of equivalences is
precisely the content of (iv) (cf. Remark 33D,(b)).

42I. COROLLARY. Let the linear space V, the family z ∈ VI , and the index j ∈ I
be given. The following statements are equivalent.

(i): z is linearly independent.

(ii): z|I\{j} is linearly independent, and zj /∈ Lsp Rng(z|I\{j}).

(iii): z|I\{j} is linearly independent, and Lsp Rng(z|I\{j}) $ Lsp Rngz.

We next record a version of Theorem 42G for subsets of a linear space.

42J. COROLLARY. Let the linear space V, the subset A of V, and the subset B of
A be given. The following statements are equivalent.

(i): A is linearly independent.

(ii): B is linearly independent, and v /∈ Lsp(A\{v}) for all v ∈ A\B.

(iii): B is linearly independent, and Lsp(A\{v}) $ LspA for all v ∈ A\B.

(iv): B is linearly independent, and {S ∈ P(A) | B ⊂ S, LspS = LspA} = {A}.
Proof. The equivalence of (i), (ii), (iii) follows from Theorem 42G. Set Γ := {S ∈

P(A) | B ⊂ S, LspS = LspA}. We certainly have A ∈ Γ.

(iii) implies (iv). Let S ∈ Γ be given. For every v ∈ A\S we should have v ∈ A\B
and S ⊂ A\{v}; and therefore, by (iii),

LspS ⊂ Lsp(A\{v}) $ LspA = LspS for all v ∈ A\S,
which cannot be unless A\V = Ø, i.e., S = A. Hence Γ = {A}.

(iv) implies (iii). Let v ∈ A\B be given. Since A\{v} 6= A, we have A\{v} /∈ Γ,
but B ⊂ A\{v}. Therefore Lsp(A\{v}) $ LspA.

In the following proposition we have an ordered set I. We recall the notation
Spr(j) := Lb({j})\{j} for the set of all members of I that strictly precede j, for each
j ∈ I.

42K. PROPOSITION. Let the linear space V and the totally ordered set I be given.
A family z ∈ VI is linearly independent if and only if

(42.1) zj /∈ Lsp Rng(z|Spr(j)) for all j ∈ I.

Proof. Proof of the “only if” part. Assume that z is linearly independent. By
Corollary 42H we have

Lsp Rng(z|Spr(j)) ⊂ Lsp Rng(z|I\{j}) ⊂ V\{zj} for all j ∈ I,
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so that (42.1) holds.

Proof of the “if” part. We assume that (42.1) holds. We shall prove by general
induction that

P (S) :⇔ z|S is linearly independent

holds for all S ∈ F(I). It will then follow by Proposition 42D,(b) that z itself is
linearly independent, and the proof will be complete.

Let then S ∈ F(I) be given, such that P (T ) holds for all proper subsets T of S. If
S = Ø, then z|S is empty, and therefore linearly independent, so that P (S) holds in
this case. Suppose now that S 6= Ø. By Basic Language, Corollary 105B, the totally
ordered non-empty finite ordered subset S of I has a maximum. By the induction
hypothesis, P (S\{maxS}) holds, i.e.,

(42.2) z|S\{maxS} is linearly independent.

By (42.1) we have

Lsp Rng(z|S\{maxS}) ⊂ Lsp Rng(z|Spr(maxS)) ⊂ V\{zmaxS},
and therefore

(42.3) zmaxS /∈ Lsp Rng(z|S\{maxS}).

By Corollary 42I it follows from (42.2) and (42.3) that z|S is linearly independent, so
that P (S) holds in this case too. This completes the induction step.

42L. COROLLARY. Let the linear space V be given. A list (zk | k ∈ n@) [a sequence
(zk | k ∈ N)] in V is linearly independent if and only if

zm 6= Lsp{zk | k ∈ m@} for all m ∈ n@ [all m ∈ N].

More results concerning linear independence of families and sets will be presented
in the next section.
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43. Linear independence, spanning, bases

Let the linear space V be given. A family z ∈ VI is said to span V , or to
be spanning in V if Lsp Rng z = V ; it is called a basis of V if z is both linearly
independent and spanning in V . A subset A of V is said to span V or to be spanning
in V if LspA = V , i.e., if A self-indexed spans V ;A is called a basis (-set) of V if A
is both linearly independent and spanning in V , i.e., if A self-indexed is a basis of V .

43A. REMARK. A family z ∈ VI spans V if (and only if) some restriction of z
spans V . A subset A of V spans V if (and only if) some subset of A spans V .

43B. PROPOSITION. Let the linear space V and the family z ∈ VI be given.

(a): z spans V if and only if lcVz is surjective; z is a basis of V if and only if lcVz
is invertible.

(b): z spans V if and only if Rngz spans V; z is a basis of V if and only if z is
injective and Rngz is a basis-set of V.

(c): z is linearly independent if and only if z is a basis of Lsp Rng z.

(d): z is a basis of V if and only if 0 /∈ Rngz and the family (Fzi | i ∈ I) is a
decomposition of V.

Proof. (a) follows from Theorem 41C and the definitions. (b) follows from the def-
initions and Proposition 42C. (c) follows from the definitions. According to Corollary
42H,((i)⇔ (iv)), z is a basis of V if and only if 0 /∈ Rngz, (Fzi | i ∈ I) is disjunct, and

Lsp Rng z = V ; but Lsp Rng z =
∑

i∈I
Fzi, by (13.13); (d) then follows from Theorem

33A, ((i) ⇔ (iii)).

43C. EXAMPLES. (a): The empty set is a basis-set of the linear space V if and
only if V is a zero-space; it is then the only basis-set of V . The basis-sets of the
linear space F are precisely the singletons {t} with t ∈ F×. The singleton {1} may
be regarded as the “natural” basis-set of F.

(b): Let the set I be given. We consider the family δI : (δIi | i ∈ I) in F(I). (This
is the family of rows of the Kronecker matrix δI– with entries the zero and unity of
F – and we use the same symbol δI since there is no danger of confusion and the
two objects correspond in the obvious natural isomorphism from FI×I to (FI)I .) By

Proposition 41A, 1cF
(I)

δI is the only solution of

?L ∈ Lin(F(I),F(I)), LδI = δI .

But 1F(I) is of course a solution too. Therefore 1cF
(I)

δI = 1F(I) , and therefore δI is a
basis of F(I) (Proposition 43B,(a)); it is called the Kronecker basis, or natural
basis, of F(I).

Let the linear spaces V and W, the family z ∈ VI , and the linear mapping
L : V → W be given. From Theorem 41E we have

(43.1) lcWLz = LlcVz .
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From (43.1), from the definitions, and from Proposition 43B,(a) it is easy to derive
relationships between the properties of z (being linearly independent, spanning V ,
being a basis of V), analogous properties of Lz with respect to W, and properties of
L (being injective, surjective, invertible). For instance, if Lz is linearly independent,
so is z; if z is linearly independent and L is injective, then Lz is linearly independent.
We shall not make a complete list of these relationships, but we record those that
hold when z is a basis of V .

43D. PROPOSITION. Let the linear mapping L : V → W and the basis z ∈ VI of
V be given. Then the family Lz is linearly independent if and only if L is injective;
Lz spans W if and only if L is surjective; Lz is a basis of W if and only if L is
invertible.

43E. PROPOSITION. Let the linear space V and the set I be given. The following
statements are equivalent.

(i): There exists a basis z ∈ VI of V.

(ii): There exists a basis-set of V that is equinumerous with I.

(iii): V is linearly isomorphic to F(I).

Proof. (i) implies (ii). Choose a basis z ∈ VI of V . Then Rngz is a basis-set of V
and z|Rngz : I → Rngz is a bijection (Proposition 43B,(b)).

(ii) implies (i). Choose a basis-set A of V that is equinumerous with I. Then we
may choose a bijection from I to A, i.e., an injective family z ∈ VI with Rngz = A.
By Proposition 43A,(b), z is a basis of V .

(i) implies (iii): Choose a basis z ∈ VI of V . Then lcVz : F(I) → V is a linear
isomorphism (Proposition 43B,(a)).

(iii) implies (i): Choose a linear isomorphism L : V → F(I). Then the family
L−1δI ∈ VI is a basis of V (Example 43C,(b) and Proposition 43D).

Probably the most important property of bases is described by the characterization
in the following theorem.

43F. THEOREM. Let the linear space V and the family z ∈ VI be given.

(a): z is linearly independent and Lsp Rng z has a supplement in V if and only if
for every linear space W and family y ∈ WI there is at least one solution of

(43.2) ?L ∈ Lin(V,W), Lz = y.

(b): z spans V if and only if for every linear space W and family y ∈ WI there is
at most one solution of (43.2).

(c): z is a basis of V if and only if for every linear space W and family y ∈ WI

there is exactly one solution of (43.2).

Proof. Proof of (a). By Theorem 41C and Corollary 21I,(a), z is linearly indepen-
dent and Lsp Rng z has a supplement in V if and only if lcVz is linearly left-invertible.

Assume first that lcVz is linearly left-invertible, and choose a linear left-inverse
K ∈ Lin(V,F(I)) of lcVz . For a given linear space W and family y ∈ WI we set
L := lcWy K ∈ Lin(V,W) and find, using (41.2),
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Lz = lcWy KlcVz δ
I = lcWy δ

I = y,

as desired.

To prove the converse, we apply the condition in the assertion to W := F(I) and
y := δI . We may then choose K ∈ Lin(V,F(I)) such that Kz = δI , and therefore
KlcVz δ

I = δI = 1F(I) of I. By Proposition 41A (cf. Example 43C,(b)), this implies
KlcVz = 1F(I) . Thus lcVz is linearly left-invertible.

Proof of (b). Assume first that z spans V . For given linear space W, family
y ∈ WI , and linear mappings L,M ∈ Lin(V,W) we have the chain of implications

Lz = y = Mz ⇒ (M − L)z = 0 ⇒ Rngz ⊂ Null(M − L) ⇒
⇒ V = Lsp Rng z ⊂ Null(M − L) ⇒ M − L = 0 ⇒ L = M ;

thus (43.2) has at most one solution for given W and y ∈ WI .

To prove the converse, we apply the condition in the assertion to each linear space
W and to the family y := 0 ∈ WI . Then we have, for every L ∈ Lin(V,W), the chain
of implications

LlcVz = 0 ⇒ Lz = LlcVz δ
I = 0 ⇒ Lz = 0z ⇒ L = 0.

This shows that lcVz is a linear epimorphism, and is therefore surjective (Proposition
22B.R). Consequently, z spans V (Proposition 43B,(a)).

Proof of (c). This follows from (a) and (b) and the following remark: when z
spans V , then Lsp Rng z = V has the supplement {0} in V .

43G. REMARKS. (a): If z is a basis of V , the only solution of (43.2) is given by
the formula L := lcWy (lcVz )−1.

(b): There is an interesting alternative proof of Theorem 43F,(c) that uses Propo-
sition 43B,(d) and the defining property of decompositions.

•43H. COROLLARY. Let the linear space V and the family z ∈ VI be given. z is
linearly independent if and •only if for every linear space W and family y ∈ WI there
is at least one solution of (43.2).

Proof. This follows from Theorem 43F,(a) and •Corollary 15G.

Of the special form of Theorem 43F for (self-indexed) subsets of V we record only
the part corresponding to (c).

43I. COROLLARY. Let the linear space V and the subset A of V be given. A is a
basis-set of V if and only if for every linear space W and mapping f : A → W there
is exactly one linear mapping L : V → W such that L|A = f .

Our next results demonstrate that basis-sets are both maximal linearly indepen-
dent sets and minimal spanning sets, and permit us to discuss the existence of basis
sets.

43J. THEOREM. Let the linear space V and the subsets A, B, C of V be given,
and assume that A ⊂ B ⊂ C. The following statements are equivalent.
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(i): B is a basis-set of V.

(ii): A is linearly independent, C spans V, and B is a maximal member of
{S ∈ P(V) | A ⊂ S ⊂ C, S is linearly independent}, ordered by inclusion.

(iii): A is linearly independent, C spans V, and B is a minimal member of
{S ∈ P(V) | A ⊂ S ⊂ C, S spans V}, ordered by inclusion.

Proof. (i) implies (ii) and (iii). We assume that B is a basis-set of V , and define

(43.3)
Γ := {S ∈ P(V) | A ⊂ S ⊂ C, S is linearly independent}

∆ := {S ∈ P(V) | A ⊂ S ⊂ C, S spans V}.

Obviously, B ∈ Γ and B ∈ ∆. By Corollary 42E and Remark 43A, A is linearly
independent and C spans V .

Let B′ ∈ Γ be given, with B ⊂ B′. Then B′ spans V (Remark 43A) and is linearly
independent. By Corollary 42J,((i) ⇒ (iv)) we find

B ∈ {S ∈ P(B′) | A ⊂ S, LspS = V = LspB′} = {B′}.

Therefore B′ = B. This shows that B is a maximal member of Γ.

Let B′′ ∈ ∆ be given with B′′ ⊂ B. By Corollary 42J,((i) ⇒ (iv)) we find

B′′ ∈ {S ∈ P(B) | A ⊂ S, LspS = V = LspB} = {B}.

Therefore B′′ = B. This shows that B is a minimal member of ∆.

(ii) implies (i). We assume that (ii) holds. Then B is linearly independent. Let
v ∈ C be given. If we had v /∈ LspB, we should have A ⊂ B ⊂ B ∪ {v} ⊂ C, and by
Corollary 42J,((ii) ⇒ (i)) B ∪ {v} would be linearly independent, contradicting the
assumed maximality of B in Γ (defined by (43.3)). Therefore v ∈ LspB. Since v ∈ C
was arbitrary, we find C ⊂ LspB, and hence V = LspC ⊂ LspB ⊂ V, so that B spans
V . Since B was also linearly independent, B is a basis-set of V .

(iii) implies (i). We assume that (iii) holds. Then A is linearly independent and,
since B is a minimal member of ∆ (defined by (43.3)), B is the only member of
{S ∈ P(B) | A ⊂ S, LspS = V = LspB}. By Corollary 42J,((iv)⇒ (i)), B is linearly
independent. Since B ∈ ∆, B also spans V . Therefore B is a basis-set of V .

43K. COROLLARY. Let the linear space V and the subset B of V be given. The
following statements are equivalent.

(i): B is a basis-set of V.

(ii): B is a maximal member of the collection of all linearly independent subsets
of V, ordered by inclusion.

(iii): B is a minimal member of the collection of all subsets of V that span V,
ordered by inclusion.

Proof. We apply Theorem 43J with A := Ø and C := V .
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•43L. THEOREM. Let the linear space V and the subsets A and C of V be given,
and assume that A ⊂ C. There exists a basis-set B of V with A ⊂ B ⊂ C •if and only
if A is linearly independent and C spans V.

Proof. The “only if” part follows at once form Theorem 43J,((i)⇒ (ii)). To prove
the •“if” part, we recall that the collection Λ := {S ∈ P(V) | S is linearly inde-
pendent} is of finitary character (Corollary 42E,(b)). We assume that A is linearly
independent, i.e., A ∈ Λ, and that C spans V . Since A ⊂ C, it follows from •Tukey’s
Lemma ((VI) in Basic Language, Section 173) and Basic Language, Proposition 173E
that we may choose a maximal member B of {S ∈ Λ | A ⊂ S ⊂ C} =
= {S ∈ P(V) | A ⊂ S ⊂ C, S is linearly independent}. Then A ⊂ B ⊂ C, and by
Theorem 43J,((ii) ⇒ (i)) B is a basis-set of V .

•43M. COROLLARY. Every linear space V includes a basis-set of V. Every linear
space V is isomorphic to F(I) for some set I.

Proof. Apply •Theorem 43L to A := Ø and C := V . The last assertion follows by
Proposition 43E.

•Corollary 43M answers the question regarding the existence of basis-sets by show-H
ing that every linear space has at least one. By contrast, only the most degenerate
linear spaces have exactly one basis-set, as we now show.

43N. PROPOSITION. A linear space V has exactly one basis set if and only if either
V is a zero-space or else the set F is the doubleton {0, 1} and V is linearly isomorphic
to the linear space F.

Proof. Since every linear space V with a basis-set is linearly isomorphic to F(I) for
some set I (Proposition 43E), we may restrict our attention to the spaces F(I), each
with its Kronecker basis δI (Example 43C,(b)).

Consider first a set I that is neither empty nor a singleton, and choose distinct
j, k ∈ I. Define the linear mappings K,L ∈ Lin(F(I),F(I)) by requiring (as we may,
by Proposition 41A (cf. Theorem 43F,(c)),

KδIi :=





δIj + δIk

δIi

LδIi :=





δIj − δIk if i = j

δIi if i ∈ I\{j}
Then KLδI = δI = LKδI , and, again by Proposition 41A, we infer that KL = 1F(I) =
LK. It follows from Propositions 43D and 43B,(b) that Rng(KδI) is a basis-set of
F(I); but it is different from the basis-set RngδI , since the support of KδIj = δIj + δIk
is not a singleton. Therefore F(I) has more bases than one.

The set I is empty if and only if F(I) is a zero-space; and then Ø is the only
basis-set of F(I).

Assume, finally, that I is a singleton, and define i :∈ I. Then δIi⊗ : F → F(I)

is a linear isomorphism. But the basis-sets of the linear space F are precisely the
singletons {t} with t ∈ F× (Example 43C,(a)). Therefore F, and also F(I), has exactly
one basis-set if and only if F× = {1}, i.e., F = {0, 1}.

43O. REMARK. Proposition 43N is one of the few exceptions to the rule that
the validity of statements in Linear Algebra proper does not depend on the specific



July 10, 2014 12:0 BC: 9317 – Linear Algebra LinearAlgbra page 74

70 CHAPTER 4. FAMILIES IN LINEAR SPACES

nature of the field F (cf. Proposition 15C,(b)). Had we required, as is often done,
that 1 + 1 6= 0 in F, the proof of Proposition 43N could have been reduced to the
observation that if A is a non-empty basis-set of V , then −A is a different basis-set
of V .N

We next consider unions of subsets of a linear space.

43P. LEMMA. Let the linear space V and the subsets A and A′ of V be given. If
A ∩A′ = Ø and A ∪A′ is linearly independent, then LspA ∩ LspA′ = {0}.

Proof. Let u ∈ LspA ∩ ALspA′ be given. By Corollary 41D we may choose
a ∈ F(A) and a′ ∈ F(A′) such that lcAa = u = lcA′a′. Since A∩A′ = Ø, we may define
b ∈ F(A∪A′) by requiring b|A := a and b|A′ := −a′. Then

lcA∪A′b = lcA(b|A) + lcA′(b|A′) = lcAa− lcA′a
′ = u− u = 0.

Since A∪A′ is linearly independent, this requires b = 0, and hence u = lcA(b|A) = 0.
since u ∈ LspA ∩ LspA′ was arbitrary, we find LspA ∩ LspA′ = {0}.

43Q. THEOREM. Let the linear space V and the family (Ai | i ∈ I) of subsets of
V be given. The following statements are equivalent.

(i): The family (Ai | i ∈ I) is disjoint and
⋃

i∈I
Ai is linearly independent [is a

basis-set of V].

(ii): The family (LspAi | i ∈ I) is disjunct [is a decomposition of V] and Ai is
linearly independent (equivalently, a basis-set of LspAi) for each i ∈ I.

Proof. The equivalence in parentheses follows from Proposition 43B,(c). By Corol-

lary 13S, we have Lsp
⋃

i∈I
Ai =

∑

i∈I
LspAi. It follows that we may reduce the assertion

to the assertion with the phrases in square brackets by replacing V by this subspace.
When this is done, we have the additional assumption

(43.4) V = Lsp
⋃
i∈I
Ai =

∑

i∈I
LspAi.

(i) implies (ii). Let j ∈ I be given. Since
⋃
i∈I
Ai is linearly independent, so is

the subset Aj (Corollary 42E,(a)). Since the family (Ai | i ∈ I) is disjoint, we have

Aj ∩
⋃

i∈I\{j}
Ai = Ø. By Lemma 43P and Corollary 13S we have

LspAj ∩
∑

i∈I\{j}
LspAi = LspAj ∩ Lsp

⋃
i∈I\{j}

Ai = {0}.

This holds for all j ∈ I. It follows from this and (43.4) that (LspAi | i ∈ I) is a
decomposition of V (Theorem 33A).

(ii) implies (i). Since Ai is linearly independent, we have 0 /∈ Ai for each i ∈ I.
Since the family (LspAi | i ∈ I) is a decomposition of V , hence is disjunct, it follows
that the family (Ai | i ∈ I) is disjoint.
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We shall use the family of projections (Pi | i ∈ I) ∈×
i∈I

Lin(V,LspAi) defined

(cf. (33.4)) by requiring

(43.5) Pj|LspAi
:=





1LspAj
if i = j

for all i, j ∈ I.
0 if i 6= j

Set B :=
⋃
i∈I
Ai. Let b ∈ Null lcVB and j ∈ I be given. Then, by (43.5),

0 = Pj0 = PjlcBb = Pj
∑

v∈B
bvv =

∑

v∈B
bvPjv =

∑

v∈Aj

bvv = lcAj
(b|Aj

).

SinceAj is linearly independent, it follows that b|Aj
= 0. Since j ∈ I was arbitrary, we

infer that b = 0. Since b ∈ Null lcVB was arbitrary, we conclude that Null lcVB = {0},
and therefore B is linearly independent (Remark 42A,(b)). By (43.4), B =

⋃

i∈I
Ai

spans V , and hence is a basis-set of V .

43R. COROLLARY. Let the linear space V and the subsets A and A′ of V be given.
Then A∩A′ = Ø and A∪A′ is linearly independent [a basis-set of V] if and only if
A and A′ are linearly independent and LspA and LspA′ are disjunct [supplementary
in V].

43S. COROLLARY. Let the family of linear spaces (Vi | i ∈ I) be given. Let S be
the coproduct-space, and (si | i ∈ I) the family of insertions, of a linear coproduct of

(Vi | i ∈ I). For each i ∈ I, let a basis bi ∈ ViJi be given. Set U :=
⋃̇
i∈I
Ji. Then the

family c := (si(bi)j | (i, j) ∈ U) ∈ SU is a basis of S.

Proof. We set Ai := Rng(sibi) for each i ∈ I. Since bi is a basis, we have, by
Corollary 13Q,

LspAi = Lsp Rng(sibi) = Lsp(si)>(Rngbi) = (si)>(Lsp Rng bi) = (si)>(Vi) = Rngsi
for all i ∈ I.

It follows from Corollary 33H that (LspAi | i ∈ I) is a decomposition of S.

Since si|Rng is invertible, it follows that sibi is a basis of Rngsi = LspAi; hence
Ai = Rng(sibi) is a basis-set of LspAi for each i ∈ I. By Theorem 43Q, the family

(Ai | i ∈ I) is disjoint and
⋃

i∈I
Ai = Rngc is a basis-set of S. Since the families sibi

are injective and have disjoint ranges, we conclude that c is injective. It follows from
Proposition 43B,(b) that c is a basis of S.
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Chapter 5

FINITE DIMENSION

51. Matrices

This section deals with linear mappings from F(I) to F(J) for given sets I and J .
The J×I-matrices with entries from F provide a useful bookkeeping system for these
mappings, especially when J is finite. To each L ∈ Lin(F(I),F(J)) one can associate
the J × I-matrix ((LδIi )j | (j, i) ∈ J × I). It is not hard to see that the mapping
from Lin(F(I),F(J)) to FJ×I thus defined is linear and injective, and that its range
consists of all members of FJ×I whose columns have finite support. When J is finite,
this mapping is therefore actually a linear isomorphism. Our first result records this
state of affairs.

51A. PROPOSITION. Let the sets I and J be given, and assume that J is finite.
The mappings

(51.1) (L 7→ ((LδIi )j | (j, i) ∈ J × I)) : Lin(F(I),FJ)→ FJ×I

(51.2) (M 7→ (a 7→ (
∑

i∈I
Mj,iai | j ∈ J))) : FJ×I → Lin(F(I),FJ)

are linear, and each is the inverse of the other.

Proof. Let the mappings defined by (51.1) and (51.2) be denoted by Φ and Ψ,
respectively. These mappings are obviously linear. Moreover,

((ΨΦL)δIi )j =
∑

i′∈I
(ΦL)j,i′δ

I
i,i′ = (ΦL)j,i = (LδIi )j for all i ∈ I, j ∈ J,

and L ∈ Lin(F(I),FJ).

Thus, for every L ∈ Lin(F(I),FJ) we have (ΨΦL)δIi = LδIi for all i ∈ I; by Proposition
41A, this implies ΨΦL = L. Therefore ΨΦ = 1Lin(F(I),FJ ). On the other hand,

73
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(ΦΨM)j,i = ((ΨM)δIi )j =
∑

i′∈I
Mj,i′δ

I
i,i′ = Mj,i for all (j, i) ∈ J × I and

M ∈ FJ×I ,

and therefore ΦΨ = 1FJ×I .

The natural linear isomorphism described in Proposition 51A allows us to iden-
tify Lin(F(I),FJ) and FJ×I , i.e., to use the same symbol to denote a member of
Lin(F(I),FJ) and the corresponding J×I-matrix. We record some formulas express-
ing this identification, derived from (51.1), (51.2), and (13.4). For every M in
Lin(F(I),FJ), or in FJ×I , we have

(51.3) Mj,i = (MδIi )j for all (j, i) ∈ J × I,

(51.4) MδIi =
∑

j∈J
Mj,iδ

J
j for all i ∈ I,

(51.5) (Ma)j =
∑

i∈I
Mj,iai for all j ∈ J and a ∈ F(I).

The next result shows that, under this identification, the composition of linear
mappings corresponds to the familiar “row-by-column” multiplication of matrices; it
is indeed, this result that provides the reason for considering this multiplication at
all.

51B. PROPOSITION. Let the sets I, J, K be given, and assume that J and K are
finite. Let M ∈ Lin(F(I),FJ) and N ∈ Lin(FJ ,FK) be given. Then the K × I-matrix
NM corresponding to their composite is given by

(NM)k,i =
∑

j∈J
Nk,jMj,i for all (k, i) ∈ K × I.

Proof. By successive application of (51.3), (51.5), (51.3) we obtain

(NM)k,i = (NMδIi )k =
∑

j∈J
Nk,j(MδIi )j =

∑

j∈J
Nk,jMj,i for all (k, i) ∈ K × I.

For given sets I and J , with J finite, and given M ∈ Lin(F(I),FJ) and b ∈ FJ , we
examine the equation

?a ∈ F(I), Ma = b,
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i.e.,

?(ai | i ∈ I) ∈ F(I), (∀j ∈ J,
∑

i∈I
Mj,iai = bj);

in this form, the problem is usually called a system of linear equations (more precisely,
of #J linear equations in #I unknowns, if I is also finite). The following theorem
describes a procedure that enables one to “reduce” such a system to another of anal-
ogous form with one equation and one “unknown” fewer. This procedure typically
occurs as a step in a recursive process, or algorithm, known as linear elimination, for
solving a system of linear equations.

51C. THEOREM. Let the sets I and J be given, and assume that J is finite. Let
M ∈ FJ×I and b ∈ FJ be given. Let (j0, i0) ∈ J × I be such that Mj0,i0 6= 0. Set
I ′ := I\{i0} and J ′ := J\{j0}, and define M ′ ∈ FJ ′×I′ and b′ ∈ FJ ′ by the rules

(51.6) M ′
j,i := Mj,i −Mj,i0Mj0,i/Mj0,i0 for all (j, i) ∈ J ′ × I ′

(51.7) b′j := bj − (Mj,i0/Mj0,i0)bj0 for all j ∈ J ′

Then a ∈ F(I) is a solution of

?a ∈ F(I), Ma = b

if and only if a|I′ is a solution of

?a′ ∈ F(I′), M ′a′ = b′

and

ai0 = (1/Mj0,i0)(bj0 −
∑

i∈I′
Mj0,iai).

Proof. For every a ∈ F(I) we have, by (51.6) and (51.5),

(Ma)j0 =
∑

i∈I
Mj0,iai = Mj0,i0(ai0 + (1/Mj0,i0)

∑

i∈I′
Mj0,iai)

(Ma)j =
∑

i∈I
Mj,iai =

∑

i∈I′
Mj,iai +Mj,i0ai0 =

=
∑

i∈I′
M ′

j,iai + (Mj,i0/Mj0,i0)
∑

i∈I′
Mj0,iai +Mj,i0ai0 =

= (M ′(a|I′))j +Mj,i0(ai0 + (1/Mj0,i0)
∑

i∈I′
Mj0,iai) for all j ∈ J ′.
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The assertion follows from these formulas by direct verification, using (51.7).

51D. COROLLARY. Let the sets I and J be given, and assume that J is finite. Let
M ∈ FJ×I be given, and let (j0, i0) ∈ J × I be such that Mj0,i0 6= 0. Set I ′ := I\{i0}
and J ′ := J\{j0}, and define M ′ ∈ FJ ′×I′ by (51.6). Then M ′ ∈ Lin(F(I′),FJ ′) is
injective if and only if M ∈ Lin(F(I),FJ) is injective, and M ′ is surjective if and only
if M is surjective.

Proof. Assume first that M is injective. Let a′ ∈ NullM ′ be given, so that

M ′a′ = 0. Define a ∈ F(I) by requiring a|I′ := a′ and ai0 := −(1/Mj0,i0)
∑

i∈I′
Mj0,ia

′
i.

By Theorem 51C with b := 0, we have Ma = 0, so that a = 0 since M is injective.
Therefore a′ = a|I′ = 0. Since a′ ∈ NullM ′ was arbitrary, we have NullM ′ = {0}, so
that M ′ is injective. The reverse implication is an obvious consequence of Theorem
51C with b := 0.

Assume that M is surjective. Let b′ ∈ FJ ′ be given. Define b ∈ FJ by requiring
b|J ′ := b′ and bj0 := 0. We may then choose a ∈ F(I) such that Ma = b. By Theorem
51C we have M ′(a|I′) = b′. Since b′ ∈ FJ ′ was arbitrary, M ′ is surjective. The reverse
implication is an obvious consequence of Theorem 51C.

51E. PROPOSITION. Let the sets I0 and J0 be given, and assume that J0 is finite.
If there exists an injective linear mapping from F(I0) to FJ0, then I0 is finite and
#I0 ≤ #J0.

Proof. We shall prove by general induction that

P (J) :⇔ (For every I ∈ P(I0), if there is an injective M ∈ Lin(F(I),FJ),
then I is finite and #I ≤ #J)

holds for all (finite) subsets J of J0. Once this is accomplished, the assertion follows
from P (J0) with I := I0.

Let the J ∈ P(J0) be given, and assume that P (K) holds for every proper subset
K of J . Let I ∈ P(I0) be given, and assume that there exists an injective
M ∈ Lin(F(I),FJ); choose such an M . If M = 0, then F(I) = NullM = {0}, and
hence I = Ø, so that indeed I is finite #I = 0 ≤ #J in this case. We may therefore
suppose that M 6= 0, and choose (j0, i0) ∈ J × I such that Mj0,i0 6= 0. We set
I ′ := I\{i0} and J ′ := J\{j0}. It follows from Corollary 51D that there is an
injective M ′ ∈ Lin(F(I′),FJ ′). By the induction hypothesis P (J ′) we conclude that
I ′ = I\{i0} is finite and that #I ′ ≤ #J ′. Therefore I is finite and

#I = #(I\{i0}) + 1 = #I ′ + 1 ≤ #J ′ + 1 = #(J\{j0}) + 1 = #J.

This completes the induction step.
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52. Finite-dimensional spaces

A linear space V is said to be finite-dimensional if V is the linear span of some
finite subset of V . A linear space is said to be infinite-dimensional if it is not
finite-dimensional. If V is a finite-dimensional linear space, the natural number

(52.1) dimV := min{#S | S ∈ F(V), LspS = V}

is called the dimension of V ; for given n ∈ N, a linear space V is said to be
n-dimensional if V is finite-dimensional and dimV = n.

(A linear space spanned by a finite subset might more aptly be termed finitely
spanned. The terms “finite-dimensional” and “infinite-dimensional” are, however,
in practically exclusive use, and suggest that “dimension” is defined for every linear
space in such a way that this “dimension” is “finite” if and only if the space is spanned
by a finite subset. Such a definition can be arranged, say by setting dimV := ∞ for
every infinite-dimensional linear space V (and cf. Remark 54F); but it has little to
do with the central and immediate import of the notion of finite-dimensionality.)

52A. THEOREM. Let the finite-dimensional linear space V be given.

(a): If A is a linearly independent subset of V, then A is finite and #A ≤ dimV.

(b): If A is a finite subset of V that spans V, then #A ≥ dimV.

(c): Let the subset A of V be given. The following statements are equivalent.

(i): A is a basis-set of V; i.e., A is linearly independent and spans V.
(ii): A is finite and linearly independent, and #A = dimV.
(iii): A is finite and spans V, and #A = dimV.

(d): V includes a basis-set of V.

Proof. 1. The assertion (b) follows from (52.1), the definition of dimV.

Let A be a finite subset of V that spans V and satisfies #A = dimV. By (52.1),
A is a minimal member of the collection of all subsets of V that span V ordered by
inclusion. By Corollary 43K, A is a basis-set of V . This establishes the implication
(iii) ⇒ (i) in (c).

2. By (52.1) we may choose a finite subset B of V such that B spans V and
#B = dimV . By the implication that we have just proved, B is a basis-set of V ; this
establishes (d).

Let A be a linearly independent subset of V . The linear mapping (lcVB)−1lcVA :
F(A) → FB is injective. By Proposition 51E, we conclude that A is finite and that
#A ≤ #B = dimV . This establishes (a).

Suppose thatA is linearly independent (and hence finite), with #A = dimV . Then
(a) shows that A is a maximal member of the collection of all linearly independent
subsets of V , ordered by inclusion. By Corollary 43K, A is a basis-set of V . This
establishes the implication (ii) ⇒ (i) in (c).

3. Let the basis-set A of V be given. Since A is linearly independent, (a) shows
that A is finite and that #A ≤ dimV. Since A is finite and spans V , (b) shows that
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#A ≥ dimV. Therefore #A = dimV . This establishes the implications (i)⇒ (ii) and
(i) ⇒ (iii) in (c), and completes the proof.

52B. COROLLARY. Let the finite-dimensional linear space V be given.

(a): Every linearly independent subset of V is finite, and

(52.2) dimV = max{#S | S ∈ P(V),S is linearly independent}.

(b): V includes a basis-set of V; every basis-set of V is finite and its cardinal is
dimV.

(c): If A is a linearly independent subset of V, then LspA is finite-dimensional,
and dim LspA = #A.

From Theorem 52A we derive an analogous result for families in a finite-dimensional
linear space.

52C. COROLLARY. Let the finite-dimensional linear space V and the family z ∈ VI
be given.

(a): If z is linearly independent, then I is finite and #I ≤ dimV.

(b): If z spans V and I is finite, then #I ≥ dimV.

(c): The following statements are equivalent.

(i): z is a basis of V; i.e., z is linearly independent and spans V.
(ii): z is linearly independent, and (I is finite and) #I = dimV.
(iii): z spans V and I is finite and #I = dimV.

Proof. 1. Assume first that z is linearly independent. Then z is injective and
Rngz is linearly independent (Proposition 42C). The mapping z|Rngz : I → Rngz
is bijective. Hence I is finite if and only if Rngz is finite, and then #I = #Rngz.
Moreover, z spans V if and only if Rngz spans V . We may then apply Theorem 52A
to A := Rngz and find that (a) and the implications (ii) ⇔ (i) ⇒ (iii) in (c) hold.

2. Assume now that I is finite and that z spans V , so that Rngz spans V . Now the
mapping z|Rngz : I → Rngz is surjective. Therefore Rngz is finite and #I ≥ Rngz,
with equality holding (if and) only if z is injective (Basic Language, Proposition
101G). From Theorem 52A,(b),(c) we find that #Rngz ≥ dimV, with equality holding
(if and) only if Rngz is a basis-set of V . Then #I ≥ #Rngz ≥ dimV, which establishes
(b). Finally, #I = dimV implies that z is injective and Rngz is a basis-set of V , so
that z is a basis of V (Proposition 43B,(b)). This establishes the implication
(iii) ⇒ (i) in (c), and completes the proof.

52D. EXAMPLES. (a): The finite-dimensional linear spaces with dimension 0 are
precisely the zero-spaces.

(b): The linear space F is finite-dimensional, with dimF = 1.

(c): Let the set I be given. Applying Corollary 52C to the Kronecker basis δI of
F(I), it follows that F(I) is finite-dimensional if and only if I is finite; and in that case
dimF(I) = #I.

We combine a part of Corollary 52B with a converse into a characterization of
finite-dimensionality. To that end, we define
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(52.3) Dim(V) := {#S | S ∈ F(V), S is linearly independent}

for every linear space V .

52E. PROPOSITION. Let the linear space V be given.

(a): Dim(V) = {dimU | U ∈ Subsp(V), U is finite-dimensional}.
(b): If V is finite-dimensional, Dim(V) = (1+dimV)@; if V is infinite-dimensional,

Dim(V) = N.

Proof. Proof of (a). By Corollary 52B and Proposition 43B,(c), a subspace U
of V is finite-dimensional if and only if it is the linear span of some finite linearly
independent subset S of V ; and in that case dimU = #S, since S is a basis-set of U .

Proof of (b). We note that Dim(V) is not empty, since it contains #Ø = 0. Every
subset of a linearly independent subset of V is also linearly independent (Corollary
43E). It follows that Dim(V) = (1 + max Dim(V))@ if Dim(V) is bounded; and that
Dim(V) = N if Dim(V) is unbounded, and in particular if there exists an infinite
linearly independent subset of V (Basic Language, Proposition 101N).

Assume that Dim(V) is bounded; then all linearly independent subsets of V are
finite. We choose one, A, with #A = max Dim(V). Then A is obviously a maximal
member of the collection of all linearly independent subsets of V , and therefore spans
V (Corollary 43K). Hence V is finite-dimensional.

Assume, conversely, that V is finite-dimensional. By Corollary 52B,(a), Dim(V)
has a maximum, namely dimV .

52F. COROLLARY. Let the finite-dimensional linear space V and the subspace
of U of V be given. Then U is finite-dimensional, and dimU ≤ dimV. Moreover,
dimU = dimV (if and) only if U = V.

Proof. From (52.3) it follows that Dim(U) ⊂ Dim(V). From Proposition 52E it
then follows that U is finite-dimensional and that dimU ≤ dimV. If dimU = dimV,
choose a basis-set A of U ; then #A = dimU = dimV (Corollary 52B,(b)). But A is
a linearly independent subset of V ; by Theorem 52A,(c), A is a basis-set of V , and
hence V = LspA = U .

52G. COROLLARY. Let the finite-dimensional linear space V be given. Every
non-empty subcollection of Subsp(V) ordered by inclusion has both a minimal and a
maximal member; i.e., Subsp(V) is well-founded both by inclusion and by the reverse
of inclusion.

Proof. By Corollary 52F we may define the mapping

U 7→ dimU : Subsp(V)→ (1 + dimV)@

and infer that this mapping is strictly ⊂ − ≤-isotone. Since every non-empty or-
dered subset of (1 + dimV)@ has both a minimum and a maximum, Basic Language,
Proposition 62C,(d) yields the assertion.

52H. REMARK. In two proofs in the preceding chapters, the existence of maxi-
mal members of ordered subcollections of Subsp(V) was established by appealing to
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some equivalent of the •Axiom of Choice. Corollary 52G shows that, if V is finite-
dimensional, such an appeal is not required. The proofs in question were those of
•Theorem 15F (existence of a supplement of a subspace), and •Theorem 43L (exis-
tence of a basis-set between a prescribed linearly independent subset and a prescribed
spanning subset). When dealing with finite-dimensional spaces, therefore, these theo-
rems, as well as the other results whose proofs relied on them, viz., •Corollaries 15G,
21K, 21L, 21O, and 21P, •Propositions 22F.L and 22F.R, and •Theorem 22G; and
•Corollaries 43H and 43M, may be cited without the “bullet” •.

Proposition 52E shows that an infinite-dimensional linear space has finite linearly
independent subsets with arbitrarily great cardinal. We now show that, in fact, it
has an infinite linearly independent subset.

•52I. PROPOSITION. A linear space V is finite-dimensional •if and only if every
linearly independent subset of V is finite.

Proof. The “only if/” part follows from Corollary 52B,(a). To prove the •“if”
part, we assume that every linearly independent subset of V is finite. By •Corollary
43M, we may choose a basis-set A of V . Since A is linearly independent, A is finite;
since A spans V , V is finite-dimensional.

We present an alternative proof of the •“if” part that relies only on the •Axiom
of Countable Choice. It proceeds by contraposition and is modelled on one proof of
Basic Language, •Theorem 121V. In view of Proposition 52E,(b) it suffices to assume
that Dim(V) = N and to infer that there exists an infinite linearly independent subset
of V .

Assume then that Dim(V) = N. By the •Axiom of Countable Choice we mayH
choose a sequence (An | n ∈ N) of finite linearly independent subsets of V with

#An = 2n for every n ∈ N. For each n ∈ N we set Wn := Lsp
⋃

k∈n@
Ak and observe

that Wn is finite-dimensional, with

dimWn ≤ #
⋃

k∈n@
Ak ≤

∑

k∈n@
#Ak ≤

∑

k∈n@
2k = 2n − 1 < 2n = #An;

by Theorem 52A,(a) we cannot have An ⊂ Wn, and therefore An\Wn 6= Ø.

Again by the •Axiom of Countable Choice we may choose a sequence

z ∈×
n∈N

(An\Wn). For each n ∈ N and all k ∈ n@ we have zk ∈ Ak ⊂ Wn, and

therefore Lsp{zk | k ∈ n@} ⊂ Wn. It follows that zn /∈ Lsp{zk | k ∈ n@} for all n ∈ N.
We apply Corollary 42L and Proposition 42C, and find that the sequence z is linearly
independent and therefore Rngz is an infinite linearly independent subset of V .N

We next examine the relationship between decompositions and finite dimension.

52J. THEOREM. Let the linear space V and the decomposition (Ui | i ∈ I) of V be
given. Then V is finite-dimensional if and only if Supp(Ui | i ∈ I) is finite and Ui is
finite-dimensional for every i ∈ I. If these conditions are satisfied, then
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(52.4) dimV =
∑

i∈I
dimUi.

Proof. Proof of the “if” part. We assume that S := Supp(Ui | i ∈ I) is finite and
that Ui is finite-dimensional for every i ∈ I. We may choose a (finite) basis-set Ai
of Ui for all i ∈ S, and hence (with Ai := Ø for all i ∈ I\S) for all i ∈ I. Then

#Ai = dimUi for all i ∈ I (Corollary 52B,(b)) and

⋃

i∈I
Ai =

⋃

i∈S
Ai is finite. By

Theorem 43Q, the family (Ai | i ∈ I) is disjoint and the finite set

⋃

i∈I
Ai is a basis-set

of V . It follows that V is finite-dimensional and, by Corollary 52B,(b),

dimV = #

⋃

i∈I
Ai =

∑

i∈I
#Ai =

∑

i∈I
dimUi,

so that (52.4) holds.

Proof of the “only if” part. We assume that V is finite-dimensional. By Corollary
52F, Ui is finite-dimensional for every i ∈ I. Let J be a finite subset of Supp(Ui | i ∈
I). Then the restriction (Ui | i ∈ J) of the disjunct family (Ui | i ∈ I) is also
disjunct (Remark 33D,(b)). Therefore (Ui | i ∈ J) is a decomposition of the subspace

W :=
∑

i∈J
Ui of V . We observe that dimUi ≥ 1 for all i ∈ J . By Corollary 52F, W

is finite-dimensional, and dimW ≤ dimV. Applying the already-established “if” part
to this decomposition, we find

(52.5) #J =
∑

i∈J
1 ≤

∑

i∈J
dimUi = dimW ≤ dimV.

Since J was an arbitrary finite subset of Supp(Ui | i ∈ I), we conclude from (52.5)
that this support is finite (cf. Basic Language, Proposition 101N).

52K. PROPOSITION. Let the finite-dimensional linear space V and the family
(Ui | i ∈ I) of subspaces of V be given, and assume that this family has finite support.
The following statements are equivalent.

(i): (Ui | i ∈ I) is a decomposition of V; i.e., (Ui | i ∈ I) is disjunct and
∑

i∈I
Ui = V.

(ii): (Ui | i ∈ I) is disjunct and
∑

i∈I
dimUi = dimV of V.

(iii):
∑

i∈I
Ui = V and

∑

i∈I
dimUi = dimV.

Proof. The implications (i) ⇒ (ii) and (i) ⇒ (iii) follow from Theorem 52J.

(ii) implies (i). (Ui | i ∈ I) is a decomposition of the subspace W :=
∑

i∈I
Ui
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of V . By Theorem 52J we have dimW =
∑

i∈I
dimUi = dimV. By Corollary 52F we

find V =W =
∑

i∈I
Ui.

(iii) implies (i). We choose a basis-set Aj of Uj for every j ∈ Supp(Ui | i ∈ I), and
hence (with Aj := Ø for all other j) for all j ∈ I. By Corollary 13S we have

Lsp

⋃

i∈I
Ai =

∑

i∈I
LspAi =

∑

i∈I
Ui = V .

Therefore

⋃

i∈I
Ai spans V . By the assumption and Theorem 52A,(b) we have

∑

i∈I
dimUi = dimV ≤ #

⋃
i∈I
Ai ≤

∑

i∈I
#Ai =

∑

i∈I
dimUi.

Therefore equality must hold at each of the inequality signs. The first of these equal-

ities requires that

⋃

i∈I
Ai be a basis-set of V (Theorem 52A,(c)). The second equality

requires that the family (Ai | i ∈ I) be disjoint (Basic Language, Corollary 103E). It
then follows from Theorem 43Q that (Ui | i ∈ I) is a decomposition of V .

52L. COROLLARY. Let the finite-dimensional linear space V and the subspaces U
and U ′ of V be given. The following statements are equivalent.

(i): U and U ′ are supplementary in V; i.e., U ∩ U ′ = {0} and U + U ′ = V.

(ii): U ∩ U ′ = {0} and dimU + dimU ′ = dimV.

(iii): U + U ′ = V and dimU + dimU ′ = dimV .

52M. PROPOSITION. Let the linear space V and the finite-dimensional subspaces
U and U ′ of V be given. Then U + U ′ and U ∩ U ′ are finite-dimensional, and

(52.6) dim(U + U ′) + dim(U ∩ U ′) = dimU + dimU ′.

Proof. Choose finite spanning subsets A in U and A′ in U ′. By Corollary 13S,
U + U ′ = LspA + LspA′ = Lsp(A ∪ A′), so that U + U ′ is finite-dimensional. The
subspace U ∩ U ′ of U + U ′ is finite-dimensional, by Corollary 52F.

By Corollary 15G (cf. Remark 52H), we may choose a (finite-dimensional) supple-
ment W of U ∩U ′ in U ′. By Proposition 15E, W is a supplement of U in U +U ′. We
apply Corollary 52L ((i)⇒ (ii)) once with U+U ′, U , W and again with U ′, U∩U ′, W
instead of V , U , U ′, respectively, and find

dim(U + U ′) = dimU + dimW

dimU ′ = dim(U ∩ U ′) + dimW.

From these formulas we at once obtain (52.6).
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53A. PROPOSITION. Let the linear space V and the number n ∈ N be given. Then
V is linearly isomorphic to Fn@

if and only if V is finite-dimensional and dimV = n.

Proof. V is finite-dimensional with dimV = n if and only if there is a finite basis-
set A of V with #A = n (definition of “finite-dimensional” and Corollary 52B,(b)).
Now a set is finite with cardinal n if and only if it is equinumerous to n@. The
assertion then follows from Proposition 43E ((ii) ⇔ (iii)).

53B. THEOREM. Let the linear spaces V and W be given, and assume that one of
them is finite-dimensional. Then V is linearly isomorphic to W if and only if both V
and W are finite-dimensional and dimV = dimW.

Proof. This follows immediately from Proposition 53A.

53C. COROLLARY. Let the linear space V and the set I be given. The following
statements are equivalent.

(i): V is finite-dimensional, I is finite, and dimV = #I.

(ii): V is finite-dimensional and linearly isomorphic to F(I).

(iii): V is finite-dimensional and there is a basis of V in VI .
(iv): I is finite and V is linearly isomorphic to F(I) = FI .
(v): I is finite and there is a basis of V in VI .
Proof. In Example 52D,(c) we noted that F(I) is finite-dimensional if and only if I

is finite, and that in that case dimF(I) = #I. By Theorem 53B it follows that (i), (ii),
(iv) are equivalent. The equivalence of “V is linearly isomorphic to F(I)” and “there
is a basis of V in VI” was noted in Proposition 43E, ((i) ⇔ (iii)).

53D. PROPOSITION. Let the linear spaces V and W be given.

(a): Assume that W is finite-dimensional. Then there exists an injective linear
mapping from V to W if and only if V is finite-dimensional and dimV ≤ dimW.

(b): Assume that V is finite-dimensional. Then there exists a surjective linear
mapping from V to W if and only if W is finite-dimensional and dimW ≤ dimV.

Proof. Proof of (a). There exists an injective linear mapping from V to W if and
only if V is linearly isomorphic to some subspace of W. Since all subspaces of W are
finite-dimensional (Corollary 52F) and their dimensions are precisely the members of
(1+dimW)@ (Proposition 52E), it follows from Theorem 53B that it is necessary and
sufficient that V be finite-dimensional with dimV ≤ dimW.

Proof of (b). Since V is finite-dimensional, every subspace of V has a supplement
in V (Corollary 45G, with Remark 52H). If L ∈ Lin(V,W) is surjective, we may
choose by Corollary 21I,(b), a linear right-inverse of L, and this is injective. This
requires, by (a), that W be finite-dimensional with dimW ≤ dimV. Conversely, if W
is finite-dimensional with dimW ≤ dimV, then we may choose, by (a), an injective
M ∈ Lin(W,V). By Corollary 21I,(a), we may choose a linear left-inverse of M , and
this is surjective.
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53E. REMARKS. (a): An alternative proof of the “only if” parts of Proposition
53D can be obtained from Theorem 53F, which follows. An alternative proof of
the “if” parts of Proposition 53D follows from Proposition 53A and the following
observation. Let m,n ∈ N be given, with m ≤ n. Define the linear mappings
H : Fm@ → Fn@

and K : Fn@ → Fm@
by requiring

(Ha)|m@ = a and (Ha)|n@\m@ = 0 for all a ∈ Fm@

Kb = b|m@ for all b ∈ Fn@
.

Then KH = 1Fm@ ; therefore H is injective and K is surjective.

(b): Let the linear spaces V and W be given. If V is finite-dimensional and W
is infinite-dimensional, there is an injective linear mapping from V to W. Indeed we
may choose a finite-dimensional subspace U of W with dimU = dimV (Proposition
52E), and further choose a linear isomorphism L : V → U (Theorem 53B). The linear
mapping L|W : V → W is injective.

•If V is infinite-dimensional andW is finite-dimensional, there is a surjective linear
mapping from V toW. Indeed, the preceding paragraph shows us that we may choose
an injective linear mapping M : W → V. By •Corollary 21K,(a), we may choose a
linear left-inverse of M , and this is surjective.

We address the question of the finite-dimensionality of product-spaces and co-
product spaces. The following result is essentially a Corollary of Theorem 52J.

53F. THEOREM. Let the family of linear spaces (Vi | i ∈ I) be given. Let S be
the coproduct-space of a linear coproduct of this family, and P the product-space of a
linear product of this family. The following statements are equivalent.

(i): Supp(Vi | i ∈ I) is finite and Vi is finite-dimensional for all i ∈ I.

(ii): S is finite-dimensional.

(iii): P is finite-dimensional.

If these equivalent statements hold, then

dimS = dimP =
∑

i∈I
dimVi.

Proof. Let (si | i ∈ I) be the family of insertions of the linear coproduct in
question. For every i ∈ I, si is injective (Proposition 32E), hence Vi and Rngsi
are linearly isomorphic, and each is finite-dimensional if and only if the other is,
with dimVi = dim Rngsi (Theorem 54B). By Corollary 33H, (Rngsi | i ∈ I) is a
decomposition of S. It therefore follows from Theorem 52J that (i) and (ii) are

equivalent and that, if these statements hold, dimS =
∑

i∈I
dim Rngsi =

∑

i∈I
dimVi.

Assume that (i) and (ii) hold. It follows from Proposition 32H that S and P
are linearly isomorphic, and (iii) follows by Theorem 54B, as does dimS = dimP .
Assume, conversely, that (iii) holds; by Proposition 32H there exists an injective
linear mapping from S to P ; by Proposition 53D,(a) we conclude that (ii) holds.
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53G. EXAMPLES. (a): Let the linear spaces U and V be given. Then the linear
space U × V is finite-dimensional if and only if U and V are finite-dimensional; and
in that case dim(U × V) = dimU + dimV.

(b): Let the non-empty set I and the linear space V be given. Then the linear
space VI is finite-dimensional if and only if I is finite and V is finite dimensional; and
in that case dimVI = (#I)(dimV).

53H. Theorem. Let the linear mapping L be given. Then DomL is finite-
dimensional if and only if both NullL and RngL are finite-dimensional. In that case,

(53.1) dim DomL = dim NullL+ dim RngL.

Proof. Proof of the “only if” part. We assume that DomL is finite-dimensional.
By Corollary 15G (cf. Remark 52H), we may choose a supplement U of NullL in
DomL. By Corollary 52F, NullL and U are finite-dimensional. By Corollary 52L we
have

(53.2) dim DomL = dim NullL+ dimU .

By Proposition 21C, the linear mapping L|RngL
U is bijective, i.e., a linear isomorphism.

By Theorem 53B we infer that RngL is finite-dimensional and that dimU =
= dim RngL. Combining this formula with (53.2) we obtain (53.1).

Proof of the “if” part. We assume that NullL and RngL are finite-dimensional.
Let the finite-dimensional subspace U of DomL be given. We have Null(L|U) =
= U ∩ NullL ⊂ NullL and Rng(L|U) = L>(U) ⊂ RngL. We apply the “only if” part
of the present theorem to L|U instead of L and find, using Corollary 52F, that

dimU = dim Null(L|U) + dim Rng(L|U) ≤ dim NullL+ dim RngL.

Since U was an arbitrary finite-dimensional subspace of DomL, it follows from Propo-
sition 52E that Dim(DomL) is bounded and that therefore DomL is finite-dimensional.

53I. COROLLARY. Let the linear space V and the subspace U of V be given. Then
V is finite-dimensional if and only if U and V/U are finite-dimensional. In that case,

dimV = dimU + dim(V/U).

Proof. We apply Theorem 53H to L := ΩV/U ∈ Lin(V,V/U), observing that
DomΩV/U = V , NullΩV/U = U , RngΩV/U = V/U (Section 14).

The next result is reminiscent of the Pigeonhole Principle for mappings from a
finite set to a finite set with the same cardinal (Basic Language, Corollary 101H).

53J. COROLLARY. Let the linear mapping L be given. Assume that DomL and
CodL are finite-dimensional. The following statements are equivalent.

(i): L is injective and dim DomL = dim CodL.
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(ii): L is surjective and dim DomL = dim CodL.

(iii): L is invertible.

Proof. By Theorem 53B, (iii) is equivalent to ((i) and (ii)). It remains to prove
that (i) is equivalent to (ii). We may stipulate that

(53.3) dim DomL = dim CodL.

By Example 52D,(a), Theorem 53H, (53.3), and Corollary 52F we have the chain of
equivalences

L is injective ⇔ NullL = {0} ⇔ dim NullL = 0 ⇔

⇔ dim RngL = dim DomL ⇔ dim RngL = dim CodL ⇔

⇔ RngL = CodL ⇔ L is surjective.

53K. COROLLARY. Let the finite-dimensional linear space V be given. All injective
and all surjective members of LinV are invertible.

The assertion of Corollary 53K actually characterizes finite-dimensional linearH
spaces, as we now show.

•53L. PROPOSITION. Let the linear space V be given. The following statements
are equivalent.

(i): V is finite-dimensional.

(ii): Every injective member of LinV is invertible.

(iii): Every surjective member of LinV is invertible.

Proof. (i) implies (ii). This follows from Corollary 53K.

•(ii) implies (iii). Let a surjective L ∈ LinV be given. By •Corollary 21K,(b), we
may choose a linear right-inverse M ∈ LinV of L. Then M is injective; by (ii), M
is invertible. But L is a left-inverse of M ; therefore L is the inverse of M , and L is
invertible.

•(iii) implies (i). By •Corollary 43M we may choose a basis-set A of V . Let a
surjection f : A → A be given. By Corollary 43I there is exactly one L ∈ LinV such
that L|A = f |V . Then L>(A) = Rngf = A, and therefore

V = LspA = LspL>(A) ⊂ RngL ⊂ V,
so that L is surjective. By the assumption (iii), L is invertible, hence injective.
Therefore f = L|AA is injective.

We have shown that every surjection f : A → A is in fact injective. It follows from
Basic Language, •Corollary 123C that A is finite. Therefore V is finite-dimensional.N
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53M. EXAMPLES. (a): Define S, T ∈ LinF(N) by the rules

(Sa)n := an+1 for all n ∈ N and a ∈ F(N)

(Ta)n :=





0 if n = 0
for all a ∈ F(N)

an−1 if n ∈ N×

Then ST = 1F(N) , so that S is surjective and T is injective; but neither is invertible,
since TSδN0 = 0. The same formulas define a surjective and injective member of
LinFN, neither of which is invertible.

(b)∗: With J ∈ Lin(Cont(R,R),Map(R,R)) as defined in Example 21J, i.e., by
the rule

(Jf)(t) =

∫ t

0

f for all t ∈ R and f ∈ Cont(R,R),

the linear mapping J |Cont(R,R) ∈ Lin Cont(R,R) is injective, but not surjective.

Let the finite-dimensional linear spaces V andW be given. Let b ∈ VI and c ∈ WJ

be (finite) bases of V andW, respectively. For every L ∈ Lin(V,W), we have the linear
mapping (lcWc )−1LlcVb ∈ Lin(FI ,FJ) and – denoted by the same symbols – the J × I-
matrix corresponding to it under the identification of Lin(FI ,FJ) with FJ×I described
in Section 51. This J × I-matrix is called the matrix of L with respect to the
bases b, c, and we shall denote it for brevity, by [L]c,b. (Several ingenious notational
schemes have been proposed for the recording of the bases and the location of the
matrix indices, in order to facilitate bookkeeping with these matrices.) We obtain
the following formulas from (51.4):

(53.4) Lbi = lcWc (lcWc )−1LlcVb δ
I
i =

∑

j∈J
[L]c,bj,i lc

W
c δ

J
j =

∑

j∈J
[L]c,bj,ici for all i ∈ I,

(53.5) L
∑

i∈I
aibi =

∑

i∈I
aiLbi =

∑

i∈I
ai
∑

j∈J
[L]c,bj,icj =

∑

j∈J
(
∑

i∈I
[L]c,bj,iai)cj for all a ∈ FI .

53N. PROPOSITION. Let the finite-dimensional linear spaces V and W and the
respective bases b ∈ VI and c ∈ WJ be given. The mapping
(L 7→ [L]c,b) : Lin(V ,W)→ FJ×I is a linear isomorphism.

Proof. In view of the natural linear isomorphism that serves to identify Lin(FI ,FJ)
with FJ×I (Proposition 51A), it suffices to observe that the mapping
(L 7→ (lcWc )−1LlcVb ) : Lin(V ,W)→ Lin(FI ,FJ) is linear and that
(M 7→ lcWc M(lcVb )−1) : Lin(FI ,FJ)→ Lin(V,W) is its inverse.

53O. PROPOSITION. Let the finite-dimensional linear spaces V and W be given.
Then Lin(V,W) is finite-dimensional, and
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dim Lin(V,W) = (dimV)(dimW).

Proof. By Corollary 53C,((i) ⇒ (v)) we may choose (finite) bases b ∈ VI and
c ∈ WJ of V and W, respectively, and find #I = dimV, #J = dimW. By Propo-
sition 53N, Lin(V ,W) is linearly isomorphic to FJ×I . By Corollary 53C,((iv) ⇒
(i)), Lin(V,W) is finite-dimensional and dim Lin(V ,W) = #(J × I) = (#I)(#J) =
(dimV)(dimW).

53P. PROPOSITION. Let the finite-dimensional linear spaces V , W, X , and re-
spective bases b ∈ VI , c ∈ WJ , d ∈ XK be given. For all L ∈ Lin(V,W) and
M ∈ Lin(W,X ) we have

(53.6) [ML]d,b = [M ]d,c[L]c,b,

with the multiplication of matrices given by Proposition 51B.

Proof. (lcXd )−1MLlcVb = (lcXd )−1M lcWc (lcWc )−1LlcVb .

53Q. COROLLARY. Let the finite-dimensional linear spaces V and W, the bases b
and b′ of V, and the bases c and c′ of W be given. Then

(53.7)
[L]c

′,b′ = [1W ]c
′,c[L]c,b[1V ]b,b

′
= ([1W ]c,c

′
)−1[L]c,b[1V ]b,b

′

for all L ∈ Lin(V,W).

The matrices [1V [b,b
′

and [1W ]c,c
′

are called change-of-basis matrices because of
their role in (53.7). They express the terms of the “new” basis as linear combinations
of the “old”: indeed, if b ∈ VI , b′ ∈ VI′ , (53.4) yields

b′i′ = 1Vb
′
i′ =

∑

i∈I
[1V ]b,b

′

i,i′ bi for all i′ ∈ I ′.

Let the finite-dimensional linear space V be given. For every basis b of V and
every L ∈ LinV we abbreviate the notation by defining [L]b := [L]b,b, and call this
square matrix the matrix of L with respect to b. In particular, if b ∈ VI , we have
[1V ]b = δI , the Kronecker matrix. For L,M ∈ LinV and bases b and b′ of V , formulas
(53.6) and (53.7) become, respectively,

(53.8) [ML]b = [M ]b[L]b

(53.9) [L]b
′
= ([1V ]b,b

′
)−1[L]b[1V ]b,b

′
.
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We combine part of Corollary 53O with a converse.H
•53R. PROPOSITION. Let the linear spaces V and W be given. Then Lin(V,W)

is finite-dimensional if and •only if either both V and W are finite-dimensional, or V
is a zero-space, or W is a zero-space.

Proof. If V or W is a zero-space, Lin(V,W) is obviously a zero-space. The “if”
part therefore follows from Corollary 53O.

To prove the “only if” part, we assume that Lin(V,W) is finite-dimensional. Let
finite-dimensional subspaces U of V and X of W be given. By •Corollary 21L, the
linear mapping (L 7→ L|U) : Lin(V ,W) → Lin(U ,W) is surjective. By Proposition
53D,(b), Lin(U ,W) is finite-dimensional, and

(53.10) dim Lin(U ,W) ≤ dim Lin(V,W).

The mapping (L 7→ L|W) : Lin(U ,X )→ Lin(U ,W) is obviously linear and injective.
By Proposition 53D,(a), Lin(U ,X ) is finite-dimensional (cf. Corollary 53O) and

(53.11) dim Lin(U ,X ) ≤ dim Lin(U ,W).

Combining (53.10) and (53.11) with Corollary 53O, we find

(53.12) (dimU)(dimX ) = dim Lin(U ,X ) ≤ dim Lin(V,W).

This holds for all finite-dimensional subspaces U of V and X of W. If neither V nor
W is a zero-space, we may choose v ∈ V× and w ∈ W×; then

dim(Fv) = 1 = dim(Fw), and (53.12) yields

dimU = (dimU)(dim(Fw)) ≤ dim Lin(V,W)
for all finite-dimensional U ∈ Subsp(V)

dimX = (dim(Fv))(dimX ) ≤ dim Lin(V,W)
for all finite-dimensional X ∈ Subsp(W).

By Proposition 52E, V and W are finite-dimensional.N
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54. Finite- and infinite-dimensional spacesH

We have seen that if V is a finite-dimensional linear space all its basis-sets are
equinumerous (Corollary 52B,(b)) and that finite-dimensional linear spaces V and
W are linearly isomorphic if and only if they have the same dimension (Theorem
53B), i.e., if every basis-set of V is equinumerous to every basis-set of W. We shall
now see that results like these are valid for all linear spaces. There is, however, a
sharp distinction in method of proof between the finite-dimensional and the infinite-
dimensional cases.

54A. LEMMA. Let the sets I and I ′ and the injection ω : I ′ → I be given. For
every a ∈ F(I) we have a ◦ ω ∈ F(I′); the mappings (a 7→ a ◦ ω) : F(I) → F(I′) and

(a′ 7→
∑

i′∈I′
a′i′δ

I
ω(i′)) : F(I′) → F(I) are linear, and the latter is a linear right-inverse of

the former. If ω is bijective, the latter mapping is (a′ 7→ a′ ◦ ω←) : F(I′) → F(I), and
is the inverse of the former.

Proof. It suffices to observe that Supp(a ◦ ω) = ω<(Suppa) for all a ∈ F(I), and
that δIω(i′) ◦ ω = δI

′
i′ for all i′ ∈ I ′.

•54B. THEOREM. Let the sets I and I ′ be given. The following statements are
equivalent.

(i): I outnumbers I ′.

(ii): There is a linearly right-invertible linear mapping from F(I) to F(I′).

(iii): There is a linearly left-invertible linear mapping from F(I′) to F(I).

(iv): There is a surjective linear mapping from F(I) to F(I′).

(v): There is an injective linear mapping from F(I′) to F(I).

Proof. (i) implies (iii). This follows from Lemma 54A.

(iii) implies (ii). This is trivial.

(ii) implies (iv). This is trivial (cf. Corollary 21K,(b)).

•(iii) is equivalent to (v). This follows from •Corollary 21K,(a).

•(iv) implies (i). We assume that there is a surjective linear mapping from F(I) to
F(I′).

We first suppose that I is finite. Then F(I) is finite-dimensional, with dimF(I) = #I
(Example 52D,(c)). By Proposition 53D,(b), F(I′) must also be finite-dimensional,
with dimF(I′) ≤ dimF(I). Then I ′ is finite, with #I ′ = dimF(I′). Combining these
facts, we find that #I ′ ≤ #I, and therefore I outnumbers I ′ (Basic Language, Propo-
sition 101E).

We suppose from now on that I is infinite, and choose a surjective L ∈ Lin(F(I),F(I′)).
Let j′ ∈ I ′ be given, and choose a ∈ F(I) such that La = δI

′
j′ . By (13.4) we have

l = δI
′
j′,j′ = (La)j′ = (L

∑

i∈I
aiδ

I
i )j′ =

∑

i∈I
ai(Lδ

I
i )j′ ,

and therefore there exists j ∈ I such that (LδIj )j′ 6= 0, i.e., j′ ∈ Supp(LδIj ). Since



July 10, 2014 12:0 BC: 9317 – Linear Algebra LinearAlgbra page 95

54. Finite- and infinite-dimensional spaces 91

j′ ∈ I ′ was arbitrary, we have shown that

I ′ =
⋃
i∈I

Supp(LδIi ).

Since Supp(LδIi ) is finite, and hence countable, for every i ∈ I, it follows from
•Tukey’s Lemma ((VII) in Basic Language, Section 173) and Basic Language, Corol-
lary 175H,(b) that the infinite set I outnumbers I ′.

•54C. COROLLARY. Let the sets I and I ′ be given. Then F(I′) is linearly isomor-
phic to F(I) if and •only if I is equinumerous to I ′.

Proof. The “if” part follows from Lemma 54A. To prove the •“only if” part,
assume that F(I) is linearly isomorphic to F(I′). By •Theorem54B ((ii) ⇒ (i) and
(iii) ⇒ (i)) it follows that I outnumbers I ′ and I ′ outnumbers I. By the Schröder-
Bernstein Theorem (Basic Language, Theorem 75C; cf. Basic Language, Theorem
175A), I and I ′ are equinumerous.

•54D. COROLLARY. Let the linear space V be given.

(a): If b ∈ VI and b′ ∈ VI′ are bases of V, then I and I ′ are equinumerous.

(b): If B and B′ are basis-sets of V, then B and B′ are equinumerous.

Proof. (lcVb′)
−1lcVb ∈ Lin(F(I),F(I′) is a linear isomorphism. By •Corollary 54C, I

and I ′ are equinumerous. This establishes (a); and (b) is a special case of (a).

•54E. COROLLARY. Let the linear spaces V and W, and respective bases b ∈ VI
and c ∈ WJ be given.

(a): The following statements are equivalent.

(i): I outnumbers J ;
(ii): there is a linearly right-invertible linear mapping from V to W.
(iii): there is a linearly left-invertible linear mapping from W to V .
(iv): there is a surjective linear mapping from V to W.
(v): there is an injective linear mapping from W to V.

(b): V is linearly isomorphic to W if and only if I and J are equinumerous.

Proof. V is linearly isomorphic to F(I), and W is linearly isomorphic to F(J). The
assertion now follows from •Theorem 54B and •Corollary 54C.

54F. REMARK. In Basic Language, Remark 175D,(a), we mentioned the possibil-
ity of generalizing the notion of cardinal of a finite set by assigning a cardinal #S to
every set S in such a way that, for given sets S and T , we have #S = #T if and only
if S and T are equinumerous. We also mentioned that one could define a “relation”
≤ among the cardinal numbers that occur as cardinals of sets, in such a way that
#S ≤ #T if and only if T outnumbers S. By virtue of •Corollary 54C we may then
define dimV, the dimension of a linear space V , as the cardinal #B of every basis-set
B of V (the existence of a basis-set is assured by •Corollary 43M). Corollary 52B,(b)
shows that this definition does not clash with the definition (52.1) of the dimension
of a finite-dimensional linear space. It follows from •Corollary 54E,(b) that, for given
linear spaces V and W, V is linearly isomorphic to W if and only if dimV = dimW;
and from •Corollary 54E,(a) that statements (ii)-(v) in that corollary are equivalent
to dimW ≤ dimV.N
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Chapter 6

DUALITY

61. Dual spaces and transposes

We begin by recalling a definition, given in Examples 12G,(g). Let the linear
space V be given. For every u ∈ V we define the linear mapping u⊗ ∈ Lin(F,V) by
the rule

u⊗ t := tu for all t ∈ F.

When it is necessary to specify the codomain V of this mapping, we write u⊗V in
full. However, if U is a subspace of V we obviously have

u⊗ U = u⊗ V |U for all u ∈ U ,
and therefore the omission of this indication of codomain causes no clashes in so far
as the values of these mappings are concerned.

61A. PROPOSITION. Let the linear space V be given. The mappings

u 7→ u⊗V : V → Lin(F,V)

L 7→ L1 : Lin(F,V)→ V
are linear, and each is the inverse of the other.

Proof. The linearity of either mapping is obvious. (We note that the latter
mapping is evLin(F,V)

1.) We have

u⊗ 1 = 1u = u for all u ∈ V.
On the other hand,

(L1)⊗ t = tL1 = L(t1) = Lt for all t ∈ F and L ∈ Lin(F,V),

so that (L1)⊗V = L for all L ∈ Lin(F,V).

93
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61B. REMARK. Proposition 61A shows that (u 7→ u⊗V) : V → Lin(F,V) is a
linear isomorphism. It might be used to identify these linear spaces, i.e., to write u
instead of u⊗V or u⊗ for every u ∈ V . We prefer not to do this, however, since it
would lead to notational clashes later. There is one exception: when V is the linear
space F (Examples 11D,(b)), we do identify F and LinF in this way, and write s
instead of s⊗F or s⊗ for every s ∈ F. In view of the commutativity of multiplication
in F, this produces no clash: indeed,

s⊗ t = ts = st for all s, t ∈ F.

We observe that, under this identification, s = multFs for all s ∈ F. This identification
induces others: e.g., of Lin(F,V) with Lin(LinF,V) and of Lin(V ,F) with Lin(V,LinF)
for every linear space V .

For each given linear space V , we define the linear space V∗ := Lin(V ,F), and
call V∗ the dual space of V . The members of V∗ are called linear forms on V or
linear functionals on V . We observe that F∗ = LinF is identified with F in the sense
of Remark 61B. We also note that the dual space of a zero-space is a zero-space.

Let the linear spaces V and W be given. For each linear mapping L ∈ Lin(V,W),
the mapping

µ 7→ µL :W∗ → V∗

is linear (Remark 13I); we denote this linear mapping by L> and call it the transpose
of L. (Some mathematicians denote it by L∗, and call it the adjoint of L.) We thus
have

(61.1) L>µ = µL for all µ ∈ W∗ and L ∈ Lin(V,W).

We summarize some elementary properties of the transposes of linear mappings.

61C. PROPOSITION. (a): Let the linear spaces V and W be given. The mapping
L 7→ L> : Lin(V ,W)→ Lin(W∗,V∗) is linear.

(b): Let the linear spaces V ,W,X be given. Then (ML)> = L>M> for all

L ∈ Lin(V,W) and M ∈ Lin(W,X ).

(c): For every linear space V we have 1V> = 1V∗.

(d): Let the linear spaces V and W be given. For every L ∈ Lis(V ,W), we have
L> ∈ Lis(W∗,V∗) and (L>)−1 = (L−1)>.

Proof. Proof of (d). Let L ∈ Lis(V ,W) be given. By (b) and (c) we have
L>(L−1)> = (L−1L)> = 1V> = 1V∗ and (L−1)>L> = (LL−1)> = 1W> = 1W∗ .

The linear mapping (L 7→ L>) : Lin(V ,W) → Lin(W∗,V∗) is called the linear
transposition (for the pair of linear spaces (V,W)).

61D. EXAMPLES. (a): Let the linear space V be given. For every λ ∈ V∗ we have
λ> ∈ Lin(F∗,V∗); under the identification of Lin(F∗,V∗) with Lin(F,V∗) (Remark
61B) we have
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(λ>t)v = t(λv) = (tλ)v = (λ⊗ t)v for all t ∈ F and v ∈ V;

thus

(62.2) λ> = λ⊗ for all λ ∈ V∗.

•(b): Let the linear space V and the subspace U of V be given. Then the linear
mapping 1U⊂V> : V∗ → U∗ is the operation of restricting a linear form on V to U : for
all λ ∈ V∗ we have, by (61.1), 1U⊂V>λ = λ1U⊂V = λ|U . It follows from •Corollary
21L that 1U⊂V> is surjective.

61E. REMARK. In practice, the notation u⊗ recalled at the beginning of this
section occurs most frequently in composition: for given linear spaces V and W we
have the composite w ⊗ λ ∈ Lin(V,W) for every w ∈ W and λ ∈ V∗; and

(61.3) (w ⊗ λ)v = (λv)w for all v ∈ V and λ ∈ V∗.

We examine with some care the structure of the dual space of F(I) for a given set
I. For every a ∈ FI we consider the unique linear form a· ∈ (F(I))∗ that satisfies

(61.4) a·δIi = ai for all i ∈ I

(Theorem 43F,(c)). These linear forms satisfy

(61.5) a·s =
∑

i∈I
aisi for all a ∈ FI and all s ∈ F(I),

as follows from (61.4) by (13.4). In particular, we have

(61.6) δIj ·s = sj for all j ∈ I and s ∈ F(I).

61F. PROPOSITION. Let the set I be given. Then FI is linearly isomorphic to
(F(I))∗. More precisely, the mappings

a 7→ a· : FI → (F(I))∗

λ 7→ (λδIi | i ∈ I) : (F(I))∗ → FI

are linear, and each is the inverse of the other.

Proof. The mappings are obviously linear. By (61.4) we have

(a·δIi | i ∈ I) = (ai | i ∈ I) = a for all a ∈ FI .
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On the other hand, (61.4) yields

(λδIi | i ∈ I)·δIj = λδIj for all j ∈ I and λ ∈ (F(I))∗,

and therefore

(λδIi | i ∈ I)· = λ for all λ ∈ (F(I))∗.

61G. REMARK. We do not, strictly speaking, identify the linear spaces FI and
(F(I))∗ by means of the linear isomorphism (a 7→ a·), since we maintain the notational
distinction between a and a·. However, we use such notations as K· for the image
under this isomorphism of a subset K of FI .
•61H. COROLLARY. For every linear space V there is an injective linear mapping

from V to V∗.
Proof. Let the linear space V be given. By •Corollary 43M, we may choose a set I

and a linear isomorphism L ∈ Lis(V,F(I)). Then L> ∈ Lis((F(I))∗,V∗), by Proposition
61C,(d). The composite of the linear isomorphism L, the (linear) inclusion of F(I) in
FI , the linear isomorphism (a 7→ a·) : FI → (F(I))∗, and the linear isomorphism L> is
an injective linear mapping from V to V∗.
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62. Annihilators

Let the linear space V be given. For every subset A of V we define

A⊥ := {λ ∈ V∗ | ∀v ∈ A, λv = 0} = {λ ∈ V∗ | λ|A = 0A→F} =

= {λ ∈ V∗ | λ>(A) ⊂ {0}} = {λ ∈ V∗ | A ⊂ Nullλ},
and call the subset of V∗ the annihilator of A (sometimes read “A-perp”). For
every subset of B of V∗ we define

B⊥ := {v ∈ V | ∀λ ∈ B, λv = 0} =
⋂

λ∈B

V∗Nullλ,

and call this subset of B the pre-annihilator of B.

62A. REMARK. Let the linear space V , the proper subspace U of V , and the
subset A of U be given. Then the annihilator of the set A regarded as a subset
of U is not the same set as the annihilator of the set A regarded as a subset of V
(these annihilators are subsets of U∗, and of V∗, respectively). If necessary, they are
distinguished by calling the former the U -annihilator of A and the latter the
V-annihilator ofA. A generic notational distinction is too cumbersome; appropriate
notations will be agreed on as needed in each case.

62B. PROPOSITION. Let the linear space V be given.

(a): A⊥ is a subspace of V∗ for every subset A of V, and B⊥ is a subspace of V
for every subset B of V∗.

(b): Ø⊥ = {0}⊥ = V∗ and V⊥ = {0} and Ø⊥ = {0}⊥ = V.

62C. PROPOSITION. Let the linear space V be given.

(a): The pair of mappings whose components are

(62.1) A 7→ A⊥ : P(V)→ P(V∗)

(62.2) B → B⊥ : P(V∗)→ P(V)

is the Galois correspondence from P(V) to P(V∗) (both ordered by inclusion) associ-
ated as in Basic Language, Proposition 74C with the relation ⊥ from V to V∗ defined
by

∀v ∈ V,∀λ ∈ V∗, v⊥λ :⇔ λv = 0.

In particular, the mappings (62.1) and (62.2) are antitone.

(b): The mappings

(62.3) A 7→ A⊥⊥ : P(V)→ P(V)
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(62.4) B 7→ B⊥⊥ : P(V∗)→ P(V∗)

are closure mappings in P(V) and in P(V∗) (ordered by inclusion), respectively.

(c): A⊥⊥⊥ = A⊥ for every subset A of V, and B⊥⊥⊥ = B⊥ for every subset B of
V∗.

Proof. (a) follows immediately from the definitions; (b) and (c) follow from (a)
by Basic Language, Theorem 74E.

62D. COROLLARY. Let the linear space V be given.

(a): LspA ⊂ A⊥⊥ and (LspA)⊥ = A⊥ for every subset A of V, and LspB ⊂ B⊥⊥
and (LspB)⊥ = B⊥ for every subset B of V∗.

(b): For every family (Ai | i ∈ I) of subsets of V we have

(62.5)
⋂

i∈I

V∗Ai⊥ = (
⋃

i∈I
Ai)⊥ = (

∑

i∈I
LspAi)⊥;

and for every family (Bi | i ∈ I) of subsets of V∗ we have

(62.6)
⋂

i∈I

VBi⊥ = (
⋃

i∈I
Bi)⊥ = (

∑

i∈I
LspBi)⊥.

Proof. Proof of (a). Let the subset of A of V be given. By Propositions 62B,(a)
and 62C,(b), A⊥⊥ is a subspace of V and includes A. Hence A ⊂ LspA ⊂ A⊥⊥.
From Proposition 62C,(a),(c) we then obtain A⊥ ⊃ (Lsp)⊥ ⊃ A⊥⊥⊥ = A⊥, so that
equality holds. The proof of the second part of (a) is entirely similar.

Proof of (b). Let the family (Ai | i ∈ I) of subsets of V be given. It follows from
the definition of annihilator that

⋂

i∈I

VAi⊥ = (
⋃

i∈I
Ai)⊥.

We now apply the same argument to the family (LspAi | i ∈ I), together with

(a) (twice) and Proposition 13R, and find

⋂

i∈I

V∗A⊥i =
⋂

i∈I

V∗(LspAi)⊥ = (
⋃

i∈I
LspAi)⊥ = (Lsp

⋃

i∈I
LspAi)⊥ = (

∑

i∈I
LspAi)⊥.

This completes the proof of (62.5). The proof of (62.6) is entirely similar.

62E. COROLLARY. Let the linear space V be given.

(a): The pair of mappings whose components are

(62.7) U 7→ U⊥ : Subsp(V)→ Subsp(V∗)



July 10, 2014 12:0 BC: 9317 – Linear Algebra LinearAlgbra page 103

62. Annihilators 99

(62.8) W 7→ W⊥ : Subsp(V∗)→ Subsp(V)

is a Galois correspondence from Subsp(V) to Subsp(V∗) (both ordered by inclusion).

(b): For every family (Ui | i ∈ I) of subspaces of V we have

⋂
V∗

i∈I
Ui⊥ = (

∑

i∈I
Ui)⊥,

and for every family (Wi | i ∈ I) of subspaces of V∗ we have

⋂
V∗

i∈I
Wi⊥ = (

∑

i∈I
Wi)⊥.

62F. PROPOSITION. Let the linear spaces V and W and the linear mapping
L ∈ Lin(V,W) be given.

(a): L>(A)⊥ = (L>)<(A⊥) for every subset A of V. In particular,

(RngL)⊥ = NullL>.

(b): If L is surjective, then L> is injective.

(c): (L>)>(B)⊥ = L<(B⊥) for every subset B of W∗. In particular,

(RngL>)⊥ = L<(W∗⊥).

Proof. Proof of (a). Let the subset A of V be given. For each µ ∈ W∗ we have
the chain of equivalences

µ ∈ L>(A)⊥ ⇔ (∀v ∈ A, µLv = 0) ⇔ (∀v ∈ A, (L>µ)v = 0) ⇔
⇔ L>µ ∈ A⊥ ⇔ µ ∈ (L>)<(A⊥).

The special case is obtained by setting A := V and recalling that V⊥ = {0}.
Proof of (c). Let the subset B of W∗ be given. For every v ∈ V we have the chain

of equivalences

v ∈ (L>)>(B)⊥ ⇔ (∀µ ∈ B, (L>µ)v = 0) ⇔ (∀µ ∈ B, µLv = 0) ⇔
⇔ Lv ∈ B⊥ ⇔ v ∈ L<(B⊥).

We next obtain an improvement on the result in Corollary 62D,(a) by showing
that A⊥⊥ = LspA for all subsets A of a linear space (•Theorem 62H,(b)) and that
B⊥⊥ = LspB for certain subsets B of the dual space (Theorem 62K).

•62G. LEMMA. Let the linear space V, the subspace U of V, and v ∈ V\U be
given. Then there exists λ ∈ U⊥ such that λv = 1.

Proof. The linear mapping v⊗Fv, i.e., (t 7→ tv) : F→ Fv is injective, since v 6= 0,
and surjective. Let σ ∈ (Fv)∗ be its inverse; it satisfies σv = 1.
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Now Fv ∩ U = {0}. by •Theorem 15F we may choose a supplement H of Fv in
V such that U ⊂ H. By Proposition 15C we may choose P ∈ Lin(V,Fv) such that
P |Fv = 1Fv and NullP = H. Then λ := σP ∈ V∗ satisfies λv = σPv = σv = 1 and
U ⊂ H = NullP ⊂ Nullλ, so that λ ∈ U⊥.

•62H. THEOREM. Let the linear space V be given.

(a): U⊥⊥ = U for every subspace U of V; in particular, V∗⊥ = {0}.
(b): A⊥⊥ = LspA for every subset A of V.

(c): The mapping (62.7) is a right-inverse of the mapping (62.8); in particular,
the former mapping is injective and the latter mapping is surjective.

Proof. Proof of (a). Let the subspace U of V be given. Let v ∈ U⊥⊥ be given.
Then λv = 0 for all λ ∈ U⊥. It follows by •Lemma 62G that v /∈ V\U , i.e., that
v ∈ U . Thus U⊥⊥ ⊂ U . But U ⊂ U⊥⊥ by Proposition 62C,(b), so that equality holds.
From Proposition 62B,(b) we then have V∗⊥ = {0}⊥⊥ = {0}.

(b). By (a) and Corollary 62D,(a) we have A⊥⊥ = (LspA)⊥⊥ = LspA for every
subset A of V .

(c). This is a reformulation of (a).

•62I. COROLLARY. Let the linear spaces V and W and the linear mapping L ∈
Lin(V,W) be given. Then

(RngL>)⊥ = NullL and (NullL>)⊥ = RngL.

If L> is surjective then L is injective; if L> is injective then L is surjective.

Proof. By Proposition 62F and •Theorem 62H,(a) we have

(RngL>)⊥ = L<(W∗⊥) = L<({0}) = NullL

(NullL>)⊥ = (RngL)⊥⊥ = RngL.

If L> is surjective, we have NullL = V∗⊥ = {0}, so that L is injective. If L> is
injective, we have RngL = {0}⊥ =W , so that L is surjective.

•62J. COROLLARY. For every pair (V ,W) of linear spaces, the linear transposition
is injective.

Proof. For every L ∈ Lin(V,W) we have, by •Corollary 62I, the chain of implica-
tions

L> = 0 ⇒ RngL> = {0} ⇒ NullL = (RngL>)⊥ = {0}⊥ = V ⇒ L = 0.

Hence the linear mapping (L 7→ L>) : Lin(V,W)→ Lin(W∗,V∗) is injective.

62K. THEOREM. Let the linear space V be given.

(a): W⊥⊥ =W for every finite-dimensional subspace W of V∗.
(b): B⊥⊥ = LspB for every subset B of V∗ such that LspB is finite-dimensional;

in particular, for every finite subset B of V∗.
Proof. 1. We first show that
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(62.9) B⊥
⊥ = LspB for every finite subset B of V∗.

Let a finite subset B of V∗ be given. We consider the linear mapping
B ∈ Lin(V,FB) defined by the rule

(Bv)λ := λv for all λ ∈ B and v ∈ V.

(This B is the linear mapping identified with B self-indexed, by Proposition 31A; but
we prefer not to burden the symbol B with an overload of meanings.) We find that

Null(B|Rng) = NullB = {v ∈ V | ∀λ ∈ B, λv = 0} = B⊥.

Now let µ ∈ B⊥⊥ be given. Then Nullµ ⊃ B⊥ = Null(B|Rng). Since B|Rng is
surjective, there is by Proposition 22B.R (or Theorem 22D) exactly one ξ ∈ (RngB)∗

such that µ = ξ(B|Rng). By Corollary 21L (cf. Remark 52H), ξ is the restriction to
RngB of a suitable linear form on FB. Since B is finite, we have F(B) = FB, and by
Proposition 61F this linear form is a· for a suitable a ∈ FB. We conclude that

µ = ξ(B|Rng) = (a·|RngB)(B|Rng) = a·B =
∑

λ∈B
aλλ ∈ LspB.

Since µ ∈ B⊥ ⊥ was arbitrary, we conclude that B⊥ ⊥ ⊂ LspB. By Corollary
62D,(a), we have LspB ⊂ B⊥⊥, and therefore equality holds. This completes the
proof of (62.9).

2. Let the finite-dimensional subspace W of V∗ be given. Choose a finite subset
B of W that spans W. By (62.9) and Corollary 62D,(a) we then have W⊥ ⊥ =
(LspB)⊥⊥ = B⊥⊥ = LspB =W. This completes the proof of (a).

Finally, let B be a subset of V∗ such that LspB is finite-dimensional. By (a) and
Corollary 62D,(a) we have B⊥⊥ = (LspB)⊥⊥ = LspB. This completes the proof of
(b).

62L. REMARK. The finiteness assumptions in Theorem 62K may not be omitted.
Indeed, let the set I be given, and consider the subset B := {δIi · | i ∈ I} of (F(I))∗.
It follows at once from (61.6) that B⊥ = {0}, and therefore B⊥⊥ = (F(I))∗ = FI· (cf.
Remark 61G). However, LspB = F(I)·, and so B⊥⊥ = LspB if and only if F(I) = FI ,
hence if and only if I is finite and thus LspB is finite-dimensional.

•62M. COROLLARY. Let the linear spaces V and W and the linear mapping
L ∈ Lin(V,W) be given. If RngL> is finite-dimensional, then

RngL> = (NullL)⊥.

Proof. By •Corollary 62I and Theorem 62K we have

RngL> = (RngL>)⊥
⊥ = (NullL)⊥.
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The next two propositions deal with the relationships between annihilators and
linear partitions.

62N. PROPOSITION. Let the linear space V and the subspace U of V be given. Then
there exists exactly one linear mapping H ∈ Lin((V/U)∗,U⊥) such that 1U⊥⊂V∗H =
ΩV/U>; moreover, H is a linear isomorphism.

Proof. ΩV/U is surjective, hence ΩV/U> is injective (Proposition 62F,(b)). We claim
that RngΩV/U> = U⊥; the conclusion then follows at once, with H := (ΩV/U>)|Rng.

Let λ ∈ V∗ be given. Then λ ∈ RngΩV/U > if and only if λ = µΩV/U for a
suitable µ ∈ (V/U)∗; since ΩV/U is surjective, this will be the case if and only if
Nullλ ⊃ NullΩV/U = U (Theorem 22D), i.e., if and only if λ ∈ U⊥. This establishes
our claim and completes the proof.

•62O. PROPOSITION. Let the linear space V and the subspace U of V be given.
Then there exists exactly one linear mapping K ∈ Lin(V∗/U⊥,U∗) such that 1U⊂V> =
KΩV∗/U⊥; moreover, K is a linear isomorphism.

Proof. By Proposition 62F,(a),

Null(1U⊂V
⊥) = (Rng1U⊂V)⊥ = U⊥ = NullΩV∗/U ⊥ .

Moreover, 1U⊂V> ∈ Lin(V∗,U∗) is surjective (•Examples 61D,(b)). The conclusion
follows by Corollary 22E.

We turn to an examination of the relationships between annihilators and decom-

positions. In the remainder of this section,
⋂

always stands for
⋂
X , where X is the

obviously appropriate linear space – e.g., X := V∗ in the next proposition.

62P. PROPOSITION. Let the linear space V and the finite decomposition (Ui | i ∈ I)

of V be given, with family of idempotents (Ei | i ∈ I). Then (
⋂

i∈I\{j}
Ui⊥ | j ∈ I) is a

decomposition of V∗, with family of idempotents (Ej
> | j ∈ I).

Proof. By Propositions 33E and 33F we have

(62.10) EjEi = δIj,iEi for all i, j ∈ I,

(62.11) NullEj =
∑

i∈I\{j}
Ui for all j ∈ I,

(62.12)
∑

i∈I
Ei = 1V .

For each j ∈ I, lV − Ej is also idempotent, so that its range is the set of its fixed
points; thus

(62.13) NullEj = Null(1V − (1V − Ej)) = Rng(1V − Ej) for all j ∈ I.
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Now (Ej
> | j ∈ I) is a family in LinV∗. By (62.10), (62.12), and Proposition 61C

we have

(62.14) Ej
>Ei

> = (EiEj)
> = δIi,jEj

> = δIi,jEi
> for all i, j ∈ I,

(62.15)
∑

j∈I
Ej
> = (

∑

j∈I
Ej)

> = 1V
> = 1V∗ .

For each j ∈ I, Ej> is idempotent, by (62.14), and hence its range is the set of its
fixed points. Using Propositions 61C and 62F and Corollary 62E,(b), we find, from
(62.11) and (62.13),

RngEj
> = Null(1V∗ − Ej>) = Null(1V − Ej)> = (Rng(1V − Ej))⊥ =

= (NullEj)
⊥ = (

∑

i∈I\{j}
Ui)⊥ =

⋂

i∈I\{j}
Ui⊥ for all j ∈ I.

From (12.14), (12.15), (12.16) it follows by Proposition 33F that (
⋂

i∈I\{j}
Ui⊥ | j ∈ I)

is a decomposition of V∗ and that (Ej
⊥ | j ∈ I) is the family of idempotents of this

decomposition.

62Q. COROLLARY. Let the linear space V and the subspaces U , U ′ of V be given.
If U and U ′ are supplementary in V, then U⊥ and U ′⊥ are supplementary in V∗.

62R. REMARK. The assumption that I is finite may not be omitted in Proposition
62P. (It may, however, be replaced by the assumption that the support of (Ui | i ∈ I)
is finite; we leave this adjustment to the reader.) Let the infinite set I be given, and
consider the decomposition (FδIi | i ∈ I) of the linear space F(I). By Corollary 62D
we have

(62.17)
⋂

i∈I\{j}
(FδIi )⊥ =

⋂

i∈I\{j}
{δIi }⊥ = {δIi | i ∈ I\{j}}⊥ for all j ∈ I.

It follows that, for every j ∈ I and a ∈ FI ,

a· ε {δIi | i ∈ I\{j}}⊥ ⇔ (∀i ∈ I\{j}, a·δIi = 0) ⇔
⇔ (∀i ∈ I\{j}, ai = 0) ⇔ a ∈ FδIj ⇔ a· ∈ FδIj · .

Using Proposition 61F and combining the preceding equivalence with (62.17), we
conclude that

⋂

i∈I\{j}
(FδIi )⊥ = FδIj for all j ∈ I.
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If the family of these subspaces of (F(I))∗ were a decomposition of (F(I))∗, then

(FδIj | j ∈ I) would be a decomposition of FI , and then FI =
∑

i∈I
FδIj = F(I); but I

was infinite, so this equality does not hold.

•62S. PROPOSITION. Let the linear space V and the subspaces U , U ′ of V be given.
Then U and U ′ are supplementary in V if and only if U⊥ and U ′⊥ are supplementary
in V∗.

Proof. The “only if” part follows from Corollary 62Q. To prove the “•if” part, as-
sume that U⊥ and U ′⊥ are supplementary in V∗. By •Theorem 62H,(a) and Corollary
62E, (b) we have

U ∩ U ′ = U⊥⊥ ∩ U ′⊥⊥ = (U⊥ + U ′⊥)⊥ = V∗⊥ = {0}
U + U ′ = (U + U ′)⊥⊥ = (U⊥⋂U ′⊥)⊥ = {0}⊥ = V .

We conclude this section by obtaining, in •Proposition 62U, a converse of Propo-H
sition 62P, without any finiteness assumption. (The “if” part of •Proposition 62S is
a special case of this converse.)

62T. LEMMA. Let the linear space X and the family (Yi | i ∈ I) of subspaces
of X be given. Assume that I is neither empty nor a singleton, and that the family

(
⋂

i∈I\{j}
Yi | i ∈ I) is a decomposition of X . Then

(62.18) Yk =
∑

j∈I\{k}

⋂

i∈I\{j}
Yi for all k ∈ I,

and therefore Yk is a supplement of
⋂

i∈I\{k}
Yi in X for every k ∈ I.

Proof. Set Zj :=
⋂

i∈I\{j}
Yi for every j ∈ I. Thus (Zj | j ∈ I) is a decomposition of

X . Since I is neither empty nor a singleton, we may choose p, q ∈ I such that p 6= q,
and find

(62.19)
⋂

i∈I
Yi = Zp ∩ Zq = {0}.

Let k ∈ I be given. For every j ∈ I\{k} we have k ∈ I\{j}, and therefore

Zj ⊂ Yk for all j ∈ I\{k}.

It follows at once that

(62.20) Yk ⊃
∑

j∈I\{k}
Zj.
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Let (Ej | j ∈ I) be the family of idempotents of the decomposition (Zj | j ∈ I)

of X . Let x ∈ Yk be given. Then (Ejx | j ∈ I) has finite support, and
∑

j∈I
Ejx = x

(Proposition 33F). It follows by (62.20) that

Ekx = x−
∑

j∈I\{k}
Ejx ∈ Yk.

But Ekx ∈ Zk; therefore, by (62.19),

Ekx ∈ Yk ∩ Zk =
⋂

i∈I
Yi = {0},

and consequently x =
∑

j∈I\{k}
Ejx ∈

∑

j∈I\{k}
Zj. Since x ∈ Yk was arbitrary, we conclude

that

Yk ⊂
∑

j∈I\{k}
Zj.

Combination of this with (62.20) yields (62.18), since k ∈ I was arbitrary.

The final clause of the conclusion then follows by Theorem 33A.

•62U. PROPOSITION. Let the linear space V and the family (Ui | i ∈ I) of sub-

spaces of V be given, and assume that I is not a singleton. If the family (
⋂

i∈I\{j}
Ui⊥ | j ∈

I) is a decomposition of V∗, then (Ui | i ∈ I) is a decomposition of V.

Proof. We set Wj :=
⋂

i∈I\{j}
Ui⊥ for every j ∈ I, and assume that (Wj | j ∈ I) is a

decomposition of V∗.
If I is empty, so is this decomposition, and hence V∗ = {0}. But then we have, by

Proposition 62B,(b) and •Theorem 62H,(a), V = {0}⊥ = V∗⊥ = {0}; and the empty
family (Ui | i ∈ I) is indeed a decomposition of V .

We may therefore assume from now on that I is neither empty nor a singleton.
It follows by Lemma 62T that Uj⊥ is a supplement of Wj in V∗ for every j ∈ I. For

every j ∈ I, (
∑

i∈I\{j}
Ui)⊥ = Wj, by Corollary 62E,(b); hence by •Proposition 62R, Uj

is a supplement of
∑

i∈I\{j}
Ui in V for every j ∈ I. We conclude, by Theorem 33A, that

(Ui | i ∈ I) is a decomposition of V .

62V. REMARK. The assertion of •Proposition 62U does not remain valid in gen-
eral if the assumption that I is not a singleton is omitted. Indeed, suppose that
I := {k}, that V 6= {0} (e.g., V := F), and that Uk := {0}. Then (Ui | i ∈ I) is not

a decomposition of V ; but Wk :=
⋂

i∈I\{k}
Ui⊥ =

⋂

i∈Ø

Ui⊥ = V∗, so that (Wj | j ∈ I) is a

decomposition of V∗.N
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63. Higher-order dual spaces
and transposes

Given a linear space V , we have not only its dual space V∗, but also the dual space
V∗∗ of V∗, called the second dual space of V and so on. (We shall not need the
easily supplied formal recursive definition of the “nth dual space of V”.) We describe,
for each linear space V , an important linear mapping from V to V∗∗.

Let the linear space V be given. For each u ∈ V, the evaluation mapping
evMap(V,F)

u : Map(V,F) → F is linear (Examples 12G,(b)), and hence so is its re-
striction evV

∗
u : V∗ → F to the subspace V∗ of Map(V ,F); this restriction is thus a

member of V∗∗. We may therefore define the adjustment EvV := evV
∗|V∗∗ : V → V∗∗

of the evaluation family evV
∗
; this mapping satisfies the following formula, and is

indeed characterized by it:

(63.1) (EvV(u))λ = λu for all u ∈ V and λ ∈ V∗.

63A. PROPOSITION. For every linear space V, the mapping EvV : V → V∗∗ is
linear.

63B. REMARK. There is another approach to the linear mapping EvV . Let the
linear space V be given. Let u ∈ V be given; then (u⊗)> ∈ Lin(V∗,F∗). Under the
identification of Lin(V∗,F∗) with Lin(V∗,F) = V∗∗ (Remark 61B), we have

(u⊗)>λ = λu⊗ = λu = (EvVu)λ for all u ∈ V.
Thus

(63.2) (u⊗)> = EvVu for all u ∈ V.

With this observation, the linearity of EvV becomes evident.

Let the linear spaces V andW be given. For every linear mapping L ∈ Lin(V,W)
we have L>> = (L>)> ∈ Lin(V∗∗,W∗∗), and this linear mapping may be called the
second transpose of L.

63C. PROPOSITION. Let the linear spaces V and W be given. Then

L>>EvV = EvWL for all L ∈ Lin(V,W).

Proof. Let L ∈ Lin(V,W) be given. Using (63.1) we have

(L>>EvVu)µ = (EvVu)(L>µ) = (L>µ)u = µLu = (EvWLu)µ
for all µ ∈ W∗ and u ∈ V.

Therefore L>>EvVu = EvWLu for all u ∈ V, and the assertion follows.

The conclusion of Proposition 63C may be expressed by the commutativity of the
following diagram:
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.................................................................................................................

.........................................................................................................................

.................................................................................................................

.........................................................................................................................

..........................
.......
..... ..........................

.......
.....

..........................
............

..........................
............

L

EvWEvV

L>>

V

V∗∗ W∗∗

W

63D. PROPOSITION. For every linear space V we have EvV >EvV∗ = 1V∗. In
particular, EvV∗ is injective and EvV> is surjective.

Proof. Let the linear space V be given. We have

(EvV
>EvV∗λ)v = (EvV∗λ)(EvVv) = (EvVv)λ = λv for all v ∈ V and λ ∈ V∗.

Therefore EvV>EvV∗λ = λ for all λ ∈ V∗, and the assertion follows.

We just saw that EvV∗ is injective. Actually, EvV is injective for every linear space
V , as we now show. In view of this fact, EvV is often called the canonical injection
of V .

•63E. COROLLARY. For every linear space V , EvV is injective.

Proof. By Proposition 63D, EvV> is surjective; by •Corollary 62I, EvV is injective.

63F. COROLLARY. Let the linear spaces V and W be given. Then

EvW
>L>>EvV = L for all L ∈ Lin(V,W∗).

Proof. By Propositions 63C and 63D we have

EvW
>L>>EvV = EvW

>EvW∗L = 1W∗L = L for every L ∈ Lin(V,W∗).

The next results describe the relationship between EvV and annihilators and pre-
annihilators.

63G. PROPOSITION. Let the linear space V be given. Then

EvV
<(B⊥) = B⊥ for every subset B of V∗.

Proof. Let the subset B of V∗ be given. For every v ∈ V we have the chain of
equivalences

v ∈ EvV <(B⊥) ⇔ EvVv ∈ B⊥ ⇔ (∀λ ∈ B, (EvVv)λ = 0) ⇔

⇔ (∀λ ∈ B, λv = 0) ⇔ v ∈ B⊥.
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•63H. COROLLARY. Let the linear space V be given. Then

EvV
<(A⊥⊥) = LspA for every subset A of V .

Proof. Apply Proposition 63G to B := A⊥ and use •Theorem 62H,(b) to find
EvV(A⊥⊥) = A⊥⊥ = LspA for all subsets A of V .

We derive some interesting consequences from Propositions 63C and 63D and
Corollary 63F.

63I. PROPOSITION. Let the linear space V be given. Then EvV∗EvV> ∈ LinV∗∗∗ is
idempotent; the null-space and the range of this linear mapping are (Rng EvV)⊥ and
Rng EvV∗, respectively, and these subspaces of V∗∗∗ are supplementary in V∗∗∗.

Proof. It follows at once from Proposition 63D that EvV∗EvV > is idempotent.
Since EvV∗ is injective, we have, by Proposition 62F,(a), Null(EvV∗EvV>) =
= Null EvV> = (Rng EvV)⊥. Since EvV> is surjective, we have Rng (EvV∗EvV>) =
= Rng EvV∗ . These subspaces are supplementary in V∗∗∗ by Proposition 15C.

63J. THEOREM. Let the family of linear spaces (Vi | i ∈ I) be given. Let S be
the coproduct space and (si | i ∈ I) the family of insertions of a linear coproduct of
(Vi | i ∈ I). Then S∗ is the product space and (si

> | i ∈ I) the family of projections
of a linear product of the family of linear spaces (Vi∗ | i ∈ I).

Proof. Let the linear space W and the family of linear mappings

(Li | i ∈ I) ∈×
i∈I

Lin(W,Vi ∗) be given. By the coproduct assumptions, there is

exactly one K ∈ Lin(S,W∗) such that

(63.3) Ksi = Li
>EvVi for all i ∈ I.

We are to show that there is exactly one L ∈ Lin(W,S∗) such that

(63.4) si
>L = Li for all i ∈ I.

Let L ∈ Lin(W,S∗) be given, and assume that L satisfies (63.4). We then have, as
indicated in the commutative diagram (for each i ∈ I)

..........................
.......
.....

..........................
............

..........................
............

..........................
............

..........................
.......
.....

................................................................................................................................................................................................................
...........................
........
...

..................................................................................................................

.........................................................................................................................

.................................................................................................................

.................................................................................................................

.........................................................................................................................

.........................................................................................................................

.................................................................................................................

.................................................................................................................

.........................................................................................................................

.........................................................................................................................

Vi Vi∗∗
EvVi

si
>>si

S
EvS

S∗∗
L>

Li
>

W∗

.........................................................................................................................

.................................................................................................................

the following consequences of (63.4) and Proposition 63C:
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L>EvSsi = L>si
>>EvVi = (si

>L)>EvVi = Li
>EvVi for all i ∈ I.

Comparison with (63.3) shows that we must have L>EvS = K. By Corollary 63F we
must then have

L = EvS
>L>>EvW = (L>EvS)>EvW = K>EvW .

This shows that there is at most one L ∈ Lin(W,S∗) satisfying (63.4).

It remains to show that L := K>EvW does indeed satisfy (63.4). This is done
using (63.3) and Corollary 63F once more:

si
>L = si

>K>EvW = (Ksi)
>EvW = (Li

>EvVi)
>EvW = EvVi

>L>>i EvW = Li
for all i ∈ I,

as desired.

Theorem 63J contains special cases closely related to Propositions 61F and 62P.
The detection of these relationships is left to the reader.
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64. Biorthogonal families

Let the linear space V be given. The families a ∈ VI and α ∈ V∗I (with the same
index set) are said to be biorthogonal if

αiaj = δIi,j for all i, j ∈ I;

in that case we also say that the pair (a, α) is biorthogonal, and that α is biorthog-
onal to a.

64A. PROPOSITION. Let the linear space V and families a ∈ VI and α ∈ V∗I be
given. If a and α are biorthogonal, then each of these families is linearly independent.

Proof. Assume that a and α are biorthogonal. Let s ∈ Null lcVa be given.

Then

0 = αj0 = αjlcas =
∑

i∈I
siαjai =

∑

i∈I
siδ

I
j,i = sj for all j ∈ I,

so that s = 0. Thus Null lcVa = {0}, and hence a is linearly independent. The proof
of the linear independence of α is entirely similar.

64B. THEOREM. Let the linear space V and a basis b ∈ VI of V be given. There
exists exactly one family b∗ ∈ V∗I such that b∗ is biorthogonal to b.

Proof. This is an immediate consequence of Theorem 43F,(c).

Whenever b ∈ VI is known to be a basis of the linear space V , b∗ shall denote the
unique family in V∗ that is biorthogonal to b.

64C. COROLLARY. Let the linear space V and a basis b ∈ VI be given. Then
Suppb∗v is finite for every v ∈ V, and

(64.1) v =
∑

i∈I
(b∗i v)bi =

∑

i∈I
(bi ⊗ b∗i )v for every v ∈ V.

Proof. Let v ∈ V be given and set s := (lcVb )−1v ∈ F(I), so that

(64.2) v = lcbs =
∑

i∈I
sibi.

Then

(64.3) b∗jv =
∑

i∈I
sib
∗
jbi =

∑

i∈I
siδ

I
j,i = sj for all j ∈ I.

Thus b∗v = s ∈ F(I) and (64.1) follows upon substitution of (64.3) into (64.2).



July 10, 2014 12:0 BC: 9317 – Linear Algebra LinearAlgbra page 115

64. Biorthogonal families 111

64D. REMARKS. (a): Corollary 64C shows that, for a given linear space V and
basis b ∈ VI of V , the linear mapping b∗ : V → F(I) (cf. Proposition 31A) is precisely
(lcVb )−1.

(b): For every set I, the unique family in (F(I))∗ that is biorthogonal to the basis
δI = (δIi | i ∈ I) of F(I) is the family (δIi · | i ∈ I).

64E. COROLLARY. Let the linear spaces V and W, the basis b ∈ VI of V, the
family y ∈ WI , and the linear mapping L ∈ Lin(V,W) be given. Then Lb = y if and
only if

(64.4) Lv =
∑

i∈I
(yi ⊗ b∗i )v for all v ∈ V.

Proof. If (64.4) holds, then

Lbj =
∑

i∈I
(b∗i bj)yi =

∑

i∈I
δIi,jyi = yj for all j ∈ I,

so that Lb = y. If, conversely, Lb = y, we have, by Corollary 64C,

Lv =
∑

i∈I
(Lbi ⊗ b∗i )v =

∑

i∈I
(yi ⊗ b∗i )v for all v ∈ V.

64F. PROPOSITION. Let the linear space V and the basis b ∈ VI of V be given.
Then b∗ is a basis of V∗ if and only if I is finite, i.e., if and only if V is finite-
dimensional.

Proof. By Remark 64D,(a) we have b∗ = (lcVb )−1 ∈ Lis(V,F(I)). Therefore
(b∗)> ∈ Lis((F(I))∗,V∗), by Proposition 61C,(d). We find that

((b∗)>(δIi ·))bj = δIi ·(b∗bj) = δIi ·δIj = δIi,j for all i, j ∈ I,

and therefore (b∗)>(δIi ·) = b∗i for all i ∈ I (Theorem 64B). We conclude, by Proposition
43D, that b∗ is a basis of V∗ if and only if (δIi · | i ∈ I) is a basis of (F(I))∗, and hence
if and only if δI = (δIi | i ∈ I) is a basis of FI (Proposition 61F). But δI is a basis of
the subspace F(I) of FI ; therefore b∗ is a basis of V∗ if and only if F(I) = FI , i.e., if
and only if I is finite. By Corollary 53C, (i)⇒(v), this condition is equivalent to V
being finite-dimensional.

Given a linear space V and a family a ∈ VI [a family α ∈ V∗I ], when does there
exist a family α ∈ V∗I [a family a ∈ VI ] such that a and α are biorthogonal? By
Proposition 64A, a necessary condition is that a [that α] be linearly independent.
The next results show that this condition is [sometimes] also sufficient.

•64G. PROPOSITION. Let the linear space V and the family a ∈ VI be given.
Then a family α ∈ V∗I that is biorthogonal to a exists •if and only if a is linearly
independent.

Proof. The “only if” part follows by Proposition 64A. The “•if” part follows by
•Corollary 43H.
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64H. PROPOSITION. Let the linear space V and the finite family α ∈ V∗I be given.
Then a family a ∈ VI such that α is biorthogonal to a exists if and only if α is linearly
independent.

Proof. The “only if” part follows by Proposition 64A. To prove the “if” part,
assume that α is linearly independent. We shall prove by special induction that P (J)
holds for all J ∈ F(I) = P(I), where

P (J) :⇔ (There exists a family a ∈ VJ such that a|J is biorthogonal to α).

In particular, this will establish P (I), which is the desired conclusion.

P (Ø) holds trivially. Let J ∈ P×(I) and j ∈ J be given, and assume that
P (J\{j}) holds. We may therefore choose a′ ∈ VJ\{j} such that α|J\{j} is biorthogonal
to a′.

Since α is linearly independent, so is α|J . By Corollary 42I, and by Theorem
62K,(b), we have

αj 6∈ Lsp Rng(α|J\{j}) = (Rng(α|J\{j}))⊥⊥.

We may therefore choose u ∈ (Rng(α|J\{j}))⊥ such that αju 6= 0; replacing u by
(1/(αju))u if necessary, we may assume without loss that αju = 1.

We now define a ∈ VJ by

ai :=





u if i = j

a′i − (αja
′
i)u if i ∈ J\{j}.

Direct verification – using the fact that aiu = 0 for all i ∈ J\{j} – then shows that
α|J is biorthogonal to a. This completes the induction step.

64I. REMARK. The assumption that the family α is finite may not be omitted inH
Proposition 64H. Indeed, let the infinite set I be given, and choose an object ω such
that ω 6∈ I. Consider the family α ∈ ((F(I))∗)I∪{ω} defined by

αi :=





δIi · if i ∈ I

1· if i = ω

(where 1· is the constant family with only term 1). Since I is infinite, α is linearly
independent. However, it follows from (61.6) that if a ∈ (F(I))I∪{ω} is such that α is
biorthogonal to a we must have ai = δIi for all i ∈ I; but then αωai = 1·δIi = 1 6= 0
for all i ∈ I, and α is not biorthogonal to a after all. Thus there is no a ∈ (F(I))I∪{ω}

to which α is biorthogonal.N
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Chapter 7

DUALITY AND FINITE
DIMENSION

71. Duality for finite-dimensional spaces

The fundamental result concerning duality for finite-dimensional linear spaces is
the fact that the dual space of such a space is also finite-dimensional and has the
same dimension.

71A. THEOREM. Let the finite-dimensional linear space V be given. Then V∗ is
finite-dimensional, and dimV∗ = dimV .

Proof. It follows from Corollary 53O that V∗ is finite-dimensional, with dimV∗ =
(dimV)(dimF) = dimV.

We combine part of Theorem 71A with a converse.

•71B. PROPOSITION. Let the linear space V be given. Then V∗ is finite-dimensional
if and •only if V is finite-dimensional.

Proof. The “if” part follows from Theorem 71A. The “•only if” part is a special
case of •Proposition 53R. For a more appealing proof of the “only if” part, we recall
that there exists an injective linear mapping from V to V∗ (•Corollary 61H). If V∗
is finite-dimensional, it then follows by Proposition 53D,(a) that V is also finite-
dimensional.

From this point on we shall, in this chapter, deal almost exclusively with finite-
dimensional linear spaces. A technical remark is in order here.

71C. REMARK. In the preceding sections of this chapter, some proofs depended
on the •Axiom of Choice via appeals to •Theorem 15F and •Corollaries 21L, 43H,
and 43M. It was noted in Remark 52H, that when restricted to finite-dimensional
spaces these four results, among others, do not depend on the •Axiom of Choice;
therefore they, together with the results in Chapter 6 whose proof relied on them,
viz., •Examples 61D,(b), •Lemma 62G, •Theorem 62H, •Propositions 62O, 62S, 62U,
and 64G, and • Corollaries 61H, 62I, 62J, 62M, 63E, and 63H, may, in that restricted
context, be cited without the “bullet” •.

113
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For finite-dimensional spaces, many results in Chapter 6 take a simpler form.

71D. PROPOSITION. Let the finite-dimensional linear space V be given.

(a): U⊥⊥ = U for every subspace U of V and W⊥ ⊥ = W for every subspace
W of V∗.

(b): A⊥⊥ = LspA for every subset A of V, and B⊥⊥ = LspB for every subset B
of V∗.

(c): The mappings

U 7→ U⊥ : Subsp(V)→ Subsp(V∗)
W 7→ W⊥ Subsp(V∗)→ Subsp(V)

are order-antimorphisms (with respect to inclusion), and each is the inverse of the
other.

Proof. (a) and (b) follow by Theorems 62H and 62K. The mappings in (c) are
antitone (Corollary 62E,(a)). By (a) each is the inverse of the other; therefore they
are order-antimorphisms.

71E. PROPOSITION. Let the finite-dimensional linear space V be given. Then

(71.1) dimU + dimU⊥ = dimV for all subspaces U of V

(71.2) dimW + dimW⊥ = dimV for all subspaces W of V∗

Proof. Let the subspace U of V be given. By Proposition 62N, U⊥ is linearly
isomorphic to (V/U)∗, and hence, by Theorem 71A and Theorem 53B, dimU⊥ =
dim(V/U). By Corollary 53I, dimU + dim(V/U) = dimV, so that (71.1) holds.

Let the subspace W of V∗ be given. We apply (71.1) to U :=W⊥ and find, using
Proposition 71D,(a),

dimW + dimW⊥ = dimW⊥⊥ + dimW⊥ = dimV .

71F. PROPOSITION. Let the finite-dimensional linear spaces V and W be given.
For every L ∈ Lin(V,W), we have

NullL = (RngL>)⊥ RngL = (NullL>)⊥ NullL> = (RngL)⊥ RngL> = (NullL)⊥.

Proof. The first and second inequalities follow from Corollary 62I, the third from
Proposition 62F,(a), and the fourth from Corollary 62M. The latter two also follow
from the former two by Proposition 71D,(a).

Theorem 71A implies that every finite-dimensional linear space V is linearly iso-
morphic to its dual space, but does not provide a unique “natural” isomorphism. We
shall later associate one such isomorphism with each basis of V (Proposition 72A,(c)).
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The situation is quite different when it comes to a finite-dimensional linear space and
its second dual space, as we now show.

71G. THEOREM. Let the finite-dimensional linear space V be given. Then
EvV ∈ Lin(V,V∗∗) is invertible, i.e., a linear isomorphism.

Proof. By Theorem 71A, V∗∗ is finite-dimensional and dimV∗∗ = dimV∗ = dimV.
By Corollary 63E, EvV is injective. It follows by Corollary 53J, (i) ⇒ (iii) that EvV
is invertible.

71H. REMARKS. (a): We shall provide another type of proof of Theorem 71G
later (Remark 72D).

(b): Theorem 71G encourages us to use the linear isomorphism EvV to identify
V and V∗∗. We shall ultimately discuss this identification in Section 74, though with
somewhat less than the alacrity usually displayed in this matter; we defer doing so
at this point, however, since we fear the possibility of hidden notational clashes.

71I. PROPOSITION. Let the linear spaces V and W be given, and assume that W
is finite-dimensional. Then each of the linear mappings

L 7→ L> : Lin(V ,W)→ Lin(W∗,V∗)

M 7→ EvW
−1M>EvV : Lin(W∗,V∗)→ Lin(V,W)

is the inverse of the other. In particular, the linear transposition for (V ,W) is in-
vertible.

Proof. Using Proposition 63C, we have

EvW
−1L>>EvV = EvW

−1EvWL = L for all L ∈ Lin(V,W).

On the other hand, using Propositions 61C,(d) and 63D, and Corollary 63F, we have

(EvW−1M>EvV)> = EvV>M>>(EvW>)−1 = EvV>M>>(EvW>)−1EvW>EvW∗ =
= EvV>M>>EvW∗ = M for all M ∈ Lin(W∗,V∗).

71J. REMARK. Let the finite-dimensional linear spaces V and W be given. By
Theorem 71A and Corollary 53O we have dim Lin(V,W) = (dimV)(dimW) =
= (dimW∗)(dimV∗) = dim Lin(W∗,V∗). By Corollary 62J the linear mapping
(L 7→ L>) : Lin(V,W)→ Lin(W∗,V∗) is injective; it follows by Corollary 53J,(i)⇒(iii)
that it is invertible. This proof does not use EvV or EvW , but the result is both weaker
than Proposition 71I (since V is also assumed to be finite-dimensional) and less ex-
plicit (since the inverse mapping is not exhibited).

We may ask whether Theorem 71G and Proposition 71I are “best possible”, inH
that the conclusion would fail to hold if the space V or the space W, respectively,
were not finite-dimensional. We now show that this is indeed so.

•71K. PROPOSITION. Let the linear space V be given. Then EvV is invertible if
and •only if V is finite- dimensional.
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Proof. The “if” part is Theorem 71G. To prove the “•only if” part, assume that
EvV is invertible, and choose a basis b ∈ VI of V (•Corollary 53M). Let v ∈ V be given.
If b∗i v = 0 for all i ∈ I, it follows by Corollary 64C that v = 0. Thus (Rngb∗)⊥ = {0}.

Since EvV is surjective, use of Proposition 63G yields

(Rngb∗)⊥ = EvV >(EvV
<((Rngb∗)⊥)) = EvV >((Rngb∗)⊥) = EvV >({0}) = {0},

and therefore, by •Theorem 62H,(b),

Lsp Rngb∗ = (Rngb∗)⊥⊥ = {0}⊥ = V∗.
The linearly independent family b∗ (Proposition 64A) thus spans V∗, and is therefore
a basis of V∗. By Proposition 64F, V is finite- dimensional.

•71L. PROPOSITION. Let the linear spaces V and W be given. The linear trans-
position for (V ,W) is invertible if and •only if W is finite-dimensional or V is a
zero-space.

Proof. If V is a zero-space, then V∗, Lin(V,W), Lin(W∗,V∗) are also zero-spaces
and the linear transposition is trivially invertible. If W is finite-dimensional, the
linear transposition is invertible by Proposition 71I. This completes the proof of the
“if” part.

To prove the “•only if” part, assume that V 6= {0} and that the linear transpo-
sition is invertible. Choose u ∈ V×. By •Lemma 62G applied to U := {0} we may
choose λ ∈ V∗ such that λu = 1.

Now let Π ∈ W∗∗ be given. Then λ⊗Π ∈ Lin(W∗,V∗), and therefore λ⊗Π = L>

for a suitable L ∈ Lin(V,W). We then have

(EvW(Lu))µ = µLu = (L>µ)u = ((λ⊗ Π)µ)u = (Πµ)(λu) = Πµ for all µ ∈ W∗.

Therefore Π = EvW(Lu). Since Π ∈ W∗∗ was arbitrary, it follows that EvW is surjec-
tive, hence invertible (•Corollary 63E). By •Proposition 71K,W is finite-dimensional.

N
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Let the finite-dimensional linear space V and the basis b ∈ VI of V be given. Then
b∗ is a basis of V∗ (Proposition 64F), the basis (of V∗) biorthogonal to b; when b is
understood, b∗ is called the dual basis of V∗ for short.

72A. PROPOSITION. Let the finite-dimensional linear space V and the basis b ∈ VI
of V be given.

(a): For every linear space W, family y ∈ WI , and linear mapping L ∈ Lin(V,W)

we have Lb = y if and only if L =
∑

i∈I
yi ⊗ b∗i .

(b):
∑

i∈I
bi ⊗ b∗i = 1V .

(c): L :=
∑

i∈I
b∗i ⊗ b∗i is the only solution to the problem

?L ∈ Lin(V,V∗), Lb = b∗,

and it is a linear isomorphism.

Proof. (a) follows from Corollary 64E, using the fact that I is finite. (b) and (c)
are special cases of (a); in (c), L is invertible because b∗ is a basis of V∗ (Proposition
43D).

72B. COROLLARY. Let the linear spaces V and W be given. If either V or W is
finite-dimensional, then the set {w ⊗ λ | w ∈ W, λ ∈ V∗} spans Lin(V,W).

Proof. If V is finite-dimensional, choose a basis b ∈ VI of V (Corollary 53C).

By Proposition 72A,(a) we have L =
∑

i∈I
(Lbi) ⊗ b∗i for all L ∈ Lin(V,W). If W

is finite-dimensional, choose a basis c ∈ WJ of W. By Proposition 72A,(b), L =∑

j∈J
cj ⊗ c∗j)L = (

∑

j∈J
cj ⊗ (c∗jL) for all L ∈ Lin(V,W). In either case,

L ∈ Lsp{w ⊗ λ | w ∈ W, λ ∈ V∗} for all L ∈ Lin(V,W).

Is Corollary 72B the best possible result? The following proposition shows thatH
it is.

72C. PROPOSITION. Let the linear spaces V and W be given. Then
Lsp{w ⊗ λ | w ∈ W, λ ∈ V∗} = {L ∈ Lin(V,W) | RngL is finite-dimensional}.

Proof. 1. Let L ∈ Lsp{w ⊗ λ | w ∈ W , λ ∈ V∗} be given. By Corollary 13O, we
may choose a finite subset F of W ×V∗ such that L ∈ Lsp{w ⊗ λ | (w, λ) ∈ F}. By

Theorem 41C we may then choose a ∈ FF such that L =
∑

(w,λ)∈F
a(w,λ)w⊗λ. But then

Lv =
∑

(w,λ)∈F
a(w,λ)w ⊗ λv =

∑

(w,λ)∈F
(a(w,λ)λv)w for all v ∈ V,

and therefore RngL is a subspace of the finite-dimensional subspace

Lsp{w ∈ W | (w, λ) ∈ F} of W, so that RngL is itself finite-dimensional.
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2. Let L ∈ Lin(V,W) be given, and assume that X := RngL is finite-dimensional.
By Corollary 72B, L′ := L|X ∈ Lsp{w ⊗X λ | w ∈ X , λ ∈ V∗}. Then

L = 1X⊂WL′ ∈ Lsp{1X⊂W(w⊗X )λ | w ∈ X , λ ∈ V∗} =
= Lsp{w ⊗W λ | w ∈ X , λ ∈ V∗} ⊂ Lsp{w ⊗ λ | w ∈ W, λ ∈ V∗}.

72D. COROLLARY. Let the linear space V be given. The set {v⊗λ | v ∈ V, λ ∈ V∗}
spans LinV if and only if V is finite-dimensional.

Proof. Apply Proposition 72C to L := 1V .

•72E. COROLLARY. Let the linear spaces V and W be given. Then the set
{w ⊗ λ | w ∈ W, λ ∈ V∗} spans Lin(V,W) if and •only if either V or W is finite-
dimensional.

Proof. The “if” part is Corollary 72B. We prove the “•only if” part by contra-
position. We assume that V and W are infinite-dimensional, and choose basis-sets
B of V and C of W, respectively (•Corollary 53O). Since B and C are both infinite,
we may choose injective sequences b ∈ BN and c ∈ CN (Basic Language, •Theorem
121V). There exists exactly one L ∈ Lin(V,W) such that Lb = c and Lv = 0 for all
v ∈ B\Rngb (Theorem 43F,(c)). But then Rngc is infinite and linearly independent,
and Rngc ⊂ RngL; therefore RngL is not finite-dimensional (Theorem 52A,(a)). By
Proposition 72C we have L /∈ Lsp{w ⊗ λ | w ∈ W, λ ∈ V∗} .N

We next consider dual bases of dual bases.

72F. PROPOSITION. Let the finite-dimensional linear space V and the basis b ∈ VI
be given. Then

(72.1) EvVb = b∗∗

(72.2) EvV = (
∑

i∈I
b∗∗i ⊗ b∗∗i )(

∑

i∈I
b∗i ⊗ b∗i ).

Proof. We have

(EvVbi)b
∗
j = b∗jbi = δIj,i for all i, j ∈ I.

Thus EvVb is biorthogonal to the basis b∗ of V∗. By Theorem 64B, EvVb = b∗∗.

By Proposition 72A,(c) we have, using (72.1),

(
∑

i∈I
b∗∗i ⊗ b∗∗i )(

∑

i∈I
b∗i ⊗ b∗i )bj = (

∑

i∈I
b∗∗i ⊗ b∗∗i )b∗j = b∗∗j = EvVbj for all j ∈ I.

Since b is a basis of V , (72.2) follows by Theorem 43F,(c). A direct computation,
with application of the distributive law to the right-hand side of (72.2), can also be
carried out to prove the equality.
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72G. REMARK. Given a finite-dimensional linear space V , we may choose a basis
b ∈ VI of V . Formula (72.2) then exhibits EvV as the composite of two linear iso-
morphisms, and hence EvV is itself a linear isomorphism. Alternatively, (72.1) shows
that EvV is invertible, since b∗∗ is a basis of V∗∗. We thus have two other proofs of
Theorem 71G.

We next examine the relationship between bases and their dual bases on the one
hand, and the matrices of linear mappings and of their transposes on the other. We
recall from Basic Language, Section 42 that the transpose of a J × I-matrix M is
the I × J-matrix M> that satisfies M>

i,j := Mj,i for all (i, j) ∈ I × J.
72H. PROPOSITION. Let the finite-dimensional linear spaces V and W and the

bases b ∈ VI of V and c ∈ WJ of W be given. For every L ∈ Lin(V,W) we have

(72.3) [L]c,bj,i = c∗jLbi for all (j, i) ∈ J × I

(72.4) L =
∑

(j,i)∈J×I
[L]c,bj,icj ⊗ b∗i

(72.5) [L>]b
∗,c∗ = ([L])c,b)>.

Proof. From (53.4) we obtain

c∗jLbi =
∑

k∈J
[L]c,bk,ic

∗
jck =

∑

k∈J
[L]c,bk,iδ

J
j,k = [L]c,bj,i for all (j, i) ∈ J × I;

combining the same formula with Proposition 72A,(a) we obtain

L =
∑

i∈I
Lbi ⊗ b∗i =

∑

i∈I

∑

j∈J
[L]c,bj,icj ⊗ b∗i =

∑

(j,i)∈J×I
[L]c,bj,icj ⊗ b∗i .

Thus (72.3) and (72.4) hold. Finally, we apply (72.3) twice, once in the given form
and once with L, b, c replaced by L>, c∗, b∗, respectively, and find using (72.1),

[L>]b
∗,c∗
i,j = b∗∗i L

>c∗j = (EvVbi)L>c∗j = (L>c∗j)bi = c∗jLbi = [L]c,bj,i
for all (i, j) ∈ I × J.

Therefore (72.5) also holds.

The validity of (72.5) first suggested the term “transpose of L” and the notation
L> for the object defined in Section 61 for a linear mapping L, even when the domain
or the codomain of L is not finite-dimensional.

72I. COROLLARY. Let the finite-dimensional linear spaces V and W and the bases
b ∈ VI of V and c ∈ WJ of W be given. Then (cj ⊗ b∗i | (j, i) ∈ J × I) is a basis of
Lin(V,W).
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Proof. By Proposition 72H (formula (72.4)) we have, for every pair (j, i) ∈ J × I,

∀L ∈ Lin(V,W), [L]c,b = δJ×I(j,i) ⇔ L = cj ⊗ b∗i .

It follows that (cj ⊗ b∗i | (j, i) ∈ J × I) is the family of images of the terms of
the basis (δJ×I(j,i) | (j, i) ∈ J × I) of FJ×I under the inverse of the linear isomorphism

(L 7→ [L]c,b) : Lin(V,W)→ FJ×I (Proposition 53N). Therefore (cj⊗b∗i | (j, i) ∈ J×I)
is a basis of Lin(V,W) (Proposition 43D).

72J. REMARK. It is not hard to show, with the help of Corollary 72B, that the
conclusion of Corollary 72I remains valid if it is merely assumed that V or W is
finite-dimensional.
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In this section we intend to examine the structure of the dual space of Lin(V,W)
for given finite-dimensional linear spaces V and W. In particular, we shall introduce,
for every given finite-dimensional linear space V , a distinguished linear form on LinV ,
called the trace form of V .

We record a recurring proof pattern in the form of a lemma.

73A. LEMMA. Let the linear spaces V, W, X be given, and assume that either V
or W is finite-dimensional. Let L,M ∈ Lin(Lin(V,W),X ) be given, and assume that

L(w ⊗ λ) = M(w ⊗ λ) for all w ∈ W and λ ∈ V∗.
Then L = M .

Proof. By Corollary 72B, the set {w⊗λ | w ∈ W, λ ∈ V∗} spans Lin(V ,W). The
conclusion then follows by Theorem 43F,(b).

73B. PROPOSITION. Let the linear spaces V and W be given. There exists exactly
one mapping γ : (Lin(V,W))∗ → Lin(V∗,W∗) such that

(73.1) ((γ(Λ))λ)w = Λ(w ⊗ λ) for all w ∈ W and λ ∈ V∗ and Λ ∈ (Lin(V,W))∗.

This mapping is linear. If V or W is finite-dimensional, γ is injective; if both V and
W are finite-dimensional, γ is invertible.

Proof. For every Λ ∈ (Lin(V,W))∗ and every λ ∈ V∗ the composite

w 7→ Λ(w ⊗ λ) :W → F

of the linear mappings (w 7→ w ⊗ λ) : W → Lin(V,W) and Λ is linear, hence a
member of W∗. This defines a mapping

λ 7→ (w 7→ Λ(w ⊗ λ)) : V∗ →W∗

for each Λ ∈ (Lin(V,W))∗; this mapping is itself obviously linear, hence a member of
Lin(V∗,W∗). This establishes the existence and uniqueness of the mapping
γ : (Lin(V,W))∗ → Lin(V∗,W∗) satisfying (73.1). The linearity of γ is obvious.

2. Assume that V or W is finite-dimensional. Let Λ ∈ Nullγ be given. From
(73.1) we have Λ(w ⊗ λ) = 0 for all w ∈ W and λ ∈ V∗. By Lemma 73A, Λ = 0.
Thus Nullγ = {0}, and γ is injective.

3. Assume that both V and W are finite-dimensional. Then (Lin(V ,W))∗ and
Lin(V∗,W∗) are also finite-dimensional, and, by Theorem 71A and Corollary 53O,

dim(Lin(V,W))∗ = dim Lin(V ,W) = (dimV)(dimW) = (dimV∗)(dim(W∗) =
= dim Lin(V∗,W∗).

Since γ is injective, it follows by Corollary 53J that γ is invertible.
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We shall use the temporary notation ΓV,W for the unique mapping γ satisfying
(73.1). Thus ΓV,W ∈ Lin((Lin(V,W))∗,Lin(V∗,W∗)), and

(73.2) ((ΓV,WΛ)λ)w = Λ(w⊗ λ) for all w ∈ W and λ ∈ V∗ and Λ ∈ (Lin(V,W))∗.

Let the finite-dimensional linear space V be given. Then ΓV,V is invertible, and we
define

(73.3) trV := ΓV,V
−11V∗ ∈ (LinV)∗;

this linear form on LinV is called the trace form of V . Its significance stems from
the following characterization.

73C. THEOREM. Let the finite-dimensional linear space V be given. Then the
problem

(73.4) ?T ∈ (LinV)∗, (∀v ∈ V, ∀λ ∈ V∗, T (v ⊗ λ) = λv)

has exactly one solution, namely trV .

Proof. Using (73.2) and (73.3), we find

trV(v ⊗ λ) = ((ΓV,VtrV)λ)v = (1V∗λ)v = λv for all v ∈ V and λ ∈ V∗.

This shows that trV is a solution of (73.4); Lemma 73A shows that it is the only
solution.

We record the formula, valid for every finite-dimensional space V ,

(73.5) trV(v ⊗ λ) = λv for all v ∈ V and λ ∈ V∗.

For every L ∈ LinV, we may write trL for trVL without danger of confusion; trL is
called the trace of L.

We examine other properties of the trace forms.

73D. PROPOSITION. Let the finite-dimensional linear spaces V and W be given.
Then

(73.6) trV(ML) = trW(LM) for all L ∈ Lin(V,W) and M ∈ Lin(W,V).

Proof. Let M ∈ Lin(W,V) be given. Then

trV(M(w ⊗ λ)) = trV((Mw)⊗ λ) = λMw = trW(w ⊗ (λM)) = trW((w ⊗ λ)M)
for all w ∈ W and λ ∈ V∗.
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We consider the linear forms (L 7→ trV(ML)), (L 7→ trW(LM)) ∈ (Lin(V,W))∗; the
preceeding computation and Lemma 73A show that these linear forms are equal.

73E. COROLLARY. Let the finite-dimensional linear spaces V and W and the
linear isomorphism A ∈ Lis(V,W) be given. Then

trW(ALA−1) = trVL for all L ∈ LinV.
The following result shows that (73.6) is a sort of characterization (up to “scalar

multiples”) of the trace forms.

73F. PROPOSITION. Let the finite-dimensional linear spaces V and W be given,
and assume that neither is a zero-space. Let Σ ∈ (LinV)∗ and Σ′ ∈ (LinW)∗ be given.
Then

(73.7) Σ(ML) = Σ′(LM) for all L ∈ Lin(V,W) and M ∈ Lin(W,V)

if and only if Σ = strV and Σ′ = strW for some s ∈ F.

Proof. The “if” part follows by Proposition 73D. To prove the “only if” part, we
assume that (73.7) holds. We choose u ∈ V× and x ∈ W×. We may then choose
β ∈ V∗ and γ ∈ W∗ such that βu = 1 = γx, by Lemma 62G (cf. Remark 71C).

Using (73.7) and (73.5), we have

Σ(v ⊗ λ) = Σ((γx)(v ⊗ λ)) = Σ((v ⊗ γ)(x⊗ λ)) = Σ′((x⊗ λ)(v ⊗ γ)) =
= Σ′((λv)(x⊗ γ)) = (λv)Σ′(x⊗ γ) = (Σ′(x⊗ γ))trV(v ⊗ λ) for all v ∈ V and λ ∈ V∗.

By Lemma 73A we then conclude that

(73.8) Σ = (Σ′(x⊗ γ))trV .

Similarly, we find that

Σ′(w ⊗ µ) = (Σ(u⊗ β))trW(w ⊗ µ) for all w ∈ W and µ ∈ W∗,
so that

(73.9) Σ′ = (Σ(u⊗ β))trW .

Finally, (73.8) yields

Σ(u⊗ β) = (Σ′(x⊗ γ))trV(u⊗ β) = (βu)Σ′(x⊗ γ) = Σ′(x⊗ γ).

Combination of this with (73.8) and (73.9) shows that Σ = strV and Σ′ = strW , with
s := Σ(u⊗ β).
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73G. COROLLARY. Let the finite-dimensional linear space V and the linear form
T ∈ (LinV)∗ be given. Then

(73.10) T (ML) = T (LM) for all L,M ∈ LinV

if and only if T = strV for some s ∈ F.

73H. PROPOSITION. Let the finite-dimensional linear space V be given. Then

trV∗(L
>) = trVL for all L ∈ LinV.

Proof. By (61.2) and (63.2) together with (73.5) we have

trV∗((v ⊗ λ)>) = trV∗(λ>(v⊗)>) = trV∗(λ⊗ (EvVv)) = (EvVv)λ = λv =
= trV(v ⊗ λ) for all v ∈ V and all λ ∈ V∗

We may then apply Lemma 73A to the linear forms trV and
(L 7→ trV∗(L>)) ∈ (LinV)∗, and conclude that they are equal.

PROPOSITION. Let the finite-dimensional linear space V be given. Then tr1V =
(dimV)1 (the (dimV)th natural multiple of the unity 1 of F).

Proof. Choose a basis b ∈ VI of V . Then #I = dimV (Corollary 53C). By
Proposition 72A,(b) and (73.5) we have

tr 1V = tr
∑

i∈I
bi ⊗ b∗i =

∑

i∈I
tr(bi ⊗ b∗i ) =

∑

i∈i
b∗i bi =

∑

i∈I
1 = (#I)1 = (dimV)1.

73J. COROLLARY. Let the finite-dimensional linear space V be given, and assume
that either dimV = 0 or (dimV)1 6= 0. Then a linear form T ∈ (LinV)∗ is the trace
form trV if and only if (73.10) holds and T1V = (dimV)1.

Proof. Corollary 73G and Proposition 73I.

73K. REMARK. The assumption that either dimV = 0 or (dimV)1 6= 0 is certainly
satisfied if the field F is R or Q, regardless of what the dimension of V is.

73L. COROLLARY. Let the finite-dimensional linear space V and the idempotent
linear mapping E ∈ LinV be given. Then trE = (dim RngE)1.

Proof. Set U := RngE. Since E is idempotent, U is the set of fixed points of E.
Thus E|UU = 1U . By Propositions 73D and 73I,
trVE = trV(1U⊂V(E|U)) = trU((E|U)1U⊂V) = trU(E|UU) = trU1U = (dimU)1.

We now show how to compute the trace of a member of LinV when its (square)
matrix with respect to a basis of V is known.

73M. PROPOSITION. Let the finite-dimensional linear space V and the basis b ∈ VI
of V be given. Then

(73.11) trL =
∑

i∈I
[L]bi,i for all L ∈ LinV.
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Proof. By Proposition 72H (formula (72.4)) and (73.5) we have, for every
L ∈ LinV,

trL = tr
∑

(j,i)∈I×I
[L]bj,ibj ⊗ b∗i =

∑

(j,i)∈I×I
[L]bj,itr(bj ⊗ b∗j) =

∑

(j,i)∈I×I
[L]bj,ib

∗
i bj =

=
∑

i∈I

∑

j∈J
[L]bj,iδ

I
i,j =

∑

i∈I
[L]bi,i.

73N. REMARK. Let the finite set I and the I × I-matrix M ∈ FI×I be given.
Under the identification described in Section 51, M is also a member of LinFI . In
this capacity, its matrix with respect to the Kronecker basis is precisely the matrix
M . Thus (73.11) yields

(73.12) trM =
∑

i∈I
M i,i.

It is customary to use (73.12) as a definition of the trace of the matrix M , and then
the identification just referred to produces no notational clash. With this definition,
formula (73.11) for every given finite-dimensional linear space V and given basis b ∈ VI
of V may be restated as follows:

(73.13) trL = tr[L]b for all L ∈ LinV.

We finally return to the matter of the structure of (Lin(V,W))∗ for given finite-
dimensional linear spaces V and W. We observe that for every M ∈ Lin(W,V) the
mapping

L 7→ trV(ML) : Lin(V,W)→ F

is linear, hence a member of (Lin(V,W))∗. We shall show that, conversely, every
linear form on Lin(V ,W) is obtained in this way from precisely one M ∈ Lin(W,V).
We shall make the invertible mappings involved as explicit as possible. The preced-
ing observation establishes the existence of precisely one (obviously linear) mapping
ΦV,W : Lin(W,V)→ (Lin(V,W))∗ such that

(73.14) (ΦV,WM)L = trV(ML) for all L ∈ Lin(V,W) and M ∈ Lin(W,V).

73O. THEOREM. Let the finite-dimensional linear spaces V andW be given. Then
for every Λ ∈ (Lin(V,W))∗ there exists exactly one M ∈ Lin(W,V) such that ΛL =
trV(ML) for all L ∈ Lin(V,W). More precisely, the linear mapping ΦV,W is invertible.
Even more precisely, the composite ΓV,WΦV,W : Lin(W,V) → Lin(V∗,W∗) is the
linear transposition for (W,V).
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Proof. Let M ∈ Lin(W,V) be given. By (73.2), (73.14), and (73.5) we have

((ΓV,WΦV,WM)λ)w = (ΦV,WM)(w ⊗ λ) = trV(Mw ⊗ λ) = λMw
for all w ∈ W and λ ∈ V∗;

hence (ΓV,WΦV,WM)λ = λM = M>λ for all λ ∈ V∗, i.e., ΓV,WΦV,WM = M>, as
claimed.

Since both ΓV,W and the linear transposition are invertible (Propositions 73B and
71I), it follows that ΦV,W is invertible.
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74. The canonical identifications

Let the finite-dimensional linear space V be given. As noted in Remark 71H,(b),
the fact that EvV is invertible encourages us to identify V with V∗∗, so that we write
v instead of EvVv for all v ∈ V.

We note that, under the identification of F∗ with F according to Remark 61B, we
have

(EvFs)t = (EvFs)(t⊗) = t⊗ s = st = ts = s⊗ t for all s, t ∈ F;

this shows that the earlier identification and the one proposed here (of F and F∗∗) do
not clash.

Returning to an arbitrary given finite-dimensional linear space V , we find that,
under the proposed identification, (63.1) becomes

(74.1) vλ = λv for all v ∈ V and λ ∈ V∗

(this is the reason for not writing v instead of v⊗ for every v ∈ V). Formula (61.2)
applied to V∗ instead of V , and formula (63.2) becomes

(74.2) v> = v ⊗ and (v⊗)> = v for all v ∈ V.

Proposition 72C yields

(74.3) b∗∗ = b for every basis b of V .

If we carry out this identification for each finite-dimensional linear space, we obtain
some induced identifications. In particular, if V and W are finite-dimensional linear
spaces, Lin(V,W) is identified with Lin(V∗∗,W∗∗); Proposition 63C shows that, under
this induced identification,

(74.4) L>> = L for all L ∈ Lin(V,W).

Thus each of the mappings (L 7→ L>) : Lin(V,W)→ Lin(W∗,V∗) and (M 7→ M>) :
Lin(W∗,V∗)→ Lin(V,W) is the inverse of the other. From (74.2) we obtain

(74.5) (w ⊗ λ)> = λ>(w⊗)> = λ⊗ w for all w ∈ W and λ ∈ V∗.

Again for a given finite-dimensional linear space V there is an induced identifica-
tion of P(V) with P(V∗∗) by means of the bijection EvV > (its inverse is Ev <

V ). From
Proposition 63G and Corollary 63H it follows that, under this induced identification,
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(74.6) B⊥ = B⊥ for all subsets B of V∗

(74.7) A⊥⊥ = LspA for all subsetsA of V .

The notation B⊥ and the concept of pre-annihilator thus become redundant under
this identification.
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additive 6
adjoint 94
annihilator 97
[ U -] annihilator 97
automorphism, linear 30

basis 65
basis, dual 117
basis, Kronecker 65
basis, natural 65
basis biorthogonal [to] 117
basis-set 65
biorthogonal 110
biorthogonal [to], basis 117

canonical injection 107
Cartesian produce 4
change-of-basis matrix 88
coefficient family 57
combination, linear 57
composition law 1
coproduct 45
coproduct, linear 45
coproduct, standard (linear) 46
coproduct-space 45

decomposition 49
decomposition, direct 50
dependent, linearly 60
dimension 77, 91
[n-]dimensional 77
direct decomposition 50
direct sum 13
direct sum, internal 50
disjunct 24, 50
distributive law, field 1
distributive law, space 1
dual basis 117
dual space 94
dual space, second 106

elimination, linear 75
embedding, linear 35

embedding, standard linear 35
epimorphism, linear 34
equations, system of linear 75

field distributive law 1
finite-dimensional 77
finitely spanned 77
form, linear 94
form, trace 122
functional, linear 94
homogeneous 6

idempotent 51
improper 13
independent, linearly 60
infinite-dimensional 77
injection, canonical 108
insertion 45
internal direct sum 50
invertible, linearly 30
isomorphic, linearly 30
isomorphism, linear 30

kernel 17
Kronecker basis 65

left-cancellable, linearly 36
left-invertible, linearly 30
linear 6, 20
linear automorphism 30
linear combination 57
linear-combination mapping 57
linear coproduct 45
linear coproduct, standard 46
linear elimination 75
linear(-)embedding 34, 35
linear embedding, standard 35
linear epimorphism 34
linear equations, system of 75
linear form 94
linear functional 94
linear isomorphism 30
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linearly dependent 60
linearly independent 60
linearly invertible 30
linearly isomorphic 30
linearly left-cancellable 36
linearly left-invertible 30
linearly right-cancellable 36
linearly right-invertible 30
linear monomorphism 34
linear(-)quotient-mapping 34, 35
linear quotient mapping, standard 35
linear product 40
linear product, standard 41
linear space 1
linear span 15
linear subspace 11
linear transposition 94

matrix [of L] 87, 88
matrix, change-of-basis 88
monomorphism, linear 34
multiple, scalar 1
multiplication, scalar 1
multiplied by 1

natural basis 65
null-space 17

[A-]perp 97
pre-annihilator 97
product 4, 40
product, Cartesian 4
product, linear 40
product, standard (linear) 41
product-space 40
projection 40, 51

quotient-mapping, linear 35
quotient-mapping, standard linear 35
quotient-space 23

right-cancellable, linearly 36
right-invertible, linearly 30

scalar 1
scalar multiple 1
scalar multiplication 1
second dual space 106
second transpose 106

space, dual 94
space, linear 1
space, second dual 106
space, vector 1
space distribution law 1
span 65
span, linear 15
spanned, finitely 77
spanning 65
standard (linear) coproduct 46
standard linear embedding 35
standard (linear) product 41
standard linear quotient-mapping 35
subspace 11, 12
subspace, improper 13
subspace, linear 11
subspace, proper 13
subspace, trivial 13
sum, direct 13
sum, internal direct 50
supplement 24
supplementary 24
support 4
system of linear equations 75

termwise 4
times 1
trace 122, 125
trace form 122
transpose 94, 119
transpose, second 106
transposition, linear 94
trivial 4, 13

unity law 1

valuewise 5
vector 1
vector space 1

zero-mapping 7
zero-space 4
zero-subspace 13
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Index of symbols

Symbols standing for generic sets, mappings, relations, numbers, etc., are omitted when consistent
with intelligibility, and do not affect alphabetic order when present.

addV 2

Cont( , ) 10

Cont1( , ) 10

dim 77, 91

Dim( ) 79

Ev 106

F 1

Ker 17

lc 58

lcV 57

Lin 7

Lin( , ) 7

Lis 30

Lis ( , ) 30

Lsp 15

Map( , ) 5

multV 2

Null 17

oppV 2

Subsp 15

Supp 4

tr 122

ΓV,W 122

δI 14, 65

σj 44

σ̄j 40

ΦV,W 125

0V 2

1 1

L−1 8

[ ] 87, 88⊕
∈

13

· 95, 96

× 4

×
∈

4

⊗ 9, 93

V∗ 94

L∗ 94

L⊤ 94

A⊥ 97

B⊥ 97

su 1

msu 3

Lu 8

Lf 8
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KA 2

tA 2

Kv 2

Ln 8

VI 4

V(I) 13
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