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Preface

This book introduces the current technologies related to machine olfaction and taste, which 
is  expected to become key technologies of human interface. The handbook of this field 
was published more than 10 years ago, and since then, many new technologies have been 
developed.

One of the new trends in the sensing field is the olfactory biosensor, utilizing olfactory 
receptors in a living body. Moreover, an olfactory display to present scents to a human is 
relatively new. In the field of taste sensors, many applications have accumulated. These impor-
tant technologies have emerged during the last decade.

Thus, it is necessary to review this field thoroughly and to describe it systematically for 
both beginners and experts. This allows novices to learn the basics and experienced researchers 
and engineers to learn about the state of the art of machine olfaction and taste systematically.

This book can cover the entire range of artificial chemical sense including both olfaction 
and taste in a modernized way. We divide the field of machine olfaction and taste into six 
categories: biological matter, odor sensing technology, taste sensing technology, pattern rec-
ognition, mobile robots with olfaction, and olfactory display together with odor recorders. 
Thus, readers can separately learn each area from the basic to the latest research.

The primary audience of this book are people in academia and industries such as electronics, 
computer science, chemistry, and biology. Especially, people related to multimodal interface 
in virtual reality or human interface might find cues for their research or commercial products. 
Moreover, people in academia and industries such as communications, agriculture, medicine, 
advertisement, and entertainment might find this book beneficial. This book is written with the 
intention to be a “modern bible” and guide of machine olfaction and taste.

Takamichi Nakamoto
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Introduction to Essentials  
of Machine Olfaction and Tastes
Takamichi Nakamoto
Precision and Intelligence Laboratory, Tokyo Institute of Technology, Tokyo, Japan

Although there are a variety of sophisticated machines for visual and auditory senses, machines 
for chemical senses such as olfaction and taste are still prematured. However, they are very 
important since they are deeply related to our primitive but fundamental capabilities. We can 
search for foods in daily life as well as can avoid danger using olfactory sense. Although 
animal’s capability is nowadays superior to human ones, we still have them. Those chemical 
senses cannot be ignored in our daily life. Nowadays we can create cyberspace made up of 
visual and auditory senses. However, that cyberspace still lacks reality since olfactory and 
gustatory senses are not included.

The first machine olfaction was proposed about 30 years ago. Then, it was extended and an 
electronic nose community appeared. Although many papers have been already published, its 
application toward to industry is still limited. Its sensitivity, selectivity, and robustness against 
disturbance should be much improved for the actual application. A variety of applications are 
waiting for its progress. This book describes the current effort of sensing part of machine 
olfaction.

Machine olfaction has another part such as olfactory display. It works as an actuator in 
olfaction. An olfactory display is relatively new compared with odor sensing technology. 
Researchers in virtual reality have focused on the olfactory display to realize cyberspace with 
chemical sense. Although researcher population of olfactory display is still small, it gradually 
spreads into the world.

A human olfactory interface has both odor sensing and olfactory display. It is now growing 
up in the field of human interface. Utilizing those two techniques, odor recorder and teleolfaction 
system are being studied.

In contrast to olfaction, a taste sensor has been applied to a certain application area. 
Especially, medical field is its good customer. However, we still wait for simple easy‐to‐use 
taste sensor to include taste sense in cyberspace. The attempt to realize it will be later shown.

1



2	 Essentials of Machine Olfaction and Taste

Recently we often hear the world such as cyber‐physical system. Cyber‐physical system 
enables cyberspace with physical senses. However, we have never heard the word “cyber‐
chemical system.” We can have cyber‐chemical system if the technologies of machine 
olfaction and taste are easily available.

This book describes the essential parts of machine olfaction and taste. Chapter 2 describes 
olfactory mechanism of a living body. Utilizing it, olfactory biosensor is being developed. 
Chapter 2 also explains the olfactory biosensor.

Chapter  3 shows odor sensing technology. It explains the basics of artificial sensors. 
Moreover, a large‐scale sensor array in the same way as biological one is being studied. This 
trend in electronic nose is introduced in Chapter 3.

Chapter 4 shows the taste sensor. It describes the principle and its application toward foods 
and medicines. This chapter explains the latest research review as well as the fundamentals of 
taste sensor.

Chapter  5 describes the current pattern recognition technologies available in electronic 
noses. The pattern of many ORN responses is recognized by an olfactory neuron system. 
Thus, the output pattern of the array of sensors with partially overlapping specificities is 
recognized in machine olfaction. Chapter  5 describes the basics of pattern recognition 
technologies together with its advanced technologies.

Chapter 6 explains mobile robot technology with chemical senses. It can search for the 
target chemical in the field. Its sensor, algorithm to look for the target and the experiment is 
shown in this chapter.

Chapter 7 shows olfactory display and odor recorder. Various types of olfactory displays are 
systematically described. Moreover, the review of odor recorder is shown in this chapter.

Chapter 8 is the summary and describes the perspective of machine olfaction and taste.
Each chapter covers an essential part of machine olfaction and taste. It describes basic part 

at first and then extends their contents to the advanced technology.
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2.1  Introduction

Odorant sensors for detecting various types of odorants are currently required increasingly for 
several applications, such as disease diagnosis, food administration, and risk management 
associated with detection of explosives and drugs. Odorant sensors based on metal‐ode semi-
conductor devices, quartz crystal microbalances (QCM), or surface acoustic wave (SAW) 
detectors have been developed for a variety of odorant‐detection applications. However, the 
performance of these sensors is still inferior to the olfactory systems of living organisms in 
terms of selectivity, sensitivity, and response time.

In animals olfaction plays a key role in the release of appropriate behavior under complexly 
changing environment. Animals extract adequate information from numerous odorants in their 
surroundings and respond in many aspects of the animal’s life including foraging, prey detec-
tion, finding hosts, and mating. Odor information is detected by olfactory receptor neurons 
(ORNs) in an olfactory organ and properly processed in neural networks in the brain and 
finally translated into the appropriate behavioral responses, mechanisms of which are critically 
important in the development of advanced odor sensors and odor tracking robots based on 
biological systems as well as neuroscience and neuroethology.

Transduction mechanisms in olfaction have been revealed in vertebrates and insects. 
Odorants are detected at the surface of the olfactory epithelium which contains ORNs in 
vertebrates. Insects have ORNs in the sensillum of antennae. Odorant signals detected at the 

2
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membrane of the ORNs are converted into electric signals and transmitted to the brain. 
In vertebrates the transduction is mediated by complex signal transduction pathways through 
G proteins, adenylyl cyclase, cyclic adenosine monophosphate, and cyclic nucleotide‐gated 
ion channels (i.e., G protein‐coupled receptors (GPCRs)). By contrast, insect odorant recep-
tors, coupled with an olfactory receptor coreceptor (Orco), form ligand‐gated ion channels 
(i.e., ionotropic receptors) that control all‐in‐one odorant reception and ion influx. Moreover, 
the insect ionotropic receptors can selectively detect various types of odorants covering a 
wide range of chemical functional groups, including alcohols, aldehydes, ketones, acids, 
hydrocarbons, and aromatic compounds.

Since the transduction mechanisms in animals have been revealed, odorant receptors would 
be valuable odorant sensors with high selectivity, high sensitivity, and good response time 
compared to conventional sensors. So far a number of cell‐based odorant sensors have been 
studied and proposed by using recent advanced gene engineering techniques. Among those 
cell‐based sensors, insects are equipped with sophisticated molecular mechanisms that involve 
initial activation of odorant receptors. The insect odorant receptors would be valuable odorant 
sensors with high selectivity, high sensitivity, and good response time and could be assembled 
into a compact chip to develop portable odorant sensors.

In this chapter, first, transduction mechanisms of insect and vertebrate ORNs are intro-
duced. In addition transduction mechanisms of insect and vertebrate gustatory signals are also 
introduced. Based on these findings, various kinds of biological components such as tissues, 
sensory neurons, proteins, and genes regarding olfaction in living organisms have been 
utilized for application to olfactory sensors. Different types of olfactory sensors, that is, 
tissue‐based sensors, cell‐based sensors, and receptor‐based sensors, are then introduced.

2.2  Olfaction and Taste of Insects

2.2.1  Olfaction

2.2.1.1  Anatomy of Olfaction

Structure of Olfactory Sensillum
Insects detect odorants with a pair of antennae on their head and, in some dipteran species, a 
pair of maxillary palp extending from the base of the maxilla (Figure 2.1a). ORNs are housed 
in cuticular specialization, named olfactory sensillum, on these olfactory organs (Figure 2.1b, c). 
Olfactory sensillum has numerous minute pores (10–100 nm), named olfactory pores [57, 128], 
which allow odorant molecules to enter inside the sensillum. ORNs are bipolar neurons that 
extend their dendrites, the site of odorant reception, into the sensillum and project their axons 
into the antennal lobe (AL), the first olfactory center of the brain in insects [41]. Cell bodies 
and inner dendrites of ORNs are surrounded by three accessory cells: the tormogen, trichogen, 
and thecogen cells (Figure 2.1c). These cells isolate a lymph space surrounding the outer 
dendrites of the ORNs from the hemolymph. Differences in chemical composition of the 
sensillum lymph and the hemolymph generate a standing electrical potential difference, the 
transepithelial potential (see Refs. [58, 98]). Odorant stimulation generates a receptor poten-
tial in the outer dendritic membrane, which can induce the generation of action potentials 
in a more proximally located spike‐generating zone. Olfactory sensilla are classified to several 
types according to their outer shape (s. trichodea, s. basiconica, s. coeloconica, s. placodea, 



Physiology of Chemical Sense and its Biosensor Application	 5

and so on). In some cases, the type of sensillum is well correlated with its function. For 
example, s. trichodea in male moths house ORNs specifically tuned to conspecific sex phero-
mones [52, 53], while others house ORNs for so‐called general odorants such as from foods 
or plants [108].

Detection of Odorants by ORNs
Odorant molecules in the air are first absorbed on the cuticular surface of the sensillum, and 
then they diffuse inside the sensillum through olfactory pores and pore tubules [52, 54, 55]. 
Since most volatile odorants are hydrophobic in nature, it is difficult to efficiently pass 

(a)

(b) (c)

OR

OBP

Dendrite

Pore

Sensillum lymph

Cuticle

Hemolymph
Axon

ORN
Tr

To
Th

Figure 2.1  Main olfactory sensory organs of the silkmoth Bombyx mori. (a) A male silkmoth with its 
prominent antennae optimized for odorant detection. (b) Scanning electron micrograph of an antenna. 
Scale bar: 25 µm. (c) Schematic diagram of an olfactory sensillum. ORNs are surrounded by three types 
of accessory cell: tormogen (To), trichogen (Tr), and thecogen cells (Th). ( Figure (c) is reproduced with 
permission from Ref. [48]. © Springer.)



6	 Essentials of Machine Olfaction and Taste

sensillum lymph to dendritic membrane of ORNs. Therefore, mechanism to facilitate 
solubilization of odorants into aqueous lymph layer is important to achieve sensitive 
detection of odorants. For this, insects utilize small (about 15 kDa) soluble globular pro-
teins named odorant binding protein (OBPs) [141] that bind odorants and transport them 
to dendritic membrane of ORNs. Mechanisms of odorant binding and release by OBPs are 
well studied using the silkmoth (Bombyx mori) pheromone‐binding protein 1 (BmPBP1) 
that binds sex pheromone components of that species. BmPBP1 has two different conforma-
tions that reversibly change in a pH‐dependent manner [149]. At neutral pH, odorant binding 
pocket located inside of proteins is open for binding odorant, while at acidic pH C‐terminal 
loop domain of PBP occupies this binding pocket [42, 73]. This conformational transition is 
believed to occur around dendritic membrane due to lower pH around cellular membrane, 
resulting in the release of odorant from internal binding pocket around ORs. Then, odorants 
are detected by OR complex that activate chemoelectrical transduction machinery on den-
dritic membrane of ORNs.

2.2.1.2  Signal Transduction of Odor Signals

Upon binding to OR, the information of odorants is converted into electrical signals in ORNs. 
Earlier studies have reported rapid and transient increase of G protein‐mediated second 
messenger, inositol triphosphate (IP

3
), in the antennal homogenates after pheromone stimu-

lation [11]. Expression of heterotrimeric G protein in ORNs and activity of its effector 
enzyme in antennal homogenate were also demonstrated, suggesting that odorant signals are 
transduced into electrical signals via heterotrimeric G protein‐mediated second messenger 
cascade (Figure 2.2a) [48, 67]. However, recent physiological analysis of ORs revealed that 
insect ORs form heteromeric complex with their coreceptor Orco (originally named as Or83b 
in Drosophila melanogaster) and function as an odorant‐gated ion channel (Figure 2.2b, c) 
[121, 126, 147]. Orco is originally isolated as a member of insect ORs and has the following 
unique characteristics [68, 100, 144]: (i) Orco is exceptionally conserved across insect 
species, while conventional ORs are highly divergent within and across species. (ii) Orco is 
expressed in most ORNs, while conventional ORs are expressed in specific subsets of ORNs.

Sato et al. coexpressed BmOR1 with BmOrco and other combinations of members of the 
Orco family with ORs in heterologous expression systems. Examination of the electrophysio-
logical properties of an Orco/OR complex revealed that it acts as a pheromone/odorant‐gated 
nonselective cation channel (Figure 2.2b) [121]. Interestingly, there was no evidence for an 
elevation of second messenger levels upon stimulation with ligands, indicating no involvement 
of a G protein‐mediated cascade in the activation of Orco/OR complexes. Later pharmacolog-
ical analysis of cultured cells coexpressing Orco and ORs from D. melanogaster supported 
this conclusion [126]. In the meanwhile, Wicher et al. found that fast transient and slow pro-
longed ion currents occur in cultured cells coexpressing DmOrco and D. melanogaster ORs 
upon stimulation with appropriate ligands for the expressed ORs (Figure 2.2c) [147]. They pro-
posed that fast currents result from direct activation of Orco by ORs and slow currents occur via 
G protein‐mediated activation of Orco. Both studies indicated that odorant signals are mediated 
by odorant‐induced channel activity of ORs/Orco complex or Orco but different in terms of 
involvement of G protein‐coupled pathway. Further studies will be required to reach consensus 
about the roles of G protein‐mediated second messenger system on reception of odorants. 
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In this regard, phosphorylation of ORs by protein kinase C activated by presumably G protein‐
mediated second messengers reportedly enhances responses to odorants [36, 148], suggesting 
that second messenger system may not directly activate but modulate activity of Or/Orco 
channel through phosphorylation of ORs. More recently, it was reported that latency of 
electrophysiological responses of antennae of several insect species is as fast as  several 
millisecond order [132]. This response speed is in accordance with the range of ionotropic 
pathway, indicating at least fast response is mediated by ionotropic activity of OR and 
Orco complex.

2.2.1.3  Molecular Biology of Olfaction

The insect OR gene family was first identified from the fruit fly by bioinformatics‐based 
methods as well as large‐scale screenings of olfactory tissue‐specific genes [25, 34, 143]. 
Sixty OR genes are found in whole genome sequence of the fruit fly [144]. After that OR 
genes have been identified from various insect species. The number of OR genes considerably 
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Figure 2.2  Proposed signal transduction mechanisms. (a) A classical model of insect olfactory trans-
duction that involves a G protein‐mediated PLC–IP

3
 pathway. (b) Alternative model where the odorant 

receptor (OR) forms a heteromeric odorant‐gated nonselective cation channel with an Orco family 
protein. (c) Alternative model that postulates two pathways. An ionotropic pathway involves the direct 
activation of Orco by an OR resulting in a rapid but transient cation influx. A metabotropic pathway is 
coupled to the G protein and induces slow but prolonged cation currents. ( Reproduced with permission 
from Ref. [117]. © 2014, Sakurai, Namiki and Kanzaki.)
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varied between species ranging from 10 in the body louse to more than 300 in ants. Amino 
acid sequence comparison revealed that insect ORs form a unique gene family with no 
obvious homology with any other proteins including ORs from vertebrates. Although insect 
ORs possess seven‐transmembrane domain characteristic to GPCR family, they have a 
reverse membrane topology compared to GPCRs with their N‐terminal on the cytoplasmic 
side and C‐terminal on the extracellular side [7, 49, 72, 89]. Indeed, recent physiological 
studies demonstrated that insect ORs form odorant‐gated ion channel with Orco (see 
Section 2.2.1.2 in detail).

Response Profiles of ORs
In an OR and Orco channel complex, OR is responsible for ligand binding and determines 
response profiles of ORNs [121]. By now, response spectrum of more than 100 ORs has been 
determined by using “empty neuron” expression system in the fly antennae and/or heterolo-
gous cell expression systems such as Xenopus oocytes. In principle, each OR can bind differ-
ent odorants and each odorant can be recognized by multiple ORs. Response spectrum of 
individual OR continuously distributed from narrowly to broadly tuned one [17, 38, 145]. 
Comprehensive analysis using the fruit fly has uncovered the relationship between ORs and 
ORNs as well as ORNs and glomerulus in the AL [28, 33]. Similar to vertebrate olfactory 
systems, most ORNs selectively express one of many ORs, and ORNs expressing the same 
OR project into a single defined glomerulus in the AL. Since each OR normally responds to 
various odorants and each odorant is detected by various ORs, odorant information is repre-
sented as a combination of activated glomeruli in the AL.

2.2.2  Taste

In the gustatory system, the sense of taste is essential for the animals to evaluate which food 
is good to eat and which food should be avoided. Compared to most mammals that can 
discriminate five basic tastes (see Section 2.3.2.1), insect basic tastes are divided into four 
categories: bitter, sweet (sugar), salty, and water. In addition to these tastants, insect gustatory 
system can detect uncanonical taste substances such as fatty acids, sour tastes, and chemicals 
unrelated to food such as contact pheromones. In this section, the mechanisms of taste 
detection in insects are briefly described.

2.2.2.1  Anatomy of Taste

Taste Organ
One of the striking features of the insect gustatory system is that taste organs are not restricted 
to mouth part but are distributed in multiple body parts. For example, in adult fruit flies, four 
appendages—the proboscis, legs, anterior wing margins, and ovipositor—possess gustatory 
function (Figure 2.3a) [79, 129, 142]. The proboscis is a long appendage extending from the 
head and comprises external taste organ named labella that is located at the apical end of the 
proboscis and three internal organs—the labral sense organs (LSOs), the dorsal cibarial sense 
organ (DCSO), and the ventral cibarial sense organ (VCSO) that are located along the pharynx 
(Figure 2.3b) [129]. These organs play roles in determining whether to ingest or expel food 
and thus can be regarded as the functional equivalent to the mammalian tongue. Taste organs 
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are present on distal segment of legs, tarsi. Taste sensors on tarsi carry out initial sampling of 
potential food and evaluate the quality of it. Tarsal taste organ on male forelegs also plays a 
role in detecting contact pheromones that promote or inhibit courtship behavior of males [10]. 
Taste organs on wings are indicated to participate in the detection of microbe‐derived lipo-
polysaccharides that induce glooming behavior to remove microbe from fly’s cuticle [157]. 
The ovipositor taste organ provides information of nutrient conditions to identify location 
suitable for egg laying [159].

Structure of Taste Sensillum and Gustatory Receptor Neurons
Taste substances (tastants) are detected by sensory neurons referred to as gustatory receptor 
neurons (GRNs) housed in taste sensillum on those organs. GRNs are bipolar neurons that 
extend their dendrite into the shaft of taste sensillum and project their axon to the suboesopha-
geal ganglion, taste center in insect brain. In contrast to olfactory sensillum that has many 
pores on its cuticle, taste sensillum has a single pore at the apical end of the sensillum from 
which tastants enter into taste sensillum. Typically, there are one to four GRNs and one mech-
anosensory neuron in individual sensillum. Each GRN is tuned to substances of one of four 
basic taste categories.

2.2.2.2  Molecular Biology and Signal Transduction of Taste

Recent studies have revealed that tastants are detected by various types of receptors expressed 
in GRNs. Basically, the types of receptor correspond to taste categories. In this section, the 
types of receptors and signal transduction activated by interaction of tastants with receptors 
are summarized.

Bitter and Sweet (Sugar) Taste
Bitter and sweet tastes are detected by the large receptor family named gustatory receptor 
(GR) that is the major class of insect taste receptor. GR was first discovered from the fruit 
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Figure 2.3  Taste organs of adult fruit fly, D. melanogaster. (a) Distribution of taste organs on adult fly 
body. (b) Taste organs in mouth part. (Reproduced with permission from Ref. [79]. © Elsevier.)



10	 Essentials of Machine Olfaction and Taste

fly by bioinformatics approach of nearly completed Drosophila genome sequences to seek 
candidate genes that can encode seven‐transmembrane domain receptor [26, 123]. By 
these analyses, 43 GRs that belong to the novel membrane protein family and expressed 
selectively in subsets of GRNs were reported. Later analysis revealed that there are 68 GRs 
in whole genome sequences of Drosophila[114]. By now, GR family genes are reported 
from various insect species of different orders such as mosquito, moth, beetle, wasp, bee, 
aphid, and louse. Number of GR genes is different between species from 10 in honeybee 
Apis melifera to 114 in disease vector mosquito Aedes aegypti. Similar to insect ORs, 
amino acid sequences of GRs are highly divergent within and among insect species. 
Although GRs have seven‐transmembrane domain, they do not share homology with other 
known GPCRs and membrane receptors and form independent receptor family. In this 
sense, membrane topology analysis of a GR from the silkmoth indicated that, like insect 
ORs, GR has inverted membrane topology compared to canonical GPCRs [164]. The clos-
est relative of GR family is the insect OR family. Phylogenetic analysis revealed that the 
emergence of the GR family precedes that of the OR family, suggesting that ORs may 
evolve from GRs [114, 140].

GRs basically function as bitter and sweet taste receptors. Members of the GR family 
function as receptors for other categories such as an amino acid (l‐canavanine) [29], nonvolatile 
contact pheromones [10], and CO

2
[130]. Surprisingly, it is reported that member of GR family 

is also involved in the detection of nonchemical signals including light [155] and temperature 
[91], indicating highly divergent roles of GRs.

In many cases multiple GRs are expressed in individual GRNs, suggesting that GRs form 
heteromeric complex to exert their functions. In the meanwhile, at least 2 GRs tuned to fruc-
tose can be functionally reconstructed in heterologous expression system [122]. Thus, mode 
of action of GRs is still largely unknown.

Signal transduction pathway following activation of GRs is also a major open question 
in the insect gustatory system. Recent studies raise the possibility that GR signaling is 
meditated by both G protein‐coupled metabotropic pathway and ionotropic activity of 
GRs. Regarding metabotropic pathway, the expression of heteromeric G protein in 
GRNs has been shown [134], and mutation or knockdown of effector gene of G proteins 
reduced physiological and/or behavioral responses to bitter and sweet tastants [29, 50, 
60, 136]. The involvement of G protein‐coupled pathway is also evident for tastants in 
other categories but mediated by GRs, including CO

2
[160] and an amino acid (l‐canavanine) 

[29]. Regarding ionotropic activity of GRs, at least one GR for fructose appears to 
function as a tastant‐gated nonselective cation channel, independent of a G protein‐coupled 
pathway [122].

Salty Taste
Insects equip two types of salt GRNs: one tuned to high salt and the other to low salt. In 
Drosophila larvae, two epithelial Na channel (ENaC) family members, PPK11 and PPK19, 
are required for response to low salt [81], whereas in adult flies member of IR family IR76b 
is required for low‐salt detection [165], which encodes continuously open‐state Na+ leak 
channel. Because Na+ concentration in sensillum lymph is much lower than that of the hemo-
lymph, influx of Na+ through ENaC and IR76b occurs when insects take food containing low 
salt. This influx depolarizes the GRNs. Identification of receptors responsible for detection of 
high salt is a major question of salt detection in insects.
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Sour Taste
Unlike mammals, insects do not possess sour taste cells. Instead, it was shown that subsets of 
bitter GRNs mediate carboxylic acid signals [21]. In addition, the activity of sweet GRNs is 
inhibited by acids [21]. However, receptors for these acids have not molecularly identified yet.

Water Taste
GRNs that respond to low osmolality are used for detecting water. A member of the degenerin/
epithelial Na channel (DEG/ENaC) family, named PPK28, responds to low osmolality and is 
necessary and sufficient for water sensitivity [15, 23].

2.3  Olfaction and Taste of Vertebrate

2.3.1  Olfaction

2.3.1.1  Anatomy of Olfaction

Terrestrial vertebrates utilize two kinds of olfactory information, volatile odorants and 
pheromones.

A main olfactory system, which is responsible for volatile odorant detection, consists of 
ORNs and the olfactory bulb (Figure  2.4a). ORNs are located in the olfactory epithelium 
lining the nasal cavity and are surrounded by glia‐like supporting cells. There are also basal 
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Figure 2.4  (a) Schematic diagram of vertebrate olfactory system. Each ORN in the main olfactory 
epithelium expresses only one odorant receptor gene and sends its axon terminal into one of the glomeruli 
in the olfactory bulb. ORNs expressing a given type of odorant receptor converge to a common glomer-
ulus. Vomeronasal sensory neurons in vomeronasal organ project their axon into the accessory olfactory 
bulb. (b) Schematic drawing of an ORN. Odorant receptors and signal transduction machineries are 
expressed in the olfactory cilia
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cells in the epithelium, which are kinds of progenitor cells that differentiate into ORNs or 
supporting cells. The olfactory epithelium has been divided into four zones based on odorant 
receptor expression. A specific type of ORN is located in one of the four zones [111, 137].

Each ORN extends a single dendrite to the surface of olfactory epithelium, and the dendritic 
knob projects 5–20 fine cilia in the mucus layer where odorant molecules can dissolve and 
bind to. The ORN extends an axon from the other end of the cell body and projects directly to 
the olfactory bulb in the forebrain where it synapses on the distal primary dendrites of 
second‐order neurons, mitral cells, and tufted cells (Figure 2.4b).

As detailed in Section 2.3.1.3, ORNs express one of about 1000 odorant receptor proteins 
in the mouse. Although ORNs that express a particular odorant receptor distributed broadly in 
a given zone of olfactory epithelium, the axons from particular type of ORNs project to 
common glomeruli in the olfactory bulb (Figure 2.4a). This means that individual glomerulus 
represents a single type of receptor [97]. There are 5–10 million ORNs in the olfactory epithe-
lium, and their axons converged to about 2000 glomeruli in the olfactory bulb. It has been 
estimated that several thousand ORN axons synapse onto the dendrites of only 5–25 mitral 
cells in each glomerulus [32], indicating that a considerable amount of convergence of 
olfactory information occurs in the glomeruli.

The vomeronasal organ (VNO), which is responsible for mediating pheromone information, 
is located at the base of the nasal septum in the mouse. Vomeronasal sensory neurons (VSNs) 
project axons via vomeronasal nerve to the accessory olfactory bulb, which is located on the 
dorsal posterior part of the main olfactory bulb (Figure 2.4a).

2.3.1.2  Transduction of Odor Signals

Signal Transduction Cascade in ORNs
The ORN depolarizes in response to an application of volatile odorants to olfactory cilia, 
which triggers action potentials to transmit the olfactory information along the olfactory 
receptor axon to the glomeruli in the olfactory bulb. Signal transduction is the process by 
which chemical information is transformed into an electrical signal within a cell. The signal 
transduction mechanism of ORN has been extensively studied in the past decades.

Figure  2.5 shows a schematic drawing of the signal transduction cascade of ORNs. 
A signal transduction takes place within the olfactory cilia. It initiates when volatile odorant 
molecules bind to an odorant receptor. Odorant‐bound receptor activates ORN‐specific 
GTP‐binding protein, G

olf
, which then activates adenylyl cyclase. As a result, second 

messenger cAMPs are produced from ATP by enzymatic activity of adenylyl cyclase and 
diffuse within cilia. cAMP binds to and opens cyclic nucleotide‐gated (CNG) channels to 
generate an inward current that causes a depolarization of the cell. CNG channels are non-
selective cation channels first found in retinal photoreceptors, which are opened by direct 
binding of cyclic nucleotide (cAMP in the case of ORNs). In physiological conditions, Na+ and 
Ca2+ enter the cell through the CNG channels to carry positive charge. The Ca2+ influx causes 
an opening of calcium‐gated chloride channels, resulting in an inward current (Cl− efflux) that 
causes a depolarization.

It is interesting that both cationic current through CNG channels and anionic current through 
calcium‐gated chloride channels are responsible for odor response, unlike, for example, photo-
transduction. The chloride component is reported to be as large as the cationic component [71]. 
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Since the olfactory epithelium is exposed to the external environment, that is, freshwater, the 
cation concentration in the mucus may not be consistent. Therefore, it is important that 
the  inward anionic current would compensate a reduction of cationic current due to a 
reduction of cation concentration [71].

Odor Adaptation
Many studies have shown that ORNs quickly adapt to odor stimulation. When the prolonged 
odor stimulus is applied, the depolarization in response to odor stimulation decreases with 
time although the odor stimulation still exists [70]. Another manifestation of odor adaptation 
has been demonstrated by double‐pulse experiments. When a pair of brief, identical odorant 
pulses are applied to the cell, the response amplitude induced by the second pulse is remarkably 
small in comparison with the first response, if the interval between the pulses are sufficiently 
short. It recovers as the interpulse interval increases (Figure 2.6a) [69, 70].

The dose–response relationship of odor responses shows that the dynamic response range 
under control conditions is extremely narrow. On the other hand, under the adapted states, the 
dynamic range of the odor responses shifts and broadens (Figure 2.6b) [69]. The adaptation is 
important for the ORN to work over a wide range of odorant concentration. When background 
odors are present, the sensitivity to odor stimulus decreases so that higher concentration of 
odors can be detected without saturating.

The next question is how the odor adaptation occurs. Kurahashi and Shibuya [70] reported 
that removal of external Ca2+ almost completely abolished the response decay during a 
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prolonged odorant stimulus, indicating that Ca2+ entry is responsible for odor adaptation. The 
molecular mechanism of odor adaptation mediated by Ca2+ has been studied since then.

It has been reported that odorant‐induced increase in intracellular Ca2+ concentration 
reduces the cAMP sensitivity of CNG channel [66]. Two categories of adaptation mechanisms 
mediated by Ca2+ have been proposed. One is a direct action of Ca2+ on the CNG channel. 
Ca2+ entering through CNG channel binds to calmodulin which is the common calcium‐
binding protein, and the Ca2+/calmodulin directly inhibits the channel itself [22]. As a result, 
the open probability of CNG channels decreases, causing a reduction of inward current, and 
the cell hyperpolarizes.

When ORNs are stimulated for a long period, the decay time course of response stimulated 
by odor is faster than that stimulated by the photolysis release of caged cAMP, indicating that 
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adaptation of odor response occurs upstream to adenylyl cyclase [133]. One candidate is 
type III adenylyl cyclase which is expressed in ORNs. Activity of adenylyl cyclase is inhibited 
by Ca2+/calmodulin‐dependent protein kinase and thereby reduction of cAMP production 
occurred [146]. Another candidate is phosphodiesterase which is a cAMP catabolic enzyme. 
Ca2+/calmodulin‐dependent phosphodiesterase (CAM‐PDE) is expressed in ORNs, and CAM‐
PDE activity is elevated by Ca2+ stimulation. It is suggested that Ca2+ stimulation of 
CAM‐PDE is necessary for odor adaptation [9, 156].

Signal Transduction Cascade in VSNs
VNO is responsible for detecting pheromones that are chemical substances produced and 
released by an animals and send information to other animals of mainly the same species. The 
pheromone molecules are received by receptor proteins expressed in the VSN. The signal 
transduction mechanism in VSNs is totally different from that in ORNs. Recent studies by 
molecular genetics have revealed that mouse VSNs express two distinct families of GPCRs, 
V1R [30] and V2R [40, 92, 116]. Evidences of downstream signal transduction mechanism in 
VSNs have also been reported. Transient receptor potential channel 2 (TRPC2) is exclusively 
expressed in VSNs, and the protein is highly localized to VSN sensory microvilli in which 
the sensory transduction is supposed to take place [78]. The TRPC2 is gated by the lipid 
messenger diacylglycerol (DAG) that is independent of Ca2+ or protein kinase C [88]. From 
the above evidences, the signal transduction scheme can be proposed as follows. The phero-
mone molecules are received by V1R or V2R, which then activate phospholipase C (PLC). 
DAG is synthesized from PIP2 by enzymatic activity of PLC and directly opens the TRPC2 to 
produce electrical signal. Recent study has shown that increase in intracellular Ca2+ concentration 
is caused by an opening of TRPC2 and such a Ca2+ increase regulates the opening of TRPC2 
via Ca2+ calmodulin, which functions as negative feedback. This negative feedback may be an 
underlying mechanism of sensory adaptation in VSNs [127].

Recently, it is revealed that Ca2+‐activated chloride channels are involved in signaling in 
VSNs. Stimulus‐induced opening of TRPC2 allows Ca2+ entering the cell. An increase in Ca2+ 
leads to opening of the Ca2+‐activated chloride channels, which amplifies the sensory responses 
in VSNs [61, 158].

2.3.1.3  Molecular Biology of Olfaction

Cloning of Odorant Receptor Gene
The odorant receptor gene has been cloned for the first time from rat olfactory epithelium 
using polymerase chain reaction by Buck and Axel [12]. They discovered a large gene family 
composed of about 1000 different genes, the largest gene family in mammals, which are 
responsible for the animal to recognize thousands of complex odors. The odorant receptor 
gene may account for about 2% of the genome. In humans, about 350 odorant receptor genes 
have been cloned. It has been widely believed that each ORN expresses only one of the odor-
ant receptor genes, which is known as one receptor–one neuron rule [125].

Odorant receptor protein is a member of the GPCR family. Like other GPCRs, odorant 
receptor contains seven hydrophobic transmembrane domains (Figure 2.7). There is highly 
conserved pair of cysteines in the unusually long second extracellular loop, which are specific 
characteristics for odorant receptors. One of the most significant features of odorant receptors 
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is their large variability in amino acid sequence in the third, fourth, and fifth transmembrane 
domains. It is suggested that the binding of an odorant molecule occurs in an odorant binding 
pocket that is reportedly formed by the third, fifth, and sixth transmembrane domains. These 
features may account for the odorant receptors to recognize structurally diverse odorants.

Coding of Odor Information
It has long been known that humans can discriminate more than 10 000 odors. Recent study 
estimated that humans can even discriminate at least one trillion olfactory stimuli [13]. There 
arises a question whether we can discriminate so many odorants with 350 odorant receptors. 
Although each ORN expresses single odorant gene, odor molecules are recognized by more 
than one ORN. The odorant receptors also recognize multiple odor molecules (Figure 2.8). 
For example, mOR‐EG, a mouse odorant receptor that was isolated from a eugenol‐responsive 
ORN, recognizes 22 odorants, whereas some other receptors recognize only a small number 
of odorants [56]. Physiological experiments showed that a single odorant elicited electrical 
response in multiple ORNs and the response amplitudes varied. The recognition of an odorant 
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whereas a single odorant can activate multiple odorant receptors
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depends on which receptors are activated and to what extent. It has been revealed that each 
odorant receptor recognizes a specific structural feature in individual odor molecules. 
Therefore, each odorant or odorant mixture is encoded by multiple odorant receptors 
(Figure 2.8). The combinatorial nature of the olfactory code underlies the reason how humans 
can discriminate a huge number of odors.

2.3.2  Taste

2.3.2.1  Anatomy of Taste

In the gustatory system, the sense of taste is essential for the animals to evaluate which food is 
good to eat and which food should be avoided. Humans and most of other mammals can 
discriminate five basic tastes—sweet, bitter, sour, salty, and umami—unlike the olfactory 
system that can discriminate thousands of odorants. Sweet, salty, and umami are appetitive 
tastes, and bitter and sour are aversive tastes. Foods with sweet, salty, and umami taste are 
usually required for energy, ionic balance, and synthesizing proteins, while bitter foods are very 
likely poisonous and sour foods are unripen or spoiled.

Tastants are detected by taste receptor cells in taste buds in which 50–150 taste receptor 
cells clustered. Taste buds are located on the tongue, and there are three types of structures 
called papillae (Figure 2.9a). Fungiform papillae that are located in anterior two‐third of the 
tongue contain one or a few taste buds. Foliate papillae that are located in the posterior edge 
of the tongue and circumvallate papillae that are situated on the very back of the tongue both 
contain hundreds of taste buds. The taste bud is embedded in the epithelium. The taste pore is 
a small opening at the surface of the tongue where taste receptor cells are exposed to taste 
stimuli (Figure 2.9b). Each taste receptor cell is spindle shaped and extends its microvilli to 
the taste pore, allowing tastants to bind to the taste receptor proteins in microvilli (Figure 2.9c). 

(a) (b) (c)

Foliate

Circumvallate

Gustatory nerve

Fungiform

Basal stem cell

Gustatory nerve

Cell body

Microvilli

Synapse

Taste receptor cell

Taste pore

Figure 2.9  Schematic drawing of tongue, taste buds, and taste receptors. (a) There are three types of 
papillae: circumvallate papillae, foliate papillae, and fungiform papillae. (b) Each taste bud contains 
50–150 taste receptor cells that extend their microvilli to the taste pore. (c) Structure of single taste 
receptor cell. Microvilli are located at the apical end of the cell
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On binding tastants to the taste receptor protein, the cell depolarizes through signal trans-
duction pathway. The taste signal is then transmitted to the gustatory nerve via synapse and 
transmitted to the brain.

2.3.2.2  Transduction of Taste Signals

Tastants are highly diverse in terms of their chemical structure. Salty and sour stimuli are 
simple ions such as Na+ and H+, while sweet, bitter, and umami substances are more complex, 
such as saccharides, alkaloids, and proteins. Therefore, the structures of receptor proteins and 
signal transduction mechanisms are varied among the five basic tastes.

Signal Transduction Cascade in Bitter, Sweet, and Umami Taste Receptor Cells
There have been many reports about taste transduction cascade in various vertebrate species, 
and the proposed hypotheses have wide diversity of signaling pathways (e.g., Kinnamon [62]). 
However, recent results have demonstrated that sweet, bitter, and umami taste receptors have 
a common signal transduction cascade (Figure 2.10a) [162].

The receptor proteins of sweet, bitter, and umami are GPCRs. The gustatory signaling starts 
with the binding of ligands to the receptor proteins followed by a conformational change in 
the receptor proteins. Activated receptors then activate a taste receptor cell‐specific G protein 
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gustducin that activates phospholipase C β
2
 (PLC‐β

2
). Gustducin has high sequence homology 

to photoreceptor specific G protein transducin that is also expressed in taste buds [93]. IP
3
 and 

DAG are generated from the membrane lipid phosphatidylinositol 4,5‐bisphosphate (PIP
2
) by 

an enzymatic activity of PLC‐β
2
. IP

3
, a water‐soluble second messenger, diffused in the cytosol 

and binds to IP
3
 receptor and causes an opening of the IP

3
 receptor/channel leading to the 

release of Ca2+ from intracellular Ca2+ stores. The released Ca2+ gates TRPM5, a TRP channel 
family, in the plasma membrane [106, 163]. As a result, Na+ enters the cell through TMPM5 
channel to generate depolarization, which leads to an opening of hemichannel at the basal end 
of the cell. It has been reported that the taste receptor cells can elicit action potentials that are 
induced by TMPM5 channel‐mediated depolarization. The recent study suggested that the 
action potentials may be required to open the hemichannels [99].

Signal Transduction Cascade in Sour and Salty Taste Receptor Cells
Tastants of sour and salty are simple ions, H+ and Na+, respectively. Therefore, the signal 
transduction cascades of sour and salty are relatively simple compared to those of sweet, 
bitter, and umami.

A number of candidates of sour receptors have been proposed over the years. For example, 
acid‐sensing ion channels (ASICs) found in rats are cation channels that are activated by 
extracellular protons. However, they are unlikely to be a common sour receptor because 
they are not expressed in mouse taste buds [112]. Other candidates include hyperpolarization‐
activated cyclic nucleotide‐gated channels (HCNs), K+ channels, and TRP channel PKD2L1 
(and/or PKD1L3), but there had been no direct evidences that those candidates are sour 
receptors [115].

More recently, Chang et al. [20] reported that responses of the PKD2L1‐expressing 
taste cell to sour stimulus are mediated by a proton conductance and not mediated by Na+‐
permeable channels as previously thought. In this model, protons enter into the sour cell 
through the proton channel at the apical end of the cell, which causes depolarization leading 
to a generation of action potentials. As a result, voltage‐gated Ca2+ channels open, resulting 
in a rise in intracellular Ca2+ concentration at the basal end of the cell followed by a neuro-
transmitter release (Figure 2.10b).

Another possible signal transduction pathway is mediated by intracellular acidification 
caused by membrane‐permeable acids. It has been reported that several two‐pore domain 
potassium (K

2
P) leak channels are sensitive to acidification [113]. Blocking of K

2
P channel 

by intracellular acidification would generate membrane depolarization, which enhances the 
depolarization caused by proton channels. This may explain why weak membrane‐permeable 
acids taste sourer than strong acids, such as HCl.

The signal transduction mechanism of salty taste receptor has not been determined yet. 
A candidate of Na+‐permeable salty receptor is amiloride‐sensitive epithelial Na+ channel 
(ENaC). Upon application of Na salt, Na+ passively enters the cell through the ion channel, 
generating membrane depolarization of the cell (Figure 2.10c).

Synaptic Transmission from Taste Receptor Cells to Second‐Order Neurons
The sweet, bitter, and umami taste receptors have a unique mechanism for synaptic transmis-
sion from the receptors to second‐order neurons. Unlike the conventional chemical synapses, 
those receptor cells do not express voltage‐gated Ca2+ channels and synaptic vesicles. The 
recent studies showed that ATP is released by taste stimulation from type II taste receptor cell 
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that is thought to be sweet, bitter, or umami receptor, suggesting that ATP is a neurotransmitter 
of these cells. It is suggested that an unconventional depolarization‐activated ATP release 
channel, most likely pannexin 1 hemichannel, was involved in the ATP release [99].

Ionotropic purinergic receptors P2X2 and P2X3 were first discovered in the afferent nerves 
that innervate taste buds by Bo et al. [8]. Double knockout of P2X2 and P2X3 eliminated taste 
responses in the taste nerves, and stimulation of taste buds in vitro evoked ATP, confirming 
that ATP is the neurotransmitter between the taste receptors and the taste nerves for sweet, 
bitter, and umami tastes [31].

Synaptic transmission from sour or salty taste cells to taste nerves is not clear yet. Responses 
to sour and salty stimuli were also abolished in P2X2/P2X3 double knockout mice, although 
ATP release has not been detected in type III cells that are thought to be sour or salty receptor 
cells. The mechanisms of synaptic transmission for these cells remain unclear.

2.3.2.3  Molecular Biology of Taste

Bitter, Sweet, and Umami Receptors (G Protein‐Coupled Taste Receptors)
The taste receptors for bitter, sweet, and umami have been cloned recently and best under-
stood among the five tastes. These receptors are taste‐specific GPCRs which are expressed in 
each subset of taste receptor cells. There are two classes of GPCRs, T1Rs and T2Rs. Compared 
to other GPCRs like neurotransmitter receptors, the binding affinity of taste GPCR is gener-
ally low (in mM order), which is consistent with the physiological concentration of nutrients 
in foods.

In 2000, a novel family of GPCRs, T2R family, was first identified from genomic databases, 
and T2Rs are responsible for detecting bitter taste. T1Rs are A‐type GPCRs that are similar to 
the opsins and the odorant receptors (Figure 2.11). Chandrashekar et al. [18] showed that 
specific T2Rs function as bitter taste receptors using a heterologous expression system. The 
T2R family comprises about 30 in mammals, and each taste receptor cell expresses a large 
repertoire of T2Rs, which can explain why taste receptors can detect many structurally diverse 
chemicals that are bitter to humans [1, 18]. It may be reasonable that the bitter taste receptor 
cells express most of T2Rs, which means that bitter taste receptor cells cannot distinguish 
bitter chemicals, because bitter sense evolved to avoid toxic substances. However, physiological 
study of bitter taste receptor cells showed that most of them were activated by only one out of 
five bitter chemicals tested, suggesting that bitter‐sensitive taste receptor cells could discrim-
inate bitter compounds [14].

Another class of GPCR was T1Rs that are responsible for detecting sweet and umami tastes. 
T1Rs are C‐type GPCRs with large N‐terminal domains (Figure 2.11). Three different sub-
units—T1R1, T1R2, and T1R3—have been identified [101]. T1Rs can only function as a 
heterodimer. The receptor with a combination of T1R2 and T1R3 can detect sweet substances 
[101], whereas a combination of T1R1 and T1R3 can detect most of the standard amino acids 
that cause umami taste (Figure 2.11) [102].

Sour and Salty Receptors
Although candidates for sour receptors including ASICs, HCN1 and HCN4 channels,  
K+ channels, and the TRP channels PKD2L1 and PKD1L3 have been proposed, there have 
been almost no evidences for these candidates. More recently, Huang et al. [44] showed that 



Physiology of Chemical Sense and its Biosensor Application	 21

the mice lacking the taste receptor cell that expresses PKD2L1 did not respond to sour stimuli, 
indicating that PKD2L1 is serving as a sour receptor. It is also demonstrated that PKD1L3 is 
coexpressed with PKD2L1 in circumvallate and foliate taste receptor cells (Figure 2.11) [47].

Two types of salty taste, low and high concentrations of NaCl, have been proposed from 
behavioral responses. Low salt triggers attractive response, whereas high salt triggers 
aversive response. Since the attractive response is inhibited by amiloride that is a potent 
inhibitor of the epithelial sodium channel (ENaC), ENaC has been considered as a candi-
date for low‐salt receptor. This channel is constituted of α‐, β‐, and γ‐subunits (Figure 2.11) 
[16]. Recently, Chandrashekar et al. [19] showed that the genetically engineered mice with 
taste receptor cells lacking ENaCα completely eliminated salt attraction and sodium taste 
responses, indicating ENaCs function as low‐salt receptors. The mechanism of high‐salt 
reception is not known.

2.4  Cell‐Based Sensors and Receptor‐Based Sensors

Natural living organisms have equipped the sophisticated olfactory systems with their 
evolutions. The systems possess the capability to detect environmental odorants with higher 
performance than we expected. Recently, the mechanisms of the olfactory system have been 
gradually elucidated from long years of efforts by many researchers as mentioned in earlier 
sections. Based on these findings, we have become able to utilize various kinds of biological 
components, such as tissues, sensory neurons, proteins, and genes regarding olfaction in living 
organisms, for application to biosensors (Figures 2.12 and 2.13). Application of these biological 
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functions would lead to the development of odorant sensors with higher performances superior 
to the existing odor sensors in terms of sensitivity and selectivity. In this section, three types 
of biosensors, that is, tissue‐based sensors, cell‐based sensors, and receptor‐based sensors, 
are introduced.
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2.4.1  Tissue‐Based Sensors

Surgically resected olfactory epithelium and mucosa tissue are directly applicable to electronic 
integrated devices for making biomimetic electric nose. Liu et al. showed that extracellular 
potential of rat’s isolated olfactory epithelium and mucosa tissue could be detected in vitro by 
a microelectrode array (MEA) device and a light‐addressable potentiometric sensor (LAPS) 
[83, 84]. As schematically shown in representative examples (Figures 2.14 and 2.15), in these 
systems, tissues contact with the conductive sensor device without injury, and thus the 
electrical signals from living olfactory cells in tissues could be measured. In contrast to nee-
dlelike electrodes, the noninvasive nature of MEA and LAPS for olfactory epithelium and 
mucosa tissue is due to their planar sensing station. They demonstrated that the biohybrid 
sensing systems could reflect characteristic firing patterns of olfactory epithelium to some 
volatile organic compounds (VOCs).

Organs of living body are also useful for sensitive detection of several volatile compounds 
(VCs). For instance, Park et al. utilized electroantennograms (EAGs) of some insects, vinegar 
fly, moth, and wasp (D. melanogaster, Heliothis virescens, Helicoverpa zea, Ostrinia nubilalis, 
and Microplitis croceipes) which possessed their own EAG response profiles to 20 different VCs 
[105]. They successfully recorded EAG responses to several VCs using antenna array consisting 
of four different insect’s antennae mounted on the Quadro‐probe EAG recording system 
(Figure 2.16). Rains et al. developed a portable device, Wasp Hound®, employing a trained living 
wasp (M. croceipes) as the sensor element [110]. The device is composed of a ventilated chamber 
as an insect cage equipped with a camera. It could quantitatively clarify the searching behavior 
of trained wasps and successfully detected the behavioral responses to the target odor.

Though higher organism’s olfaction mechanism has still missing piece of the puzzle, verte-
brates are very usable for easy odorant detection such as a typical case of sniffer dog. It’s well 
known that canines have been used for detecting illicit drugs, several explosives, and human 
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identification. Gazit and Terkel reported that canines could detect explosives with a proba-
bility of about 90% in actual outdoor space [35]. Similarly, rats have been applied to VC 
detection especially for exploring landmine and explosives from the 1970s onward [103, 107]. 
However, the fact remains that there are disadvantages in that the sensitivities are affected by 
their physical conditions and their trainings cost money and time.

As summarized in Table 2.1, rat was frequently used for tissue‐based odorant sensors. The 
reasons for this trend may be came from the fact that rat is very easy experimental sample and 
an abundance of the anatomical insight. At the same time, utilization of some insects is also 
seen in late years.
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Figure  2.14  Study example of extracellular potentials recording by MEA. (a) Schematic view of 
olfactory receptor neurons in the epithelium on MEA. (b) Electrophysiological signals induced by the 
chemical substances. From Ref. [84]. Reproduced with permission from Elsevier
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2.4.2  Cell‐Based Sensors

As compared to tissue, isolated cell seemed to be more suitable for biosensing application due 
to easy isolation and transformation processes by developed bioengineering of recent years. 
Most studies of cell‐based sensor were actively performed after entering the 2000s. Here, we 
mention some typical cultivated neurons and cells which have been utilized as cell‐based 
odorant sensors. In either example, researchers used electrical, or resonant, or optical detec-
tion system as the transducer of chemical signal to acquire each output signal.

Insect’s ORN and olfactory sensory neuron (OSN) which are in their antenna have been 
used for chemical biosensing applications. Huotari reported that the antenna of blowfly 
(Calliphora vicina) was specifically sensitive to 1,4‐diaminobutane, hexanol‐1, and butanoic 
acid [45]. In that study, in vivo action potentials from ORN in antenna of C. vicina were inves-
tigated by EAG, and the results showed that a higher amount of odorant substance caused 
saturation of the corresponding ORN response. Huotari and Lantto developed an analysis 
system for extracellular action potentials [46]. They applied the system for measurement of 
action potentials of C. vicina, mosquitoes (Aedes communis), pine weevils (Hylobius abietis), 
and trogossitid beetle (Trogossita japonica). They eventually revealed that the relationship 

Table 2.1  Summaries of tissue‐based sensors

Tissue/organ/bion Tested compound Transducer Tested 
concentration

Literature

Olfactory epithelium 
(Sprague‐Dawley rat)

Butanedione, acetic acid MEA 25 µmol/ml [84]
Ethyl ether, acetic acid, 
butanedione, acetone

MEA 10 μM [86]

Butanedione, acetic acid LAPS 25 µmol/l [83]
Butanedione, acetic acid LAPS 25 µmol/l [85]

Olfactory bulb  
(Wistar rat)

Glutamic acid MEA 10 μM to 5 mM [24]

Antennae (insects: D. 
melanogaster, Heliothis 
virescens, Helicoverpa 
zea, O. nubilalis, 
Microplitis croceipes)

Z11‐16 : Ald, Z3‐6 : OH, hexanoic 
acid, benzyl acetate, 2‐methyl‐ 
5‐nitroaniline, cyclohexanone, 
α‐pinene, cis‐nerolidol,  
trans‐nerolidol, β‐caryophyllene, 
β‐ocimene, (R)‐(+)‐limonene, 
methyl jasmonate,  
2‐diisopropylaminoethanol, indole, 
2,2‐thiodiethanol, 1‐heptanol,  
1‐octanol, 1‐nonanol, 1‐decanol

EAG 10 or 100 µg/µl [105]

Insect (M. croceipes, 
H. virescens, H. zea)

3‐Octanone, myrcene Behavior 
observation 
by camera

25–26 µmol/l [110]

Canine (Belgian 
Malinois, Labrador 
Retriever)

C‐4 explosive — 30 g [35]

Rat (C. gambianus; giant 
African pouched rat)

TNT and landmines — — [107]
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between action potential responses of ORNs and odor concentrations obeyed the power law. 
Liu et al. and Wu et al. used LAPS for monitoring of OSNs’ extracellular potentials [82, 151]. 
The OSNs were cultivated on the surface of sensor chip, and the cells could be maintained for 
1 week in LAPS device. Corcelli et al. studied OSNs’ responses to two typical explosives, 
cyclotrimethylenetrinitramine (RDX) and trinitrotoluene (TNT) [27]. Electro‐olfactogram 
recording and calcium imaging of rat olfactory mucosa were utilized for sensing of RDX and 
TNT. In addition, cilia from pig olfactory epithelia were also used for monitoring of cyclic 
adenosine monophosphate levels following exposure to odorants and explosives. This practical 
study implied that explosive substances as well as other odorants present in landmines inter-
acted with olfactory receptors. Xavier et al. used a microfluidic device for OSN array [154]. 
By using calcium imaging, they could detect and analyze odorant responses of about 2900 
OSNs for four different fruity/floral smells (vanilla, rose, berry, and banana) in microwells 
simultaneously. Their approach was based on a large‐scale fluorescent investigation of many 
OSNs which were trapped in the micro chamber. For detection of cultured ORN responses in 
vitro, MEA equipped with gas intake system was also used by Ling et al. [80]. Limonene and 
isoamyl acetate odorants were tested in that system. They analyzed the firing spikes of ORNs 
and extracted and sorted the different spikes from multiple neuron recordings. Tanada et al. 
showed odorant sensor by means of expressing odorant receptors of insects into dissociated 
neural cultures of rats [135]. The hybrid system had advantages of easy functional expres-
sion of odorant receptors, prolonged lifetime, and amplification of weak ionic currents of 
odorant receptors.

As presented earlier, native ORN and OSN are directly usable as a biosensing device. 
Equally, host cells which could express different species’ olfactory receptors have been 
employed for artificial odorant sensing. As a typical cell for such an expression system, a 
certain cell line of human embryonic kidney cells, namely, HEK293, is frequently used for 
the expression of several olfactory receptors. Using HEK293 cells, Ko and Park investigated 
the expression of rat olfactory receptor I7 (ORI7) [64] and showed that the HEK293 cells 
expressing ORI7 were usable for octanol detection through QCM [63]. Furthermore, Ko and 
Park reported that intracellular Ca2+ sensing molecule, yellow cameleon‐2, could conjugate 
with olfactory receptors’ response in HEK293 [65]. In 2009, Lee et al. presented that using 
planar microelectrodes, electrical signals could be obtained from HEK293 cells expressing 
ORI7 and the olfactory signals could be enhanced by electrical stimulation [74, 75]. In 
addition, they demonstrated real‐time monitoring of cells’ responses to odorant (heptanal, 
octanal, nonanal, decanal, and helional) stimuli using surface plasmon resonance (SPR) as 
shown in Figure 2.17 [76]. Oh et al. also used HEK293 cells expressing four different kinds 
of human olfactory receptors (hORs)—hOR3A1, hOR1A1, hOR1D2, and hOR1G1—for 
odorant screening [104]. They cultured the cells in polyethylene glycol diacrylate microwells 
and visualized the cells’ response to odorants through fluorescent observation. Recently, Sato 
and Takeuchi demonstrated direct chemical vapor detection using HEK293 spheroids in 
hydrogel micro chambers [120]. As the transduction of cells’ response to odorants, they used 
electrophysiological measurement. It is particularly worth noting that gas‐phase odorants 
could be detected directly by HEK293 spheroids.

Some researchers focused on using host cells such as yeast, Xenopus laevis oocyte, and 
Sf21 cell derived from noctuid moth (Spodoptera frugiperda) for odorant sensing. Minic et al. 
successfully expressed ORI7 in budding yeast (Saccharomyces cerevisiae) and applied it to 
odorant screening [94]. They used luciferase reporter for detection of odorant binding events 
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(Figure  2.18). Marrakchi et al. also used same species yeast expressing human olfactory 
receptor OR17‐40 [90]. The yeasts were immobilized on integrated planar microelectrodes 
(Figure  2.19a) and the system measured the yeast conductance which reflected olfactory 
receptor activation by helional (Figure 2.19b). For explosive detection, genetically modified 
yeast was applied by Radhika et al. [109]. Coexpressed green fluorescent protein with rat 
olfactory receptor Olfr226 they newly identified was used as the probe for 2,4‐dinitrotoluene 
detection. Misawa et al. showed that Xenopus oocytes expressing insect olfactory receptors 
could be sensor elements for odorant sensing [95]. They used small fluidic device integrated 
with electrodes for two‐electrode voltage clamping. In that study, they demonstrated that the 
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sensor device could be integrated with simple robotic system (Figure 2.20). Mitsuno et al. 
verified odorant detection using Sf21 cell lines coexpressing insect odorant receptors and 
Ca2+‐sensitive fluorescent protein named GCaMP3 (Figure  2.21) [96]. The Sf21 cell lines 
could express odorant receptors stably and detect odorants with consistent responsiveness for 
at least 2 months.

Concerning the variety of tested (or targeted) odorant compounds, it would appear that 
cell‐based sensors are presently superior to tissue‐based sensors as you can see in Table 2.2 
As mentioned in the opening sentence, cell‐based odorant sensors owe the wide range of 
object substance to accumulation of knowledge about olfactory mechanisms with advancing 
recent genetic technologies of expression systems.

2.4.3  Receptor‐Based Sensors

As one type of olfactory biosensors, odorant receptor proteins themselves have been uti-
lized as sensing elements for detecting target odorants. In general, this type of biosensors 
consists of functional odorant receptor proteins and transducers, which enable us to acquire 
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signals associated with interactions between odorant receptor proteins and odorants. 
Production of functional odorant receptor proteins (Figure 2.12) and their immobilization on 
the surface of transducers (Figure 2.13) are crucial for the development of receptor‐based sen-
sors. In this part, production and immobilization methods of various odorant receptors are 
summarized, and their application examples for biosensors are introduced.
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2.4.3.1  Production of Odorant Receptors

For application of receptor‐based biosensors, appropriate and functional odorant receptors 
need to be produced to be used as sensing elements for the detection of target odorants. 
Since the activity of odorant receptors affects various performances of biosensors, such as 
sensitivity, selectivity, and stability, the production of odorant receptors is an important step in 
the development of receptor‐based biosensors. Several methods for production of odorant 
receptors have been reported: the extraction from olfactory organs (i.e., olfactory epithelium), 
overexpression in heterologous cell lines (i.e., bacteria, yeast, and mammalian cell line), cell‐
free production, and chemical synthesis (Figure 2.12).

Isolation of odorant receptors from the natural olfactory tissues of target living organisms 
is an effective method for the natural state of odorant receptors (Figure 2.12a). Since target 
odorant receptors are expressed in the ORNs, the odorant receptors are able to be isolated from 
olfactory tissues including ORNs. Wu showed that odorant receptors were able to isolate from 
the dissected olfactory epithelium of bullfrogs to coat onto a sensor array [150]. Since the 
advantage in this method is to maintain the natural structure of odorant receptors from native 
ORNs, isolated odorant receptors would exhibit molecular recognition to natural ligands. 
However, this method is inefficient for collection of large amount of odorant receptors, and it 
is difficult to isolate desired odorant receptors.

Heterologous expression systems have been commonly utilized for the production of large 
amount of desired odorant receptor (Figure 2.12b). In general, target odorant receptors genes are 
genetically subcloned into specific plasmid vectors to construct expression vectors for overexpres-
sion in heterologous cells. The expression vectors containing target odorant receptor genes are 
introduced into the heterologous cell by using transfection methods, such as lipofection, electro-
poration, microinjection, viral infection, and so on. In cells odorant receptors are yielded from 
the expression vectors, resulting in the collection of large amount of odorant receptors from the 
cells. So far, bacteria (Escherichia coli) [59, 131, 161], mammalian cell lines (human embryo 
kidney cell; HEK293 cell) [152, 153], and yeast (S. cerevisiae) [5, 6, 43, 124, 138, 139] have been 
often utilized as heterologous cells. This method has the following advantages: collection of large 
amount of desired odorant receptors, production of odorant receptors with odorant response 
profiles similar to in vivo profiles, and purification of target odorant receptors with affinity 
tags. Therefore, various kinds of odorant receptors derived from vertebrates and invertebrates have 
been produced for analyzing their function and utilizing them as sensing elements by using this 
heterologous expression method [37]. However as disadvantages of this method, the codon usage 
of target odorant receptor genes might be considered for efficient expression, and proper heterolo-
gous cells might be required for getting active odorant receptors.

As an alternative method, cell‐free protein production system is recently utilized for the 
production of membrane proteins containing odorant receptors (Figure 2.12c). Extracts from 
various living organisms such as wheat germ, E. coli, rabbit, and insect are commercially 
available. Since the extracts contain all cellular components for transcription and translation 
(RNA polymerase, ribosomes, tRNA, amino acids, energy source, and so on), target proteins 
are synthesized by mixing the extracts and expression vector containing a target gene in vitro. 
Kaiser et al. reported that the human odorant receptors were able to be produced by using 
cell‐free production employing extract from wheat germ, demonstrating that the odorant 
receptors were available as sensing elements [51]. Similarly, Hamada et al. reported that 
silkmoth’s pheromone receptor was synthesized in liposomes including the extract from 
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E. coli and expression vectors to produce functional odorant receptors [39]. This method as 
well as heterologous expression system yields and obtains large amount of heterologous 
proteins. However, there are a few cases for applications to biosensors.

Peptide synthesis is likely to be available as a method, for producing odorant binding sites of 
odorant receptors as sensing elements (Figure 2.12d). In this method, the binding sites in target 
odorant receptors were predicted by computational simulation and synthesized by peptide syn-
thesis based on chemical reaction to obtain the sensing element for biosensor. Sankaran et al. 
have computationally simulated secondary structure from amino acid sequence of two mouse 
odorant receptors to predict odorant binding sites based on comparison to other receptor pro-
teins and docking simulation. Based on the predicted binding sites, the polypeptides were 
chemically synthesized for sensing elements [118]. However, odorant binding sites of odorant 
receptors from vertebrates and invertebrates remain unclear. In the future, further knowledge 
regarding odorant binding sites in odorant receptors from various organisms could facilitate 
development of sensing elements utilizing polypeptides of odorant binding site.

2.4.3.2  Immobilization of Odorant Receptors

In order to acquire signals associated with interactions between odorant receptors and odorants, 
odorant receptors and their peptides need to be immobilized onto the surface of transducers. 
At this time, the odorant receptors have to be maintained on the surface at the state of native 
structure and with their odorant response profiles. So far, three types of methods are mainly 
used for immobilization of odorant receptors or their peptides onto the surface of transducers: 
physical adsorption, self‐assembled monolayer (SAM) with biotin/avidin interaction, and 
Au─S bonding (Figure 2.13).

Physical absorption method has been commonly used for immobilization of odorant recep-
tors onto the surface of transducers (Figure 2.13a). In this method, odorant receptor solution 
that is produced or isolated by the above methods (see Section 2.4.3.1) is generally spread 
on the electrode of the transducer (i.e., crystal electrode) without special coating materials, and 
the solution is completely dried in a desiccator. Due to simplicity of procedure, many researchers 
have utilized this method [59, 131, 150]. However, since unnecessary membrane proteins and 
other proteins were also absorbed, the biosensors’ selectivity and specificity would be affected.

As a typical linker between solid surface and biomolecule, SAM of alkanethiol molecules 
has been widely used in the development of several biosensors. Since thiol group (─SH) 
strongly interacts with gold (Au), biomolecules can be easily immobilized on Au surface 
through the linker like “Au─S─(CH

2
)

n
─protein” using linear carbon chain whose one end is 

─SH and opposite end is carboxyl group or amino group, for instance. The distance between 
Au surface and the immobilized biomolecule is controllable due to SAM property of homoge-
neous thickness arising from hydrophobic interaction among the linear molecules that form 
the monolayer. Nowadays, there are many commercially available SAM reagents whose 
functional groups are preliminarily activated for tethering of biomolecules including some 
odorant receptors and the partial peptide chains such as odorant binding site. In addition, SAM 
that is combined with specific antibodies is able specifically and stably to immobilize desired 
odorant receptors. Therefore, SAM with specific antibodies is currently one of the methods 
that are often utilized for immobilizing odorant receptors onto the surface of transducers 
(Figure 2.13b). Odorant receptors with affinity tags are produced by using the heterologous 
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expression or cell‐free production (see Section 2.4.3.1). The odorant receptors with tags are 
immobilized upon the surface of transducers that is coated by SAM with the antibodies 
for recognizing the tags. Vidic et al. reported that “nanosome” isolated from yeast expressing 
odorant receptors was immobilized on the gold surface of SPR device according to this 
method [138]. Hou et al. also successfully immobilized membrane fraction from yeast 
expressing an odorant receptor onto the electrochemical impedance spectroscopy (EIS) to 
measure the interaction between the receptor and odorants [43].

The methods utilizing Au─S bond were also used for immobilization of odorant receptors 
and polypeptides (Figure 2.13c). Amino acid sequences in proteins or odorant receptors include 
one type of amino acids, cysteine, whose chemical structure has a thiol group. A thiol group 
couples to Au to form strong bonds as described earlier. Utilizing this principle, odorant recep-
tors and peptides are able to be fixed onto the surface of transducers. Sankaran et al. reported 
that the chemically synthesized polypeptide was immobilized by using this method [118].

2.4.3.3  Measurement from Odorant Receptors

Signals associated with interactions between odorant receptors and odorants have been 
measured by transducers, such as field‐effect transistors (FET), EIS, QCM, SPR, and SAW. 
Receptor‐based biosensors have been fabricated by various combinations of these transducers 
with various types of odorant receptors that were produced with the above methods. These 
examples are summarized in Table 2.3.

FET has been commonly used for acquirement of signals from purified odorant receptors. 
One of the important merits for using FET is to acquire weak signal of interaction between 
odorant receptors and odorants due to its innate signal amplification. In human odorant 
receptor‐based bioelectronic nose, Kim et al. reported a single wall carbon nanotube (swCNT)‐
FET that was coated with human odorant receptors, hOR2AG1, which is selectively activated 
by amyl butyrate (Figure 2.22) [59]. Membrane fraction including the OR was collected from 
E. coli and immobilized onto swCNT‐FET. The swCNT‐FET sensor exhibited ultrahigh 
sensitivity at the scale of 100 fM and selectively detected amyl butyrate without detection of 
other similar chemicals. Similarly, Yoon et al. reported biosensors using carboxylated poly-
pyrrole nanotubes (CPNT)‐FET and hOR2AG1 [161]. They demonstrated that the chemical 
immobilization strategy with amino silane (3‐aminopropyltrimethoxysilane) enabled them to 
maintain stable electrical contact in CPNT‐FET and quantitatively control immobilization of 
hOR. The hOR‐conjugated CPNT‐FET sensor achieved high sensitivity to amyl butyrate at 
40 fM and selective detection among similar chemicals. Not only odorant receptors but also 
peptides as sensing molecules were able to immobilize on the surfaces of swCNT‐FET. Lim 
et al. successfully developed odorant receptor‐derived peptide (ORP)‐conjugated swCNT‐
FET, which sensitively and selectively detected trimethylamine in real time at concentration 
as low as 10 fM [77]. The ORP‐conjugated swCNT‐FET was also demonstrated to be able to 
determine the quality of three types of seafood and distinguish spoiled seafood.

EIS has been recently reported to be able to be used for odorant detection by immobilizing 
odorant receptors [2, 3, 43]. EIS consists of three electrodes: working electrodes (odorant 
receptors), reference electrodes, and counter electrodes. Hou et al. immobilized yeast‐
expressed ORI7 on a gold electrode (working electrode) by SAM and biotin/avidin system 
and detected odorant‐dependent signal change by EIS [43]. They showed that the heptanal and 
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octanal were successfully detected using functionalized electrodes. More recently, Alfinito 
et al. analyzed the changes in polarization resistance of native and activated state of rat 
odorant receptor ORI7 based on Nyquist plot to demonstrate the differences in conforma-
tion of OR with or without odorants (Figure 2.23) [3]. From this theory, they described that 
electrical properties of a single sensing protein are one possibility to be available as sensing 
elements.

QCM has been commonly used for odor sensors. Signals of odorant receptors can be obtained 
from QCM‐coated odorant receptors. Sung et al. reported that crude membrane extracts of 
E. coli expressing Caenorhabditis elegans odorant receptor, ODR‐10, were coated onto the 
surface of QCM by physical absorption (Figure 2.24). Odorant receptors (ODRs) in C. elegans 
belong to GPCR family as same as mammalian odorant receptors. The sensors were demon-
strated to selectively detect diacetyl (2,3‐butanedione), which is a ligand of ODR‐10, with a 
dynamic range of 10−12 to 10−5 M [131]. Sankaran et al. combined QCM and polypeptides that 
were chemically synthesized based on computational simulation for prediction of odorant 
binding sites [118, 119]. The OR binding site-based QCM sensor was developed for detection 
of alcohol associated with Salmonella contamination in packaged beef [119]. The estimated 
limits for the detection of 1-hexanol and 1-pentanol were 2–3 and 3–5 ppm, respectively. 

(a) (b)

(c)

OTS

SiO2

SiO2

SiO2

SiO2

CNT

OTS patterning

Electrode patterning Olfactory receptor
immobilization

CNT assembly
Lipid membraneOlfactory

receptor

Au/Pd Au/Pd

20

18

16

14

12

10
0

60
0 100 200 300 400 500

80

100

120

140

100 200 300 400

Time (s)

100 fM

PB 100 μM
PV 100 μM

BB 100 μM
AB 1 pM

1 pM

10 pM 100 pM

Time (s)

I d
s(

nA
)

I d
s(

nA
)

Figure 2.22  Human odorant receptors (hOR2AG1)‐functionalized swCNT‐FET sensor. (a) Fabrication 
of hOR2AG1‐functionalized swCNT‐FET sensor. OCT, octadecyltrichlorosilane. (b) Odorant selectivity 
of the swCNT‐FET sensor. AB, amyl butyrate; BB, butyl butyrate; PB, propyl butyrate; PV, pentyl valerate. 
(c) Responses of the swCNT‐FET sensor to indicate concentrations of AB. From Ref. [59]. Reproduced 
with permission from John Wiley & Sons, Ltd
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Similarly, they developed a QCM sensor combined with chemically synthesized peptide of 
insect OBP, LUSH, to detect alcohols, 3-methyl-1-butanol and 1-hexanol [118]. The esti-
mated detection limit was in the range of 1–3 ppm. In addition, Lu et al. developed a six‐chip 
sensor module with QCMs containing synthetic polypeptides together with conducting poly-
mers to achieve simultaneous detection and identification of various classes of VOCs [87].

SAW sensors were also demonstrated to be possible to be utilized as transducers for 
measuring signals from odorant receptors (Figure 2.25). Wu et al. reported that the SAW 
sensor‐coated membrane fraction of human breast cancer cells, MCF‐7 cells, expressing 
ODR‐10 exhibited 10‐fold more sensitive (10−13 M) to natural ligand, diacetyl, than those of 
QCM sensors [152]. Furthermore, they demonstrated the SAW sensors with better perfor-
mances by improving the immobilization efficiency of the odorant receptors onto the surface 
of SAW chip with SAM absorption to achieve higher sensitivity (10−15 M) and longer stability 
(within 7 days) than their previous work (Figure 2.25) [153].

SPR‐based sensing was one of the most popular methods to detect several biomolecules’ 
interactions. Vidic et al. showed that nanosomes prepared from OR‐expressed yeast were used 
for detecting odorants through a SPR [138]. In this work, rat ORI7 or human OR1740 with Gα 
protein was coexpressed in yeast, S. cerevisiae, and the yeast‐derived nanosomes were immo-
bilized with carboxymethyl‐modified dextran polymer hydrogel on the surface of SPR sensor 
chip. Under the condition of GTPγS existence, which is nonhydrolyzable analogue of GTP, 
the detection of odorants was achieved by measuring the amount of mobilization of 
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Gα protein along with GTPγS. According to this method, helional and cassione were selec-
tively detected in a dose‐dependent manner. Vidic et al. also demonstrated the immobilization 
method of nanosome on the gold surface of SPR device by SAMs and biotin/neutravidin to 
construct nanosome patterning using microcontact printing [139]. In reports of SPR for 
OR‐based biosensors, it was also reported that cell‐free produced odorant receptors were 
applicable (Figure 2.26) [51]. Human odorant receptors, hOR17‐4, were synthesized using 
wheat germ cell‐free protein production system and immobilized on a sensor chip of SPR 
apparatus, Biacore T100 (GE Healthcare). The OR‐conjugated SPR sensor dose‐dependently 
detected undecanal, which is known as a ligand of hOR17‐4.

2.4.4  Summary of the Biosensors

As mentioned in these earlier sections, several odorant sensors based on living systems (bion, 
organ, tissue, cell, and receptor) have been developed in recent years. There are currently 
many application studies of human odorant receptors for such a biosensing. On the one hand, 
some insect odorant receptors are being used as the odorant sensor elements these days. 
Behind the trend is the fact that insect olfactory systems can be partly reconstructed at cellular 
level with the recent progress in revealing of the olfactory mechanism. In addition, peptides 
whose structural motifs have been predicted as odorant binding site are also applied to odorant 
sensors recently.

Optical‐based, resonance‐based, and electrical device‐based detection systems are 
mainly used as transducers between the biomaterials and the artificial output interfaces. 
The combination of these transducers and biomaterials provides many variations of odorant 
biosensors. Each odorant biosensor has advantages and disadvantages as summarized in 
Table 2.4. Although each approach has actually some difficulties such as lifetime and labo-
rious handling process of biomaterials, they possess their own advantages in points of the 
sensitivity and the target odorants as shown in each table of the respective sections. In other 
words, any odorant biosensors have not yet led to realize the versatile feature of sensitivity, 

(a) (b)
RU

RU

6

4

2

R
es

po
ns

e

0

–2
–20 0 20 40 60

100 μm

11 μm
3.7 μm
1.2 μm

33 μm

80 (s)

4

Time

3

2

1

0 8e–5 1e–4 (M)

Concentration

4e–52e–5 6e–5

Figure  2.26  Detection of odorant interaction with hOR17‐4 on surface plasmon resonance. (a) 
Responses to undecanal at indicated concentrations. (b) Dose‐dependent curve. From Ref. [51]. 
Reproduced with permission from National Academy of Sciences, USA



42	 Essentials of Machine Olfaction and Taste

selectivity, portability, robustness, cost‐effectiveness, and so on. However, it is expected that 
further understanding of creature’s olfactory system will facilitate a development of odorant 
biosensors with better performance.

2.5  Future Prospects

According to the elucidation of molecular mechanisms in olfaction of natural living organisms, 
the mechanism can be used for the olfactory biosensors based on biological molecules. In this 
chapter, three different types of olfactory biosensors have been introduced: tissue‐based bio-
sensor, cell‐based biosensors, and receptor‐based biosensors. Some researches demonstrated 
that the performances of these biosensors were superior to those of existing odor sensors in 
terms of sensitivity and selectivity. However, the olfactory mechanisms of living organisms 
have been not completely elucidated. Living organisms detect and discriminate various types 
of environmental odorants with higher performances than expected. For example, recent 
research demonstrates that biological molecules, such as OBPs, coreceptor, membrane pro-
teins, and membrane transport proteins, function in their olfactory organs and ORNs. In the 
future, along with the advances in studies on olfaction and taste, the performances of artificial 
odorant biosensors reach to those of living organisms.

Response characteristics in olfactory biosensors are in accordance with those of the 
expressed odorant receptors. Therefore, in order to develop odorant biosensors for detecting 
target odorants, we need to characterize the odorant selectivities of various types of odorant 
receptors from various living organisms to select the odorant receptors that enable us to detect 
a target odorant. The database of odorant selectivity in odorant receptors has been constructed 
regarding to D. melanogaster odorant receptors and mammalian odorant receptors. We can 
use them to select the odorant receptors for the target odorants. The methodology we have 
described in this chapter, in conjunction with the large repertoire of odorant receptors, enable 
to develop practical odorant biosensors for various applications, such as food administration, 
environmental monitoring, and health management.

Table 2.4  Advantages and disadvantages of odorant sensors

Types of biosensor Advantages Disadvantages

Tissue‐based sensor Ease to fabricate and immobilize Lack of specificity
Natural odorant profiles Individual differences
Low cost Olfactory fatigue

Difficulty of natural state and 
storage
Need to kill animals

Cell‐based sensor High sensitivity and selectivity Difficulty of handling
Single type of ORs Necessity of culturing
Nature of membrane for ORs Low stability

Difficulty of long‐term sensing
Receptor‐based sensor High sensitivity and selectivity Difficulty of purification and 

isolationLonger‐term stability
Acquirement of receptor activity
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4.1  Introduction

Electronic tongues are defined as sensors for measuring liquid using several kinds of 
nonspecific and low‐selectivity sensors; as a result, multivariate analyses such as principal 
component analysis (PCA) and partial least squares (PLS) are usually performed on the 
outputs of sensor arrays. The taste sensor focused on in this chapter is a kind of electronic 
tongue, but the concrete purpose and method of sensing are very different from those of 
other electronic tongues. Many review papers for electronic tongues (abbreviated sometimes 
as “e‐tongues”) have been published so far [1–25], and hence results obtained from the taste 
sensor are focused on here.

The main method of evaluating the taste of items in food and pharmaceutical industries is a 
sensory test, in which experienced evaluators, called sensory panelists, actually taste samples 
to evaluate them; however, this method has some problems such as low objectivity and repro-
ducibility as well as the great stress imposed on the panelists. To resolve these problems, an 
objective method for discriminating and quantifying the taste of foods and medicines has been 
developed. The taste receptors of humans do not necessarily recognize individual chemical 
substances, as mentioned in Section  4.3. Each of the receptors for the five basic tastes 
simultaneously receives multiple chemical substances, showing a semiselective property. 
In  chemical analysis methods such as liquid and gas chromatographies, therefore, it is 
practically impossible to measure the taste of foods containing several hundred types of taste 

4
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substances. It should be noted that there are interactions between different tastes and between 
taste substances. For example, the bitterness of coffee is suppressed by adding sugar and a 
synergetic enhancing effect for umami can be obtained by mixing two kinds of umami 
substances represented by amino acids and nucleotide‐derived substances.

The first concepts of a taste sensor appeared in 1990 [26] after a patent for the taste sensor 
was applied in 1989. The developed taste sensor was equipped with multichannel electrodes 
using a lipid/polymer membrane for the transducer to measure the taste in liquid. The term 
“electronic tongue” appeared in 1995 [27]. The taste sensor developed by Toko’s group can be 
considered to be an electronic tongue with global selectivity. Here, global selectivity is defined 
as the decomposition of the characteristics of a chemical substance into taste qualities and 
their quantification, rather than the discrimination of individual chemical substances, by 
mimicking the human tongue, on which the taste of foods is decomposed into individual types 
of taste by each taste receptor. In contrast, ion sensors or enzyme sensors aim at the detection 
of each chemical substance with high selectivity, which means a one‐to‐one correspondence 
with a particular chemical substance. The taste sensor is developed in order to discriminate 
and identify foods or beverages and, furthermore, quantify the taste using the scale of taste. 
On the basis of this concept, the taste sensor has been commercialized as taste sensing systems 
SA402B and TS‐5000Z, which are the world’s first commercialized electronic tongue systems. 
Currently, over 350 systems have been sold and are utilized in food and pharmaceutical 
companies throughout the world.

Let us briefly explain the physiological knowledge of taste. The taste we perceive is 
composed of five kinds of taste qualities: sourness, saltiness, sweetness, bitterness, and umami 
[28–30]. Additional qualities are pungency and astringency, which are related to the sense of 
pain (Table 4.1). The fifth taste, “umami,” is sometimes called savoriness (strictly speaking, it 
is not the same) and is acknowledged as an independent taste found by a Japanese scientist 
[28]. Sweetness is produced by sugar, glucose, and artificial sweetener and becomes our 
energy source. Saltiness is produced by cations such as sodium ions; however, anions also 
contribute to saltiness because we perceive different saltiness if anion species are changed in 
aqueous solution. Sourness is due to hydrogen ions generated from acetic acid, hydrochloric 
acid, and citric acid, for example. It activates metabolism, but generally is a signal of rot. 

Table 4.1  Chemical substances showing five basic taste qualities, pungency, and astringency related 
to the sense of pain and the meaning of each taste

Taste Main materials Meaning, characteristics

Sweetness Sucrose, glucose, artificial sweetener Source of energy
Saltiness Cations represented by sodium ions Supply of minerals necessary for fluid 

balance
Sourness Dissociated hydrogen ions from acetic acid, 

hydrochloric acids, citric acids, and so on
Activation of metabolism, signal of 
decay

Bitterness Caffeine, theobromine, quinine, humulone Warning of toxicity
Umami Monosodium glutamate (MSG), disodium 

inosinate (IMP), disodium guanylate (GMP)
Supply of essential amino acids and 
nucleotides (ingredient of nucleic acids)

Astringency Tannin‐based compounds Through mucosal protein surfaces and 
bitter taste receptors

Pungency Capsaicin, allyl isothiocyanate, piperine Through the thermal, pain receptors
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There are many kinds of chemical substances tasting bitter, as represented by caffeine, 
theobromine, quinine, and isohumulon. Bitterness gives a warning of toxicity. Umami is the 
taste produced typically by monosodium glutamate (MSG) contained in seaweeds. Other 
typical umami substances are disodium inosinate (IMP) mainly contained in fish and meat and 
disodium guanylate (GMP) contained in mushrooms. Umami plays the role of supplying 
indispensable amino acids and nucleotides to our bodies.

Chemical compounds with pungency are received at sensory receptors that are sensitive to 
temperature and pain. In other words, they are not received at taste receptors in gustatory cells. 
The major pungent compounds are allyl isothiocyanate, capsaicin, and piperine. Astringency 
is caused by polyphenol, mainly tannin. These compounds are said to mainly stimulate pain 
receptors.

We have many sandy grains called papillae on the tongue. One papilla contains several to a 
few hundred sensory organs called taste buds, which are composed of approximately 50–100 
gustatory cells. Bitterness receptors, a group of taste‐2 receptors (T2Rs) present in taste cells, 
were discovered in 2000 [31–33] followed by the discovery of sweetness receptors (T1R2 + T1R3) 
[34] and umami receptors (T1R1 + T1R3) [35]. Each taste receptor receives multiple chemical 
substances constituting a single taste. Namely, taste receptors exhibit semiselectivity rather than 
rigid and high selectivity. As for sourness and saltiness, the reception mechanisms have not yet 
been completely clarified; polycystic kidney disease 2‐like 1 protein (PKD2L) [36, 37] and 
epithelial sodium channel (ENaC) [38] have been identified as the candidate receptors, 
respectively. The reception of taste substances leads to the release of neurotransmitters, and 
hence, taste information perceived in this way is transmitted to taste nerves and finally reaches 
the gustatory area in the brain.

The measurement of taste is very different from that of other quantities such as light and 
sound waves. Among the five senses, light is received by of the sense of sight, sound waves 
by the sense of hearing, and pressure or temperature by the sense of touch. These quantities 
are single physical quantities. In other words, these are properties of an object or attributes 
such as length and weight. These quantities are independent of humans. Even if we do not 
exist, these quantities can exist. The situation is very different in the senses of taste and 
smell. In these senses, an enormous variety of chemical substances are received by receptors 
and recognized by the brain, as aforementioned. Chemical substances have no taste or 
smell. Taste and smell have meaning when we interpret them. Even if we measure the 
attributes of chemical substances, we cannot express taste or smell. It is necessary to 
consider subjectivity and objectivity to gain clues for creating a taste sensor (Figure 4.1). 
Five senses are recognized comprehensively in the brain. The term “taste” that we normally 
use refers to a subjective recognition occurring in the brain. It is difficult to quantify this 
type of taste using current scientific tools. A very important fact in order to understand the 
nature of gustatory sense is that the state of potential response of neurons to the taste of 
various materials shows little change throughout primary to tertiary neurons. This implies 
that information of a basic taste has already been almost completely compiled in the 
primary neurons. The information is merely transmitted to the brain through the secondary 
and tertiary neurons. On the basis of this knowledge, let us hypothesize that we measure the 
electric signal in the gustatory nerve; then we can judge the taste from the recorded 
electrical signals. At this stage, the taste is nothing but objective data. We can quantify and 
know this “taste.” The taste sensor should be capable of measuring and quantifying this 
objective “taste.”
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4.2  Electronic Tongues

As mentioned previously, the features of electronic tongues based on sensor arrays to measure 
liquid are (i) low selectivity and high cross‐selectivity instead of high selectivity and (ii) the 
capability of statistically analyzing the outputs from multiple sensors. These features, that is, 
low selectivity, high cross‐selectivity, and statistical analysis, are similar to those of electronic 
noses for measuring gases. The development of electronic noses started in 1982 [39–43], and 
new measurement technologies have been generated, together with electronic tongues. 
Table 4.2 shows a summary of e‐tongues and taste sensing studies. Many review papers [1–25] 
have been published, and hence we explain briefly typical e‐tongues here.

A St. Petersburg–Rome collaboration team reported e‐tongues with arrays of ion‐selective 
electrodes (ISE) and the analysis of pollution in water in 1997 [44]. Porphyrins and related 
macrocycles are known as ionophores in ion‐sensitive electrodes, and D’Amico and Di Natale 
reported porphyrin‐based e‐tongues for making analytical chemistry applications for liquids 
[45, 48] and reported an example of an application to quality management of wines [49].

Winquist and Lundström reported a voltammetric e‐tongue in 1997 [52] and then devel-
oped a hybrid e‐tongue by combining the technologies for potentiometry, voltammetry, and 
conductivity measurement [15, 21, 53, 62]. Six different types of metallic electrode were 
used as the working electrodes in voltammetric measurements to obtain different potential 
responses, and PCA was used to analyze the obtained data and discriminate foods [15, 47]. 
The discrimination of beer classes in the aging process was successful using a cyclic‐
voltammetric e‐tongue including three enzymatic biosensors, and the reduction of the 
variables of electrochemical signals was also performed for wine characterization using a 
genetic algorithm (GA) combined with PLS [51, 63].

The group of Vlasov and Legin in St. Petersburg reported an e‐tongue with solid‐state crystalline 
ISE based on chalcogenide glass [46, 64] and discriminated and analyzed foods and beverages such 
as Italian wine [50] and mineral water by PCA and analysis using neural network techniques [20]. 
They also reported the quantification of the bitter taste of structurally diverse active pharmaceu-
tical ingredients (APIs) using an e‐tongue under parameter‐limited conditions [54].

Sight

Taste Texture
temperature

Hearing

Subjectivity

Smell

Objectivity

Gustatory nerve

Figure 4.1  Subjectivity and objectivity of taste
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Gardner’s group reported not only e‐noses but also e‐tongues based on a dual shear 
horizontal surface acoustic wave (SH‐SAW), which was successful in discriminating between 
liquids of different basic tastes [55]. Although the sensor category does not belong to  
e‐tongues, a microfluidic device was constructed for on‐site determination of fish freshness 
using the adenosine‐5‐triphosphate (ATP) concentration as an indicator of freshness by 
Suzuki’s group [65]. The combination of this kind of device with e‐tongues will contribute 
largely to quality monitoring of foods.

Table 4.2  Summary of e‐tongues and taste sensing studies

Type of study Type of sensing principle Data processing References

Environmental  
application (polluted  
water)

Sensor array of ion‐
selective electrodes 
(ionophores), 
potentiometric sensor

Multiple linear regression 
(MLR)

[44–46]

Partial least squares (PLS)
Nonlinear regression  
(NLLS)
Backpropagation neural 
network (BPNN)
Principal component 
analysis (PCA)

Voltammetric sensor 
(some metals electrodes)

PCA [47]

Array of miniaturized 
potentiometric sensor

Sensor array of ion‐
selective electrodes 
(ionophores), 
potentiometric sensor

PLS [48]

Application for quality 
management of wines

Potentiometric sensor,  
ion‐selective electrodes 
(ionophores)

PCA, PLS [49, 50]

Monitoring the aging 
beers and wines

Enzymatic biosensors, 
cyclic voltammetry

PCA, neural network [51]

Classification of various 
fruit drinks and milk

Voltammetric sensor PCA [52, 53]

Hybrid e‐tongue Potentiometry, 
voltammetry, and 
conductivity  
measurements

PCA, artificial neural net [21]

Bitter taste assessment 
of pharmaceutical

Potentiometric sensor 
array (27 cross‐sensitive 
sensors)

PLS [54]

SH‐SAW‐based e‐tongue 
(discrimination between 
liquids of different basis 
tastes)

SH‐SAW PCA [55]

Biological tissue such as 
taste cells and receptors

Biosensor recording 
of extracellular potentials

— [56–58]

Colorimetric cross‐
sensitive sensor array

PCA, hierarchical clustering 
analysis

[59–61]
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Recently, researchers have been attempting to develop biosensors using biological tissue 
such as taste cells and receptors by applying genetic engineering technologies [56–58]. 
Whereas the reproducibility and stability of usable sensors should be improved, this kind of 
e‐tongue might be promising as a future sensing device. Suslick’s group analyzed liquids such 
as beer and soft drinks using a colorimetric cross‐sensitive sensor array that comprises multiple 
chemically responsive dyes [59–61], and furthermore, tried to identify and characterize lung 
cancer by measuring exhaled breath using the same principle and device [66].

Electronic tongues are aimed at discriminating and analyzing foods and beverages and are 
well known as sensing technologies that greatly contribute to quality management. Aissy Inc., 
Japan, a venture from Keio University, provides accurate analysis using its original taste 
sensors and services useful for the development of new products and marketing in the food 
industry [67].

There are two types of commercialized electronic tongue in the world [7, 8, 68]. One is the 
taste sensing systems SA402B and TS‐5000Z (Intelligent Sensor Technology Inc., Japan), 
which is usually called the taste sensor, and another is the Astree II e‐tongue (Alpha MOS, 
France).

4.3  Taste Sensor

4.3.1  Introduction

Objective taste evaluation has been attracting attention in various fields, such as the food, 
beverages, and pharmaceutical industries. As mentioned in Section  4.2, a promising 
candidate for the taste evaluation is an e‐tongue. It is equipped with different types of 
sensors, including ISE, ionophore‐based electrodes, and enzymatic biosensors. These elec-
trodes have extremely high selectivity to a given ion, but low selectivity to similar taste 
substances. Resultant data are analyzed by multivariate analyses, such as PCA, discriminant 
analysis (DA), and artificial neural network (ANN). However, these techniques cannot 
adequately predict the taste unless “supervised data,” such as the kind and/or amount of 
chemical components contained or experimental conditions, are obtained before the 
analysis. This means that the use of electronic tongues may be limited only to quality control 
in which a sample is compared with a control sample to evaluate whether they are the same 
or not in terms of a certain point.

We have been developing a taste sensing system whose concept is quite different from 
that of the aforementioned electronic tongues. In the 1980s, Toko and coresearchers at 
Kyushu University, Japan, studied electrochemical phenomena of lipid membranes and 
found that a membrane doped with a dioleyl phosphate (DOPH) responded to some tastants 
[69–83], and in 1990, they reported that multichannel lipid/polymer membrane sensors 
exhibited different output patterns to different taste substances [26, 84]. Following those 
results, Toko’s group not only conducted further research on the multichannel sensors  
[85–105], but also applied them to foods and beverages, including beer [85, 91, 106, 107], 
coffee [108], sake [109, 110], miso (soybean paste) [111], milk [112], green tea [113], 
amino acids [114–116], wine [117], soy sauce [118], salts [119–121], and beef [122]. 
The results clearly demonstrate that these membranes act as “taste sensors.” This section 
describes all aspects from the response mechanism of taste sensors to the details of the 
analysis methods.
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4.3.2  Principle

Membranes of taste sensors consist of lipids, plasticizers, and polyvinyl chloride (PVC). 
The following is the procedure for fabricating a taste sensor electrode:

1.  The necessary types and amount of lipid(s) and plasticizer(s) are added to tetrahydrofuran 
(THF) and mixed for 1 h.

2.  PVC is added to the solution and then mixed for another 1 h.
3.  The mixture is poured in to a petri dish to dry it at room temperature for 3 days.
4.  A lipid/polymer membrane approximately 200 µm thick is created in the dish and then 

attached to the surface of a sensor probe using a solution of 800 mg PVC and 10 ml THF as 
an adhesive.

5.  After 2 days of drying, the taste sensor electrode is complete.

Figure 4.2 shows the chemical structures of the lipids and plasticizers used [123]. Taste 
sensor electrodes have various characteristics depending greatly on the types and amounts of 
lipids and plasticizer incorporated. This will be described further in Section 4.3.6.

Measurement by the taste sensor is based on the potentiometric principle, and therefore, 
the electrical potentials between working electrodes for taste sensing and a reference elec-
trode are measured. These electrodes use a silver wire coated with silver chloride (AgCl). 
Before the measurement, these electrodes, which are filled with a solution of 3.33 M 
potassium chloride and saturated AgCl solution as the inner solution, should be precondi-
tioned for at least 2 days to stabilize the electrical potential. After the preconditioning, 
the electrodes are connected to an amplifier to measure the electrical potentials difference 
and are converted to digital code by a digital voltmeter and subsequently fed to a computer 
(Figure 4.3).

The taste sensing system models SA401, SA402, SA402B, and TS‐5000Z were produced 
by Intelligent Sensor Technology, Inc. in 1993, 1996, 2000, and 2007, respectively 
(Figure 4.4). They have been widely used in a variety of fields, such as the food, beverage, 
and pharmaceutical industries, universities, and national research institutes. These instruments 
can be equipped with up to eight types of taste sensor electrodes, providing information on 
taste qualities, including saltiness, sourness, and sweetness. This will be presented in detail 
in Sections 4.3.3 and 4.3.6.

4.3.3  Response Mechanism

According to the Gouy–Chapman theory [125, 126], an electrical layer is formed on the 
surface of the lipid/polymer membrane of a taste sensor when it is immersed in water. Next, 
the membrane is immersed in a solution containing a taste substance, inducing a change in 
electrical potential. This means that the interaction between the membrane and the tastant 
causes the change in electrical potential.

To investigate the interaction further, the charge density at the membrane surface was 
calculated on the basis of the Gouy–Chapman theory and the Poisson–Boltzmann equation 
[127, 128] and was compared with the experimental membrane’s response results for 
sodium chloride (salty) [94, 95], hydrochloric acid (sour) [95], quinine hydrochloride 
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Ref. [123]. Copyright 2009, Institute of Electrical Engineers of Japan



Taste sensor
(working electrode) Reference electrode

Ag/AgCl electrode

3.33 M KCl
+ saturated AgCl

Artificial 
lipid-based 
membrane

Junction
(ceramic)

Management server
(computer)

Digital 
voltmeterBuffer amp.

+ –
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Figure 4.4  Models of the taste sensing system. (a) First model: SA401; (b) second model: SA402; 
(c) third model: SA402B; and (d) fourth model: TS‐5000Z. Republished with permission from Ref. 
[124]. Copyright 2013, Pan Stanford Publishing
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(bitter) [95], and MSG (umami, savory) [100]. Figure 4.5 illustrates the response mechanisms 
of a membrane to the three types of taste substances. This membrane incorporates a type of 
phospholipid, and hence it has a negative charge in a tasteless solution like pure water 
owing to the dissociation of the acid group in the lipid molecule (Figure 4.5a). This situation 
can be called “normal state” for the membrane. The sour material causes the electrical 
potential to be more positive, which agrees with the theoretical results. This suggests the 
prevention of the dissociation of the acid group in the lipid molecule (Figure 4.5b). The salty 
substance also causes a positive change in the electrical potential, and the result is in 
agreement with the theoretical ones. This demonstrates that potassium chloride directly 
affects the electrical double layer formed at the membrane surface, which is called the 
“screening effect” (Figure 4.5c).
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The amount of quinine hydrochloride in the membrane immersed in a solution of 1 mM 
quinine hydrochloride (bitterness) for 1 h was determined by electron spectroscopy for 
chemical analysis (ESCA) [100]. The result showed that quinine hydrochloride was adequately 
contained in the membrane, suggesting that it strongly adsorbs on the hydrophobic part of the 
membrane and then causes a change in the electrical potential. The umami substance is 
considered to be involved in a unique mechanism because it causes the negatively charged 
membrane to be more negative. In addition, the ESCA experimental result showed that the 
umami sample was not contained in the membrane although it was rinsed with pure water 
before the analysis. These results indicate that MSG interacts with the membrane via the pos-
itively charged amino group, while the negatively charged carboxyl group causes the electrical 
potential to be more negative [100, 104].

4.3.4  Measurement Procedure

As mentioned in Section 4.3.3, interactions of taste substances with lipid/polymer membranes 
depend on the type of taste quality and can be divided into two groups: (i) electrostatic inter-
action (salty, sour, and umami substances) and (ii) adsorption (bitter and umami substances).

To detect both types of interactions, the specific measurement procedures have been devel-
oped [113, 129]. Figure 4.6 illustrates the measurement procedure based on the change in the 
electrical potential of membranes over time. First, a taste sensor electrode is immersed in a 
reference solution of 30 mM potassium chloride and 0.3 mM tartaric acid. This solution is 
used to measure the potential V

r
 as a standard output and is referred to as the tasteless sample 

in the taste measurement. Second, the potential V
s
 is measured in the sample solution. Third, 
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after rinsing the membrane with the reference solution, the potential Vr  is measured again in 
the reference solution. The difference in the potentials (V

s
 − V

r
) is the relative value, which 

reflects “initial taste” for humans, including saltiness, sourness, and umami. The difference in 
the potentials (V Vr r) indicates the change in the electrical potential owing to the adsorption 
of samples to the membrane and is called the CPA value (change of membrane potential 
caused by adsorption of chemical substances). This properly reflects “aftertaste” for humans, 
including bitterness and astringency. Finally, the taste sensor electrode is rinsed with 
washing solution containing alcohol to remove the adsorbed chemicals before measuring the 
next sample.

4.3.5  Sensor Design Techniques

Following the research results obtained by Toko’s group on the taste sensor, the first model of 
taste sensing system SA401 was put on the market in 1993. It was capable of the classification 
of various foods and beverages. However, the taste sensor membranes on the system at that 
time had some problems to be overcome. Each of the membranes had low selectivity to similar 
taste substances, and therefore all sensor outputs must be analyzed together by multivariate 
analysis, such as PCA. PCA is one of the mathematical techniques of reducing a large number 
of variables to as few alternative variables as possible without loss of information. However, 
principal components from PCA results are dimensionless data, and hence the resultant data 
cannot be interpreted as taste information unless information on taste qualities for all samples 
is given before the analysis. This characteristic allows the classification based on the PCA 
results to be suited to quality control but unsuited to taste evaluation for the development of 
food and beverage products.

To overcome this problem, the concept behind the taste sensor has drastically changed to a 
new one that each sensor membrane should respond more selectively to similar taste substances 
and recognize different taste qualities by itself. To achieve these points, the requirements 
below must be fulfilled in view of taste sensing technology [13]:

1.  Threshold: The threshold of taste sensor electrode must be the same as the human taste 
threshold.

2.  Global selectivity: The taste sensor electrode must respond consistently to the same taste, 
similarly to the human tongue.

3.  High correlation with human sensory scores: The taste sensor electrode must have high 
correlation with human sensory scores.

4.  Definition of information: There must be a clear defined unit of information from the taste 
sensor electrode.

5.  Detection of interaction between taste substances: The taste sensor electrode must detect 
interaction between taste substances.

These requirements will be discussed in Section 4.3.6 in more detail. To design the sensor 
characteristics, we focused on the fact that the physicochemical property of taste substances 
relies on the type of taste quality [124, 129]. Table 4.3 shows the adsorption ability and taste 
threshold for four types of taste substances. Salty substances such as potassium chloride have 
such a low hydrophobicity as to be easily hydrated in water and a relatively high taste threshold 



Taste Sensor	 99

because they are vital to human life as a mineral source. Sour substances such as citric 
acid also have low hydrophobicity and a low taste threshold because sourness is a signal of 
the decomposition of food and beverage to humans. Bitter substances such as quinine 
hydrochloride have such a high hydrophobicity that they are negligibly hydrated in water and 
an extremely low taste threshold because bitterness is traditionally recognized as indicating 
toxicity. Umami substances such as MSG or peptides have a slight aftertaste, which is often 
called “richness” or “mouthfulness,” possibly because of their ability to slightly adsorb on the 
human tongue. Also, they have a medium level of the taste threshold compared with other 
taste substances. In this way, taste substances can be classified in accordance with the two 
physicochemical properties.

As mentioned in Section 4.3.3, the interaction between taste substances and lipid/polymer 
membranes depends on the type of taste quality. On the basis of the interaction and the 
classification, we proposed sensor design techniques to optimize the electric charge density 
and hydrophobicity of lipid/polymer membranes.

Let us consider one method of optimizing the electric charge density [130]. Not only the 
type but also the amount of lipid incorporated in a membrane significantly affects the sensor 
characteristics. Figure 4.7 shows the effect of lipid concentration in a membrane on the relative 
values of a positively charged membrane sensor that contains tetradodecyl ammonium bromide 
(TDAB) as the lipid and 2‐nitrophenyl octyl ether (NPOE) as the plasticizer. In general, the 
electric charge density increases with increasing the charged lipids concentration. In Figure 4.7, 
the response to NaCl (saltiness) increases negatively as the lipid concentration increases. 
This suggests that the screening effect by Cl− anions causes the electrical potential to be more 
negative. In contrast, the increment in the electric charge density causes the membrane to be 
unresponsive to tartaric acid (sourness) and MSG (umami). This is because TDAB’s function 
as an anion exchanger prevents interactions with H+ cations from such tastants.

A specific nonlinear response to iso‐alpha acid (bitterness) is observed; there is a negative 
peak of the relative value at the lipid concentration of 0.1%. To ascertain the cause of the non-
linear response, we also examined the effect of the electric charge density on the membrane 
potential in the reference solution, which is V

r
, as mentioned in Section 4.3.4. The top graph 

in Figure 4.8 shows the relationship between the lipid concentration in the membrane and the 
membrane potential for iso‐alpha acid, and the bottom graph is part of Figure 4.7. As shown 
in the upper graph of Figure 4.8, the membrane potential drastically increases at low lipid 
concentrations with increasing lipid concentration upon the addition of a positively charged 
lipid into the membrane. However, it becomes almost constant at higher lipid concentrations 
owing to the limit of the electric charge density. That is why a curve is created in the figure 
and why only the bitter substance exhibits the nonlinear response. Most bitter substances 

Table 4.3  Physicochemical properties of taste qualities

Taste quality Adsorption ability Taste threshold

Saltiness None High
Sourness None Low
Bitterness High Low
Umami Low Medium

Source: Republished with permission from Ref. [124]. Copyright 2013, Pan Stanford Publishing.
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interact with lipid/polymer membranes by adsorption and cause a change in the electrical 
potential. That means that the response to bitter substances is determined by the change in the 
electric charge density.

To understand this, let us consider the changes at three lipid concentrations. In the upper graph 
of Figure 4.8, downward arrows mean a change in the electrical potential that yields a sensor 
output of 10 mV, while leftward dashed arrows mean a change in the electric charge density 
necessary for the 10 mV sensor output. As arrow A indicates, a considerable change in the 
electrical potential at a high lipid concentration is necessary to obtain a sensor output of 10 mV. 
However, such a change is practically impossible because an extremely small amount of bitter 
substances adsorb on the membrane, thus causing a slight change. Therefore, membranes contain-
ing a high concentration of lipids exhibit no or less response to bitter substances. In contrast, as 
arrow B indicates, even a slight change in the electrical potential at moderate lipid concentrations 
causes a sensor output of 10 mV. This means that membranes containing a moderate concentration 
of the lipid have the highest sensitivity to bitter substances compared with other lipid concentra-
tions. Membranes with a small amount of lipid have low sensitivity because there is no lipid on 
which bitter substances can adsorb. Therefore, the peak of the relative values represents the most 
appropriate amount of lipid for high sensitivity and selectivity to bitter substances.

In contrast, Figure 4.7 also shows that membranes with a significant amount of lipid have 
high sensitivity and selectivity to salty materials. As described in Section 4.3.3, the response 
mechanism to salty substances involves the screening effect, and hence increasing the amount 
of lipid to enhance the effect is desirable for good sensitivity and selectivity [129]. The response 
to umami substances is associated with both the screening effect and adsorption [100], which 
means that membranes containing moderate amounts of the lipid exhibit high sensitivity and 
selectivity to such substances. Sour materials cause a change in the electrical potential through 
the dissociation of the acid group of the lipid molecule, meaning that membranes with high 
sensitivity and selectivity to such materials must contain an adequate amount of lipid. That 
appears to be contradictory to Figure 4.7. The lipid TDAB is one of the quaternary ammonium 
salts that fully dissociate at any pH. Therefore, TDAB is not suited for use as the lipid in the 
membrane of a sourness sensor, and negatively charged lipids that partially dissociate in water, 
such as phosphoric acid di‐n‐decyl ester (PADE), are desirable [129].

Next, let us consider another method of optimizing the hydrophobicity of lipid/polymer 
membranes. Our experimental results show that lipids with short hydrophobic chains are 
suitable for the sensing material of salty and sour substances [129], while lipids with long 
hydrophobic chains can be a key element in the bitterness sensor. This implies that lipids with 
characteristics similar to those of the target tastant are promising sensing materials.

Plasticizers were originally considered to be responsible for physical properties such as 
strength and stiffness [131]. However, we have revealed that plasticizers can also be promising 
materials for controlling the hydrophobicity of membranes [123]. Figure 4.9 shows the effects 
of the type of plasticizer and the amount of lipid on the CPA values for basic taste substances. 
A negatively charged lipid, PADE, is incorporated in the membranes at different concentrations 
with eight types of plasticizers, including dioctyl phenylphosphonate (DOPP) and bis (1‐butyl-
pentyl) adipate (BBPA). For all the plasticizers, lipid‐free membranes have no CPA value for all 
substances, even quinine hydrochloride. This clearly demonstrates that lipids are necessary as 
they act as ionic sites where changes in the electrical potential of the membrane occur upon the 
adsorption of taste substances. This will be discussed further in Section 4.8.3. The method of 
optimizing the membrane hydrophobicity will aid the development of bitterness sensors.
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permission from Ref. [123]. Copyright 2009, Institute of Electrical Engineers of Japan



Taste Sensor	 103

4.3.6  Basic Characteristics

With the sensor design techniques, nine types of “next‐generation” taste sensor membranes 
have been developed. The components of the taste sensor membranes are listed in Table 4.4. 
The membranes can be divided into three groups depending on the type of lipids. Positively 
charged membranes contain a positively charged lipid, such as a quaternary ammonium salt, 
in the reference solution and respond negatively to negatively charged samples. Negatively 
charged membranes contain a negatively charged lipid, such as a phosphoric acid ester, in the 
reference solution and exhibit a positive response to positively charged analytes. Blend 
membranes contain both types of lipids.

The taste sensor electrodes have different responses depending on their characteristics and 
accurately provide information on taste quality, such as saltiness, sourness, bitterness, 
sweetness, umami, and astringency (Figure 4.10) [124]. The umami sensor AAE has high 
sensitivity and selectivity to the umami sample of 10 mM MSG solution with the relative 
value, which is the difference in the potentials (V

s
 − V

r
), as defined in Section 4.3.4, of about 

−80 mV. This sensor membrane is one of the blend membranes that contain two types of lipids 
at the moderate lipid concentration designed to interact with umami substances through 
electrostatic and hydrophobic interactions. It also can be used for the evaluation of kokumi 
taste [132], which is also referred to as “continuity,” “mouthfulness,” or “thickness” [133]. 
The saltiness sensor CT0 selectively responds to the salty sample of 270 mM KCl solution 
with the relative value of about −50 mV. This sensor incorporates a high concentration of a 
positively charged lipid to act as an anion exchanger.

The sourness sensor CA0 exhibits a selective response to the sour sample of 2.7 mM tartaric 
acid solution with the relative value of over 30 mV. This sensor contains two types of negatively 

Table 4.4  Chemical components of taste sensor membranes

Taste sensor electrode Artificial lipid Plasticizer

Umami sensor AAE Phosphoric acid di(2‐ethylhexyl) ester, 
trioctylmethylammonium chloride

Dioctyl phenylphosphonate

Saltiness sensor CT0 Tetradodecylammonium 
bromide 1‐hexadecanol

Dioctyl phenylphosphonate

Sourness sensor CA0 Phosphoric acid di(2‐ethylhexyl) 
ester, oleic acid, 
trioctylmethylammonium chloride

Dioctyl phenylphosphonate

Bitterness sensor C00  
(for acidic bitter materials)

Tetradodecylammonium bromide 2‐Nitrophenyl octyl ether

Bitterness sensor AC0  
(for basic bitter materials)

Hexadecanoic acid Dioctyl phenylphosphonate

Bitterness sensor AN0  
(for basic bitter materials)

Phosphoric acid di‐n‐decyl ester Dioctyl phenylphosphonate

Bitterness sensor BT0  
(for bitter hydrochloride salts)

Phosphoric acid di‐n‐decyl ester Bis(1‐butylpentyl) adipate 
Tributyl O‐acetylcitrate

Astringency sensor AE1 Tetradodecylammonium bromide Dioctyl phenylphosphonate
Sweetness sensor GL1 Trimellitic acid, 

tetradodecylammonium bromide
Dioctyl phenylphosphonate

Source: Republished with permission from Ref. [124]. Copyright 2013, Pan Stanford Publishing.
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charged lipids as well as a positively charged lipid to sufficiently reflect the change in the 
electrical potential owing to the dissociation of the acid group of the negatively charged lipids 
at acidic pH.

The bitterness sensor C00 has high sensitivity and selectivity to the bitter sample of 
0.01 vol.% iso‐alpha acid solution with the relative value of over −100 mV and the CPA value 
of approximately −60 mV. This sensor membrane includes a positively charged lipid that 
selectively interacts with negatively charged bitter substances, which is also called acidic 
bitter substances. It can be used for the evaluation of the bitterness of beer [134, 135]. In con-
trast, the bitterness sensors BT0, AC0, and AN0 contain a negatively charged lipid to interact 
with basic bitter substances that are positively charged. The bitterness sensor BT0 has been 
developed to highly and selectively respond to such bitter substances [123] and shows the 
relative value of approximately 80 mV and the CPA value of approximately 40 mV to the bitter 
substance of 0.1 mM quinine hydrochloride solution. The details of the sensor BT0 will be 
discussed in Section 4.8.3.

Another bitterness sensor, AN0, for acidic bitter substances exhibits relatively high sensi-
tivity and selectivity to the bitter quinine hydrochloride with the CPA value of approximately 
10 mV. Compared with the sensor BT0, the sensors AC0 and AN0 have lower sensitivity but 
have been shown to be beneficial for the evaluation of clarithromycin [136, 137] and famoti-
dine [138], respectively.

The astringency sensor AE1 selectively responds to the astringent sample of 0.05% tannic 
acid solution with the relative value of approximately −90 mV and the CPA value of approx-
imately −60 mV. It is well suited for the evaluation of the astringency of green tea and black 
tea [139–145].

The sweetness sensor GL1 is a sensor with a different response mechanism from those of 
other sensors, as shown in Figure 4.5. Most sweetness is provided by sugars and sugar alcohols, 
which are nonelectrolytes. The nonelectrolytes, in principle, cannot cause a change in the 
electrical potential, and therefore it was previously thought that taste sensor membranes based 
on potentiometric measurement cannot detect sweetness.

However, our research group found that DOPP‐based membranes preconditioned with a 
solution of gallic acid or some of its derivatives as a sweetness‐sensing material responded to 
solutions of 1 M sugar or sugar alcohol [146–154]. This may be due to the interaction between 
the membrane and sweet substances via the binding of a carboxyl group of the sweetness‐
sensing material to two adjacent hydroxyl groups of sweet substances. However, the research 
also revealed that the membranes used without rinsing with a washing solution of 30% EtOH 
and 10 mM KOH before measuring the samples exhibit no response. This possibly indicates 
the existence of substances that help mediate the interaction. The sweetness sensor GL1 
containing trimellitic acid, selected from among candidate sweetness‐sensing materials, 
exhibits the highest response to the sweet sample of 1 M sucrose solution with the relative 
value of approximately −60 mV.

These advanced taste sensor membranes have been applied not only to various types of 
foods and beverages, including coffee [155], kamairi‐cha [156], matcha [157], wine [158], 
distilled spirits [159, 160], soup stock [161], milk [162, 163], meat [164–166], sausage 
[167], rice [168, 169], salts [170, 171], dried squid [172], and food additives [173] but also 
to water quality inspection [174]. Practical examples will be discussed in Section 4.7 in 
greater detail.
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4.3.6.1  Threshold

Commonly used chemical analyses or ISE have micro‐, nano‐, and picomolar detection limits 
for a target, providing valuable quantitative information. However, taste sensor electrode must 
have the same taste threshold as humans because a too high detection limit leads to low 
correlation between taste sensor electrodes and human sensory scores.

As discussed in Section 4.3.5, the physicochemical property of taste substances relies on 
the types of taste qualities because each taste quality has a different meaning to humans. 
For this reason, the human taste thresholds decrease in the order of saltiness, umami, sourness, 
and bitterness [175, 176]. Figure 4.11 shows the concentration dependence of taste sensor 
electrodes for the five basic tastes and astringency [2]. The figure shows that the order of taste 
thresholds of taste sensor electrodes agrees well with that of humans.

4.3.6.2  Global Selectivity

Global selectivity is a whole new concept for taste sensor electrodes proposed by Professor 
Toko. In general, traditional ISE must have high selectivity so that they exhibit a high response 
to a target ion in the presence of interfering ions. However, such characteristics are not suit-
able for taste sensing because there are many materials that produce similar taste qualities in 
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foods and beverages. Global selectivity is a specific characteristic needed only for taste sensor 
electrodes that respond consistently to the same taste similarly to the human tongue.

Figure 4.12 shows the sensor responses to similar taste substances [13, 124]. The umami 
substances MSG, IMP, GMP, and disodium succinate are found in seaweed, meat, and mush-
room, respectively. Bitter substances are widely used in drugs in the pharmaceutical field. 
Astringent substances are often called “polyphenols” and are abundant in wine, black tea, 
green tea, and coffee. Sweet substances are all mono‐ or disaccharides. All of the corresponding 
sensor electrodes exhibit a similar response to similar taste substances, clearly indicating that 
the taste sensor electrodes have global selectivity.

Taste Components

Umami (1) MSG, (2) IMP, (3) GMP, (4) disodium succinate (all materials are 10 mM)

Bitter (1) Quinine, (2) cetirizine, (3) hydroxyzine, (4) bromhexine (all materials are 0.1 mM hydrochloride salts)

Astringent (1) 0.05% tannic acid, (2) 10 mM gallic acid, (3) 5 mM caffeic acid, (4) 1 mM epigallocatechin gallate

Sweet (1) Sucrose, (2) fructose, (3) maltose, (4) lactose (all materials are 10%)
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Figure  4.12  Responses of taste sensor electrodes to similar taste substances. (a) Relative value of 
umami sensor AAE, (b) CPA value of bitterness sensor BT0, (c) CPA value of astringency sensor AE1, 
(d) relative value of sweetness sensor GL1. Data are expressed as mean ± SD (n = 4). All samples include 
30 mM KCl and 0.3 mM tartaric acid as the supporting electrolyte. GMP, disodium 5′‐guanosine 
monophosphate; IMP, disodium 5′‐inosine monophosphate; MSG, monosodium glutamate. Republished 
with permission from Ref. [124]. Copyright 2013, Pan Stanford Publishing
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4.3.6.3  High Correlation with Human Sensory Scores

By fulfilling the two requirements discussed in Section 4.3.5, that is, the same threshold as 
humans and global selectivity, the taste sensor data inevitably become correlated with human 
sensory scores. Figure 4.13 shows, for example, the correlation between the results of taste 
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sensor electrodes and sensory tests for similar taste substances [13, 124]. In Figure 4.13a, all 
bitter substances were at the same concentration of 0.1 mM. In a sensory test, azelastine 
hydrochloride shows the highest bitterness intensity, which is almost equal to the same bitter-
ness as a solution of 1 mM quinine hydrochloride. In contrast, thiamine hydrochloride 
produces the weakest bitterness intensity and is actually almost tasteless. This difference is 
due to the threshold of bitterness substances. As shown in Figure 4.13a, the bitterness sensor 
BT0 can distinguish the difference in the thresholds, and then evaluate the bitterness with high 
correlation with human sensory scores. By the same token, the astringency sensor AE1 has a 
good correlation with human sensory scores on astringency, as shown in Figure 4.13b.

4.3.6.4  Definition of Taste Information

The Weber–Fechner law states that the ratio between the initial intensity for human stimuli, 
such as of the olfactory or gustatory sense, and the discrimination threshold is a constant 
(the Weber fraction), and the relationship between a stimulus and the corresponding perceived 
intensity is logarithmic [29, 177]. In this context, the smallest detectable increase for the 
gustatory sense is about 20% [178]. According to these findings, we have defined “taste 
information” on the basis of sensor outputs and their characteristics. Let us consider, for 
example, the NaCl concentration dependence of the saltiness sensor showing a slope of 50 mV/
decade (Figure 4.14). When the concentration of 1% increases by 20%, it becomes 1.2%. 
Furthermore, the concentration of 1.2% increases by 20% to 1.44%. This 20% increase in the 
concentration equals the smallest detectable increase for humans and is constant on a 
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logarithmic scale. Therefore, if the 20% increase is defined as 1 unit, there are 12.6 units in a 
10‐fold concentration difference on the logarithmic scale [13, 124]. This relationship gives a 
slope of 0.25 unit/mV, which is called the “conversion factor.” In this case, the conversion 
factor provides taste information “saltiness” by its multiplication with the saltiness sensor 
output.

Twelve types of taste information from the nine taste sensor electrodes are listed in Table 4.5. 
Each conversion factor can be calculated as the slope of a 10‐fold concentration difference 
between the reference solution and a corresponding solution, which is one of standard 
samples.

4.3.6.5  Detection of Interactions between Taste Substances

When you drink coffee, you might add a spoonful of sugar and milk to make the taste milder. 
We feel as if the bitterness will be reduced although the amount of bitter substances is not 
changed in the coffee at all. This phenomenon is the result of interactions between taste sub-
stances, the suppression effect. In contrast, there is a traditional Japanese cooking technique 
for extracting as much umami quality as possible by adding dried bonito and seaweed together 
in boiled water. This is the synergistic effect and is called awase dashi in Japanese.

These effects make it difficult for commonly used analyses to evaluate the taste totally, but are 
becoming important factors in several fields. For example, in food and beverage industries, 
appropriate amounts and types of ingredients and chemical materials must be added to 
manufacture more palatable products. In the pharmaceutical field, the unpleasant taste of drugs 
is the main issue because most patients, especially children, often refuse oral administration of 
such drugs, resulting in poor adherence and compliance. Therefore, APIs should be formulated 
with bitterness‐masking agents, such as sucrose.

Table 4.5  Taste information converted from taste sensor electrodes’ outputs. The type of standard 
sample used to calculate the conversion factor depends on the type of taste sensor electrodes

Taste sensor electrode Taste information 
from relative value

Taste information 
from CPA value

Standard sample for 
calculating conversion factor

Umami sensor AAE Umami Richness 10 mM MSG
Saltiness sensor CT0 Saltiness (None) 270 mM potassium chloride
Sourness sensor CA0 Sourness (None) 2.7 mM tartaric acid
Bitterness sensor C00 Acidic bitterness Aftertaste from 

acidic bitterness
0.01 vol.%. iso‐alpha acid

Bitterness sensor AC0 None Aftertaste from 
basic bitterness 1

0.1 mM quinine hydrochloride

Bitterness sensor AN0 (None) Aftertaste from 
basic bitterness 2

0.1 mM quinine hydrochloride

Bitterness sensor BT0 None Aftertaste from 
hydrochloride salts

0.1 mM quinine hydrochloride

Astringency sensor AE1 Astringency Aftertaste from 
astringency

0.05% tannic acid

Sweetness sensor GL1 Sweetness (None) 1 M sucrose

Source: Republished with permission from Ref. [124]. Copyright 2013, Pan Stanford Publishing.
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Taste sensor electrodes can measure such synergistic/suppression effects. For example, 
Figure 4.15 shows the suppression effect of sucrose on the bitterness of quinine hydrochloride. The 
CPA value of the bitterness sensor BT0 decreases as the sucrose concentration increases [123]. 
This agrees well with the result of the sensory test, and hence the taste sensor can be applied 
in the development of food and beverage products and drug formulations.

4.3.7  Sample Preparation

The taste sensor can evaluate the taste of almost all foods and beverages, but appropriate 
sample preparation must be carried out according to the type and property of the sample. 
Basically, liquid samples, such as beer, tea, and coffee, can be measured as they are without 
any preparation. However, solid foods, such as meat and fish, must be processed by sample 
preparation prior to the measurement.

Figure 4.16 is an example of the preparation of cheese. To fully extract taste substances from 
the cheese, hot water of approximately 40°C is desirable; higher temperatures in extraction could 
cause the original taste of the sample to change or deteriorate. Regarding the dilution rate, approx-
imately five times dilution is appropriate; an overly diluted sample may taste different from the 
original. Fats included in meat may damage taste sensor membranes, and therefore they should 
be removed by centrifugation. In preparing powder chemicals, such as drugs, potassium chloride 
should be added as a supporting electrolyte to pure water to make the membrane potentials of 
the taste sensor electrodes more stable. Samples based on pure water cannot be used for the taste 
measurement as pure water has an extremely high specific electrical resistance.
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Figure 4.15  Bitterness suppression effect of sucrose on quinine hydrochloride using bitterness sensor 
BT0. CPA values are normalized to 100 and expressed as mean ± SD (n = 4). Error bars for the sensor 
output and the sensory score show the measurement error (n = 4) and the standard deviation of the panelists’ 
scores (n = 3), respectively. Quinine hydrochloride concentrations of 0.01, 0.021, 0.047, and 0.1 mM were 
used as standards for bitterness with assigned scores of 1, 2, 3, and 4, respectively. All samples include 
10 mM KCl as the supporting electrolyte. Republished with permission from Ref. [123]. Copyright 2009, 
Institute of Electrical Engineers of Japan



112	 Essentials of Machine Olfaction and Taste

4.3.8  Analysis

In evaluating taste, measurement data must be treated with five types of data processing using the 
analysis application. Figure 4.17 shows a flowchart of the analysis method. In taste measurement, 
a sample generally should be measured four times to confirm the accuracy of sensor outputs. 
A sensor output in the first cycle tends to be higher than those in any other cycle, which results 
in low accuracy. Therefore, it must be deleted from the measurement data before the analysis.

(1) There are differences among individual cheeses, so prepare a few similar samples. (2) To homogenize them, 
mix them in a food processor for 1 min. (3) Confirm that the cheeses are fully mixed.

(11)(10)

(7)

(4)

(1) (2)

(5)

(8) (9)

(6)

(3)

(4) Weigh around 50 g of the cheese, and put it in a food processor. (5) Add exactly four times the amount of 40°
pure water (five times dilution). (6) Mix for 1 min to extract taste substances.

(7) Confirm that the cheese and water are fully mixed. (8) Centrifuge the mixed solution for 10 min at 3000 rpm.
(9) After centrifugation, confirm that it is cleanly divided into two phases.

(10) Remove the water phase out of the centrifuged material. (11) Use the solution obtained as a measurement 
sample.

Figure 4.16  Preparation of cheese (in the case of 5 times dilution)
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In the taste sensing system, all samples will be measured in the order from first sample to 
last sample. The sensor outputs of the three cycles for all samples change with similar ten-
dencies. This change is called measurement error and must be corrected. Based on the change 
in sensor outputs of the first sample, which is also regarded a control sample, measurement 
errors of any other samples can be corrected. Figure 4.18 shows diagrams of how to correct 
measurement errors. Let us consider an example of a measurement result for three samples 
with two cycles. From the sample sequence of raw data, the error term E is calculated to 
correct the measurement error more efficiently. If Y

11
 and Y

21
 are the sensor outputs of the 

first sample in the first and second cycles, respectively, the cycle error is equal to Y Y21 11 . 
By dividing the cycle error by the number of the samples, the error term in the first cycle is 
expressed as

	
E

Y Y

N
21 11 	 (4.1)

Start

Interpolation addition

Evaluate taste qualities of a sample

Graphical results
Apply the measurement data to the two-dimensional scatter

plot and radar chart for better understanding

Deletion of data obtained in the first 
cycle

Delete data in first cycle for data precision

Estimated value calculation 

Convert sensor output to taste information

Statistical analysis 

Perform statistical analysis of measurement data

Data analysis
Analyze and interpret the data using m2 value

and taste information

Interpolation difference

Evaluate the difference between samples

Figure 4.17  Flowchart of the analysis method
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where N is the number of samples. Thus, if Y
ki
 is the sensor output for the ith sample in the kth 

cycle before the correction and y
ki
 is the sensor output after the correction, then the error term 

in the kth cycle, E
k
, can be expressed as

	
E

Y Y

Nk

k k1 1 1
	 (4.2)

Therefore, y
ki
 can be given by

	
y Y Y Eki ki k k i1 1 	 (4.3)

1 2 3 4 5 6
0

10

20

30

40

50

60

S
en

so
r 

ou
tp

ut
 (

m
V

)

Measuring order

First cycle Second cycle

Cycle error 

–10

0

10

20

30

S
en

so
r 

ou
tp

ut
 (

m
V

)

Measuring order

First cycle Second cycle

y12

Y11

(y12)

(y13)

=Y21–Y11

Y12 Y13
Y21 Y22 Y23

y13

y11(= 0) y21(= 0) y22

y23

Interpolation difference

1 2 3 4 5 6

Sample 1 (control sample)
Sample 2
Sample 3

Figure 4.18  Diagrams of measurement error correction by interpolation difference



Taste Sensor	 115

As a result, the sensor outputs of the first sample y
11

 and y
21

 become zero, as shown in the 
bottom graph of Figure 4.18. This correction method is the interpolation difference, which has 
been defined by Intelligent Sensor Technology, Inc. Also, as the sensor output of y

k1
 is inevi-

tably changed to zero, a measurement dataset can be connected with different measurement 
datasets by setting the control samples in the two measurement data to the origin.

After the interpolation difference, since all the sensor outputs of the first sample become 
zero, it cannot be determined whether the outputs did not exist initially or became zero as a 
result of the interpolation difference. To solve this problem, interpolation addition has been 
proposed. In interpolation addition, the output of the first sample in the first cycle, Y

11
, is 

added to all values of all samples after the interpolation difference. Therefore, in this case, y
k1

 
can be given by

	
y Y Y E Yki ki k k i1 1 11	 (4.4) 

After the measurement error correction, sensor outputs can be converted to taste information 
according to their sensor characteristics, as discussed in Section 4.3.6.4.

Among several types of taste information, it is important to effectively find statistically 
significant ones to make taste assessment more beneficial. In the analysis of taste assessment, 
a specific index, error rate m2, is given for each item of taste information:

	

m
e e e

V V V V V V
n

n

2 1001
2

2
2 2

1

2

2

2 2





	 (4.5)

where n is the number of samples, e
n
 is the measurement error of a taste information for the nth 

sample, V
n
 is the average taste information for the nth sample, and V  is the average taste 

information for all samples. As this equation indicates, m2 is the ratio of the sum of measurement 
errors (numerator) and the sum of variations (denominator) for a given item of taste information 
and helps users to understand which taste information is statistically significant in the analysis.

Figure  4.19 shows the images of statistical significance between all samples using m2. 
When there is a statistical significance between all samples, the difference between the 
samples becomes larger in comparison with the sum of measurement errors, as shown in the 
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Figure 4.19  Image of statistical significance between all samples. (a) Statistical significance between 
samples. (b) No statistical significance between samples
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left graph of Figure  4.19, subsequently making m2 smaller. Meanwhile, when there is no 
statistical significance, the sum of measurement errors becomes larger in comparison with the 
difference between samples, thus making m2 larger, as shown in the right graph of Figure 4.19. 
Basically, taste information with m2 above 50 should not be used in the analysis.

4.4  Taste Substances Adsorbed on the Membrane

As identified previously, the taste sensor uses lipid/polymer membranes as the taste sensing 
element and outputs a change in the membrane potential caused by the interaction between the 
lipid/polymer membrane and the taste substance and has global selectivity. When a bitter or 
astringent substance is adsorbed onto the lipid/polymer membrane, the membrane potential 
changes (CPA). The CPA values of the bitterness and astringency sensors are used as the indices 
of the aftertaste of samples and are in good agreement with the results of sensory tests by panelists 
[2, 13, 23]. In this section, we show the correlation between the CPA and the amount of adsorbed 
quinine (basic bitterness), iso-alpha acid (acidic bitterness), or tannic acid (astringency). Quinine 
is positively charged, and iso-alpha acid and tannic acid are negatively charged in solution.

The CPA value was measured using the taste sensing system (SA 402B, Intelligent Sensor 
Technologies, Inc.). The amount of taste substances adsorbed onto the lipid/polymer membrane 
was measured using an ultraviolet–visible spectrophotometer. The measurement procedure is as 
follows. First, a 5 ml of taste substance solution was added dropwise onto a petri dish on which a 
lipid/polymer membrane had been formed, and left to stand for 30 s to allow taste substance 
molecules, that is, quinine, iso-alpha acid, or tannic acid, in the solution to adsorb onto the mem-
brane. After 30 s, a 3 ml of the solution was taken from the petri dish to measure the absorbance 
of the solution. The concentration of taste substances in the measured solution was calculated 
from the measured absorbance and calibration curve. The difference between the concentration 
of the taste substance solution added dropwise and that of the solution calculated from the absor-
bance was defined as the amount of adsorbed taste substances. This value was divided by the area 
of the petri dish to obtain the amount of taste substances adsorbed per square centimeter.

The amounts of taste substances adsorbed onto each lipid/polymer membrane are as below. 
Quinine: the amount of adsorbed quinine was approximately 10−6 to 10−7 g/cm2 when the 
quinine concentration was 0.01–1 mM. The CPA value increased as the amount of adsorbed 
quinine increased (Figure  4.20a). The CPA value initially increased markedly when the 
amount of adsorbed quinine slightly increased but gradually saturated when the amount of 
adsorbed quinine further increased. iso-alpha acid: the amount of adsorbed iso-alpha acid was 
approximately 10−6 to 10−7 g/cm2 when the quinine concentration was 0.001–0.03 vol.% 
(Figure  4.20b). The CPA absolute value initially increased markedly when the amount of 
adsorbed quinine slightly increased but gradually saturated when the amount of adsorbed 
quinine further increased. Tannic acid: the amount of adsorbed tannic acid was approximately 
1–5 µg/cm2 when the tannic acid was 0.001–0.05 wt.% (Figure 4.20c). The CPA absolute value 
initially increased markedly when the amount of adsorbed tannic acid slightly increased but 
gradually saturated when the amount of adsorbed quinine further increased.

Our previous studies revealed that the CPA value is generated when the taste substance 
adsorbs onto the surface of the lipid/polymer membrane, causing the charge density of the 
membrane surface to change [113, 130]. The adsorption causes the suppression of dissoci-
ation and the screening effect by paired ions, resulting in the reduced change in the surface 
charge density of the membrane [2, 113, 179, 180]. This fundamental finding concerning 
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the CPA value will contribute to the development of new lipid/polymer membranes and the 
further improvement of global selectivity.

4.5  Miniaturized Taste Sensor

Some research groups have proposed portable‐type, miniaturized, or disposable taste sensor 
systems [181–183]. However, practical implementations of these types of taste sensor, which 
might address the limitations of conventional laboratory analyses, have not yet been reported. 
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Figure 4.20  Relationships between the CPA value and the amounts of adsorbed quinine (a) [179], 
iso-alpha acid (b) (From Ref. [2]), and tannic acid (c) (Reprinted with permission from Ref. [180]. 
Copyright 2014, American Scientific Publishers)
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Commercialized taste sensors are the taste sensing systems TS‐5000Z and SA402B, which 
are utilized in the production of foods and medicines, as well as in quality‐control applications 
in food and pharmaceutical companies throughout the world. However, this system is very 
heavy and expensive. If the sensing system can be reduced in size and cost to an inexpensive 
device capable of in‐field evaluation, it would contribute significantly to the industries and to 
research fields.

We have developed a miniaturized flat‐type sensor chip (40 mm × 26 mm × 2.2 mm) and 
portable taste sensor (80 mm × 25 mm × 20 mm) [184–186]. Figure 4.21a shows the fabricated 
sensor chip. The fabricated sensor chip consists of Ti/Ag electrodes patterned onto polycar-
bonate substrates using Ag/AgCl ink (Ag/AgCl Ink, BAS Inc., Japan), a strip of double‐sided 
adhesive tape (polyimide), and a partition (polycarbonate). Polycarbonate and polyimide are 
well‐known low‐cost engineering plastics. The commercialized sensor probe consists of 
saturated KCl solution as inner solution and lipid/polymer membrane (Figure 4.3). On the 
other hands, the working electrode on the sensor chip consists of a poly‐(hydroxyethyl 
methacrylate) hydrogel (pHEMA) layer with KCl as an electrolyte layer membrane and the 
lipid/polymer membrane layer (Figure 4.21b). The chemical components of the lipid/polymer 
membrane are the same as the components of a commercialized taste sensor (Table  4.3). 
The reference electrode consists of a PVC membrane layer and the pHEMA layer with KCl as 
the reference electrode of Figure 4.3. A small hole (φ 0.5 mm) is made through the PVC layer 
and the pHEMA layer of the reference electrode as a liquid junction (Figure 4.21c).

The working electrode and the reference electrode on the chip need to be both physically 
and chemically highly durable against washing processes using washing solutions including 
ethanol. Moreover, the electrode potential of the reference electrode needs to be stable during 
the measurement period. To evaluate the performance of the sensor chips, experiments were 
performed using the TS‐5000Z taste sensing system, and comparisons were made with a con-
ventional taste sensor probe (Intelligent Sensor Technology Inc., Japan). The fabricated taste 
sensor chip was connected to this taste sensing system. Figure 4.22 shows responses of the 
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Figure 4.21  Fabricated taste sensor chip (a) and structures of the working (b) and reference (c) electrodes. 
(From Ref. [185])
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sensor chip to six basic taste samples. The SDs of the sensor responses to the basic taste 
samples demonstrate that the fabricated sensor chips are highly stable and give reproducible 
results. In addition, the responses of the sensor chip are comparable to those of the conventional 
taste sensor. Figure 4.23 shows a taste map for coffees that can be bought on the Japanese 
market. The higher SDs of the sensor chip than those of the sensor probe may be an effect of 
the pollution of the sensing site by the coffee samples. However, these coffee samples could 
be distinguished from one another visually. Also, the results of sensor chips and sensor probes 
were consistent. Thus, these results indicate that the sensor chip can be used for applications 
involving taste mapping of various foods.

Figure  4.24 shows a fabricated portable taste sensor device with the taste sensor chip. 
The sensor device consists of high‐impedance (high‐Z) buffer amplifiers, level shifters, low‐
pass filters (LPFs), a PIC microcontroller with integrated 12‐bit ADCs and a USB interface, 
and voltage regulators for internal power supply regulation. The performance of the portable 
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Figure 4.23  Taste map of coffee. All taste information for the control samples, Nescafe Excella, were 
set to zero. Data are expressed as mean ± SD (n = 4). ○, sensor probe; ●, sensor chip. Republished with 
permission Ref. [1]. Copyright 2013, Pan Stanford Publishing

Figure 4.24  Portable taste sensor with sensor chip
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taste sensor for astringent substances, tannic acids, was evaluated. The electrical potential was 
measured at 0.1 s intervals. The average value over a 30 s period was used as the measurement 
value. The experimental procedure was as follows: first, the electrical potential (V

r
) was 

measured for 30 s after the fabricated sensor chip had been immersed in the reference solution 
for 3 min. Secondly, the chip was immersed in the astringency sample for 2 min, after which 
the electrical potential (V

s
) was measured for 30 s. Thirdly, the chip was immersed in the 

reference solution for 1 min, after which the electrical potential (Vr ) was measured for 30 s. 
Finally, the sensor chip was immersed in the washing solution. Here, measurements were 
made at room temperature and the sensor chip was immersed using a magnetic stirrer and a 
stirring bar.

Figure 4.25 shows the response potentials (relative and CPA values) in the portable and 
conventional taste sensors. The result implies that the responses of the fabricated portable 
sensor show good accuracy and reproducibility comparable to the performance of a commercial 
taste sensing system, and hence it has the possibility of being used for in‐field evaluations and 
can make a significant contribution in various fields.
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4.6  Pungent Sensor

Taste is constructed from five basic taste qualities that are detected at taste receptors in 
gustatory cells. Additional qualities are pungency and astringency which are related to the 
sense of pain. In the strict sense of the word, pungency is not a taste quality but a sensation of 
pain. However, pungent substances which are spices are widely used as food additives. Hence, 
pungency is one of the important broad taste qualities. Capsaicin, piperine, and allyl isothio-
cyanate are included in hot red pepper, black pepper, and mustard oil, respectively (Figure 4.26). 
Transient receptor potential vanilloid type 1 (TRPV 1, capsaicin receptor) [187, 188] and 
transient receptor potential ankyrin type 1 (TRPA 1) [189, 190], which are members of the 
transient receptor potential (TRP), are known as the receptors of pungency [191].

There is a variety of capsaicin analytical methods, such as high‐performance liquid 
chromatography [192], liquid chromatography with electrochemical detection [193], gas 
chromatography [194], and electrochemical impedance spectroscopy [195]. Unfortunately, 
the lipid/polymer membrane‐based taste sensor cannot be applied to pungent sensing because 
capsaicinoids are nonelectrolytes [93]. We have studied a capsaicin detection technique for a 
pungent sensor using a surface plasmon resonance (SPR) immunosensor instead of the lipid/
polymer membrane‐based taste sensor.

We have developed a detection method for capsaicinoids, which are major pungency 
substances, using an SPR immunosensor [196]. The SPR immunosensors are realized by 
combining SPR sensors, which can be used to detect changes in the refractive index of the 
sensor surface with high sensitivity, with an antigen–antibody interaction, resulting in high 
selectivity. Capsaicinoids detection was performed by SPR using a Biacore J system 
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Figure 4.26  Chemical structure of the pungent taste substances: (a) capsaicin, (b) piperine, and (c) allyl 
isothiocyanate
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(GE Healthcare, Japan). A rabbit‐derived antihomovanillic acid (HVA) polyclonal antibody 
was prepared for the measurement of capsaicinoids. Capsaicinoid is a monovalent antigen 
with a low molecular weight (MW, capsaicin: 307). Therefore, the sandwich immunoassay 
method cannot be applied. Consequently, we apply an indirect competitive assay using sensor 
chips with capsaicin analogues immobilized on the SPR sensor surface via an oligo(ethylene 
glycol)‐terminated self‐assembled monolayer (SAM).

The procedure of indirect competitive assay is as follows. When the 25 ppm antibody 
solution is injected onto the chip surface, the antibodies bind to the capsaicinoid analogue 
(4‐hydroxy‐3‐methoxybenzylamine hydrochloride (HMB)) immobilized onto the chip 
surface (Figure 4.27), resulting in an increased sensor response. The increase in the sensor 
response (Δθ

0
) corresponds to the number of antibodies bound to the chip surface. When a 

mixture of antibodies and capsaicinoid is injected onto the chip surface for 5 min, the anti-
bodies that have already bound to the capsaicinoid do not bind to the capsaicinoid analogue 
on the chip surface. Namely, the capsaicinoids in the solution inhibit the antibodies from 
binding to the chip surface. Therefore, the concentration of antibodies bound to the chip 
surface decreases from that when only the antibodies are injected (Δθ

1
). It is considered that 

Δθ
1
 decreases as the percentage of capsaicinoids in the mixture increases. Here, the relative 

change in the concentration of antibodies bound to the chip surface, that is, the bound 
percentage, is calculated by

	

1

0

100. 	 (4.6)

The smaller the bound percentage, the higher the concentration of antibodies bound to the 
capsaicinoids.
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Figure 4.28 shows calibration curves for the capsaicinoids using a standard capsaicin and 
dihydrocapsaicin solution [196]. The limits of detection for capsaicin and dihydrocapsaicin 
were 25 and 35 ppb, respectively. This finding may indicate that the SPR immunosensor can 
be used to evaluate pungency. However, the sensor cannot measure other typical pungent sub-
stances in foods such as piperine and allyl isothiocyanate. Accordingly, we have developed 
immunoassays using newly antibodies for measurement of these substances. The next step is 
to demonstrate the sensor performance using food samples and carry out taste evaluation of 
foods for not only the five basic tastes and astringency but also pungency.

4.7  Application to Foods and Beverages

4.7.1  Introduction

The taste sensing system equipped with taste sensor electrodes enables taste assessment for a 
variety of foods and beverages and also allows for effective development of products. This 
section highlights not only practical examples for foods and beverages but also effective use 
of the taste sensing system.

4.7.2  Beer

When evaluating the taste attributes of beer, sour and bitter tastes are significant. It is known that 
the bitterness of beer is mainly derived from alpha acids of hops. The sourness sensor was designed 
to have a high correlation with pH, and the bitterness sensor was designed mainly to respond 
to iso‐alpha acids corresponding to Bitterness Units (BU), as shown in Figures 4.29 and 4.30, 
respectively, similarly to the evaluation conducted at Technische Universität München [134, 135]. 
The basic concept of this application to beer has been previously reported [91, 107, 197].
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Figure 4.28  Response to capsaicin on HMB sensor surface. Republished with permission Ref. [196]. 
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The hops bittering calculation to obtain BU is commonly used in breweries. Then, what 
benefit(s) can a bitterness sensor provide? The taste sensing system is able to assess not only 
taste quality but also its time‐dependent information, such as initial taste and aftertaste, as a 
function of time. Bitterness can be evaluated as both initial and aftertaste caused by the adsorp-
tion of bittering compounds on taste receptors. Similar physiochemical phenomena will be 
observed with the taste sensor. Figure  4.31 shows time‐dependent information of bittering 
components. V

s
 is the sensor output for the initial bitter taste and contains information on both 

ions and bittering compounds, and V
rm

 (n = 1, 2, …) is for aftertaste and indicates how the bitter 
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taste changes its intensity with time [107]. By using the sensor output, time‐sensitive assessment 
will be possible. For example, sharpness may be defined as the aftertaste divided by initial taste.

Another time‐dependent taste quality is taste deterioration with time. Figure 4.32 shows an 
acceleration test of bottled beers stored at different temperatures for a duration of 30 days. 
The  sample was an original equipment‐manufactured product, within one month after its 
production date. Figures 4.33 and 4.34 illustrate that the deterioration of this beer sample 
primarily occurs in the initial taste and the aftertaste of bitterness. The heavy dashed line is 
one taste scale unit from the original bitter intensity and corresponds to a change of approxi-
mately 20% in concentration. This change represents the most one can perceive as a minimum 
difference in taste quality, as described in Section 4.3.6.4. At room temperature, 25°C (77°F), 
quality deterioration was relatively slow. After 10 days at 45°C (113°F), however, the initial 
taste of bitterness reached a threshold change in taste, which approximately corresponds to the 
shelf life of a product from the point of view of taste. In general, quality deterioration is 
expressed by an Arrhenius equation. By measuring some samples in acceleration tests, it is 
possible to derive coefficients of the equation and to estimate shelf life.
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4.7.3  Coffee

Recently, coffee (especially regular coffee) has become more popular in Japan than ever. Coffee 
shops, such as Starbucks®, Doutor®, and Tully’s Coffee® are major players, and Japanese‐
style chain coffee shops such as Komeda Coffee and Hoshino Coffee are holding their own. 
Fast‐food shops such as hamburger shop chains, self‐service drink areas in a restaurant, and 
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and 30 days
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even conveyor‐belt sushi restaurants offer freshly brewed coffee. Other notable examples are 
coffee at convenience stores, such as Seven‐Eleven®, where freshly brewed coffee made by 
coffee machines is sold over the counter, and the coffee taste is changed every couple of months 
to prevent consumers from losing interest in the taste.

It is said that the coffee industry in Japan is in its third wave. The first wave was from the 
late nineteenth century to the 1960s. During this period, Nestle® and MJB® provided coffee to 
the Japanese market at low cost through mass production and coffee became a popular 
beverage in Japan. In the second wave, from the 1960s to 2000s, Seattle‐type coffee shops, 
such as Starbucks Coffee®, which offered consistency of taste with small quality dispersion, 
became popular not only in Japan but throughout the world. In these first and second waves, 
coffee was heavily consumed and underwent commoditization. As a result, social responsibility 
and appropriate pricing by places of production arose. Accordingly, in the third wave after 
2000, a new style of enjoying coffee has come popular; traceability from production to 
consumption, sustainable good relationships of trust with growers, and sharing one’s sense of 
value in coffee taste with others. In the third wave, consumers are enjoying the taste of the 
coffee beans themselves without deep roasting depending on the production area and the 
species of bean. Furthermore, new machines for coffee extraction have appeared, supporting 
these new tastes of coffee. The coffee experience has become one that can be linked to that of 
wine. The enjoyment is tied to the type of bean and the particulars of production, as well as 
the method of brewing.

Coffee presents a great variety of tastes; the species of beans; place of production; threshing 
and cleaning techniques, such as dry and wet methods, from the coffee cherry; degree of 
roasting; and brewing method all affect the taste of coffee [198, 199]. In brewing coffee, 
water hardness and a temperature also act on the taste of coffee. Hard water contains calcium 
and magnesium ions that interact with coffee components. A lower water temperature when 
brewing coffee causes a more sour taste. Additionally, the fineness of ground coffee also 
affects the taste. An excessively fine grind results in an imbalance between sour and bitter 
tastes and causes an undesirable sour taste or a stronger taste than expected. The coffee 
extraction method and type of machine, such as Nel drip, French press coffee, siphon coffee-
makers, and espresso machines, can all affect the coffee taste. The most common type of 
coffee beverage machine is the paper dripper. This type of coffee dripper has a strong effect 
on the taste. As described, when making coffee at home, the taste quality depends on the 
brewing method.

A coffee bean is a natural product and thus its quality is susceptible to the environment. 
Blended coffee is produced by blending beans, whereby care must be taken to maintain 
the same taste quality. This requirement is not so easy to achieve. Furthermore, expressing 
the coffee taste and communicating it to others are not so simple. Therefore, studies of 
coffee taste evaluation using the taste sensing system have been reported by researchers 
[108, 200, 201].

Ishimitsu & Co., Ltd., a long‐established Japanese coffee company, imports coffee beans and 
sells them to coffee manufacturers. Subsequently, beans are roasted and the taste qualities are 
assessed. Tomohiro Ishiwaki of Ishimitsu & Co., Ltd. has used the taste sensing system to build a 
database of coffee beans and coffee tastes under different roasting conditions. An example of his 
work involves blending beans at different ratios to achieve targeted coffee taste. He said that “the 
results of the sensor have a high correlation with those of sensory evaluation [155].” The results 
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are calculated using the results of the taste sensing system. Subsequently, the information from the 
database is shown to enable target taste to be reproduced [155].

A similar method developed by Intelligent Sensor Technology, Inc. using a GA was applied 
to reproduce the target coffee taste. The details of the method will be discussed in 
Section 4.7.5.2. Extraction of coffee is as follows:

1.  Grinding coffee beans in a coffee mill.
2.  Put 7 g of ground coffee into a beaker.
3.  Pour 130 g of hot water into the beaker.
4.  Wait 10 s.
5.  Stir gently with a spoon for five rotations.
6.  Wait 4 min.
7.  Filter with filter paper and allow to cool in an iced‐water bath.
8.  Measure the sample at room temperature.

Coffee samples obtained by the above procedure (Brazilian, Colombian, Guatemalan, 
Ethiopian mocha coffees, a Tanzanian Kilimanjaro coffee, and an Indonesian Mandheling 
coffee) were measured utilizing the taste sensing system. Figure 4.35 shows that the resulting 
taste characteristics of each coffee are well assessed. It should be noted that the coffee beans 
tested were roasted beans available on the market. Next, the mathematical optimization for 
blending ratios to provide a similar taste of a target coffee was applied. First, the target product 
was measured by using the taste sensor to obtain its taste qualities as digitized data. After that, 
the “best combination” was calculated by mathematical optimization; 38.5% Indonesian 
Mandheling coffee, 33.8% Brazilian mocha, 24.4% Tanzanian Kilimanjaro coffee, and 3.4% 
mocha were required to reproduce the target taste, as shown in Figure 4.35. The coffee blended 
in accordance with the results showed almost the same sensor output. In addition, this blend 
was tasted by coffee specialists. The judgment was that the target taste and the taste of the 
blend were almost the same. The target coffee mainly contained Brazilian and Colombian 
beans but the calculated blending ratio did not include Colombian beans. This suggests that 
the same taste can be reproduced by using alternative beans. The mathematical optimization 
provides not only combination ratio to a target product but also taste information calculatedly 
produced from database.

Coffee beans are a natural product, and they sometimes can become unavailable owing to 
unseasonable weather or disease of coffee plants. Blending of available beans can be a suitable 
answer to this problem. Historically, blending beans depended on an individual’s experience. 
To become a blender, experience and time are required. Presently, it can be shown that 
alternative methods help to find the best combination for the target taste. For instance, 
Brazilian and Mandheling coffee beans were blended as a 50 : 50 blend, and the resultant taste 
was estimated by mathematical optimization. A coffee sample was made on the basis of the 
calculated blending ratio and measured by the taste sensor. The taste estimated by calculation 
and the actual measured value were shown to be in good agreement, indicating that even 
mathematical calculation can estimate taste qualities of coffee. Other combinations of different 
coffee beans also gave comparable results as well.

Marketing research from the point of view of taste is possible. In the beginning, the 
prevalence of regular coffees in Japan, especially in convenience stores, was mentioned. 
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Figure 4.36 shows taste differences in regular coffee available in convenience stores all over 
Japan. Each chain convenience store has unique coffee products. This is clearly shown in 
Figure 4.36. The coffee available at Seven‐Eleven has an average taste of all coffees and is the 
most popular in Japan. On average, 90 cups of coffee are sold at each of the approximately 
15 000 Seven‐Eleven shops per day.

The grading of coffee beans is different in each production area. In general, larger beans, 
low‐defects beans, and beans from plantations at high altitudes have a tendency to be of higher 
grades. In Colombia, the grade is defined by the screen size of beans. Supreme beans are 
larger and of higher grade than Excelso beans. Comparing the taste, Excelso tends to have a 
slightly stronger taste than that of Supreme. In the case of Brazilian beans, bean grades are 
defined by the number of defects and screen size. The #2 beans have a smaller number of 
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Figure 4.35  Taste patterns of six single‐bean coffees, a target coffee, and a blended coffee with a blend 
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defects and larger screen size, while the #4/5 beans have a larger number of defects and 
smaller screen size. Concerning the taste, #4/5 beans tend to have stronger bitterness and 
astringency than do #2 beans, as shown in Figure 4.37.

In summary, the taste sensing system can be useful in reproducing the taste of a target 
coffee. To accomplish this, one must first build a database by utilizing the taste sensor. Select 
beans and roasting conditions and then measure the target product. Finally, mathematically 
optimize the data to derive the optimum blending ratio. In addition, advanced estimations, 
which are possible only by using the database information, can demonstrate how blending 
different beans affects the final result. Furthermore, the taste information can be utilized in 
preparing a proposal document inside or outside a company.

As described in this section, the taste sensing system is becoming a useful tool for coffee 
companies, importers, roasters, and affiliated companies (such as makers of paper filters). 
This application has many possibilities, such as in marketing research, in product development, 
in inspection when importing beans, as sales tools in proposal document preparation, and in 
complaint handling.

4.7.4  Meat

Meat evaluation using the taste sensing system and its usefulness has been reported by 
researchers. There are three typical preparation methods for meat samples: raw, stewing, and 
barbequing. From the viewpoint of homogeneity of the sample and also the rarity of eating 
raw meat, stewing meat is considered to be preferable in many cases. Chikuni et al. reported 
the effects of cooking on the taste‐ and flavor‐related compounds in pork [202]. A pork sample 
was vacuum packed and then incubated at 70°C for 1 h. They suggested that the heating 
condition did not affect the total free amino acid contents, and thiobarbituric acid reactive 
substances were major components for flavor and taste created by cooking.
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Figure 4.37  Evaluation of Colombian (left) and Brazilian (right) coffee beans. Data was obtained by 
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The following is the preparation procedure of a stewed sample (chicken) proposed by 
Fujimura of Niigata University and his group (Figure 4.38) [203]:

1.  �Remove superfluous fat and skin from a sample and cut the meat into pieces at low 
temperature.

2.  Prepare a pot, ladle, and bowl for removing scum.
3.  Put cut meat into the pot and dilute it two times of meat weight with deionized water.
4.  Bring the pot of water to a boil over high heat.
5.  �Lower the heat upon boiling and allow to stew thoroughly; 1 h for breast and 2 h for 

dark meat.
6.  Reduce the heat and simmer.
7.  �When water is lost through evaporation during heating, add deionized water. Take care 

not to add too much water to the pot.
8.  Turn off the heat and let cool.
9.  Filter solution through four layers of cheesecloth over a funnel.

10.  Filter through filter paper and remove fat from the sample.
11.  Add salt to the final concentration of 0.3% using a measuring cylinder.
12.  Put the prepared sample into a container for testing.

1. Cut off superfluous fat and
skin from the sample and 
chop it into pieces at low 
temperature.

2. Prepare a pot, ladle, and
bowl for removing scum.

3. Put the sample into the pot
and dilute it two times with 
deionized water.

4. Bring the pot to a boil over 
high heat.

6. Reduce the heat to simmer.

7. When water is lost through evaporation during 
heating, add deionized water. Note not to add too
much water into the pot.

9. Filter solution through four
layers of cheesecloth over a funnel.

10. Filter through paper filter and 
remove fat from the sample.

Preparation of a stewed sample (chicken)

8. Turn off the heat and let it cool.

5. Lower the heat upon 
boiling and allow to stew 
thoroughly; 1 h for breast
and 2 h for dark meat.

Figure 4.38  Preparation method of stewed chicken sample. Republished with permission from Ref. [203]. 
Copyright 2008, Japan Poultry Breeders Hatcheries Association
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Sasaki et al. reported the analysis of pork extract using the taste sensing system [164]. 
Longissimus muscles from different pig breeds were examined for discrimination and 
correlation with umami‐related substances by applying PCA. The scores were used in a 
correlation analysis with umami‐related substances and revealed that the taste sensor was 
capable of analyzing the taste of pork; its output was related to the concentration of the 
umami‐related substances [204].

Chikuni et al. reported the effects of muscle type on beef traits assessed using the taste 
sensor. Slow‐type muscles (masseter and diaphragm) showed taste differences in the sensor 
outputs of sourness, acidic bitterness, and astringent tastes compared with fast‐type muscles 
(psoas major, longissimus thoracis, and semitendinosus), suggesting that muscle fiber type 
affects the beef taste characteristics [166].

4.7.5  Combinatorial Optimization Technique for Ingredients  
and Qualities Using a GA

4.7.5.1  Introduction

Cost and quality management has been key in providing a certain level of product quality in 
the food and beverage manufacturing field. For example, most coffee products have been 
produced by blending different types of coffee beans from some producing regions so that 
they have the desired taste and flavor. Moreover, coffee beans should always be blended with 
different ratios to maintain their quality and price, since their quality is subject to weather 
conditions, soil, and other factors.

Many experts in the field first select the appropriate types of raw ingredients and then 
decide the blend ratio on the basis of a sensory test. However, these processes require much 
time. In addition, not all combinations of blending, in practice, can be evaluated as there are a 
huge number of combinations. For example, if there are 10 types of coffee beans, we can 
choose any 3 of them in 120 different ways. In mathematics, this is called combinatory 
optimization and should be treated and computed mathematically [205].

We treated this as a constrained nonlinear optimization problem, and solved it by 
applying a GA.

4.7.5.2  GA

As an example, we assume that we have measured 10 types of coffee beans (here, referred to as 
“materials”) using the taste sensor, and evaluated them on the basis of taste information, such as 
sourness, saltiness, sweetness, and bitterness. Then we aim to make a product with the targeted 
taste qualities by blending three types of coffee beans in an appropriate blend ratio. Figure 4.39 
illustrates a matrix of taste information on 10 types of beans. We defined the symbols as follows:

m̂max: number of all materials; 10 in this case.

M̂: set consisting of 10 types of beans, also called “set of all materials.”
m

max
: number of materials selected; 3 in this case.

M
i 
: subset of set M̂, consisting of any three types of beans, also called “subset of selected 
materials (Figure 4.40).” As mentioned previously, there are 120 combinations.
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g
i 
: vector of the serial numbers of three beans selected for set M

i
. If coffee beans with the serial 

numbers 1, 3, and 7 are selected, it is expressed as (1, 3, 7)T. Generally, in GAs, g
i
 is called 

an “individual,” while a set of several g
i
 is called “population.”

i: serial number of subset M
i
; defined as 1 2, , , bmax .

b
max

: number of M
i
 in a population.

x
i
: vector of blend ratio for M

i
. If blend proportions of three coffee beans selected in M

i
 are 20, 

30, and 50%, it is expressed as (20, 30, 50)T.
x̂: vector of the blend ratio for M̂. If g T

1 1 3 7( , , )  and x T
1 20 30 50( , , )  are selected, it is 

expressed as (20, 0, 30, 0, 0, 0, 50, 0, 0, 0)T. x̂ can be expressed as a function of x and g, so 
it also can be given by ˆ ( , )x h x gtr .

Material

y1 y2 y3 y4
Sourness Saltiness Sweetness Bitterness Blend ratio

Bean 1 5 0 1.5 2 0–100%

Bean 2 2 2 2.5 3 0–100%

Bean 3 3 4 1 0 0–100%

Bean 4 5 2.5 0 2 0–100%

Bean 5 0 1.5 2.5 5 0–100%

Bean 6 2 4 4 2 0–100%

Bean 7 1 1 1 5 0–100%

Bean 8 0 0 2 4.5 0–100%

Bean 9 2 1 0 1 0–100%

Bean 10 4.5 1.5 2.5 3 0–100%

mmax= 10

Material Sourness Saltiness Sweetness Bitterness Blend ratio

Bean 1 5 0 1.5 2 20%

Bean 3 3 4 1 0 30%

Bean 7 1 1 1 5 50%

2.4 1.7 1.1 2.9

First candidate M1

Error ε (=y–y)

Matrix of all taste information (=FB)

Target Sourness Saltiness Sweetness Bitterness

2.5 2 1 3

1

3

7

dy= 4

20
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Sourness Saltiness Sweetness Bitterness
–0.1 –0.3 0.1 –0.1ε

Target y

g1=

x̂min= 0
x̂max= 100

x̂

y1 y2 y3 y4 x̂

x1= 

y

y

y2 y3 y4y1

Figure 4.39  Example of matrices for the genetic algorithm
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y: vector of taste information for the target product, expressed as y y y1 2, , d

T

y
.

d
y
: number of types of taste information, four in this case; sourness, saltiness, sweetness, and 
bitterness.

y: vector of taste information calculated for M
i
 as an estimate, expressed by ˆ ˆF xB .

F̂B: matrix obtained by taste measurement.
ε: vector of difference between y  and y, expressed as ( () )y y W y yT

y .
W

y
: positive definite of symmetric matrix d dy y showing the weights for each item of taste 
information. If the weight for the taste information is 1, W

y
 is equal to an identity matrix.

* ()T means a transposed matrix.

To search for appropriate materials with appropriate blend ratios, we applied a GA to this 
problem. GAs are mathematical techniques to solve optimization problems by mimicking 
natural evolution [206, 207]. Evolutional processes, such as selection, crossover, and muta-
tion, repeatedly take place, and the current population is transformed to a new one with higher 
fitness to a better solution. Our customized procedure for the GA is as follows:

1.  Selection: All individuals g g gb1 2, , max are sorted in descending order of fitness, which is 
evaluated using the objective function J

i
. If xi

* is a solution for g
i
, the objective function J

i
 

can be expressed as J f h x gi i i( ,( ))*
tr . According to the elite strategy, 50% of individuals 

with higher fitness are recognized as elite and left in a population, while the others are 
terminated from the population.

2.  Crossover: Two individuals g
i
 and g

j
 are randomly selected as “parents,” and one‐point 

crossover is carried out. One crosspoint is chosen at random in the number range from 2 to 
( )mmax 1 . Crossover continues until the number of g

i
 reaches b

max
. All the individuals are 

recognized as “offspring in the next generation.”

1 3

9

7 2 6 10

4

5

8

Number indicates the material number 

M̂

M1
M2

M5

M3M4

mmax= 3: three materials should be selected
m̂max= 10: all materials 1–10 
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3.  Mutation: Mutation occurs at any probability for only new offspring generated by crossover. 
All the numbers, each of which represents the serial number of a material, in a new offspring 
are changed to any value, generally with a low mutation rate.

4.  Termination: A series of processes from selection to mutation is repeated until a termination 
condition is reached.

4.7.5.3  Constrained Nonlinear Optimization

If the maximum and minimum of a blend ratio are x̂min and x̂max, respectively, a constraint 
can be defined as min max

ˆ ˆ ˆx x x . Therefore, xi
*, a vector of appropriate blend ratios 

for   M
i
, can be obtained by solving the following constrained nonlinear optimization 

problems [208]:

	 f h x gi itr , 	 (4.7)

                                         

	
max ,

x
i i

i

f h x gtr 	 (4.8)

	 subject to max 0	 (4.9)

	 tr min
ˆ, 0i ih x g x 	 (4.10)

	 ˆ ,x h x gi imax tr 0	 (4.11)

where ωε is a vector of weights for each error in ε, and ε
max

 is the maximum of each error in ε. 
The appropriate solution xi

* for the aforementioned constrained nonlinear optimization 
problems can be obtained by minimizing the objective function J

i
 by the downhill simplex 

method [209]. Then, by applying the values of J
i
 to the GA, g g g1 2 3, , ,  and x x x1 2 3, , ,  are 

obtained in descending order of fitness. In this way, we can select the appropriate types of raw 
ingredients and decide an appropriate blend ratio [210].

4.7.6  For More Effective Use of “Taste Information”

When taking a picture of a backlit subject with a digital camera, it is well known the 
picture becomes overexposed and the resulting picture is not what was seen. This is a kind 
of monofunctionalization of the sense of sight. Nevertheless, it has a wide array of uses 
because both its limitation and usability are already known. A taste sensor is a relatively 
new concept and device compared with other human sense alternatives. One can easily 
imagine alternative sensors or devices exhibiting the human senses of sight and sound, 
such as an optical sensor and a microphone. In contrast, the senses of smell and taste are 
derived from many chemical substances and alternative devices that are not readily familiar. 
This section is focused on a basic concept of the taste sensing system and its effective use 
of taste information.
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4.7.6.1  Key Concept

The key to utilizing the taste sensor is to understand that the concept of taste need not be 
complex. The principle of operation of the sensor unit approximates and translates molecular 
information into “taste qualities.” In general, chemical analysis is detail oriented, and there-
fore, sometimes, one “can’t see the forest for the trees,” since detailed information cannot 
show an overall view. Taste substances are huge molecules that typically interact with each 
other. Researchers, in many instances, tend to portray taste characteristics as complicated and 
composed of large varieties of taste factors. As a result, it is conventionally felt that chemical 
analysis is necessary to adequately analyze taste attributes. Chemical analysis of such com-
pounds as free amino acids cannot provide the most important information on what a material 
“tastes like.” The taste sensor is not a chemical analysis tool but can approximate and translate 
molecular information into taste qualities or the five basic tastes.

4.7.6.2  Taste Attributes or Qualities become Understandable and Translatable  
When They Are Simplified

Peak wavelengths or absorbance spectra obtained from chemical analysis are required to 
interpret the results into terms that can be understood by anyone. Without this interpretation, 
they are a meaningless row of numbers (except to experts). For example, no intelligent odor 
sensor is available at present. Coffee aroma contains about 900 odor molecules. Usually, 
20–30 of the 900 molecules are analyzed with instruments such as GC/MS. These systems 
produce information that is too complex for the layman. Therefore, a translation of the 
molecular information into understandable and simple terms, such as, “caramel” and “fruity” 
aromas, is required to communicate with consumers.

Once data of a large number of molecules are translated into taste qualities, taste information 
can be translated into common terms. In architecture, design drawing is based on common 
metric measurements and therefore the client, design engineer, and contractor can communicate 
through that common perception. In the food and beverage industry, R&D, sales, and marketing 
have their own concepts and images for a product. Additionally, there are different and 
ambiguous ways of expressing taste. Imagine trying to describe the taste of Kentucky Fried 
Chicken® to someone to whom English is not the mother tongue. If R&D shows free amino 
acids of chicken, such as 0.86 mg P‐Ser, 15 mg Tau, 0.1 mg Trp, 7.1 mg Urea, 3.1 mg Asp, 
1.1 mg Thr, 1.2 mg Ser, 3.3 mg Phe, 13.1 mg Gly, 2.4 mg Glu, 3.4 mg Sar…, only a limited 
number of experts can decode this as meaningful information. Figure 4.41 illustrates the KFC 
taste data in simple, understandable terms. The solid line indicates the average taste quality of 
fried chicken available in Japanese retail establishments, and the dotted line is the taste quality 
of Kentucky Fried Chicken (chicken drumstick).

Once a common image is obtained from a common taste measurement, product design can 
move on to the next objective, such as “produce a similar‐tasting or unique tasting product” or 
“what are your requirements?”; the decisions can now be made on the basis of accurate 
information. The results of the taste sensing system can allow discussions among R&D, sales, 
and marketing members using the same language.

This “taste information” is valuable if it can be communicated to those who need the 
information. The first step should be to grasp the overall picture. The measurement of samples 
as much as possible in a food group, such as coffee and tea from national brands to private‐label 
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brands (PLB) and from chain shops to famous private cafés is the first step to visualize consumer 
needs. Once taste information is obtained using the taste sensing system, it can then be combined 
with other information, such as amount of sales, age, gender, and nationality (from point of sale 
system), to reveal regional taste preferences. Generational differences such as young and aged, 
market trends, and high‐end choice products verses low‐cost products may produce significant 
information that was not previously recognized.

It is taste information that is finally narrowed down by market values. Are the five basic 
tastes with 11 different taste qualities as shown in Table 4.4 always required in evaluation? 
The answer is yes and no. For example, a taste combination of −4.5 of sourness, 1.7 of 
bitterness, 0.8 of bitterness aftertaste, 1.9 of saltiness, 1.5 of richness, 2.2 of umami, −0.9 of 
astringency, and −0.4 of astringent aftertaste describes Ethiopian mocha coffee. From the 
example, coffee taste gets approximated from thousands of molecules to taste qualities by the 
taste sensor, but it is still an eight‐dimensional information quantity. From the viewpoint of 
R&D, further details may be needed depending on the result. In contrast, from the point of 
view of sales and marketing, to find more simple and valuable taste information, one must 
prioritize which taste qualities closely correlates with market value.

For instance, as shown in Figure 4.42, if one or a couple of taste information items, such as 
bitterness and sourness, correlate with values such as price, market value, product quality, but 
for another reason can be differentiated from one another or have correlation, a new criterion 
of values is set, thereby creating a new market value. This is a critical issue to be considered 
when utilizing taste information. It can be summarized as the well‐known 80–20 rule [211]. 
Applying the Pareto principle allows simplification. It is commonly accepted that a small 
number of causes are responsible for a large percentage of the effect in a ratio of about 20 : 80. 
Imagine how to describe the taste of coffee. Coffee contains thousands of components that 
affect its taste, but bitter and sour taste expressions are perhaps the most important. Utilizing 
the 80–20 rule for this product, for example, where a couple of coffee tastes such as bitterness 
and sourness are seen as the overriding qualities for coffee, allows simplification of the taste 
evaluation.
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Figure 4.41  Taste information of average fried chicken in Japan and of Kentucky Fried Chicken.
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4.7.6.3  Simplification of Large Numbers of Molecules into a Couple  
of Taste Qualities Allows Mathematical Optimization

Without simplification, combinations of factors for statistics lead to an astronomic number of 
evaluation items; thus it is impossible to apply mathematical optimization. As explained for 
coffee, a couple of taste indexes are significant to obtain a good approximation of product 
quality with cost reduction. The optimization method enables the optimization of a large 
variety of factors such as cost limitations and taste qualities of materials (resulting from 
blending and preprocessing).

Olfactory information is also essential in evaluating taste quality, but so far, no odor sensor 
or objective assessment method other than human sensory tests is available to correlate both 
taste and olfactory information effectively. However, once olfactory information can be 
digitized, even by using human sensory evaluation, it will be possible to apply this information 
to some degree of mathematical optimization.

The optimization method sets a target value and calculates the best combination from the 
known variables of cost limitation and taste qualities. The resulting data becomes suitable 
particularly for developing PLBs. This optimization method has great potential for application 
not only to cost reduction but also to a large variety of product developments, such as healthy 
products without the deterioration of taste.

Simplification allows another mathematical prediction for quality control and quality 
assurance. As shown in examples of beer samples, comparing beer with taste to a tasteless 
sample (such as saliva) will reveal deterioration in taste qualities. In the case of beer, acidic 
bitterness in its initial taste and aftertaste showed changes in taste intensity. In general, quality 
deterioration is a result of three factors: temperature, light, and oxidization. It is known that the 
Arrhenius equation [212] empirically describes quality deterioration in food and beverages.
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4.7.6.4  Summary

1.  Taste characteristics of foods and beverages are a result of combinations of thousands of 
molecules.

2.  The taste sensor can approximate and translate molecular information into taste qualities.
3.  Taste qualities become understandable and communicable to most people only if they are 

simplified.
4.  Taste qualities can become market values if they are simplified.
5.  Simplification allows mathematical optimization.

4.8  Application to Medicines

4.8.1  Introduction

Palatability is an important factor in determining medication adherence because patients often 
refuse to take medication because of the unpleasant taste of the API. This could lead to low 
compliance, adherence, and acceptability in children [213–215]. Therefore, the development 
of pediatric formulations with better palatability is one of the main issues in the pharmaceutical 
industry. In taste assessment, the taste sensor has the advantage of allowing the determination 
of an unpleasant taste of the API or pharmaceutical formulations without the need for sensory 
tests that may impose risk and burden on panelists. This section concentrates on the taste 
assessment techniques of APIs and pharmaceutical formulations using the taste sensor.

4.8.2  Bitterness Evaluation of APIs and Suppression Effect of Formulations

In 1998, Toko of Kyushu University and Koichi Wada of Nippon Boehringer Ingelheim Co., 
Ltd. applied the earliest type of taste sensor electrodes to the evaluation of the bitterness of 
quinine hydrochloride and an API (not disclosed) [216]. In 2000, Takahiro Uchida and his 
group of Mukogawa Women’s University, Japan, began research and development on the taste 
assessment techniques of APIs using the next generation of taste sensor electrodes [217]. They 
measured 10 types of basic APIs, such as quinine hydrochloride and amitriptyline hydrochlo-
ride, with the taste sensor and applied measurement data to multiple regression analysis, 
where three types of information obtained from a taste sensor electrode, including relative 
value (S), CPA value (C), and their ratio (C/S) were used as explanatory variables [218]. 
Figure 4.43 shows the correlation between the bitterness sensory score determined by gusta-
tory sensation and the predicted bitterness score obtained using the taste sensor. The predicted 
bitterness score has a high correlation with the human sensory score (0.824), indicating the 
effectiveness of taste assessment of medicines by the taste sensor.

Clarithromycin (CAM), one of the macrolide antibiotics, is used extensively for the 
treatment of certain bacterial infections. This antibiotic, however, has an extremely bitter taste 
and therefore its bitterness must be suppressed in pharmaceutical formulations. Clarithromycin 
dry syrup (CAMD) formulation effectively suppresses the bitterness by two taste‐masking 
techniques. One is to mix in a substantial amount of sweet syrup, and the other is to coat 
particles of CAM with a copolymer, aminoalkyl methacrylate, to prevent the particles from 
being released [219, 220]. The bitterness of CAM and CAMD was evaluated with the taste 
sensor [136]. Figure  4.44 shows the correlation between the bitterness sensory score and 
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bitterness intensity predicted by the bitterness sensor AC0 connected into channel 3. The 
sensor response not only has high correlation with the bitterness of CAM but also evaluates 
the suppression effect of CAMD. This demonstrates the effectiveness of taste assessment 
using the taste sensor.

Jelly products not only help children and the elderly swallow medicines but also suppress 
their bitterness. To investigate the suppression effect of jelly products, the bitterness of 
solutions extracted from mixtures of CAMD and some types of jelly products was evaluated 
with the taste sensor [137]. Jelly products include water, paste, and chocolate types. Figure 4.45 
shows the correlation between the bitterness sensory score and bitterness intensity predicted 
by the bitterness sensor AC0 for mixtures of CAMD and jelly products. The mixtures of 
CAMD and paste jelly or water jelly have a considerably bitter taste. This is due to their acidic 
property. They have the pH of almost 4, which promotes the dissolution of CAM and 
aminoalkyl methacrylate. In contrast, the mixture with chocolate jelly has an extremely low 
bitter taste compared with that of water jelly, although both mixtures have alkaline pH. 
This may be because the high viscosity of chocolate jelly suppresses the dissolution of CAM, 
as well as the sweetness of the jelly suppressing the bitterness.

The taste assessment for other APIs and formulations, such as branched‐chain amino acids, 
which are used as enteral nutrients, and some types of antibiotics including tetracyclines and 
cephems, also have been reported by Uchida [221–241] and other researchers [7, 8, 138, 
242–255].

4.8.3  Development of Bitterness Sensor for Pharmaceutical Formulations

4.8.3.1  Sensor Design

As mentioned in Section  4.8.2, although the taste sensor has been researched for the taste 
assessment of APIs and pharmaceutical formulations and have shown to be fully beneficial in 
the pharmaceutical field, there are still some problems with respect to the sensor properties. One 
problem is the sensitivity and selectivity to the bitterness of APIs. Bitterness sensors AC0 and 
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Figure 4.45  Correlation between bitterness sensory score and predicted bitter intensity using bitterness 
sensor AC0 for mixtures of clarithromycin dry syrup and jelly products. Reproduced with permission 
from Ref. [137]. Copyright 2006, The Pharmaceutical Society of Japan
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AN0 can respond to some additives and excipients, such as sweeteners. Since pharmaceutical 
formulations generally include a variety of such chemicals, higher sensitivity and selectivity are 
necessary. Another problem is the low correlation with human sensory scores. If a bitterness 
sensor has low correlation with the bitterness sensory score, multivariate analyses, including 
PCA or multiple regression analysis, must be used to interpret measurement data. However, 
such analyses require time and expertise. In the face of such challenges, we developed bitterness 
sensor BT0 for the evaluation of pharmaceutical formulations.

As discussed in Section 4.3.5, plasticizers are greatly responsible for the sensor properties 
[123]. As the amount of lipid in the membrane increases, some membranes selectively respond 
to the bitter substance at the range of CPA values of 10–100 mV. The difference in the CPA 
value may be explained partly by the LogD value of plasticizers, which is widely used to 
indicate hydrophobicity. When the LogD value is below 2, it is insufficient for adsorbing bitter 
substances onto the membrane, thus leading to a zero CPA value, like the TMSPM‐ and 
DGDE‐based sensors. In contrast, when the LogD value is above 10, electric charge density 
does not change because excessively high hydrophobicity prevents the dissociation of the lipid 
in the membrane. Therefore, the TOTM‐based sensor exhibits no response. Following 
these results, BBPA and TBAC were selected as appropriate plasticizers. Next, the amounts 
of the plasticizer and the lipid PADE incorporated in the membrane were determined by the 
D‐optimal design method [256, 257] to obtain higher sensitivity and selectivity. Among the 
resulting candidate sensors, the sensor with the highest correlation with the human sensory 
score for basic APIs was selected, as shown in Figure 4.13a.

4.8.3.2  Prediction of Bitterness Intensity and Threshold

Bitterness sensor BT0 effectively enables the quantitative evaluation of bitterness and the bitterness 
threshold because of its high correlation with the human sensory score. Figure 4.46 shows the 
dependence of the CPA value of sensor BT0 on the quinine hydrochloride concentration [258]. 
In the concentration range of 0.01–1 mM, slight nonlinearity was observed. Therefore, the figure 
was divided into two for high (0.03–1 mM) and low (0.01–0.1 mM) concentrations to enable more 
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accurate evaluation. When an API with unknown taste exhibits a CPA value of 50 mV, it can be 
predicted that it has the same bitterness as that of 0.125 mM of quinine hydrochloride.

To predict the bitterness threshold for an API, first the bitterness threshold of quinine hydro-
chloride must be determined by a sensory test. The sensory test was conducted in accordance 
with the procedure below [259]:

1.  Eight panelists were asked to determine whether a solution of 0.01 mM quinine 
hydrochloride is bitter compared with a solution of 10 mM KCl, which is tasteless and used 
as the control sample (a paired‐comparison test).

2.  When the panelist would detect a difference, for more reliable results, the panelist was 
asked to identify the odd sample among three unknowns consisting of the control and the 
bitter solution, two of which are the same (a triangle test). When the correct sample could 
be identified, the concentration was defined as the bitterness threshold for the panelist.

3.  If the panelist could not detect the difference in Step 1, the panelist was asked to determine 
whether a solution of 0.012 mM quinine hydrochloride, 1.2 times the concentration of the 
initial sample, was bitter compared with the control. If the panelist could detect the difference, 
the triangle test for that concentration was conducted to determine the bitterness threshold, 
the same way as in Step 2. If no difference was yet detected, the concentration was increased 
to a further 1.2 times to 0.0144 mM, and the bitterness sample was evaluated again.

With the result of the sensory test, the bitterness threshold for quinine hydrochloride was 
found to be 0.0246 mM, which is the logarithmic mean value for the eight panelists. As shown 
in Figure 4.46b, the predicted CPA value for 0.0246 mM quinine hydrochloride is 20.2 mV. 
This also means that an API with the CPA value less than 20.2 mV is expected to exhibit no 
bitterness. Moreover, the bitterness threshold of an API can be estimated. Figure 4.47 shows 
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an example of the API concentration dependence of the sensor BT0 CPA value. The regression 
equation for the CPA value of 20.2 mV gives a concentration of 0.017 mM, which denotes the 
predicted bitterness threshold for the API.

4.8.3.3  Applications to Orally Disintegrating Tablets

In 2000, Tsutomu Harada of Eisai Co., Ltd. evaluated some orally disintegrating tablets, or 
ODTs, of donepezil hydrochloride using the taste sensor [260]. It was shown that the PCA 
using taste sensor electrodes, except sensor BT0, enables the evaluation of the change in the 
bitterness with increasing disintegrating time in the same manner as a sensory test.

After the development of sensor BT0, Harada and Uchida evaluated the bitterness of 
propiverine ODTs with sensor BT0 in combination with a disintegration testing apparatus 
ODT‐101 [261]. Figure  4.48 shows the relationship between the CPA value of bitterness 
sensor BT0 and the disintegration time of propiverine ODTs. Each ODT contains one type of 
polysaccharide as a bitterness‐masking agent, including carrageenans. Carrageenan has three 
sulfate groups in its molecule, which help it bind with propiverine hydrochloride, and thus 
suppress the bitterness with the binding after dissolved fully in water [262]. Fifteen seconds 
from the start of disintegration, the bitterness of an ODT with λ‐carrageenan was suppressed 
most effectively. This is because λ‐carrageenan in the ODT dissolves more rapidly in water 
than other carrageenans. In contrast, the ODTs with pectin and agar exhibit relatively 
suppressed bitterness. This is because these polysaccharides cause long disintegration time of 
the ODTs. With complete disintegration at 30 s, the bitterness of an ODT with ι‐carrageenan 
was suppressed the most effectively, followed by λ‐carrageenan and κ‐carrageenan. This may 
be due partly to the number of sulfate groups and the difference in the structure between a 
random coil and a helix [263]. In contrast, the bitterness of ODTs with pectin and agar was not 
suppressed completely. This is because these polysaccharides have no sulfate group that can 
bind with the API, and therefore they cannot suppress the bitterness upon complete disintegra-
tion. These results suggest that the bitterness of ODTs containing polysaccharides depends on 
the balance between their disintegration and dissolution times.

Effective development of ODTs using the taste sensing system was reported by M. Kitamura, 
T. Nakagawa, A. Harada, and M. Hizaki of Sawai Pharmaceutical Co., Ltd. [264–266]. 

0 5 10 15
CPA value of the sensor BT0 (mV)

(a)

0 5 10 15
CPA value of the sensor BT0 (mV)

(b)

+ Pectin

+ Agar

Control (propiverine ODT)

+ λ -Carrageenan

+ ι -Carrageenan

+ κ -Carrageenan

Figure  4.48  CPA value of bitterness sensor BT0 for propiverine ODTs at different disintegration 
times. (a) 15 s. (b) 30 s (full disintegration). Reproduced with permission from Ref. [218]. Copyright 
2010, The Pharmaceutical Society of Japan



Taste Sensor	 147

The  formulation design becomes very effective if it is based on these taste characteristics. 
It has become possible to set a design principle corresponding to the taste characteristics of 
APIs as well as to determine which kinds of masking methods would be effective depending 
on the degree of difficulty of designing a formulation. Many APIs have an unpleasant taste. 
Figure 4.49 is a taste map of APIs prepared using the taste sensing system. The vertical axis is 
sourness intensity and the lateral axis is bitterness intensity. From the figure, it is possible to 
roughly understand the taste characteristics of each drug. For example, pioglitazone hydro-
chloride has high sourness but moderate bitterness intensities. Epinastine hydrochloride has 
the strongest bitterness. Cetirizine hydrochloride has both strong bitter and sour tastes. In fact, 
both bitter and sour masking were required when designing its ODT.

As shown in Figure 4.50, about 20–50% of bitterness still remained after rinsing a sensor 
electrode with water. It is known from experience that drug bitterness is often sustained after 
mouth washing. A bitterness sensor reproduces these kinds of phenomena that are experienced 
in the oral cavity. Actually, epinastine hydrochloride has strong and sustained bitterness even 
after rinsing the mouth. On the other hand, sourness is almost completely diminished, as 
shown in Figure 4.51. Only 1–1.5% of residual sourness remained, suggesting that the sour 
component is easily removed from the oral cavity. Cetirizine hydrochloride has strong acridity 
just after its administration but no lasting aftertaste, indicating that acridity results from strong 
sourness.

Cetirizine hydrochloride possesses very strong bitterness and historically is thought to be 
unsuitable for ODT development. The primary issues in formulation design were the strong 
bitterness and the severe acridity of cetirizine. The taste sensing system was used for objectively 
studying the cause of the harsh tastes. It was found that cetirizine has very strong bitter and sour 
taste characteristics. The acute acridity suggested that the cause of stimulus was due to its strong 
sourness. To prepare cetirizine as an ODT, it is necessary to incorporate masking.

“Chemical masking” using cyclodextrin was applied for the above task. A mixture of 
cetirizine hydrochloride (CTZ) and beta‐cyclodextrin was combined with a small amount of 
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purified water and then dehydrated. Figure 4.52 shows the effect of taste masking with and 
without β‐CD. Bitterness was selectively masked by β‐CD. As shown in Figure 4.53, β‐CD 
suppressed the bitterness of cetirizine as a function of dosage. The processed mixtures with 
the molar ratios (CTZ : β‐CD) of 1 : 1 to 1 : 4 were tested by a human sensory test (Table 4.6). 
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Table 4.6  Bitterness masking effect of β‐cyclodextrin (human sensory test)

Cetirizine hydrochloride (pts. wt.) 10 10 10 10
β‐cyclodextrin (pts. wt.) 24.6 49.2 73.8 98.4
Molar ratios 1 : 1 1 : 2 1 : 3 1 : 4
Human sensory test (bitterness) Strong bitterness Weak bitterness Almost no 

bitterness
Almost no 
bitterness

Source: Republished with permission from Ref. [264]. Copyright 2012, Jiho Inc
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The test results exhibited dosage dependence. At ratios greater than 1 : 3, almost all bitterness 
was masked, as shown in Table 4.6. The bitterness evaluation using the taste sensing system 
also clearly showed the masking effect of adding β‐CD.

On the other hand, the sourness of CTZ (cause of acridity) was not masked by adding β‐CD, 
as shown in Figure 4.54, and hence, a way to mask its sourness was needed. Sodium citrate 
(SC) was used to adjust the pH and to mask the resulting acridity, as shown in Figures 4.55 
and 4.56. Increasing the amount of CS decreased the sourness, but excessive dosage caused a 
salty taste. As the salty taste increases, the ease of consumption is reduced. Therefore, in this 
case, the formulation was designed to be CTZ : CS = 10 : 10, that is, slightly sour and not 
excessively salty. The human sensory test was performed for mixtures of 0–20 wt.% SC by 
adding 10 wt.% CTZ (Table 4.7). Given these findings, masking the bitterness and sourness of 
the tablet was accomplished by preprocessing with β‐CD and SC.

Donepezil hydrochloride is a drug that has bitterness and numbing qualities. Dissociated 
donepezil in aqueous solution interacts strongly with anionic polymers through electrostatic 
interaction. Firstly, human sensory tests were performed on samples of donepezil hydrochloride 
added with equal amounts of polymer additives and d‐mannitol as a diluting agent. The results 
of sensory tests, which indicate a notable masking effect, confirmed the efficacies of methacrylic 
acid copolymer‐ld (EUDRAGIT® L‐100‐55), carmellose calcium (ECG® ‐505), and xanthan 
gum. L‐100‐55 and ECG were also confirmed to reduce the numbing effect.

ODT samples formulated with these masking materials were evaluated for bitterness and 
numbness assessment using the taste sensing system. Donepezil hydrochloride has a lasting 
bitter aftertaste and also a numbing effect, and therefore the test interval and the order of 
sample solutions easily affected the test results.

Figure  4.57 shows sensor outputs for ODTs composed of donepezil hydrochloride and 
masking polymers and d‐mannitol diluent base. Sample solutions were made by dissolving 
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Table 4.7  Sourness masking effect of sodium citrate (human sensory test)

Cetirizine hydrochloride (pts. wt.) 10 10 10 10
Sodium citrate (pts. wt.) 0 5 10 20
Ratio by weight 1 : 0 2 : 1 1 : 1 1 : 2
Human sensory test (sourness) Strong bitterness Weak bitterness Almost no 

bitterness
Almost no 
bitterness

Source: Republished with permission from Ref. [264]. Copyright 2012, Jiho Inc
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0.03 mg/ml of donepezil hydrochloride. The resulting graph was normalized with the CPA 
value of 0.03 mg/ml donepezil hydrochloride alone in order to compare the masking effect. 
From the result, it was confirmed that all materials had masking effects compared with the 
effect of donepezil hydrochloride alone.

In contrast, the numbness caused by donepezil is recognized as an unpleasant sensation 
after the diminishing bitter taste, suggesting that adsorbed and residual donepezil manifests as 
numbness. Hence, persisting aftertaste was used as an index of numbness. In this case, the 
numbness caused by donepezil was defined as follows:

	
Persistency of numbness

After taste CPA value

Initial taste relattive value 	

Figure 4.58 shows the persistency of aftertaste for each polymer additive relative to 0.03 mg/ml 
donepezil output. Samples with L100‐55 and ECG exhibited lower outputs than those without 
masking materials, indicating reduction of numbness. In contrast, a sample with xanthan gum 
had increased persistence of aftertaste, suggesting that numbness remained. It is indicated that 
xanthan gum masks the bitterness of donepezil hydrochloride by inhibiting adsorption onto the 
lipid/polymer membrane of sensor surface. Once adsorbed, however, the viscosity of xanthan 
gum causes longer adsorption on the sensor surface. The degree of numbness masking by 
L‐100‐55 and ECG had a good correlation with the results of the human sensory evaluation.

Next, the masking mechanism of L‐100‐55 and ECG was investigated. It is said that the 
masking effect on donepezil is caused by the interaction between dissolved cationic donepezil 
and counter anionic polymers. Therefore, it is investigated whether determining the quantity 
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of dissolved donepezil provides a simple evaluation of the masking effect. The amount of 
adsorbed donepezil onto the membrane surface was measured from the change in absorbance. 
In Figure  4.59, the absorbance of 0.01 mg/ml donepezil is designated as 1. Absorbance 
increases with the amounts of L‐100‐55 and ECG. As shown in the result, the change in absor-
bance, which corresponds to the amount of dissociated donepezil, decreased as the amount of 
ECG increased, which indicates interaction between donepezil and ECG. L100‐50 caused no 
change in absorbance, and therefore, no reduction in dissolved donepezil was confirmed.
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The results showed that ECG has a masking effect on donepezil owing to the interaction 
between them. Additionally, L100‐55 is considered to have only a small effect on masking 
donepezil itself but rather acts on the sensor surface composed of the lipid/polymer mem-
brane to inhibit the adsorption of donepezil. From the result, a synergistic masking effect can 
be expected even with combined use because L100‐55 and ECG have different masking 
mechanisms. Figure 4.60 shows the masking effect of the combination of L100‐55 and ECG. 
As expected, combined use showed better bitterness masking than when using L100‐50 or 
ECG alone.

The evaluation of the bitterness of other APIs and their formulations using sensor BT0 has 
been reported in other literature [267–270].

4.8.3.4  Response Mechanism to APIs

In this section, the response mechanism of bitterness sensor BT0 to APIs is discussed in detail. 
The LogD of plasticizers is considered to be one of the parameters associated with the sensor 
characteristics. However, taste sensor membranes based on the plasticizers BBPA and DOPP, 
which have almost the same LogD value, exhibit different sensitivities and selectivities to 
bitter substances (Figure 4.9a and b). This implies that other parameters may be involved in 
the taste sensor membrane characteristics. To search for such parameters, sixteen hydrochloride 
salts were examined with respect to the bitterness sensory score, the CPA value, and physico-
chemical parameters, such as LogD and LogP (Table 4.8) [271]. In the correlation between the 
CPA value and bitterness sensory score, fursultiamine hydrochloride and papaverine hydro-
chloride are plotted as outliers. This result suggests that these two APIs cause the accuracy of 
bitterness evaluation to be low for specific reasons.
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After the analysis of the parameters focusing on the two APIs, they were found to have unique 
values of two parameters: the polar surface area (PSA) and LogD. Figure 4.61 shows the rela-
tionship between the PSA and the bitterness sensory score. Circles and squares indicate no or 
some response of sensor BT0 to the corresponding API. Sensor BT0 has almost no response to 
APIs with the PSA of more than 60. The PSA denotes the sum of the surfaces of polar atoms, 
such as amino or hydroxyl groups, in one molecule of an API, and has been widely used in the 
estimation of molecular transport properties, including bioavailability, in drug discovery [272]. 
This result suggests that APIs with high PSA values cannot penetrate on the sensor membrane, 
subsequently leading to no sensor response. However, fursultiamine hydrochloride exhibits an 
extremely bitter taste with the bitterness sensory score of 3.62 although it has the highest PSA 
value among all the APIs evaluated. This means that sensor BT0 cannot evaluate the bitterness 
of fursultiamine hydrochloride, and, in practice, does not respond to it. Figure 4.62 shows the 
relationship between the LogD and CPA values of bitterness sensor BT0. Papaverine hydrochlo-
ride has relatively high values of LogD and CPA value although the panelists did not sense any 
bitter taste at a concentration of 0.1 mM. These results demonstrate that the bitterness sensor 
response depends partly on the LogD of APIs. With a few exceptions, since most bitter APIs 
have a certain level of hydrophobicity, they may be detected by bitter taste receptor T2Rs through 
hydrophobic interaction. To enable the evaluation of the bitterness of the exceptional APIs, a new 
bitterness sensor must be developed in the near future.

4.8.4  Evaluation of Poorly Water‐Soluble Drugs

A new measurement methodology of poorly water‐soluble drugs was reported by Asako 
Takakura of Shionogi & Co., Ltd [273]. Dipyridamole, anhydrous quinine, isopropylantipyrine, 
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Figure 4.61  Relationship between the polar surface area and bitterness sensory score. Circles: CPA value 
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and egg yolk lecithin biochemical agent were purchased from Wako Pure Chemical Industries, 
Ltd. Other excipients were of Japanese Pharmacopeia (JP) or Japanese Pharmaceutical 
Excipients (JPE) grade. Dipyridamole was used as a model of poorly water‐soluble drugs. It is 
a basic compound with pK

a
1 = 0.8 and pK

a
2 = 6.3, and the literature‐based value of its solubility 

is 5–10 µg/ml at pH 6–7:

1.  Saturated dipyridamole solution: An excess amount of dipyridamole was added to 10 mM 
KCl solution. Next, the mixed solution was ultrasonicated for 20 min and centrifuged for 
10 min at 3000 rpm. Supernatant solution was obtained as a sample.

2.  Suspension of dipyridamole: Dipyridamole was added into 10 mM KCl solution to a 
concentration of 0.3 mM (151 mg/ml), and the mixed solution was ultrasonicated for 
20 min.

3.  Physical mixture with dipyridamole: Dipyridamole and crystalline cellulose at weight 
ratios of 1 : 9, 1 : 99, and 1 : 999 were triturated finely in a mortar using a pestle.

The bitterness of the drugs was measured with taste sensing system SA402B equipped with 
sensor BT0:

1.  Conventional solution method: In accordance with the standard procedure, the measurement 
was performed twice and the average was used as the sensor output.

2.  Directly Pasting Method: Dipyridamole was directly pasted onto the taste sensor 
membrane’s surface with a finger protected by dry latex examination gloves.
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Figure 4.62  Relationship between LogD and CPA value of the bitterness sensor BT0. Circles: bitter 
(over 2 in sensory score), Triangles: slightly bitter (1–2), Squares: not bitter (<1). Republished with 
permission from Ref. [271]. Copyright 2009, The Japanese Association for the Study of Taste and 
Smell
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Table 4.9 shows the measurement procedure for insoluble APIs. In this case, all solutions 
including “Cleaning solution 1” were reference solutions composed of 30 mM KCl and 
0.3 mM tartaric acid:

1.  The setup for the measurement is shown in Table 4.9. “Reference solution” must be placed 
on the fifth line between “Conditioning solution” and “Sample.” Set “Measuring time” to 
be as long as necessary to directly paste the drug onto the taste sensor membrane’s surface 
with your finger. In this case, it is set to be 60 s.

2.  Leave a vacancy at sample position J and directly paste the drug on the surface of the 
sensor membrane while it is under the resting condition in accordance with the “measuring 
time” of the “reference solution” you have set. Place the reference solution composed of 
30 mM KCl and 0.3 mM tartaric acid at sample position A. Other than that, the rest of the 
solutions and their positions should be exactly the same as in the sample measurement 
procedure given in the handling tutorial (Figure 4.63).

Table 4.9  Measurement procedure of new methodology for poorly soluble APIs

Measuring 
time (s)

Cleaning 
time (s)

Cutoff 
times

Return 
step Stability criterion

1ch 2ch 3ch 4ch 5ch 6ch 7ch 8ch

Cleaning solution 1 — 90 — — — — — — — — — —
Cleaning solution 2 — 120 — — — — — — — — — —
Cleaning solution 3 — 120 — — — — — — — — — —
Conditioning 
solution

30 — 20 — 0.5 0.5 0.5 0.5 0.5 0.5 0.5 0.5

Reference solution 120 — — — — — — — — — — —
Sample 30 — — — — — — — — — — —
Cleaning solution 4 — 3 — — — — — — — — — —
Cleaning solution 5 — 3 — — — — — — — — — —
CPA solution 30 — — — — — — — — — — —

Place reference solutions

Place washing solution

Place reference 
solutions

Sample position A

Sample position J

Figure 4.63  Pasting position and placement of solutions
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3.  Once measurement starts, the sensor electrode moves to the first, second, and third cleaning 
solutions, the conditioning solution, and then sample position J. At this position, the sensor 
head descends and hold its position for 60 s. During the resting position, the drug must be 
directly pasted onto the sensor membrane’s surface by a finger protected by dry latex 
examination gloves (Figure 4.64). After 60 s, the sensor head moves to sample position 
A  and measures the electric potential. This potential becomes the sensor output of the 
dipyridamole sample.

In the following experiment, the CPA value was measured. The CPA value of the taste sens-
ing system is obtained, as described in Section 4.3.4. The results are listed in Table 4.10. In the 
conventional solution method, there was almost no difference in bitterness between saturated 
solution and a suspension of dipyridamole. In the directly pasted method, however, the 
suspension showed a higher sensor output for the bitterness of dipyridamole. In the conventional 
solution method, particles in the suspension could not come into direct contact with the 
membrane surface, resulting in no potential change in both samples.

Three types of poorly water‐soluble drugs and nine excipients assessed by the directly 
pasted method are listed in Table 4.11. Tasteless powders or with tastes other than bitterness 
showed slight responses, and powders with bitterness exhibited high outputs. Bitterness eval-
uation of physical mixtures by the directly pasted method was carried out. The composition 
ratio of dipyridamole was changed. As listed in Table 4.12, higher outputs were obtained with 
increasing amounts of dipyridamole.

Figure 4.64  Pasting the API on the surface of the taste sensor membrane

Table 4.10  Bitterness evaluated by various methods

Sample Conventional solution method (mV) Directly pasted method (mV)

Initial taste BT0 Aftertaste CPA(BT0) Initial taste BT0 Aftertaste CPA(BT0)

Saturated solution 58.1 39.6 9.2 4.4
Suspension 56.8 43.9 150.1 151.3

Source: Republished with permission from Ref. [273]. Copyright 2011, The Society of Powder 
Technology, Japan.
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4.9  Perspectives

In this section, we reviewed the state‐of‐the‐art technology of electronic tongues, mainly by 
focusing on a taste sensor, that is, an electronic tongue with global selectivity. The taste sensor 
enabled the quantification of the five basic tastes and astringency detected by the human 
tongue and successfully provided sensor outputs in good agreement with the results of sensory 
evaluation by panelists. For pungency, a type of taste in a broad sense, the development of a 
SPR immunosensor that can detect capsaicin, a typical pungent substance, at ultrahigh sensi-
tivity is under way [196, 274]. In the future, it will become possible to quantify the intensities 
of all types of taste of foods, including the five basic tastes, astringency, and pungency.

Let us conclude by again taking a look at an example of objectivity and subjectivity. 
In Figure 4.65, the impressions of a family are shown for a girl, her father, and her grandmother 
drinking green tea. The girl says, “this green tea is bitter,” whereas her father calls it “mild,” 
but her grandmother says it is “not bitter.” These different responses can be understood in 
terms of the acceptable range (capacity) of bitterness of each person, shown in Figure 4.65. 
The evaluation of the bitterness of the tea is made by each person; that is, the girl evaluated it 

Table 4.11  Specificity for samples determined by pasting method

Sample Taste Initial taste (mV) BT0 Aftertaste (mv) CPA (BT0)

Light anhydrous silicic acid Tasteless −1.0 −1.0
Oxidized titanium Tasteless 3.7 3.0
Crystalline cellulose Tasteless 2.4 1.4
Stearic acid Tasteless 1.4 1.1
Sucrose Sweet 0.9 0.9
Potassium chloride Salty 0.2 0.0
Sodium chloride Salty 5.1 1.4
Anhydrous citric acid Sour 11.4 3.7
Egg yolk lecithin Nutsy 7.8 5.9
Dipyridamole Bitter 149.4 149.1
Isopropylantipyrine Bitter 175.9 178.9
Anhydrous quinine Bitter 191.1 189.9

Source: Republished with permission from Ref. [273]. Copyright 2011, The Society of Powder 
Technology, Japan.

Table 4.12  Bitterness assessment with various concentrations of dipyridamole

Composition ratio of physical mixture Initial taste (mV) BT0 Aftertaste (mV) CPA (BT0)

Dipyridamole Crystalline cellulose

0.0 100.0 2.4 1.4
0.1 99.9 82.0 46.0
1.0 99.0 117.8 78.0
10.0 90.0 157.7 154.7

Source: Republished with permission from Ref. [273]. Copyright 2011, The Society of Powder 
Technology, Japan.
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to be beyond her acceptable range of bitterness, whereas her father evaluated the bitterness to 
be in the middle of his own acceptable range, but her grandmother evaluated it to be at the 
weak end of her range. This means that the criterion of each person’s taste is based on a 
different scale. In addition, the taste is determined by a number of factors, including the five 
senses (sight, hearing, touch, taste, and odor) as well as food habit and dietary culture. 
As explained also in Figure 4.1, therefore, “taste” perceived in the brain eventually becomes a 
subjective concept.

For comparison with the other senses, we select “weight” as another example. The feel and 
evaluation of weight belong to the sense of touch and are said to be a higher‐order function of 
tactical information. One of the authors (K. T.) usually does not hold anything heavier than a 
pen, works only with a keyboard at his desk, or carries a laptop computer weighting about 1 kg 
on business trips. A 3 kg computer will be heavy for the author but will not be heavy and may 
even be light for other muscular persons. However, the weight of 1 kg or 3 kg is an objective 
fact. The feeling of “heavy” or “light” is subjective, while the value of “1 kg” or “3 kg” is 
objective. The same is true for “vision.” One example is the shape of a ballpoint pen. It has 
objective information, such as the thickness, length, color, and shape of the grip, as well as has 
subjective impressions such as “nifty,” “unrefined,” or “is one step away from capturing my 
heart.” In this way, both the senses of touch and sight have subjective and objective aspects. 
If we again focus on taste, the seven basic tastes are subjective perceptions. One of the devices 
that provide an objective measure (“scale of taste”) to the ambiguous sense of taste is a “taste 
sensor” or “electronic tongue with global selectivity.”

In our sense of hearing, we have musical scores, and hence we can reproduce the music of, 
for example, Bach or Beethoven even now in these modern times. If we can invent “food 
scores” in the sense of taste, analogous to musical scores, we would be able to preserve and 
transmit food scores and then reproduce the taste of the desired foods anywhere and at any 

Weak bitter

Girl’s bitterness capacity

This green
tea is bitter

This green
tea is mild

This green tea
is not bitter

Strong bitter

Grandmother’s bitterness capacity

Father’s bitterness capacity

Figure 4.65  Tasting of each person when drinking green tea
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time, as shown in Figure 4.66. It will become possible, because the taste sensor can quantita-
tively express tastes experienced by humans, as explained in this section. However, the same 
situation might not be so easy in the case of smell, because there are no basic smells.

As demonstrated by the examples of application presented in this section, we can record 
the taste of foods in a computer as digital data. Suppose that we measure a food that does not 
taste very good using the taste sensor. We can then improve the taste on the basis of data in the 

Over a distance, 
space, and time

Mom’s home 
cooking,

Traditional foods,
Mysterious tastes 
       to the future!!

Transmission

Reproduction
(same taste)

Decomposition Five basic tastes
Sour
(citric acid)
Sweet
(sucrose)

Bitter
(quinine)
Salty
(NaCI)

Umami taste
(monosodium glutamate)

Taste

Sensing

Figure 4.66  Transmission and reproduction of foods using food scores

Knowledge-based society on foods, health and Longevity Society
International initiative of food production, ultra-realistic communication

Taste 
information

Olfactory 
information

Tactile
information

Visual
information

Auditory
information

Integrated
biosensor system 

for five senses

Quantification of the quality (palatability + safety)

Quality information database construction

Quality description tool of foods

Visualization of the five senses

Figure 4.67  Expression of palatability by integrating sensor outputs corresponding to five senses
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archive. Of course, it is desirable for the palatability to be evaluated by also taking into account 
the history, food culture, and the ethnicity concerned. Therefore, the food score must be 
expressed mathematically as a function of these factors.

Humans perceive tastes by the tongue and also systematically sense tastes on the basis of 
information on the five senses, including odor, texture, visual appearance, and sound. In the 
future, as shown in Figure 4.67, an integrated biosensor system for the five senses will be 
developed to enable us to quantify the quality (palatability and safety), construct a quality 
information database, develop a quality description tool of foods, and visualize the five senses. 
It will lead to a knowledge‐based society on foods, and also health and longevity society; 
international initiative on food production; and ultrarealistic communication.
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5.1  Introduction

Since its first appearance in the scientific literature, the so‐called electronic nose (e‐nose) 
has coupled the olfactive data‐gathering capability of chemical sensor arrays with the high‐
value information extraction capability of multivariate data analysis or pattern recognition 
algorithms.

Machine learning tools have been typically used to extract information from sensor read­
ings, specifically for chemical identification (i.e., detection of a particular analyte in complex 
mixtures, possibly at different concentrations) or classification (i.e., discrimination among 
different complex mixtures) and for quantification of gas concentrations in complex mixtures. 
Unpredictable fluctuations of environmental conditions, together with the limitations still 
affecting chemical sensing devices—in the first place their lack of selectivity and stability—
call for the adoption of state‐of‐the‐art statistical data analysis methods.

In the following chapters we will analyze various pattern recognition challenges in 
artificial olfaction (AO) (we will use interchangeably the terms “statistical data analysis,” 
“pattern recognition,” and “machine learning”). Major application frameworks will be revised 
in Section 5.2. Two consecutive sections will present supervised and unsupervised machine 
learning frameworks with applicative examples. The last section will analyze advanced 
computational intelligence approaches to e‐noses.

5
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5.2  Application Frameworks and Their Challenges

5.2.1  Common Challenges

The major limitations of chemical sensor‐based electronic noses (ENs) remain their lack of 
selectivity (or specificity) and stability.

Lack of selectivity means that chemical sensors can show a significant response toward 
gases they are not designed to sense, the so‐called interferent gases. Sensors with poor selec­
tivity adversely affect the discriminating power of the array if no information is available 
about the interferent gas. Advancements in sensor development and fabrication technology 
have led in the past years to a steady increase of sensor sensitivity, but a trade‐off with speci­
ficity and stability seems always to apply, constantly shifting the line of the horizon in the 
search for a specific, sensitive, and stable chemical sensor.

In many cases, lack of specificity can be overcome by multivariate data analysis. Each 
sensor then provides some piece of information to build a knowledge base about interferents. 
This capability, however, is limited by the number of interferents and the dimension of the 
sensor array.

As an example, most solid‐state gas sensors show very high cross‐sensitivity to humidity 
[57]. Although a number of signal processing approaches for humidity compensation have 
been proposed, ENs do not yet provide satisfactory performance. The implementation of a 
dedicated, compact humidity control subsystem, together with advanced humidity compen­
sation algorithms, into portable devices could constitute an important advancement, especially 
for in‐field deployment (e.g., for environmental monitoring purposes).

The problem of chemical sensor instability over time is known as “sensor drift”; it mani­
fests itself through small and nondeterministic temporal variations of the sensor response 
under identical conditions. This is generally attributed to sensor aging or thermomechanical 
degradation, which depends on the sensor (sensor material, fabrication process, etc.) and on 
its operational environment. In practice, it is actually unimportant whether the sensors or the 
e‐nose as a whole (e.g., tubing, sampling system) is drifting. This phenomenon eventually 
hampers the initial capability of the e‐nose to detect, identify, or quantify gas mixtures.

Another source of loss of calibration quality over time is the often neglected “concept” 
drift, which is the change of the distribution of target odorant concentrations. This may set the 
operating point of a calibration algorithm outside of its “known” envelope represented by the 
previous recordings on which it has been trained. Up to now, drift correction remains one of 
the most relevant issues in machine olfaction data processing [24].

From a practical point of view, the EN training still remains the major bottleneck in terms 
of time resources and costs. Very little effort has been devoted to the development of transfer­
able calibration models that can be applied to multiple equivalent devices. The majority of 
published results are limited to datasets gathered with a single device which are never trans­
ferred, hampering large‐scale EN deployment. Actually, individual calibration of a multitude 
of devices for a specific application area is generally unrealistic due to the requirement of 
actual samples to be measured. The development of calibration transfer models (master‐to‐
slave or project‐to‐project) would be of critical importance.

A peculiar instance of the transferability problem is commonly encountered when a sensor 
needs to be replaced due to sensor breakage or malfunctioning. Sensor replacement often 
jeopardizes the use of the previously collected databases. The underlying cause is always the 
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poor reproducibility of chemical sensors, also inside the same production batch—a fact that is 
rarely discussed and that still critically hinders the commercial diffusion of e‐noses. This 
problem has been addressed from different points of view, either improving sensors or using 
multivariate calibration methods; however, it is not fully solved yet [71].

5.2.2  Static In‐Lab Applications

Laboratory applications often rely on desktop instruments, permitting the usage of several 
add‐ons, such as preconcentration units, humidity and temperature regulators, baseline adjust­
ments, air filters, and so on. As a reference, Alpha MOS (www.alpha‐mos.com) commercial­
izes a series of laboratory e‐nose analyzers: FOX and GEMINI series based on metal oxide 
(MOX) sensor detectors, HERACLES and ULYS based on gas chromatography, and 
AIRSENSE using soft ionization mass spectrometry technology.

To automate sample incubation, headspace generation, collection, and injection, laboratory 
e‐nose analyzers can be coupled to autosamplers instead of using manual injection. Headspace 
sampling can be performed in either a static or a dynamic way, the former being more repro­
ducible and the latter being more sensitive due to the possibility of extracting larger sample 
volumes (attention has to be paid to the possible confounding extraction of low‐volatility com­
pounds). Additionally, these autosamplers can be further equipped with a variety of devices 
for extracting or concentrating volatile organic compounds before analysis, such as solid 
phase microextraction (SPME), solid phase dynamic extraction (SPDE), in‐tube extraction 
(ITEX), thermal desorption autosampler (TDAS), and flow cell dynamic on‐line analysis.

Moreover, the absence of power consumption constraints also allows for off‐line and high‐
performance computing systems.

Experimental procedure design [96] is usually critical for pattern recognition performances 
in lab application where conditions can be controlled accurately. Generally, both for training 
and testing phases, different sample classes should be measured with an interdispersion 
sufficient for reproducing real working conditions. Measuring different sample classes in a 
per‐class order must be avoided, since this may record the difference of experimental condition, 
resulting in a fake interclass variability.

ENs as laboratory equipments mainly focus on two areas: food analysis and medical 
diagnostics.

Food analysis has been, and still seems to be, one of the most promising application areas 
for ENs because of their simplicity of use, low cost, and rapidity with regard to traditional 
analytical methodologies while still allowing a good correlation with sensory panels [123]. In 
fact, aroma is one of the key food parameters; the characteristic bouquet of volatile organic 
compounds may provide information and act as an indicator for food safety and quality. ENs 
have been applied in various food contexts, such as process monitoring, freshness evaluation, 
shelf‐life investigation, authenticity determination, and product traceability [88].

The use of olfaction for medical diagnosis dates back to 400 BC during the time of the 
Hippocratic school. The introduction of the e‐nose technology in medicine is envisaged to 
overcome the traditional shortcomings of olfactive diagnosis. As such, EN’s noninvasive and 
rapid diagnostic technology has been applied to the detection of several pathologies, including 
pulmonary diseases, microbial infections, type 2 diabetes, and urinary system diseases [13].
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The application of e‐nose medical diagnosis has largely developed in the last two decades, 
and many experiments performed with a number of different instruments have been reported 
in literature [111]. Among others, in vitro measurements were mainly oriented to the study of 
bacterial cultures, which have also been the most investigated matter in this field. In vivo 
studies have focused on body fluids (urine), skin odors, and breath exhalate. Some approaches 
involve the analysis of off‐odors captured by swabs as in the case of searching for specific 
bacterial growth [32]. Direct breath analysis is instead usually carried out for early diagnosis 
of lung cancer or for detection of other pulmonary or gastroesophageal pathologies such as 
gastroesophageal reflux disease, COPD, and asthma (see [90, 107]). Recently application of 
e‐nose to cancer detection has been reviewed by D’Amico et al. [13].

Most of the in‐lab application scenarios focus on classification problems. Discriminant 
power is a first rank concern. In medical applications the focus is often on two‐class 
classification problems: one class associated with healthy patients, or “negatives,” and the 
other one associated with affected patients, also labeled as “positive” (see Ref. [124]). 
Performance assessment is then traditionally conducted in terms of false‐positives and false‐
negatives, with false‐negatives being generally associated with a high misclassification 
cost. A significant challenge is the class imbalance and the correct assessment of priors, which 
is normally done with the help of historical records. However, the most significant challenge 
is to obtain a significant dataset, capable of adequately covering real world variability both in 
the pathology and in the patients, which is generally very high. These aspects are also common 
to some industry settings in which a go/no‐go decision is to be made (quality assessment or 
nondestructive tests).

5.2.3  On‐Field Applications

On‐field EN deployment typically focuses on detecting and quantifying chemicals in the sur­
rounding uncontrolled atmosphere. Gas detection and quantification represent valuable 
information in many safety and security applications, ranging from pollution monitoring to 
detection of inflammable or dangerous gases, explosives, or drug factories. In indoor environ­
ments, volatile organic compounds (e.g., formaldehyde) released as off‐gas by furniture adhe­
sives or cleaning agents or by smoking can reach concentration levels that can cause cancer 
[27]. Outdoor city pollution is basically made up of inorganic gases and particulate matters. 
Olfactive nuisance can greatly impact populations living near to solid wastes or waste water 
treatment sites as well as to some industrial manufacturing plants. Exposure to olfactive 
nuisance may in fact severely affect working capabilities (inability to concentrate) and make 
living in such sites extremely unpleasant, being a source of nausea, headaches, fatigue, throat 
irritation, and sleep disturbance, which also affects social skills [22]. Since relevant events 
occur intermittently, are unpredictable in both space and time, and require prompt problem 
identification, in‐lab e‐noses are not suitable [44]. Indeed, the outdoor deployment of multiple 
electronics is required.

The main peculiarities of on‐field applications concern sampling (controlled vs. uncon­
trolled), calibration, and concept drift.

As far as sampling is concerned, the choice is whether to provide an active pneumatic sam­
pling of the ENs’ surrounding atmosphere or to passively let the atmosphere reach the sensor 
array. Portable e‐nose systems, especially those targeted at punctual, local quali‐quantitative 
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measurements, can usefully exploit the first approach to control the flow toward the sensor 
chambers, mitigating environmental variations with a filtering subsystem. Air quality moni­
toring systems may exploit pneumatic sampling to provide a steady flow toward an open or 
sealed sensor array, avoiding fluid dynamic stagnation issues. This is often the case for long‐
term on‐demand or cyclic olfactive nuisance monitoring applications. The system can then in 
principle operate in a cyclic or on‐demand manner, producing sensor array responses resem­
bling those encountered in lab operations, with the possibility of relying on base response 
acquisition (for drift counteraction) and sensor response dynamic behavior as a source of 
valuable information.

However, whenever an energy consumption is an issue (pervasive or personal air pollution 
monitors), uncontrolled passive sampling may be dictated. Sensors are then in near equilibrium 
with the environment and their response is constantly available (real‐time monitoring). 
However base response is no longer available and drift counteraction has to rely on more com­
plex approaches.

When it comes to complex mixtures and dynamic environments, like the ones involved in 
city air pollution monitoring, it is lengthy and costly to synthetically (i.e., with in‐lab 
measurement) generate representative datasets [61, 91]. In facts, this approach usually fail in 
modeling adequately the range of environmental and process value distribution strongly lim­
iting the application of solid‐state multisensory devices in this framework. As a way out, ENs 
can make use of ground truth data from by colocated conventional stations for calibration 
[15, 74]. Environmental conditions and target variables are affected by seasonal variations and 
this may hamper the representativeness of a limited duration recording. On the other hand, it is 
impracticable to extend the duration of the calibration recording over an entire year; adapting 
the obtained calibration to the changing environment and sensor performances has been pro­
posed [108]. Furthermore, there is no guarantee that the conditions recorded for a particular 
place will be representative of conditions in other geographical locations.

Whenever the sensor system has to be used for real‐time monitoring (such as in the case of 
environmental nuisance measurement) or for rapid routine controls during industrial produc­
tion (like in food applications), the system response time, and hence data processing time, is a 
crucial factor. While, generally, chemosensors deliver their steady state response in minutes, 
fast available transient information may be considered. On the other hand, transient information 
is less stable and may require some sophisticated data analysis. However, data processing time 
becomes then the limiting factor due to the fact that, given certain hardware specifications 
(e.g., hardware processing speed and accuracy), there are intrinsic constraints on the methods 
that may be implemented in real time [19, 20].

A special case of on‐field EN deployment is distributed and mobile chemical sensing, 
which is becoming increasingly relevant. Indeed, gas propagation requires a dense network of 
measuring points in order to correctly assess its distribution [130]. Chemical propagation is 
affected by several phenomena including the 3D structure of the environment, diffusion, 
transport, and turbulence, with each one playing a different role in different indoor or outdoor 
settings. Correlation of chemical signal with wind (speed, direction) has to be analyzed to 
localize and characterize the source of olfactive information. Dense measurements can be 
obtained with a network of distributed chemical multisensor devices [21, 76]. Alternatively, a 
single mobile robot equipped with chemical sensors can obtain similar results. In both cases, 
3D continuous assessments of chemicals are needed for source identification and declaration. 
Generally speaking, the distributed approach has greater time accuracy, while a mobile robot 
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is more space accurate. Mobile systems opened the path for biomimetic approaches to source 
localization by using steering algorithms that allow the robot to autonomously track the plume 
(see Figure 5.1) after being hit by it, eventually locating the source [5, 78].

Of course, the two approaches can be combined in a network of fixed and mobile analyzers 
with potential application to citizen‐based air pollution monitoring.

In the mobile and personal air pollution monitoring framework, the deployment of hun­
dreds of multisensory devices is also foreseen (e.g., EveryAware project). Eventually these 
devices can generate an incoming data stream that, together with appropriate dispersion 
models, will give a picture of a city’s air pollution state. The analysis of the rich data stream 
that is produced may give birth to novel distributed olfaction applications such as remote char­
acterization of mobile pollutant emission sources [93]. It is clear, though, that novel, high‐
throughput or distributed pattern analysis tools should be devised to cope with these emerging 
scenarios.

In wireless chemical sensor networks, as mentioned earlier, energy management is a 
primary concern. Allowing a node to become self‐aware of the informative level of the data it 
is sensing can allow for sensor censoring strategies, avoiding the transmission of uninforma­
tive data and thereby saving transmission‐related power. It is mandatory to also explore 
low‐computational‐load pattern recognition approaches, such as feedforward neural networks, 
with a memory footprint that can be beard by most microcontroller architectures.

5.3  Unsupervised Learning and Data Exploration

5.3.1  Feature Extraction: Static and Dynamic Characteristics

Data acquisition is the first step of the data analysis cycle: sensor response curves (raw data), 
for example, electric conductivity variations versus time of MOX gas sensors, are collected 
and saved into a format suitable for computer‐based analysis. The main subsequent step, fea­
ture extraction, is perhaps the most critical stage of a pattern recognition system. Its responsi­
bility is to produce new salient and informative features, resulting in a concise pattern also 
known as an olfactive fingerprint. Feature extraction is a dimensionality reduction process: 

Gas source

Wind direction

X = 20 m

Y = 16 m

Figure 5.1  A chemical sensing microdrone while performing gas source identification (Source: From 
Ref. [78]. Reprinted with permission from Taylor & Francis)
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data is converted from the original space to the feature space typically characterized by a 
reduced dimensionality. The choice of feature extraction processes can significantly affect the 
performance of the subsequent modules in the pattern analysis system.

In duty cycled measurements, mostly applied in lab e‐nose settings, one can recognize a 
typical response cycle made by four time segments. In the first one, the so‐called base, the 
sensor response—to a reference gas or to filtered outer air—is captured. In the second step, 
the sensor array is abruptly exposed to the gas mixture, revealing its dynamic characteristics. 
In the third step the sensor array response is supposed to reach a steady state while in the last 
phase the sensor array is flushed revealing its desorption dynamic characteristics (see 
Figure 5.2). In continuous monitoring settings, instead, transient characteristics may be trig­
gered by abrupt changes in gas mixtures concentrations.

The standard feature extraction procedure is to select “local” features such as the steady‐
state response of the raw sensor, normalized or not by the baseline response [10]. Baseline 
response level is usually used for drift effect counteraction, weighting the above mentioned 
steady state response that has historically been considered the most informative response seg­
ment [39]. For unmanned settings when continuous monitoring is performed, the baseline is 
typically unavailable. In these cases, the instantaneous sensor array response may be the only 
feature considered.
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Figure 5.2  Typical normalized response of a 5 × hybrid sensor array. Different phases of the basic nor­
malized response of a duty cycled e‐nose sensor array are clearly distinguishable. After the baseline 
acquisition phase, the sensor array is abruptly exposed to the gas mixture, producing an absorption 
transient after which the responses settle to a pseudo steady‐state level (t = 80). Steady state response 
level was the primary feature during the first decade of artificial olfaction development. At t = 95 the 
flushing mixture set in, causing the array to exhibit the desorption transient pattern
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During the last decade we can observe a path from a few local features toward complex and 
more descriptive features pattern including global waveform features and transient features. 
Several algorithms have been proposed to extract (generate) features from the whole sensors’ 
response [26, 79, 101]. Many papers have consistently shown that absorption and desorption 
transients possess an informative content that complements the steady state response. Synthetic 
local indexes, for example, sensor response max derivatives, may be used to capture the infor­
mative content of sensor dynamics. Extracting synthetic indexes of the overall characteristic 
of the entire response waveform (e.g., the area under the curve, peak response value, peak first 
or second derivative, etc.) has also consistently shown positive results [49].

The sensors’ phase space has also been investigated. Works referring to this approach ana­
lyze the trajectory of the instantaneous response in a bidimensional space characterized by the 
actual response and its derivatives (see Figure 5.3). Typical examples of phase space features 
are phase space integral and dynamic moments [73, 83, 116].

AO researchers have also considered functional basis decomposition, for example, using 
FFT (see Figure 5.5), Bessel Functions and Wavelet transform approaches (e.g., Haar DWT). 
Coefficients of the obtained decomposition captured discriminative information very 
efficiently [30, 55, 114].

For real‐time or continuous concentration estimation, several authors have proposed to 
capture the sensor array transient behavior by coupling the instantaneous sensor response with 
a set of past sensor responses in a tapped delay line fashion (see Figures 5.4 and 5.5).

De Vito et al. [16] have shown that this approach obtained robust and almost instantaneous 
concentration estimation during abrupt exposition to gas mixtures.

More complex sensor operation, like temperature modulation of MOX sensors and voltage 
scanning for voltammetric sensors, or the use of ion mobility spectrometers (IMSs) as an 
e‐nose sensor, increase data dimensionality and enlarged the range of possible feature extrac­
tion methods [115, 131]. In this framework, wavelet transform [28] and transient analysis [51] 
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for temperature‐modulated MOX response profiles and spectra bucketing, originally devel­
oped for GC–MS, for IMS have been experimented [54, 94]. In the last 10 years, bioinspired 
ad‐hoc techniques have also been developed to deal with these responses complexities specif­
ically tackling dimensionality reduction [89].

As one can expect, there is no general definition or consensus about the informativeness of 
a particular response feature. Surprisingly, feature performance comparison has been very 
rarely tackled: Pardo and Sberveglieri [83] reported a consistent advantage of phase space 
integral features, in particular desorption phase features, over classical steady state features. 
More recently, Vergara et al. [114] reported an informational advantage of Bessel functions’ 
decomposition factors with regard to steady state and moving average features.

In general, and especially when high‐dimensional data are concerned, feature selection is to 
be applied both to avoid the curse of dimensionality, and uninformative, noisy or even detri­
mental features.

5.3.2  Exploratory Data Analysis

Initial data examination, also known as exploratory data analysis (EDA) [110], is often the 
most important part of the data analysis cycle [122] and may be implemented on raw data as 
well as after a feature extraction step. In fact, EDA is a necessary step in which the user inter­
acts with the machine to check the quality of experimental results before embarking in succes­
sive, more automated steps, thus saving lot of unnecessary efforts and sometime preventing 
gross errors.

The aims of EDA are manifold: maximize insight into a dataset, uncover underlying struc­
ture, extract important features, and detect outliers. The most valuable outcome of EDA is to 
check for prior assumptions, understand how they affect the EN response, and determine the 
optimal experimental settings.

EDA includes three relevant aspects:

1.  Checking the quality of the data. A first look at the sensor responses can help to evaluate 
the instrument operative state identifying and preventing problems. For example, in the 
case of the responses of chemical sensors to controlled mixtures in ENs, the expected 
structure of the response is usually known. Malfunctioning of the equipment (sampling 
system, sensors, electronics) can be spotted by plotting the sensor time response.

2.  Calculating summary statistics. Summary statistics can be used to characterize the data: 
few numbers can convey fundamental properties. For example, by calculating (sample) 
mean and variance for each feature and for each class, it is possible to detect the (more 
obvious) outliers and to get clues about the important variables for discriminating particular 
classes.

3.  And finally, producing plots of the data in order to get a feel of their structure. This aspect 
of data investigation should ideally be performed iteratively together with data collection 
in order to adjust the experimental conditions for maximizing the system performance 
(e.g., sample classification by the EN).

Although a number of classical approach are universally recognized, EDA is perhaps one of 
the most uncodified data analysis phases, mostly relying on the experience of the data analyst.
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There are various types of plots:

1.  Histograms, box plots, and bar charts are a simple yet effective (see Figure 5.6) way of 
visualizing the univariate sensor features. Single response values or the mean of several 
samples can be plotted for each sensor individually [45, 120].
Simple feature plots can be used, for instance, to display the individual chemical sensor 
signals and evidence whether the given sensor/feature discriminates among different 
classes or provides a response proportional to a given gas concentration. [118] used single 
feature plots for EDA of industrial safety application.

Instead of feature plots, box plots can be used; these convey meaningful statistical 
information more synthetically. The box plot summarizes different properties of a data 
distribution: (i) the box has lines at the lower or first quartile (bottom line in Figure 5.6), 
median or second quartile (line in the middle), and upper or third quartile (top line) values; 
(ii) whiskers are lines extending from each end of the box showing the extent of the tails of 
the sample distribution. Whiskers extend from the box out to the most extreme data value 
within 1.5*IQR, where IQR is the inter‐quartile range (i.e., difference between 3rd and 1st 
quartile values) of the sample; (iii) outliers are data with values beyond the ends of the 
whiskers and they are marked with a red cross. If there is no data outside the whisker, a dot 
is placed at the bottom whisker.

2.  Scatter plots or joint distribution plot of pairwise combinations of variables can be a valid 
aid to evidence of (changing) cross‐correlation between selected input (Figure 5.7a) or 
target variables (Figure 5.7c) but are useful only if the dimensionality of the data is not too 
high. Pearson correlation matrix (Figure 5.7b) is another graphical tool used to visualize 
similarities and differences between sensor responses; correlation values span from 0 to 1, 
where 0 means no correlation (completely different behavior between the sensors, 
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i.e.,  completely different information) and 1 indicates the maximum correlation degree 
(identical behavior); for this reason, uncorrelated features are preferred.

3.  Polar plots and radar plots (see Figure 5.8) display multivariate dimensional data in two 
dimensions in form of a map (often referred to as “fingerprint”). Axes for each feature 
radiate from the origin at equal angles with the magnitudes of the features joined by straight 
lines. These plots have been used frequently in the past and many examples can be found 
in the literature. The problem with radar plots is that they become confusing if too many 
data points, for example, replicated sample measurements, are plotted. Authors are there­
fore used to plot only the average response values (the average being taken over measurement 
replicas), which makes sense only provided that intraclass variance is smaller than inter­
class variability, feature‐per‐feature. The latter information is rarely provided though, 
making radar plots more a way for showing the supposed machine “fingerprint” than a 
robust analysis tool.

4.  Plots of data projections (linear or nonlinear). Generally two‐dimensional projection has 
been most commonly used.

There are various kinds of projections; a major distinction is that between supervised and 
unsupervised projections.

In exploratory analysis, the elective method is principal component analysis (PCA). 
Geometrically, PCA can be thought of as a rotation of the axes of the original coordinate 
system to a new set of orthogonal axes that are ordered in terms of the amount of variation 
(variance) of the original data they account for. PCA is a linear transformation: this means that 
the new variables are linear combinations of the original variables and are (due to their 
construction) uncorrelated. In determining the PCA projection no class information or clus­
tering assumption is used, the technique is hence termed unsupervised.

PCA should be systematically adopted for detecting clusters in the data, indicating impor­
tant variables and detecting outliers. PCA plots are best used in a (iterative) sequence either by 
using diverse data labeling (where the labels correspond to the variables of interest) and by 
taking data subsets which correspond to well defined target values. This approach leads to 
discover the best operative conditions (e.g., the best sampling parameters) to solve the specific 
problem. In AO, first principal components can be associated with sensor or experimental 
condition (environmental) variations; useful discriminant information may be well embedded 
in low‐variance directions in the principal component space [84].

In general, the projections at EDA stage are unsupervised, as in PCA. If the projections are 
supervised, they make use of easy to calculate error criteria, for example, general separability 
measures like Fisher criterion (DFA), based on within‐class and between‐class covariance.

Linear discriminant analysis (LDA) is a supervised method that assumes unimodal Gaussian 
classes with different mean and equal class covariance. Although quite often used for data 
visualization, as any supervised technique, LDA runs the risk of overfitting, providing false 
class separability on the training set for small sample number to dimensionality ratio. Thus, 
authors using LDA approach should pay much attention on deriving conclusions about 
electronic olfaction system performance or operate cross validation schemes. LDA has the 
additional limitation of having a maximum dimensionality given by C − 1, with C being the 
number of classes.

PLS in conjunction with a binary class‐coding (partial least squares (PLS) discriminant anal­
ysis (PLS‐DA)) can be found in the sensor literature as a mean for feature extraction and data 
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Figure 5.7  (a) Scatter plot of electronic nose data (Source: From Ref. [41]. Reprinted with per­
mission from Elsevier Science Ltd.) for six different features (three sensors, two diverse extracted 
features), (b)  correlation matrix evaluated on the same samples, all values are positive (Source: 
From Ref. [41]. Reprinted with permission from Elsevier Science Ltd.), (c) combined distribution 
estimation plot of two pollutants in different seasons highlighting seasonal concept drift in air 
pollution scenarios) (Source: From Ref. [17])

ProfA40SRMo-(1)

ProfA40SRAg-(2)

ProfA40WO3-(3)

ProfA60SRMo-(4)

ProfA60SRAg-(5)

ProfA60WO3-(6)

–1

–0.8

–0.6

–0.4

–0.2

0

0.2

0.4

0.6

0.8

Correlation matrix
1

(b)

(1) (2) (3) (4) (5) (6)

(6)

–2–3 –2–2 0 2–10–1–2–3 –5 0 –1 0 2

× 10
6

× 10
7

× 10
5

× 10
5

× 10
6

× 10
5

(5)

(4)

(3)

(2)

(a)

0
10
20
–2
0
2

–3
–2
–1
–2
0
2

–10
–5
0

(1)

150

100

50

200 400

NOx (ppb)

600 800

200 400
NOx (ppb)

600 800

200

50

N
O

2
(μ

/m
3 )

N
O

2
(μ

/m
3 )

150

100

50

N
O

2
(μ

/m
3 )

150

100

50

N
O

2
(μ

/m
3 )

100

150

400

NOx (ppb)

600 800

200 400
NOx (ppb)

(c)

600 800



188	 Essentials of Machine Olfaction and Taste

visualization with direct class prediction abilities [11, 26]. PLS provides a decomposition of 
the sensor data in latent variables that can be plotted to provide a visual representation of the 
classification properties. The use of PLS helps avoiding the drawbacks due to sensor correlation.

Independent component analysis (ICA) [12, 62] is a statistical and computational technique 
for revealing hidden factors that underlie sets of random variables or measurements. As the 
name implies, the goal is to find the transformation of variables by which the new components 
are statistically as independent from each other as possible. ICA defines a general model of 
the observed multivariate data. In this model, the data variables are assumed to be linear or 
nonlinear mixtures of some unknown latent variables. The objective of ICA algorithm is to 
determine the mixing matrix, which is also unknown, with minimum loss of information. ICA 
can be seen as an extension of the PCA for the extraction of independent features [65].

ICA is capable of finding the underlying factors or sources when classic methods fail. 
Indeed, ICA was proposed to identify which part of the observed signal was due to environ­
mental disturbances, such as temperature or humidity variations [26].

One main limitation of LDA is the assumption of symmetric classes with separated cen­
troids. When the covariance matrices of the classes are equal, the optimal decision boundary 
to separate two normal distributions (minimal Bayes error) is given by the distribution’s sym­
metry plane, and it is not difficult to calculate the Bayes error nor to find subspaces in which 
the Bayes error is minimal. Two distributions with unequal covariance matrices do not in 
general have a symmetry plane.

A linear feature extraction technique called asymmetric class projection (ACP) was espe­
cially thought to deal with asymmetric distributions of data [66]. The ACP is similar to LDA 
in the respect that both aim at extracting discriminating features (linear combinations or 
projections) from many variables. Yet, ACP maximizes a measure of variance while the LDA 
maximizes a measure of mean difference; LDA is not even defined when there is no mean 
difference. The ACP, in contrast, works on (two) possibly concentric distributions with unequal 
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Figure 5.8  Radar plot of data (Source: From Ref. [41]) of a MOX sensor array response for three 
different sample classes (noncontaminated maize (NC maize), low‐level fumonisin‐contaminated 
maize—<1 ppm FB+, high‐level fumonisin‐contaminated maize—>6 ppm FB+)
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covariance matrices. For instance, we may have two sets of samples (good and bad) and the 
measurements in the “good samples” are well clustered around one point while the “bad 
samples” are scattered around. The technique was successfully tested with synthetic data but 
provides comparable results to LDA for an experimental dataset [66].

5.3.3  Cluster Analysis

Cluster analysis (CA) is an unsupervised learning method frequently used to assess data struc­
ture, to discover hidden structures in the datasets, and to extract (or compress) the information 
by identifying cluster representative samples also known as prototypes [60, 132].

In CA essentially patterns are divided into groups (clusters) so that the objects belonging to 
the same group are more similar to each other than those within different groups. Similarity is 
usually measured by a distance function defined on pairs of patterns. The most popular metric 
for continuous (numerical) features is the Euclidean distance.

CA has been introduced in the chemical sensor field more than two decades ago [38] and 
then has been often adopted in combination with PCA for data mining and visualization [33].

A widely agreed taxonomy distinguishes between hierarchical clustering (HC) and parti-
tional clustering (PC), on the basis of the properties of the generated clusters [60].

HC organizes the data into a hierarchical structure, that is, a nested set of subsequent non‐
overlapping partitions.

Algorithms for HC are mainly classified as divisive and agglomerative methods. Divisive 
HC begins with all objects in one cluster and then splits it in subsequent nested sub‐clusters 
until all object belong to individual clusters; this is not very used in practice due to exponen­
tially diverging computational cost with the number of objects to be clustered. Agglomerative 
HC starts with clusters that include exactly one object, then a series of merge operations are 
followed out to bring all objects into the same group. The most popular methods are single 
link (SL), average link (AL), complete link (CL), and Ward strategy (Ward).

The results of HC are graphically depicted by a binary tree or dendrogram (see Figure 5.9a). 
The root node of the dendrogram represents the whole dataset and each leaf node is regarded 
as a data object. The height of the dendrogram usually expresses the distance between each 
pair of objects or clusters, or an object and a cluster. A data partition can be obtained by 
cutting the tree at different distance levels. In the experiments reported in Figure 5.9b [41], 
some maize samples contaminated by fumonisin B1 (FB) were screened by using a MOX 
sensor‐based e‐nose. The three clusters corresponding to noncontaminated samples and to the 
samples contaminated with high and low FB levels are clearly visible.

PC aims at obtaining a single partition of the data and it is advantageous for large datasets 
when the use of HC is computationally prohibitive. One of the most important factors of PC 
is the criterion (or cost) function that must be minimized. The sum of squared error function, 
for instance, led to the well known k‐means algorithm [70]:

	 k

C

i

n

xi ck
1 1

2	 (5.1)

where C is the number of clusters, xi is the ith pattern belonging to the kth cluster, and ck is the 
center of cluster k. K‐means algorithm is very popular in the sensor literature because it is easy 
to implement. A major drawback is that it is sensitive to the selection of the initial partition 
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and may converge to a local minimum of the criterion function if the initial partition is not 
well chosen. Besides, it works very well only for compact hyper‐spherical clusters and it is 
very sensitive to outliers and noise. Once the clustering results are achieved it may be visual­
ized using, for example, a PCA plot where data labels are represented by the cluster labels, as 
done for in Figure 5.9.

5.4  Supervised Learning

Supervised learning is the branch of machine learning that focuses on the exploitation of a set 
of (previously) recorded data samples and a reference knowledge source in a process that is 
termed learning by examples. The initial knowledge about the relationship between data sam­
ples and their reference target values is actually generalized to cope with real‐world samples, 
that is, with previously “unseen” samples.

Most of the problems that e‐noses are meant to solve can be taxonomized as either 
classification or regression problems. In the first case, the e‐nose platform is requested to iden­
tify a chemical (or a chemical mixture) usually discriminating it from several others. Practically 
it has to assign a recorded sample to a class (sometimes referred to as a label) among k others 
(with k<+inf), by recognizing its olfactive fingerprint. Detection problems, in which the 
presence of a substance is to be determined, can be considered as a subset of a classification 
problem and, specifically, a two‐class classification problem.

In regression problems, the e‐nose is requested to estimate the concentration of a particular 
analyte either alone or as an element in a mixture, that is, assigning a sample to a peculiar 
value in a continuous range in Rn with n ≥ 1. Regression can also be obtained by approxima­
tion, by discretizing the range of concentrations, and by assigning a class label to each discrete 
interval. In this case, we obtain the so‐called regression by classification [47].
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Supervised learning can be pursued by either generative or discriminative approaches. With 
y being the target variables and x the observed olfactive pattern, generative approaches aim to 
learn a model for p(x,y), that is, the joint statistical distribution of input and output variables, 
while discriminative approaches focus on practical modeling of the p(y|x) distribution, the 
distribution of output values (labels or concentration estimations), given the realization of 
the input variable x. The latter approach dominates the AO literature.

The development of a supervised learning model encompasses multiple design steps (see 
Figure 5.10). At first, model selection concerns the choice of an appropriate modeling tool 
capable of performing the fingerprint classification or the concentration estimation task. 
Multilayer perceptrons (MLPs) or support vector machine (SVM) are state‐of‐the‐art exam­
ples in the machine olfaction field. The next step concerns the detailed design of the selected 
tool and requires the tuning of structural parameters, also known as hyperparameters. Examples 
of hyperparameters are the number of hidden neurons in MLPs and the complexity parameters 
in SVM. For example, the optimal hyperparameters of an SVM regressor can be selected by a 
brute force search aiming at obtaining the best performance [81]. The actual learning then 
takes place by fine‐tuning the relevant learning parameters (i.e., network weights for an MLP) 
relying on the training dataset. Afterward, performance of the trained model can be estimated 
while a validation dataset may be used for estimating the suitability of the chosen architecture, 
providing feedback to the hyperparameters tuning or to the learning process itself. At the end 
of these, often iterative, steps, the identified model has been developed in a fully trained 
classification or regression tool. In order to correctly assess the generalized performances of 
the chosen approach, model design, development, and final performance estimation must rely 
on strictly separate datasets.

In order to capture the accuracy performance of supervised classification techniques, 
performance estimation is implemented by computing the percentage of correct classified 
samples for each class. As prior probability can be significantly different from a class to 
another, the confusion matrix is even more informative, as it shows the percentages of attribu­
tion to the different classes in columns for each of the correct classes (rows).

In order to express the performance of regressor systems, a useful measure is mean absolute 
error (MAE), that is, the average absolute value of the difference between the estimated 
concentration and the real one. For comparison reasons among different gases’ concentration 
estimation, the MAE value can be divided by the range of concentrations, obtaining an effec­
tive relative measure of the error. Mean relative error (MRE) can be simply defined as the 
average of the relative errors and is usually used for providing a local unbiased estimation of 
the error in each estimation attempt.

Model
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Model detailed
design (tuning)

Learning by 
example process
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Supervised ML tools design process

Validation
Performance
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Figure 5.10  Design process of a supervised learning tool (either a classifier or a regressor)
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Fundamental limitations of the supervised approach include the so‐called overtraining. This 
term describes the lack of generalization performance of a trained classifier or regressor due 
to the design of an overcomplex solution. Pursuing the minimization of the sole training error 
may in fact lead only to perform well on training set samples.

Supervised learning techniques may be designed to deal with several specific issues of 
machine olfaction field. As previously stated, interferents induce sensor response changes that 
are indistinguishable from the one induced by the target gas, hampering detection and quanti­
fication capabilities. Supervised learning algorithm may offer a solution by exploiting the 
partial overlapping responses of an array of non‐specific sensors to build knowledge on inter­
ferents and correct for their presence. Of course this may only be obtained by using a training 
set that include interferents affected samples. This capability can be extended even to recog­
nize or quantify gases toward which none of the sensors have been targeted during design and 
fabrication. In this case, the response of a sensor subset can provide information on them by 
describing partial specificities toward them or, more rarely, constant relationships between 
measured and unmeasured chemical species described in the training set data—the latter is 
often referred to as proxy sensing.

5.4.1  Classification: Detection and Discrimination of Analytes  
and Mixtures of Volatiles

In discriminative approaches, the olfactive fingerprints space is partitioned in domains each of 
which is representative of a peculiar class. Multiple classification tools have been applied to 
AO settings. Assuming Gaussian distributions, LDA has been a frequent choice. In a two class 
problem, LDA searches the optimal vector w and scalar w

0
 defining the separating 

hyperplane:
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LDA has been used for wine characterization [8], tomato shelf‐life evaluation [42], analyte 
discrimination [103], water pollution recognition [43], and medical diagnostic [64].

LDA, as a classification tool, has some relevant limitations: its generalization performance can 
be affected by the presence of outliers, non‐Gaussian class sample distributions, and significant 
difference among covariance matrices. It is also known to be severely affected by overtraining 
issues in case of high‐dimensional feature spaces coupled with limited dataset numerosity. The 
biggest limitation, quite naturally, is the imposition of a linear separation surface.

A nonlinear data learning technique for supervised classification, which has also been exten­
sively applied in AO, is the MLP neural network [84]. Combined with informative features it 
has been shown to be one of the most versatile tools for analyzing e‐nose data. The MLP is 
composed of multiple interconnected layers (typically three: input, hidden, and output layers) 
of sigmoidal functional units (neurons) with weighted interconnections, with its response 
depending on the value of both the inputs (sensor responses) and the connection weights. It 
requires the design of the network architecture and in particular the choice of the number of 
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layers and hidden neurons, which are generally designed on the base of the number of inputs 
and outputs. Expanded binary coding of the classification output is usually adopted, with each 
of the output neurons being associated with a specific class. The network is hence trained to 
respond to a vector, with only a single saturation output in the output neuron being associated 
with the training sample real class and null output for the other ones. When dealing with unseen 
samples, the output neurons’ level rarely reaches 1.0, ranging from 0 to the max level for each 
output neuron. The neuron scoring the maximum output level is designated as the winning output 
neuron and its associated classes will be selected as estimated output label. Several iterative 
learning algorithms have been proposed to train MLPs, ranging from gradient descent to 
automatic Bayesian regularization [15, 16, 35]. Generally, training samples are presented for 
network classification in successive epochs. The computation of the empirical error induces a 
modification in the network weights aimed to reduce the error itself. Similar to most supervised 
learning approaches, neural networks are prone to overtraining because of the minimization of 
the sole empirical error. Several strategies have been devised to limit its effect. Early stopping 
of the learning phase can be used to limit the optimization level of the empirical error while 
keeping sufficient generalization properties. This implies setting apart a significant number of 
highly valued e‐nose samples as an intermediate validation set, for deciding when to stop 
learning on the base of the validation set error value. Automatic Bayesian regularization instead 
balances the contribution of empirical error and model complexity (number and value of neuron 
connection weights), relieving the designer from the necessity of carefully designing the 
number of hidden layers at the cost of introducing less sensitive parameters.

Radial basis function (RBF) networks and probabilistic neural networks are specialized 
implementation of the neural network paradigm relying on training instances to build a set of 
representative radial functions in the feature space:
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 are representative prototypes for each class. Functions act as a middle layer 

in a three‐layer network architecture with the output layer computing a weighted sum of 
functional invocations over the presented pattern x:
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RBF network have principally been selected in AO settings for their enhanced generaliza­
tion capabilities when a limited number of training sets are available [6]. Another interesting 
capability, shared with most instance‐based classifiers, is the possibility of applying an 
incremental training procedure that could be exploited for continuous learning when the 
knowledge base is not entirely available at first or to adapt the embedded knowledge to coun­
teract drift effects on classification performances during the network operative life [63, 109].

The ability to deal with uncertainty, that is, to qualitatively describe the complexity of odors 
has led to consider fuzzy logic [4]. Singh et al. has exploited multi‐value logic in AO by using 
fuzzy neural networks attempting to reduce dependence to random initial weights choice in 
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MLP‐based olfactive patterns classification architectures [99]. Similarly Ping et al. have tried 
to improve RBF network performances by the use of Fuzzy c‐means [92].

Developed by Vapnik in the early 1990s [112], SVMs have been introduced in AO 
community by Distante et al. [30]. A review on their application to e‐nose data analysis can be 
found in Ref. [81].

Based on structural risk minimization theory, SVMs are designed to reduce overtraining by 
a regularization approach balancing empirical error minimization with maximization of the 
class margin (see Figure 5.11). In fact, the SVM classification algorithm tries to explicitly find 
an hyperplane wTx + b = 0 that minimizes
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with n being the number of training set samples, ξ
i
 being a slack variable accounting for the 

empirical classification error, and C a constant trading off the cost of empirical errors with the 
maximization of the margin (that is equivalent to the minimization of the norm of w).

Strongly nonlinearly separable problems are tackled by projecting data into higher‐
dimensional spaces by generally nonlinear functions. Distance among samples, essential to the 
optimization procedure, can be however directly computed in the original space by means of 
the so‐called kernel functions avoiding the actual projection of the original data. Most common 
kernels used by practitioners are the polynomial kernel and the Gaussian (RBF) kernel:
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Figure  5.11  Representation of margin regularization problem in SVMs (Source: From Ref. [85]. 
Reprinted with permission from Elsevier Science Ltd.)
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whose orders of complexity are controlled by the order of the polynomial function and the σ 
parameter of the Gaussian kernel function, respectively.

It can also be shown that the SVM framework contains, by an appropriate choice of the 
kernel functions, several other classification schemes as special cases, for example, MLPs 
and RBF networks. It has been frequently shown that often SVMs outperform those 
approaches [1, 31].

C and the variables controlling the kernel complexity are the most significant free parameters 
to be optimized (Pardo et al.[86], see Figure 5.12): C controls the relative cost of training set 
empirical errors in the search for the maximum margin classifier, while the complexity parameter 
effectively represents the complexity of the structure of the separating curve in the original sample 
representation space. Although this is not always the case, knowledge representation in a trained 
SVM can be very compact, especially with low kernel complexity levels. In fact, the computation 
of the separating hyperplane in the transformed space depends only on the support vectors, deter­
mining a low memory footprint, and a limited number of invocations of the kernel function.

Research in SVM tackles the development and testing of new ad‐hoc kernels for dealing 
with complex, nonstandard data representations. A rather interesting work in AO settings has 
been performed by Vembu et al. [113]. They show the application of kernels specific for time 
series representations, capable of analyzing the time dependence of the chemical sensor 
response. Practically, the kernel allows performance of a relevance‐based dynamic feature 
extraction within the classification step, outperforming a classical filter approach in which 
features are selected before designing the classification model (see Section 4.3).
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Instance‐based classifiers base their classification algorithms on a set of class representative 
instances called prototypes. Their success is partly due to the human‐friendly representation 
of their knowledge base: prototypes can be used to efficiently represent the olfactive finger­
print of an olfactive class. kNN classifiers, for example, rely on distance measures, assigning 
an unknown sample to the class to which the majority of its k nearest training samples belong 
to. Artificial immune systems (AIS) are modern representatives of this class of tools based on 
analogies with the mammalian immune system that has been shown to have significant 
memory and adaptivity properties [14]. The working principle of their artificial counterparts 
is based on evolving a compact set of representative instances (antibodies) via evolutionary 
computing strategies (mutation and selection). Recently, AIS have been tested in AO in differ­
ent settings [18, 75].

Classifier ensembles are collections of simple classifiers that cooperatively perform a com­
plex classification task by means of combination strategies (such as majority voting). A notable 
and modern example for classifiers ensembles is Random forests (RF), that is, ensembles of 
decision or classification trees. In a RF, each decision tree is trained over a partition of the 
original training dataset. Each node of the tree is generated by choosing the best feature pre­
dictor among a subset of the available features that have been randomly extracted. Because of 
the significant amount of randomness involved in their training, RF both attain a high 
performance and are resilient to overtraining. RF have been introduced to AO by Pardo and de 
Vito [81]. When applied to food industry classification problems (contamination and defect 
detection), they have been shown to be equivalent to mainstream classifiers such as SVMs. 
Their results have been recently confirmed in an artificial tongue setting [133].

The combination of two class classifiers with different strategies is also adopted to solve 
multiclass problems. For example, SVMs can be designed to discriminate one class against all 
the others and then combined (e.g., with majority voting) to determine the final cooperative 
estimation [7, 31]. In classification problems, a measure of posterior probability of 
classification, that is, the probability with which a sample belongs to a class, is sometimes 
desirable. The measure can be used to identify “difficult” samples, discarding those that are 
classified with low posterior probability to the benefit of overall performance measure. 
Brudzewski et al. have shown in the AO setting how the distance of the sample under analysis 
from a fingerprint of the winning class can be used to estimate the reliability of classification 
of SVMs. Alternatively, Acevedo proposed to compute a posterior probability exploiting the 
voting procedure across k(k − 1)/2 SVMs employed with a 1 versus 1 approach to multiclass 
problems. Relevance vector machines can more generally solve this issue while providing a 
reduction in computational needs at the cost of the loss of the unique solution property of the 
SVM‐based approach (see Ref. [121]).

From an historical perspective, we have seen a rather steep evolution from the linear 
classification schemes to nonlinear ones. Despite the additional efforts needed to cope with 
multiclass scenarios, SVMs are becoming the tools of choice thanks to the availability of 
implementations and performance advantage compared with classic tools.

5.4.2  Regression: Machine Olfaction Quantification Problems and Solutions

In AO, multivariate regression problems require the estimation of actual concentrations of 
odorant or, more generally, chemical analytes even in complex mixtures, by relying on the 
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combined response of multiple chemical sensors. Typical applications focus on pollutant 
concentration estimation in indoor or outdoor samples. More generally, regression can be 
aimed to determine the value of quality estimators such fruit ripeness or sensorial indicators 
[69]. Recently, regression has been employed for medical diagnostics applications, for 
example to quantify Blood Glucose levels starting from exhaled breath analysis [97].

During the last decades, several statistical regression tools have been used to perform 
quantitative estimations in AO. In one of the first attempts, Sundgren et al. have proposed PLS 
technique for concentration estimation of single analytes when in a mixture [102]. PLS finds 
the multidimensional direction in the input X space that explains the maximum multidimen­
sional variance direction in the output Y space. Differently from PCA, PLS is also suited in 
case of multicollinearity among observations, overcoming the limitation of standard regres­
sion approaches. PLS continues to be proposed as a regressor model in AO and remains a tool 
of choice, for its simplicity, in food industry applications [69].

The generally nonlinear, unstable, and nonspecific response of chemical sensors may 
require the use of multivariate nonlinear functional estimators. MLP, with its universal function 
estimator property has offered a valid theoretical and practical framework to AO practitioners. 
A regression‐oriented MLP differs from a pattern recognition MLP basically for being trained 
to estimate continuous varying target variables. Usually its architecture features sigmoidal 
transfer functions in the hidden layer while relying on linear transfer functions in the single 
output layer neuron. A single MLP may actually be designed and trained to simultaneously 
estimate the concentration of several analytes in a mixture. The network design used by 
Szcuzureka et al. is an example of such an architecture using steady state response of an array 
of TGS sensors as input to perform simultaneous estimation of butanol and xylene within a 
single tool (Szcuzurek et al.[104], see Figure 5.13).

Alternatively, one can aim to quantify each analyte with a dedicated regressor [48].
The influence of environmental variability as well as interferent gases induced the 

researchers to include, within the relevant observable sets, the response of sensors specifically 
targeted to interferents like RH (see Ref. [59]). Generalizing this approach, De Vito et al. [17] 
have exploited the universal functional estimation and noise insensitivity properties of MLPs 
for quantitative multivariate calibration using on‐field recordings for distributed outdoor 
pollution monitoring. As highlighted by these authors, the number of training samples and 
hence the cost of the calibration procedure are linked by a nonlinear relationship (see 

TGS 883

XyleneTGS 880

TGS 825

TGS 824

Butanol

Figure 5.13  Regression NN architecture for simultaneous estimation of butanol and xylene based on 
MOX chemical sensor response (Source: From Ref. [104]. Reprinted with permission from Elsevier 
Science Ltd.)
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Figure 5.14). Initially, performance improve significantly while enlarging the database until a 
plateau is reached where sample addition don’t hold for any improvement. A careful analysis 
should be conducted in order to locate the optimal trade‐off set point.

Other neural architectures, such as regression‐targeted RBF neural networks, have 
shown their suitability for quantitative olfactive analysis in highly sensitive medical appli­
cations [97].

In many applications, the slow response of the chemical sensors is reflected in the dynamic 
performance of the regressor unless the dynamic behavior of the sensors is captured by the 
feature extraction method or by a suitable regression architecture. Pardo et al. [82] have 
proposed time delay neural networks to improve the precision of the network estimation 
during steady state phase.

Similarly, De Vito et al. have exploited the dynamic response by coupling a tapped delay 
line (see Section  3.1) to a regression SVM (rSVM). They obtained a fast concentration 
estimation, overcoming the slow and somewhat complex sensor array response to abrupt 
changes of analyte concentrations and environmental conditions [16]. In that paper, the sensi­
tivity of rSVM to the C and kernel complexity parameter is also highlighted (see Figure 5.15). 
Although employed in a limited number of studies, rSVM can rival and sometimes outperform 
the MLP in regression tasks.

Fuzzy logic approaches can be pursued for regression application in AO usually by 
encompassing the typical fuzzification, inference, and defuzzification steps. Practically, 
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a set of if‐then rules can be set for assigning a fuzzy set membership value to regions of 
combined response of the sensor array by means of a fuzzy membership function. The fuzzy 
sets effectively cover the range of concentrations under analysis. RBF is an interesting 
example of these class of functions:
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Reprinted with permission from Elsevier Science Ltd.). (b) Fast response of a tapped delay rSVM in 
a concentration estimation problem. Lines 1–3 depict normalized network output (solid) versus 
actual concentration (dashed), while line 4 provides a subset of adopted sensor normalized response 
readings. It is possible to spot the slow original sensor response and compare it with the near real‐time 
responsiveness of the network output) (Source: From Ref. [16]. Reprinted with permission from Elsevier 
Science Ltd.)
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where ci
r  and i

r  are the center and the width of the ith fuzzy set from the rth rule. The 
strength with which particular input vector matches the rth rule is computed during the 
intermediate step. In the final defuzzification step, an output value y is calculated usually by 
weighted averaging of the activated fuzzy sets. As in classification problems, the fuzzy 
neural approach can effectively make use of fuzzy logic structure to strengthen the noise 
resilience of neural network architectures and generally the performance of the regression 
system [126].

In a recent paper, Badura et al. provide a performance comparison of some of the most 
used regression approaches in AO. Although limited to the use of single dataset, the study 
highlights the performance advantage of rSVM and a specific fuzzy neural approach over 
conventional MLP neural networks [3]. The study also highlights a significant performance 
drop when rSVM work outside the response range defined by training samples, an issue 
shared with MLPs (see Ref. [17]). In contrast the issue seems to have a more limited 
influence on the analyzed fuzzy neural approach. This study confirms a trend that can be 
observed in literature, with the once gold standard MLP‐based solutions being replaced by 
rSVM‐based solutions.

5.4.3  Feature Selection

Large feature sets may reduce generalization capabilities and interpretability. Moreover 
some features may be irrelevant, uninformative, or even detrimental. The primary objective 
of feature selection (FS) is to find an “optimal” subset of features that maximizes information 
content or predictive accuracy of sensor readings. More generally, in AO, feature selection 
schemes may be used to select sensors, sensor material, or sensor tuning characteristics 
(e.g., MOX heating temperature level or profile), all regarded as descriptive features. The 
simplest FS approach consists of evaluating the information content of each feature individ­
ually, selecting those features which rank firsts with respect to a selected score function. 
Unfortunately, this simple approach fails to consider relationships among features (e.g., 
correlation) and will rarely find an optimal subset, so that feature combinations should be 
considered.

Any procedure for feature selection must rely on two basic components:

1.  A scoring criterion must be defined to rank subsets of features.
2.  A systematic procedure for searching through the set of candidate subsets of features.

The search procedure could simply consist of an exhaustive search of all possible subsets of 
features since this is in general the only approach which is guaranteed to find the optimal 
subset. This brute force approach of course bears a significant computational footprint, as the 
number of possible combinations among the basic features set to be evaluated grows exponen­
tially with its dimension d (2d-1). In principle the selection criterion could make use of the 
performance assessment score of the complete pattern recognition (e.g., misclassification rate 
for a classification problem or MAE for a regression problem) giving raise to what are called 
wrapper approaches. Often, in practical applications, the researcher may be forced to consider 
simplified selection criteria (termed as filter approach) as well as non‐exhaustive search 
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procedures in order to limit the computational complexity of the search process. Targeting a 
defined dimension k of the optimal dataset may help to reduce the search set dimension to 
d

k
. To avoid the exponential explosion of an exhaustive search, several methods have been 

devised that explore the feature space in a more efficient fashion. These search strategies can 
be grouped into three categories: exponential, sequential, and randomized.

Exponential techniques perform a search in which the complexity grows exponentially with 
the number of states. Belonging to this class, branch and bound (BB) is particularly effective 
when the selection criterion J satisfies a monotonicity relation, that is, J(X+) > J(X) where X 
denotes a set of features and X+ is a larger set that contains X as a subset. Let us consider an 
original set of d features and suppose we would find the best set of m < d features. The starting 
point of BB procedure is the construction of a search tree structure. At the top of the structure, 
the measure J(D) of the selected criterion is evaluated, and then the features are discarded 
once at time with the constraint to maximize the measure J(M). Each possible subset of m fea­
tures over d is represented by one node at the bottom of the tree. To avoid evaluating all the 
possible subsets, the tree threshold is fixed—for example, the value of criterion at a certain 
node of the tree. If at any point in the search structure an intermediate node—corresponding 
to m < x < d features—is encountered for which the value J(X) is smaller than the threshold, 
there is no need to evaluate any of the sets which lie below this node on the tree, since, as a 
consequence of the monotonicity relation, such nodes necessarily have values of the criterion 
smaller than J(X) and then smaller than the threshold. The algorithm terminates when every 
final‐layer node either has been evaluated or excluded using the monotonicity relation. 
Unfortunately the monotonicity condition on the criterion J is not always verified.

Sequential search algorithms are greedy strategies that reduce the number of states to be 
visited during the search by applying local search. The basic methods are sequential forward 
selection and sequential backward elimination. The former approach starts by considering 
each of the variables individually and selecting the one which gives the largest value for the 
devised selection criterion. Successive stage of the algorithm are characterized by the addition 
of a feature to the candidate subset set, again chosen on the basis of which of the possible can­
didates at that stage gives rise to the largest increase in the value of the selection criterion of 
the candidate subset. However, should two feature variables provides little discrimination 
considered singularly, but being very effective when considered together, then the forward 
selection procedure may never consider this combination since either feature alone would 
never be selected. Sequential backward elimination starts with the full set of d features and 
then eliminate them one at a time. At each stage of the algorithm, one feature is deleted from 
the set, chosen among all available candidates as the one which gives the smallest reduction in 
the value of the selection criterion.

Finally, randomized search algorithms attempt to overcome the computational cost of 
exponential methods and the tendency of sequential methods to become trapped in local 
minima. Among these techniques, simulated annealing and genetic algorithms are most 
widely used.

AO practitioners have employed several different criteria and selection schemes for feature 
selection, so exploring both filter and wrapper approaches, with the latter being more common. 
Examples of scoring criteria are Mahalanobis distance [77] and univariate [68] and multivar­
iate Fisher discriminant power [46, 95].
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Brute force search has been considered by Pardo et al., who obtained a remarkable shrinking 
of the initial 19‐dimension feature space to a bidimensional space while also simultaneously 
obtaining better results [86]. In that paper, authors used kNN as a performance estimator in a 
wrapper approach. A similar approach had been previously followed by Ref. [9], who selected 
the best sensor subset within a 20‐polymer sensor array using a high‐performance computing 
parallel architecture.

Forward selection has been employed by Ref. [87] to reduce a 140‐dimension feature space 
with an artificial neural network (ANN) as a performance estimator in a wrapper approach. 
The space was generated by the use of five features in 14 sensors and two different 
normalizations.

Genetic algorithms have been also applied to feature selection, trying to compare and inte­
grate readings by multiple e‐noses for fruit solution discrimination [6]. Comparisons among 
results obtained by algorithmic and stochastic selection methods were reported in Ref. [86] 
and in Ref. [40]; they showed the advantages of evolutionary computing, with the genetic 
algorithm providing a computationally effective method (with regard to brute force) to sto­
chastically reduce the number of subset evaluations retaining global minimization capabil­
ities. A similar comparison on a different dataset was performed by Gualdron et al. in 2006 
who in turn showed that while a genetic algorithm provides the best performance, forward 
(and backward) selection provides a good trade‐off between computational load and 
performance.

FS methods have recently shown their relevance for the identification of optimal operative 
chemical sensor parameters—in particular temperature levels and profiles for MOX sensors. 
In particular, Vergara and coauthors [115, 117] have investigated these methods by using 
Kullback–Leibler divergence and Fisher‐like multivariate discrimination as scoring criteria.

5.5  Advanced Topics

5.5.1  System Instability Compensation

Sensor drift consists of small and nondeterministic temporal variations of the sensor response 
when it is exposed to the same analytes under identical conditions [56]. Today it is still impos­
sible to fabricate chemical sensors that are immune to drift. As we strive to put e‐nose to work 
outside laboratories, we face the problem that input and target variables distribution change 
over the time; more awkwardly, their relationship is also changing.

One of the main consequence is that the EN’s selectivity and sensitivity decrease. Actually, 
the gas sensor drift changes the way samples distribute in the data space, thus limiting the 
ability to operate over long periods. In facts, pattern recognition models become useless after 
a period of time, in some cases being weeks or a few months. We are hence forced to adapt our 
knowledge, either supervised or not, to the changes occurring during time. Sensor drift must 
be therefore compensated or corrected to achieve reliable measurements from a sensor array.

Algorithms to mitigate the negative effect of gas sensor drift are known since the early 
1990s. Nevertheless, the study of sensor drift is still a challenging task for the chemical sensor 
community. Solutions proposed in the literature can be grouped into five main categories 
(see Figure 5.16): (i) sensor signal processing (baseline manipulation, filtering), (ii) periodic 
sensor calibration, (iii) attuning methods, (iv) adaptive correction models, and (v) semisuper­
vised learning approach.
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One of the simplest methods for drift compensation that has been proposed in the literature, 
which is also widely used as a preprocessing method, is the normalization of individual sensor 
signals with the value of the sensor response before exposition to the target gas (the so‐called 
baseline) [39]. This is mostly used for the rejection of common mode perturbations, such as 
additive or multiplicative effects, and of pattern scattering due to changes in concentration, instabil­
ities in sampling, and changes in environmental parameters. The most commonly approaches are:

1.  Differential: subtracts the baseline of each sensor. It helps compensating additive drift 
effects which are present both in the baseline and in the gas response.

2.  Relative: divide by the baseline. It corrects for (constant and uniform) multiplicative drift 
effects.

3.  Fractional: a combination of the previous two that works for multiplicative drift and has 
the advantage of providing dimensionless measurements and normalized sensor responses.

As observed by Llobet [67], drift typically occurs in a different frequency domain with 
respect to the interesting signals, being in general a slower process. Therefore, transformations 
of sensor signals from time to frequency domain and removal of the lowest‐frequency compo­
nents can filter drift out; for example, discrete wavelet transform has been proposed by several 
authors [58, 67, 129].

A single calibrant, or a set of calibrants, is perhaps the most robust method to mitigate 
drift effects over a long period of time. This strategy can be applied in a univariate way 
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(sensor‐by‐sensor) [100] or in a multivariate way by removing the directions of dispersion 
of the reference data in the feature space [37, 53]. Univariate calibration indeed combines 
simplicity with good performance and is currently used in commercial e‐noses (e.g., EOS507C, 
Sacmi Imola SC, Imola, Italy).

One of the first attempts of performing robust drift correction by multivariate methods, 
called component correction (CC), was proposed by Artursson et al. [2]. CC uses PCA in 
conjunction with the reference gas technique. If the sensor responses to a certain reference gas 
contain a significant amount of drift, the first component identified by the PCA analysis on 
these measurements, which is the one that describes the maximum variability, will likely 
define the direction of the drift. Drift corrected data can be then obtained by subtracting from 
the original data matrix the score values projection along the first PC. Removing the first com­
ponent is usually enough whenever we are facing drift effects caused by sensors’ aging. 
However, if non‐linear drift effects are present (affecting also higher‐order PCs) more than 
one component can be subtracted. A similar correction strategy can be also obtained with a 
PLS regression model instead of PCA. The main problem of both (unsupervised) approaches 
is that also part of relevant information contained in these components can be subtracted, thus 
reducing the EN classification performance.

A different approach to perform multivariate drift correction was proposed by Gutierrez‐
Osuna [50]. The overall idea is to find a set of variables whose variance can be attributed to 
drift or interferents. One way is to search these variables in the sensor response during sensor 
washing or reference gas measurement cycles. Since washing/reference gases are virtually 
constant over time, variations in their transient response can be used to estimate the amount 
of sensor drift present in each experiment. Canonical correlation analysis (CCA) and 
PLS are then performed to find out a subset of “latent variables” that summarizes the linear 
dependencies between odor and washing/reference responses. After that Ordinary Least 
Squares Regression (OLSR) is used to subtract these “latent variables” from the sensor 
response to odor samples.

Attuning methods try to perform CC without resorting to the use of calibration samples and 
try to deduce drift components directly from the training data.

Di Natale et al. [26] proposed the exploit ICA. As seen before, in PCA or PLS correction 
methods the computed components are mutually uncorrelated but usually they contain 
information on both signal and disturbances; thus subtracting one component means losing 
information. ICA is applied to EN data in a supervised way, to preserve only those compo­
nents correlated with the sample features relevant to the application. The ICs that mostly cor­
relate with the objective of the measurement are chosen, while those more correlated with the 
disturbances are discarded. This solution provides good results especially in removing drift 
effects due to environmental variables changes (e.g., temperature, pressure, and humidity) that 
can be measured during experiments.

Given the sensor array data matrix X, representing a set of independent variables, and the 
class label vector C, representing a set of dependent variables, orthogonal signal correction 
(OSC) removes the variance of X which is not directly correlated to the variables in C. The 
approach is to find the data subspace best correlated with the C vector and remove from X its 
projection on the direction orthogonal to this subspace. The condition of orthogonality assures 
that the signal correction process removes as little information as possible from the original 
data. Although very effective, one of the main issues (assumptions) of OSC is the existence of 
a training set containing a significant amount of drift, allowing the correct identification of the 
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orthogonal (drift) direction to be rejected. Padilla et al. have applied OSC to a dataset of 
17 conductive polymer sensors operating for 10 months, with a total of 3415 measurements 
for three analytes at different concentration levels [80]. OSC boosts classification performance 
of about 15% (on average).

Adaptive methods for drift correction try to follow the odor samples’ trajectory evolution in 
feature space and hence continuously “adapt” the pattern recognition model to new data.

The first adaptive approaches have considered unsupervised ANN, such as Kohonen self‐
organizing maps (SOMs). Some authors [25, 72, 128] used a single SOM common to all 
classes, while others [29] proposed to use a separate SOM for each odor. In the same frame­
work, neural networks applying the adaptive resonance theory (ART) allow for new classes to 
be created [119].

The basic idea to allow for ANN drift compensation is to maintain a certain learning rate 
during the normal use of the network in order to learn changes of the input patterns due to drift 
effects. The learning rate must be kept to a low level in order to avoid overfitting of the model 
in a plasticity–stability trade‐off.

Selecting the appropriate learning rate to keep during normal operation is complex and may 
strongly impact the correction capability. To the best of our knowledge, no automatic method 
has been proposed so far to efficiently tune this parameter. Moreover, adaptive models typi­
cally require a high number of training samples.

Recently, a new adaptive drift correction method based on evolutionary algorithms has been 
presented [23]. The overall idea is to exploit the learning capabilities of evolutionary algo­
rithms to compute a simple linear correction model correcting (shifting) the incoming test 
samples toward the most probable classification region. This model works very well under the 
(generally true) hypothesis that short‐term drift is linear in time. The coefficients of the 
correction matrix adapt automatically using an optimization method called Covariance Matrix 
Adaptation Evolution Strategy (CMA‐ES) [52].

This method introduces a number of important improvements: (i) it can work in cooperation 
with any pattern recognition algorithm (either for classification or for regression); (ii) it is 
robust to discontinuity in the data; and (iii) it gives better performance in the long term.

Adaptive drift corrections still present limitations that prevent their widespread application: 
they require equiprobable and frequent sampling of all classes to avoid a single class from 
drifting too much, making it unrecognizable, and they rely on the correct identification of the 
pattern recognition model to track how different classes change. Local errors in the 
classification may easily reduce the adaptation capability. Still, adaptive methods represent an 
important step forward in tackling the problem of sensor drift in AO. Until now they have not 
been sufficiently investigated and compared with other methods in order to definitively assess 
their superior capabilities.

Very recent newcomers are the earlier introduced AIS‐based methods. Martinelli et al. 
have exploited their intrinsic adaptivity properties to address and limit drift effects on 
classification performances with interesting results for real‐world applications. Their results 
indicate that AISs, if properly designed, seem to overcome the need for a balanced class 
presentation order.

Drift is in many ways very similar to incomplete or nonrepresentative description of the 
data distribution. Furthermore, procuring the supervised samples capable of correctly 
describing the emergence of drift has a high cost, requiring skilled personnel for a significant 
time interval. Cost is therefore another reason for incomplete description.
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On the other hand, unsupervised samples are relatively easy to obtain. We could then, in 
principle, design data analysis algorithms such that they enlarge their knowledge after a brief 
supervised training phase, exploiting the unlabeled samples they will encounter during opera­
tive life. This is what semisupervised learning (SSL) tries to accomplish.

SSL has just begun being applied to AO; a recent paper considers SSL for drift counterac­
tion in long term air quality monitoring application [21]. Their challenging scenario is 
affected by both sensor drift and a multiscale recurring concept drift on a daily, weekly, and 
season basis induced by human behavior (working hours and days induce increased car 
mobility) weather phenomena (temperature, atmospheric pressure, and RH variations) or 
both (use of gas‐ or fuel‐based house heating in winter time). As such an initial calibration 
computed with 360 on‐field recorded sample become unreliable after a few months. Recali­
bration may be helpful but rapidly become unfeasible with the growing number of deployed 
e‐nose devices.

The author’s approach instead relies on the use of cooperating semisupervised learning 
regressors. Practically, after a brief supervised learning phase, each regressor knowledge base 
is continuously updated by extending its training set with incoming unknown samples whose 
labels are predicted by the other cooperating regressor (see Figure 5.17). In this framework, 
regressor diversity is a key enabler for new knowledge learning. Furthermore, meaningful 
unlabeled sample selection is crucial in order to avoid the embedding of wrongly labeled 
samples in the knowledge base.

The process is iterated over a one‐year‐long period in a sliding window fashion 
providing the regressors with a moving reservoir of unlabeled samples within which the 
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Figure 5.17  Sliding window partitioning method for SSL‐based drift counteraction. A fixed length 
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meaningful samples for continuous learning are chosen. Performance was estimated over 
the contiguous test sets in a pure inductive way.

Figure 5.18 depicts the results of applying semisupervised cotraining in this setting, com­
paring the 10‐day moving average MAE between a base MLP and the SSL‐based strategy 
for the CO concentration estimation using 1 day of hourly training samples. Authors shown 
that cotraining algorithm obtained an overall performance gain of 11.5% on the MAE when 
applied along the entire one‐year‐long dataset. Hence, the moving window SSL‐based 
strategy has allowed the regressor to adapt for concept and sensor drift effects by using 
unlabeled samples to modify hypothesis learnt over a very limited initial supervised time 
segment, strongly reducing the number of samples needed for correction‐based approaches. 
This adaptation eventually reduced the drift effects on CO concentration estimation 
performances.

SSL has been proposed also in classification problems: the work from Kim et al., for 
example, explicitly tries to adapt initial knowledge, embedded in a RBF network classifier, 
using unlabeled samples [63]. However the work heavily rely on the strong assumption of 
nonexisting concept drift (i.e., p(y) is assumed constant) that is rarely verified in real‐world 
applications.

Very recently Qihe Liu et al. have shown the use of semisupervised manifold regularization 
for drift adaptation (Qihe Liu et al., 2014). Unlabeled data have been used to incrementally 
upgrade the kernel‐based classifier knowledge obtaining the improvement of the needed recal­
ibration rate. Authors also show that the semisupervised approach outperformed conventional 
baseline correction method.
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Figure 5.18  Drift counteraction experiment. CO estimation comparison with integrated SSL algorithm 
(lighter color) and standard MLP algorithm (black). The SSL approach achieved a 11.5% performance 
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5.5.2  Calibration Transfer

Most of the problems for practical uses of EN in real‐world environment arise because the 
conditions in which the instrument is used differ from the conditions in which the multivariate 
calibration model was built. Apart from sensor drift which was discussed previously, other 
problems may come from: (a) change in odor sampling conditions (different baseline condi­
tions between laboratory and in‐field context); (b) sample background change (measured sam­
ples are somewhat different from the ones used during the training); (c) the calibration model 
needs to be transferred to another instrument or project; (d) sensors’ malfunctioning and 
replacement (with nominally identical ones). In general it is difficult, or even impossible, to 
overcome problems (a) and (b); the issue may only be solved by retraining the instrument in 
the new baseline conditions and with the new samples. Conversely, in the literature some solu­
tions have been proposed for tackling the last two issues.

Actually, with e‐noses being around for over 30 years, it is surprising how little effort has 
been devoted to the development of transferable calibration models, which are models that can 
be applied to multiple equivalent devices with minor or without adjustments. The majority of 
published results is limited to datasets gathered with a single device. This lack of insight in 
transferable models hampers large scale implementations of ENs, as individual calibration of 
a multitude of devices for a specific application area is generally unrealistic due to the require­
ment of actual samples to be measured.

Calibration transfer (case c) covers two different aspects:

(c1) Transfer of the calibration set collected by one instrument (master) to another one (slave) 
or to a whole series of nominally identical instruments. This facilitates the training phase, 
which is often long and laborious, and drastically reduces its costs.

(c2) After having completed one project (e.g., the setup of an EN for screening of microbial 
contamination of tomato pulp), one desires to transfer the knowledge (training parameters) 
into a different project (for instance, the screening of microbial contamination of vegetable 
soups) with a minimal amount of effort and with a minimum number of recalibration 
measurements.

Calibration transfer can be accomplished by transforming the secondary instrument read­
ings to resemble the master target values or labels used in the calibration. In the electronic 
nose literature this is the most common approach, either using univariate or multivariate 
approaches.

Sensor replacement (case d) is necessary whenever one sensor of the array brakes or 
starts providing erratic results. Due to the inherent technological tolerances in the fabrica­
tion of chemical sensors of diverse technologies, the new sensor will be different from the 
initial one. Much work has been done at industrial level to improve sensor fabrication repro­
ducibility; however, changes in baseline and in sensor profile sensitivity to the compounds 
of interest are always observed after sensor replacement. This leads to a distortion of the 
original probability density functions along the feature space dimension of the replaced 
sensor.

In fact this situation is nothing but a special case of the previous case (c1) where the EN 
after sensor replacement can be considered as a different instrument indeed. Therefore similar 
strategies and algorithms can be used.
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There is a literature on spectrophotometer instrument standardization [34] based on trans­
ferring near‐infrared (NIR) calibration through methods such as the classical direct standard­
ization (DS) and piece direct standardization (PDS), OSC, wavelet techniques, and principal 
components regression (PCR). All these methods can also be applied to (off‐line) multivariate 
calibration transfer of EN systems. The main limitation experimented until now concerns the 
quality and amount of data necessary to ensure robustness. Tomic et al. [105] describe two 
approaches to map the responses of slave instruments to a master instrument: univariate direct 
standardization (UDS) and a multivariate method based on PLS (see Figure 5.19). The former 
method, based on simple, computationally inexpensive univariate linear regression, calculates 
a unique shift compensation function for each sensor. The second method uses the data from 
all sensors for the design of one shift model for the complete gas‐sensor array. These methods 
were applied for calibration transfer of five commercial EN systems configured with eight 
quartz crystal microbalance (QMB) sensors and provided similar calibration performances.

UDS and PLS require two or more different types of reference samples to be measured at 
regular intervals. If only one type of reference sample is available, other recalibration methods 
have to be considered, such as multiplicative drift correction (MDC) and CC [106].

Carmel et al. [98] considered the task of finding a mapping between two commercial ENs 
that employ two different sensor technologies: QMB (MOSES‐EN) and conducting polymers 
(Cyranose 320). Such a mapping is a model that predicts the response of one EN (slave) based 
on the response of the other (master). They investigated a number of methods, including PCR, 
PLSs, neural networks, and tessellation‐based linear interpolation. A major results was that 
the mapping direction was a key factor: in mappings from CP to QMB, prediction accuracy 
was much higher than in the opposite mapping, using the same classifier. This was attributed 
to QMB possessing a high power of odor discrimination. The selection of the EN master is 
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Figure 5.19  The matrices of the slave instrument and the master instrument divided into the training 
and test sets (left); procedure to obtain shift corrected values of the slave instrument according to the 
master instrument response (right) (Source: From Ref. [105]. Reprinted with permission from Elsevier 
Science Ltd.)
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thus crucial. It was also observed that in PCR and PLS, the optimal prediction accuracy was 
achieved using a dimensionality that was lower than the total number of sensors: dimension­
ality reduction should be performed before calibration transfer.

Gas sensor array calibration transfer is particularly relevant for distributed applications of 
sensors. In indoor air monitoring application, for instance, it is not practical to perform instru­
ment calibrations for each sensor array at each field installation. In addition, it would also be 
too costly to perform separate calibrations on each array in the factory before field installation. 
Instead, it would be desirable to perform calibrations on identical arrays located in the con­
trolled environment of a laboratory and then transfer the calibrations to the field‐deployed 
instruments. In this context, PLS calibration models were developed using steady‐state tin 
oxide sensor array responses based both on single analytes (toluene) and compounds‐ [125]. 
The authors were able to successfully transfer single‐component calibrations by sorting the 
sensors in each array by sensitivity prior to transfer and have demonstrated a limited 
compound‐class calibration transfer by successfully predicting o‐xylene concentrations via a 
calibration model for toluene. While the accuracy for the o‐xylene prediction was not as good 
as with the o‐xylene model, it did have some success. The strategy of recognizing that similar 
VOCs tend to have similar array signatures may also be applicable to arrays containing other 
types of sensors. However, subsequent tests for calibration transfer of ternary mixture calibra­
tions were not successful.

More recently, Zhang and coworkers [127] have proposed a high‐performance on‐line 
calibration transfer based on global affine transformation (GAT) and Kennard–Stone sequen­
tial algorithm (KSS). GAT indicated a general linear transformation between the master and 
slave instruments. Robust Weighted Least Square (RWLS) is applied for mapping the slave 
instrument onto the master in order to realize instruments standardization. Basically, this 
method minimizes a weighted sum of squares, in which the weight assigned to each sample 
point depends on how far the point is from the fitted line. In the calibration process, the selec­
tion of the most representative samples is performed through the KSS algorithm. In prediction 
step, three ANNs for concentration prediction of three analytes were trained based on an error 
backpropagation algorithm.

As a result, the instrumental related signal shifts were significantly reduced.

5.6  Conclusions

At its first appearances, the e‐nose owed to the capability of fingerprint analysis a significant 
amount of its possibility to mimic the capability of its biologic counterpart. Since then and 
over three decades, researchers in AO have tried to face e‐nose limitations and emerging appli­
cations, developing ad‐hoc pattern recognition algorithms. From the early approaches to 
classification, olfactive pattern recognition techniques have evolved to encompass modern 
data mining and signal processing tools, classifier ensembles, and advanced regression tech­
niques supporting application in industry, medical diagnostics, environmental monitoring, and 
so on. Many works, though, focus on the validation step to a single applicative scenario and 
mostly on a single dataset. A limited effort has however been spent in comparing the different 
developed approaches; as such, there is no general consensus about their suitability or 
optimality in different applications. In this sense, the lack of shared datasets and algorithm 
repository represents a limitation to the organic development of the field.
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In general, pattern recognition has been shown to be an essential enabler to e‐nose applica­
tion to real‐life environment, but this relationship has been shown to have more profound 
implications. The enhanced capabilities to extract and deal with complex and multivariate 
sensor array responses and to highlight hidden structures in olfactive data have had a significant 
impact on the way researchers think about chemical sensors themselves as both devices and 
olfactive information sources. Dynamic feature extraction techniques, drift counteraction 
strategies, and solid‐state sensor thermal modulation are meaningful examples. Interestingly 
enough, the biomimetic nature of the e‐nose architecture has led researchers from the AO field 
to develop results that may allow a deeper insight in the biologic olfaction data processing 
path (see Ref. [36]). However, despite these efforts, a limited number of issues, as described 
in this chapter, are still to be solved, while new challenges arise from emerging real‐world, 
unmanned, or distributed deployment of e‐nose tools. These challenges will eventually foster 
the future development of olfactive pattern recognition field.
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6.1  Introduction

Gas sensors detect the presence of gaseous chemical compounds in air. They are often used in 
the form of gas alarms for detecting dangerous or hazardous gases. However, a limited number 
of stationary gas alarms may not be always sufficient to cover a large industrial facility, for 
example. Human workers having a portable gas detector in their hand need to be sent to thor-
oughly check gas leaks in the areas not covered by stationary gas alarms. However, making 
repetitive measurements with a gas detector at a number of different locations is laborious. 
Moreover, the places where the gas concentration level needs to be checked are often poten-
tially dangerous for human workers. If a portable gas detector is mounted on a mobile robot, 
the task of patrolling in an industrial facility for checking a gas leak can be automated. Robots 
are good at doing repetitive tasks and can be sent into harsh environments that might be 
dangerous for humans.

Mobile robots with a gas sensing capability are also expected to serve as robotic sniffer 
dogs. If appropriate sensors are provided and effective search algorithms are implemented, 
robots would be able to search for prohibited narcotics at airports, locate landmines buried 
underground, and find survivors in the wake of disasters, just as trained dogs. As in the case 
of robotic sniffer dogs, the gas sensing capability certainly offers new solutions for the prob-
lems that cannot be easily solved by other sensing modalities. However, gas sensing (or 
chemical sensing in general) has not been as popular in robotics as visual sensing or range 
detection. This is partly because robotics researchers have not been familiar with chemical 
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sensing technologies. The developers of chemical sensors have also been unfamiliar with 
robotics. Now the situation is changing. Advances in both technologies have resulted in many 
off‐the‐shelf products. Even novice researchers can easily try putting gas sensors on mobile 
robots by purchasing commercial gas sensors and robot kits.

However, the real research problems toward the realization of mobile robots with olfactory 
sensing capabilities start here. From the perspective of robotics researchers, chemical sensing 
is different from other sensing modalities in various aspects. Compared to visual and other 
popular sensing modalities, chemical sensing inherently involves much larger uncertainties. 
The response of a gas sensor not only changes with the concentration of the target chemical 
species but also is affected by temperature and humidity variations in the environment. 
The sensor output often shows significant drift over time. The sensing layer of a gas sensor is 
eventually poisoned and degrades. Moreover, all currently available gas sensors more or less 
have limitations. Dogs can sniff out a trace scent of explosives at ppb levels in a fraction of 
seconds. The response time, sensitivity, and selectivity of the existing gas sensors do not 
match those of the dog nose.

With gas sensors, a robot can detect the presence of a remote gas source. It would seem 
from this fact that gas sensors enable remote sensing of objects as vision does. In reality, most 
gas sensors are contact‐type sensors. A gas sensor shows response only when a chemical sub-
stance is actually transported from its source to the sensor surface. This transportation process 
adds another uncertainty in chemical sensing. A chemical substance evaporated from its 
source is generally dispersed in the environment by turbulent airflow. Even if a mobile robot 
would be equipped with ideal, fast, and sensitive gas sensors, the robot searching for a gas leak 
would still have to be able to cope with a time‐varying complicated distribution of the target 
chemical in the environment.

Over the past two decades, various research efforts have been made to employ chemical 
sensing capabilities on mobile robot platforms. In the following sections, the tasks that mobile 
robots are expected to accomplish with the help of chemical sensing capabilities are described 
together with the technical challenges involved in those tasks. Then, hardware setups that we 
can use and various algorithms that have been proposed to accomplish the tasks are presented. 
This chapter deals mostly with the detection of airborne gas‐phase chemical substances by 
mobile robots but briefly mentions underwater chemical sensing as well. By showing the 
current status of the mobile robot olfaction research, the authors hope to stimulate further 
research efforts to make advances in this relatively new field in robotics.

6.2  Task Descriptions

6.2.1  Definitions of Tasks

Suppose that a conventional gas alarm is mounted on an autonomous mobile robot. We can 
program the robot to patrol along a predefined path in an office building and check the gas 
concentration level at some specified locations. In this case, the robot is utilized just as a 
means to bring the gas alarm to the points of interest. This way of using a robot is still helpful 
in making repetitive measurements. However, if the task is simply to make independent mea-
surements at various locations, there is no fundamental difference in the chemical sensing 
part of the task between using a robot and a human worker to carry gas sensors from one 
place to another.



Using Chemical Sensors as “Noses” for Mobile Robots	 221

One way to make full use of robots in chemical sensing tasks is to use their self‐localization 
capabilities. A robot making gas concentration measurements at a number of locations can 
record the coordinates of each location together with the gas sensor reading obtained at that 
location. The recorded coordinate values can be used later to build a gas distribution map in a 
given environment or to calculate spatial correlation among the measured gas sensor readings. 
Alternatively, gas sensor readings that a robot obtains can be used to navigate the robot toward 
areas of higher gas concentration. Such robot‐specific chemical sensing tasks that have been 
addressed in the literature are classified into three categories, that is, chemical trail following, 
chemical source localization, and chemical distribution mapping [1].

Chemical trail following is to track a trail of a chemical substance laid on the ground or 
the floor. In animal behavior, chemical substances are often used to mark trails and terri-
tories on the ground [2, 3]. For example, a worker ant lays a pheromone trail on her way 
back home from a food source. Other ants can locate the food simply by tracking the smell 
of the pheromone. The chemical components of the pheromone laid on the ground gradually 
evaporate, and the trail eventually disappears. However, the pheromone trail is maintained 
as long as the line of ants returning from the food to the nest reinforces the trail by laying 
additional pheromone. The trail disappears when the food is exhausted and the reinforce-
ment of the pheromone trail is stopped.

Russell and coworkers proposed several scenarios in which mobile robots can make use of 
chemical trails [4, 5]. A possible application is, for example, multiple robots working together 
to clean the entire floor of a room. As each robot moves, a trail of detergent used for floor 
cleaning is left on the floor. This detergent trail can be used as a repellent marker to let the 
other robots easily recognize the areas already cleaned. Multiple robot coordination can thus 
be accomplished by simply programming each robot to avoid the chemical marker. There is 
no need to remove the detergent marker after the entire floor is cleaned. It spontaneously 
disappears as the detergent evaporates. Chemical trails can also be used when transporting 
large quantities of materials using multiple robots. In this scenario, an intelligent pathfinder 
robot first explores the environment. Once an appropriate path is found, much simpler trail‐
following robots can transport the materials by following the chemical trail laid by the path-
finder robot. A chemical trail can also be used as a virtual umbilical cable. If the robot lays a 
chemical trail during the exploration of an unknown environment, the robot can always come 
back to its initial position simply by tracking the chemical trail.

In a chemical source localization task, a robot is expected to find the location of a chemical 
source by tracking the distribution of an airborne chemical substance or a chemical dissolved 
in water. Many animals can localize food, mates, or nests by tracking their smells [3, 6, 7]. 
Mobile robots with such a chemical source localization capability can be used to search for 
leaks of flammable gas [8]. The potential applications of chemical source localization robots 
also include robotic sniffer dogs as mentioned in Section 6.1. The task of chemical source 
localization is generally divided into three subtasks: chemical finding, chemical tracking, and 
chemical source declaration [1, 9, 10]. When a robot is brought into a new environment, it first 
needs to find the area in which the target chemical substance is distributed. The chemical sen-
sors on the robot show no response until they come in contact with the target chemical. 
Therefore, the chemical finding task must be executed without using chemical signals. Once 
the robot is brought into the spatial distribution of the target chemical, the chemical sensors 
start responding. Then, the robot can navigate toward the location of the chemical source by 
using the sensor readings to track the chemical distribution. This chemical tracking task is 
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terminated when the robot reaches the chemical source location and declares that the goal has 
been reached.

Chemical distribution mapping is to build a map showing the distribution of a target 
chemical substance based on the measurements collected in a given environment. In some 
applications, it is sufficient to know the distribution of a target chemical even though the exact 
location of the chemical source cannot be tracked down [1]. In a rescue mission, for example, 
it is necessary to immediately determine where a highly concentrated hazardous gas is 
expected and where the rescue workers can safely do their jobs. The gas distribution can be 
measured if a sufficient number of gas sensors are placed in the given environment. Although 
various research efforts are being made to develop easy‐to‐use sensor networks, the deploy-
ment of a number of gas sensors is yet a laborious work. It is generally easier to send a mobile 
robot to the area of interest and make the robot scan the area with gas sensors.

6.2.2  Characteristics of Turbulent Chemical Plumes

In order to correctly understand the technical challenges involved in the robotic chemical 
sensing tasks, one must know how a chemical substance released from its source spreads in 
the environment. It is often misunderstood that the released chemical vapor spreads isotropi-
cally in all directions from the source. However, the isotropic chemical distribution is gener-
ated only in special occasions. As shown in Figure  6.1, all gas molecules at temperatures 
above absolute zero are in random thermal motion. When gas molecules are released into air 
from their source, they gradually spread via the random thermal motion. This process is known 
as molecular diffusion and makes the gas molecules spread isotropically. However, this molec-
ular diffusion is an extremely slow process. A typical value of the diffusion constant of a small 
gas molecule like methane in air is 2 × 10−5 m2/s [3]. The characteristic diffusion length in 1 h 
is calculated to be only 0.5 m [3], which means that most gas molecules remain within the 
0.5 m radius of their source location even 1 h after being released from the source.

In reality, there exists airflow that overpowers the slow molecular diffusion. In an outdoor 
environment, we generally feel wind blowing on our face. The velocity of the wind is gener-
ally at least 0.2 m/s. Therefore, the gas molecules released from their source are immediately 

Gas molecule

Gas
source

Figure 6.1  Diffusion of gas molecules released from a gas source
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carried away by the airflow. The transport of gas molecules by fluidic air motion dominates 
molecular diffusion also in most indoor environments. Even in a closed room, small tempera-
ture variations cause convective air currents at least in the order of a few millimeters per 
second [11, 12]. Gas molecules released from their source are therefore carried by the airflow 
and spread mostly in the downwind direction from the source. The resultant aerial trail of gas 
is called a plume [13].

Moreover, most flows we encounter are almost always turbulent [13]. The speed and the 
direction of the airflow randomly fluctuate since the turbulent flow contains a number of 
eddies of different sizes. As shown in Figure 6.2, large eddies contained in the turbulent 
flow twist and stretch the plume. Eddies smaller than the width of the plume mix the perim-
eter of the plume with surrounding air. The small eddies also stir the gas concentration 
distribution inside the plume. As a result, the plume is made to meander randomly and 
comes to have a complicated filamentous patchy structure like the smoke from a cigarette 
shown in Figure 6.3.

Technical challenges in chemical source localization mostly come from this complicated 
structure of turbulent chemical plumes. When a gas sensor is placed in a turbulent gas plume, 

Airflow

Gas 
source

Gas plume

Figure 6.2  Effects of eddies of different sizes in turbulent flow on the structure of a gas plume. Large 
eddies make the plume meander, while small eddies determine the internal structure of the plume

Figure 6.3  Filamentous structure in smoke rising from a cigarette
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the sensor is exposed to highly intermittent changes in the gas concentration [13]. As the 
filamentous patches of the plume pass over the sensor, the response of the gas sensor shows 
large fluctuations. Moreover, the plume has a shape elongated in the direction of the airflow 
that carries the gas molecules. Therefore, the chemical concentration gradient along the air-
flow direction is inherently small. Detecting a small spatial change in a highly fluctuating 
signal is a challenging task. The turbulent nature of the plume also poses a problem in chemical 
distribution mapping. Even if a robot is used to measure the gas concentration at various loca-
tions, there is a limitation in the number of measurements that the robot can make in a given 
time period. If the measurement takes too long time, the environment may change as the time 
passes. The major technical challenge in chemical distribution mapping is therefore how to 
obtain a reliable map with a sufficient resolution from fluctuating gas sensor readings mea-
sured at coarse grid points. The turbulence of the airflow is not a serious problem in chemical 
trail following. The gas sensor is generally brought close to the floor to detect a chemical trail 
that has been laid on the floor. Therefore, the fluctuations in the observed gas sensor response 
are generally much smaller than those observed in chemical source localization.

6.3  Robots and Sensors

6.3.1  Sensors for Gas Detection

Animals have a keen sense of smell. It is still unclear what kind of chemical substances mine 
detection dogs use to identify the smell of explosives evaporated from landmines buried 
underground. However, it is said that trained dogs respond to 2,4‐dinitrotoluene (one of the 
primary impurities contained in trinitrotoluene explosives) at a ppb level [14]. Dogs can also 
discriminate a faint smell of explosives even under the presence of interfering smells. Male 
moths search for females by tracking airborne volatile sexual pheromone. It is said that their 
pheromone detection system has single‐molecule sensitivity [15]. Another distinct 
characteristic of animal olfaction is its fast response. The response time of animals’ chemore-
ceptors is typically 0.1–0.5 s [7, 15]. There is a significant gap between the sensitivity, the 
selectivity, and the response time of the currently available gas sensors and those of animal 
olfaction. For example, various types of sensors have been proposed for the detection of 
explosives, but have not yet replaced the trained dogs [16].

Most of the gas sensing robots reported so far are equipped with commercial metal‐oxide 
gas sensors because of their reasonably high sensitivity and fair response time (typically <5 s) 
[17–29]. They respond to flammable gas at a sub‐ppm level. They also have excellent long‐
term stability and can be used for many years. However, the slow recovery of the response 
(typically 1 min) after gas is removed is a serious drawback to be used on a mobile robot. The 
locomotion speed of the robot must be slowed down to wait for the sensor response to follow 
the change in the gas concentration. There are individual variations in the sensitivity of the 
sensors. Therefore, it is a good practice to choose a set of sensors with matched sensitivity if 
multiple sensors are mounted on a mobile robot, and there response values are to be compared. 
The gas‐sensitive mobile robots developed so far are mostly made for testing the ideas in lab-
oratory environments rather than for real applications. Therefore, the detection target was 
chosen mainly from the ease of handling. For mobile robots equipped with metal‐oxide gas 
sensors, ethanol vapor was most often used as the target chemical. Saturated ethanol vapor 
was generated by using a pump for bubbling air through liquid ethanol. Alternatively, liquid 
ethanol was poured in a dish and was placed on the floor in the environment.
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Robots equipped with quartz crystal microbalance (QCM) sensors [4, 30] and polymer‐
based conductometric sensors [9, 31–33] were also reported. Although these sensors generally 
have better selectivity and show faster response than metal‐oxide gas sensors, they tend to lack 
long‐term stability. A live insect antenna can be used as an odor detector since it yields a 
voltage difference between its tip and base according to the odor intensity [34]. However, its 
lifetime is rather short. A recovery time of less than a second was achieved using an ion 
detector for detecting an aerial plume of ionized air [13, 35–37]. Instead of a gas source, an 
ion generator was used in combination with the ion detector. In Ref. [24], the recovery time of 
a metal‐oxide gas sensor on the robot was reduced to 1 s by selecting a sensor with fast 
response and using it with a suction pump to quickly replace air samples around the sensor. 
Mobile robots equipped with an electronic nose system can detect a specific target gas even 
under the presence of other interfering gases [8, 11, 17, 19, 27, 28, 38–41]. An electronic nose 
(or e‐nose in short) consists of an array of gas sensors and a pattern classifier. An array of gas 
sensors with slightly different selectivities yields a response pattern unique to each specific 
gas species. The discrimination between the target gas and others is accomplished by pattern 
recognition. However, different gas sensors tend to have different time constants. The response 
pattern is distorted when the sensor array is exposed to a gas with fluctuating concentration as 
in a turbulent gas plume [38]. Therefore, the pattern recognition becomes challenging.

6.3.2  Airflow Sensing

As described in Section 6.2.2, gas molecules released from their source are carried by airflow 
and trail in the downwind direction. It means that if a gas is detected at a certain location, the 
gas source is likely to be in the upwind direction. Thus, the direction of the airflow can be used 
as a clue for estimating the gas source location. Therefore, some gas sensing robots are 
equipped with airflow sensors or an anemometer. In most cases, especially in early work, 
thermal thermistor‐type airflow sensors are used [9, 20–22, 24, 35, 36]. When airflow strikes 
a heated thermistor element, the heat dissipation from the thermistor increases. Therefore, the 
resistance of the thermistor changes accordingly. Generally, a thermistor sensor cannot tell the 
direction of the airflow because the amount of the heat dissipation is the same for the airflow 
striking the thermistor element from the opposite direction. Therefore, in a typical setup, a 
pillar‐like object is placed in the center, and four thermistors are aligned around the pillar (one 
in the front, one in the back, one on the left, and one on the right). The thermistor on the down-
wind side of the pillar shows the smallest resistance change since the pillar obstructs the 
airflow. Thus, the direction of the airflow can be determined from the response pattern of 
the four thermistors. The thermistor sensors are compact and inexpensive. However, when the 
airflow velocity goes below 0.05 m/s, the accuracy in measuring the airflow velocity and 
determining its direction degrades significantly. In such a low‐velocity flow field, the effect of 
the upward convective air currents rising from heated thermistor elements cannot be neglected. 
Some robots have a mechanical vane to determine the airflow direction [30, 33].

Recently, ultrasonic anemometers are becoming popular in gas sensing robots [8, 23, 25, 
26, 28]. The anemometer has pairs of ultrasonic transducers. The time of flight of ultrasonic 
bursts when sending from one transducer to another is measured for each pair and compared 
to the time for ultrasonic bursts to travel in the opposite direction. The speed and direction of 
the airflow are calculated from the collected time‐of‐flight measurements. A two‐axis ane-
mometer has two pairs of ultrasonic transducers to measure two orthogonal components of the 
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airflow velocity vector. A three‐axis anemometer has three pairs of transducers and can 
measure all three components of the three‐dimensional airflow velocity. Ultrasonic anemom-
eters are expensive and bulky since flight paths of a certain length (typically 0.1 m) are required 
to measure the small change in the flight time of ultrasonic bursts between the transducers. 
However, ultrasonic anemometers outperform thermistor sensors especially in the measurement 
of low flow velocity in indoor environments. With a typical ultrasonic anemometer, the 
direction of airflow as low as 0.01 m/s can be accurately measured.

6.3.3  Robot Platforms

Most of the mobile gas sensing robots reported so far have used small wheeled robots for their 
platforms to test the proposed gas sensing algorithms in laboratory environments. Only 
recently, robots equipped with a laser scanner or GPS devices have started to be used [8, 25, 
26, 28, 38–41]. Self‐localization, path‐planning, and obstacle avoidance capabilities of these 
robots enable fully autonomous operation even in cluttered environments. A six‐legged robot 
that mimics pheromone trail following of ants was reported in Ref. [5]. Legged robots gener-
ally offer better maneuverability but add complexity in controlling the locomotion of the 
robots. RoboLobster in Refs. [42–44] and the silkworm moth robot in Ref. [34] are specifi-
cally designed after their model animals. The size and locomotion speed of the robots are 
matched with those of the model animals so that various biological hypotheses on olfactory‐
guided behavior of the model animals can be tested on the robot platforms.

Although terrestrial mobile robots have been used in the majority of the work on mobile 
robot olfaction, there are some exceptions. Submersible wheeled robots [42–45] and swimming 
robots [46, 47] were used to find underwater chemical sources. Flying robots were developed 
to try three‐dimensional gas source localization and gas distribution mapping [12, 48, 49]. 
Research efforts were made also to develop robotic systems to search for underground gas 
leaks [50, 51].

6.4  Characterization of Environments

Experiments to show the performance of gas sensing robots have been conducted in various 
environments. In this section, results of experiments conducted to characterize different types 
of environments are presented to show the difficulties involved in the gas sensing tasks. As 
described in Section 6.2.2, the gas distribution in a real environment can be extremely com-
plex. Suppose that you are planning to do some experiments to see if your mobile robot can 
find a gas source placed in your laboratory. Unless you are an expert in mobile robot olfaction, 
you generally have no prior knowledge on the flow field generated in your laboratory. 
Therefore, you cannot predict how the released gas spreads from the source. Since the airflow 
field in the laboratory may change over time, reproducibility of the experiments is generally 
poor. For this reason, the experiments on gas sensing mobile robots were often conducted in 
wind tunnels [20, 24, 34–36]. When a gas source is placed in a strong uniform flow field gen-
erated in a wind tunnel, the gas plume trails in the straight downwind direction from the 
source. You can easily check the response of your robot to this gas plume. Alternatively, you 
can generate a unidirectional airflow field in your laboratory by placing an electric fan or an 
array of electric fans in your room [9, 22, 27, 32, 33]. Since the same airflow conditions can 
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always be prepared by turning on the fans, a sequence of experiments can be conducted under 
similar conditions to statistically evaluate the performance of the robots. In some cases, exper-
iments were conducted in places where steady airflow fields were generated by air‐conditioning 
systems [21, 30].

Even in a closed room with all air‐conditioning systems turned off, small temperature vari-
ations in the room cause airflow in the order of 0.01–0.1 m/s [12]. Under some conditions, a 
fairly steady convective flow field is generated in a room. We set up a room shown in Figure 6.4 
for conducting experiments with mobile gas sensing robots [52]. Arrays of DC fans were 
placed on the floor and on one of the walls of a closed room. The right wall of the room was 
on the north side of the building, and the temperature there was almost always lower than at 
the other walls. When the fans were turned off, the air cooled down by the right wall descended 
along the wall and spread over the floor. The air then rose on the other side of the room and 
came back to the right wall along the ceiling. Thus, a weak circulating flow field was gener-
ated. The airflow velocity measured by an ultrasonic anemometer was in the range from 0.01 
to 0.03 m/s. When the fans were turned on, a similar circulating flow field with higher veloc-
ities can be generated. The mobile robot shown in Figure 6.5 was used in the experiments to 
see the gas dispersion in this room [52]. The robot is equipped with e‐nose systems consisting 
of arrays of metal‐oxide gas sensors and a photoionization gas detector (ppbRAE 3000, RAE) 
on its bottom part to detect a gas hanging along the floor. A two‐dimensional ultrasonic ane-
mometer (WindSonic, Gill) is mounted on top of the robot. The ideal location of the anemom-
eter is near the gas sensors so that the gas concentration and the airflow can be measured at the 
same position. However, a compromise had to be made because the anemometer also needs to 
be at a place where the airflow coming to the anemometer is not blocked by the body of the 
robot. A laser range scanner (LMS200, SICK) is also mounted on the robot for autonomous 
navigation and obstacle avoidance. The gas distribution map measured by the robot is shown 
in Figure 6.6 [52]. Saturated ethanol vapor was released from a tube placed on the floor at a 
constant flow rate (200 ml/min). The gas distribution map was drawn from the response of 
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Figure 6.4  Setup of a room for generating a circulating airflow field that mimics natural convection  
(Source: From Ref. [52], figure  3, p. 185. Reproduced with permission from the Japan Society of 
Mechanical Engineers)
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Figaro TGS2620 gas sensor in the e‐nose. The sensor response is defined as the ratio of the 
sensor resistance in gas (R

s
) to that in air (R

a
). As the gas concentration increases, the resis-

tance of the metal‐oxide gas sensor decreases. Therefore, the value of the sensor response 
(R

s
/R

a
) also decreases. The robot was programmed to scan the environment along a predefined 

spiral path shown in Figure  6.4. The robot was also programmed to stop at specified 
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Figure 6.5  Mobile robot used for measuring the airflow vectors and gas distribution in various envi-
ronments (Source: From Ref. [52], figure 1, p. 184. Reproduced with permission from the Japan Society 
of Mechanical Engineers)
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Figure 6.6  Gas distribution map in the closed experimental room shown in Figure 6.4. The open circle 
shows the location of the gas source. The crosses indicate the points at which the robot made stops for 
data collection (Source: From Ref. [52], figure 5, p. 185. Reproduced with permission from the Japan 
Society of Mechanical Engineers)
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measurement points for data collection. At each measurement point, the sensor data were 
recorded for 30 s. Figure 6.6 was drawn using the time average of the gas sensor response 
value for this 30 s time period. A gas plume trailing from the gas source location along the 
floor can be clearly seen in Figure 6.6. All DC fans were turned off during the gas distribution 
measurement, and therefore, the gas plume was formed by the natural convection in the room. 
The convective airflow along the floor was less than 0.03 m/s and was not perceivable to 
humans but enough to generate an airborne gas plume. The direction of the plume was always 
to the left (away from the north wall) in all repeated measurements.

Similar gas distribution mapping experiments were also done in a meeting room 
(14 m × 6 m) [52]. All desks and chairs were put aside as shown in Figure 6.7. A gas distribu-
tion map obtained in this environment is shown in Figure 6.8 together with the airflow velocity 
vectors measured at each measurement point [52]. The robot stopped for 30 s at each 
measurement point for data collection. All windows and doors were closed, and the air‐condi-
tioning system was turned off. A glass dish filled with liquid ethanol was used as the gas 
source. As shown in Figure  6.8, the airflow field in this meeting room was not uniform. 
Therefore, the ethanol vapor was widely but irregularly distributed in the room. As the size of 
the room increases, more complicated temperature distributions are generally developed. 
Therefore, the airflow field and the gas distribution also tend to become more complicated. 
Gas distribution mapping experiments were also done in an outdoor tennis court shown in 
Figure  6.9 [52]. In this case, the robot stopped at each measurement point for 10 s. The 
direction of the measured airflow vectors appears quite random, as shown in Figure 6.10 [52]. 
Therefore, the gas distribution became sporadic.

Figure 6.7  Meeting room as an example of uncontrolled indoor environment (Source: From Ref. [52], 
figure 6, p. 185. Reproduced with permission from the Japan Society of Mechanical Engineers)
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6.5  Case Studies

6.5.1  Chemical Trail Following

A worker ant lays a pheromone trail on her way back to the nest from a food source so that 
other ants can follow the trail. In principle, tracking of a stationary odor trail on the ground is 
much easier than tracking of an airborne turbulent odor plume. The behavioral strategy of the 

Figure 6.9  Outdoor tennis court (Source: From Ref. [52], figure 10, p. 186. Reproduced with permis-
sion from the Japan Society of Mechanical Engineers)
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Figure 6.8  Gas distribution map in the meeting room shown in Figure 6.7. The open circle shows the 
location of the gas source. The arrows indicate the airflow velocity vectors measured at the grid points 
defined on the path of the robot (Source: From Ref. [52], figure 9, p. 186. Reproduced with permission 
from the Japan Society of Mechanical Engineers)
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pheromone trail following by ants seems to be the bilateral comparison of the pheromone 
intensities detected by the two antennae [2, 3]. The variations in the pheromone concentration 
along the trail are extremely small, while the pheromone concentration variations across the 
trail can be easily detected by the bilateral comparison. Nevertheless, trail‐following ants 
appear to be able to determine the direction in which a pheromone trail has been made [53].

It appears to be straightforward to develop a mobile robot with the chemical trail‐following 
capability because the distribution of the chemical vapor evaporated from a stationary chemical 
trail is much more stable than an airborne gas plume. Indeed, successful demonstrations of 
chemical trail following for meters were reported [4, 5, 31]. In the early work of Russell and 
coworkers, a robot equipped with two QCM gas sensors was developed [4, 5]. Solid camphor 
was dissolved in an organic solvent, and the solution was applied on the floor to lay a chemical 
trail. The robot successfully followed the camphor trail by bilateral comparison of the sensor 
responses. Later, several practical issues were pointed out. Figure 6.11 shows the improved 
version of Russell’s chemical trail‐following robot. To avoid the problems incurred by mis-
matches in sensitivities and response times of the left and right gas sensors, the robot shown 
in Figure 6.11 has only one QCM sensor on its front. It follows a chemical trail by swinging 
the sensor transversely and measuring the change in the response of the sensor with its loca-
tion. Moreover, the QCM sensor is now mounted under a DC fan that generates an air curtain. 
The flow pattern that the fan generates is designed so that the chemical vapor is brought to the 
sensor only from the trail just beneath the sensor. Thus, reception of chemical vapor from 
nearby chemical trails is avoided. In the floor‐cleaning scenario mentioned in Section 6.2.1, 
multirobot cooperation was accomplished by programming the robots to avoid chemically 
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Figure 6.10  Gas distribution map in the outdoor tennis court shown in Figure 6.9. The open circle 
shows the location of the gas source. The arrows indicate the measured airflow velocity vectors (Source: 
From Ref. [52], figure 13, p. 187. Reproduced with permission from the Japan Society of Mechanical 
Engineers)
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marked areas. However, the robots driven by this simple algorithm may leave some areas not 
visited by any robots. Therefore, an advanced algorithm was proposed to guarantee the full 
area coverage [17]. In the proposed algorithm, navigations using chemical trails and mapping 
based on cellular decomposition of the area being explored were combined.

6.5.2  Chemotactic Search versus Anemotactic Approach

The most straightforward approach for gas source localization is to move a mobile robot along 
the gas concentration gradient. In this approach, a robot is generally equipped with a pair of 
gas sensors and is programmed to steer toward the side with the higher gas concentration 
[18, 19, 32]. However, there are some issues in applying this approach in real environments. 
As described in Section 6.2.2, the airflow we encounter is turbulent. Therefore, a gas plume 
with a patchy intermittent structure is formed owing to a number of eddies in the turbulent 
flow. Local and instantaneous concentration gradients show large fluctuations. Therefore, the 
robot is often misled by erroneous gradient measurements.

If the temporal variations in the airflow direction are not so large, the time‐averaged gas 
concentration distribution has a smooth shape as shown in Figure 6.12. The robot is more 
reliably oriented toward the gas source if the time‐averaged values of the left and right gas 
sensor responses are compared rather than using their instantaneous values. However, the gas 
concentration gradient along the airflow direction is extremely small except in the vicinity of 
the gas source. The gas concentration along the plume centerline is generally inversely pro-
portional to the distance from the gas source [54]. Downstream from the source along the 
plume, the gas concentration decays rapidly at the beginning. However, this rapid decay 
ceases at some distance, and after that, the gas concentration asymptotically approaches zero. 
As the plume extends downstream, its width grows and its chemical content becomes more 
diluted. Therefore, the gas concentration gradient across the plume also becomes smaller at 
downstream locations. Robot 1 in Figure 6.12 has successfully approached the source loca-
tion by tracking the gas concentration gradient. However, robot 2 who has started from a 
distant place may not reach the gas source location. In theory, the gas concentration gradient 

Figure  6.11  Reactive Autonomous Testbed (RAT) carrying a QCM gas sensor for chemical trail 
following (Source: R. A. Russell, Monash University, Clayton, Victoria, Australia. Reproduced with 
permission from R. A. Russell)
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is always perpendicular to the contour lines of the gas distribution map. Therefore, the gra-
dient vector at the side of the plume near the gas source tends to point toward the downwind 
direction. Thus, robot 3 in Figure 6.12 does not go directly to the source location but makes 
a detour in the downwind direction. A slight change in the airflow direction causes large fluc-
tuations in the gas concentration in the vicinity of the gas source. Therefore, the time‐course 
waveform of the gas concentration measured using a gas sensor is peaky. In contrast, a slight 
shift in the position of a wide diluted plume at a far downstream location causes little 
concentration fluctuations. Thus, not only the measured gas concentration itself but also the 
frequency of the peaks in the gas concentration can be used as an index showing the proximity 
to a gas source [29, 55].

Despite the difficulties in tracking turbulent odor plumes, many animals can localize food, 
mates, or nests by navigating toward odor sources using olfactory cues [7]. Extensive studies 
conducted to reveal the behavioral strategy underlying pheromone plume tracking of male 
moths have shown that their flight path to a pheromone‐releasing female is a result of repeated 
“upwind surges” and “casting” [7, 56]. A male moth has pheromone receptors on its pair of 
antennae [2]. In principle, he can steer toward the side with the higher pheromone concentration 
by comparing the stimulus intensities at the left and right antennae. Instead, in reality, when a 
male moth encounters a pheromone plume and detects the pheromone on his antennae, it turns 
and proceeds a certain distance in the upwind direction. This odor‐gated anemotaxis (or odor‐
gated rheotaxis in water) is commonly seen in olfactory search behavior of a variety of animal 
species [7]. As long as the moth is in contact with the pheromone plume, repeated “upwind 
surges” bring the moth closer to the female. As shown in Figure 6.2, the pheromone plume 
randomly meanders because of the turbulence of the airflow carrying the pheromone mole-
cules. Therefore, the male moth flying upwind may sometimes leave the plume accidentally. 
To cope with such situations, the moth flies across the wind with gradually broadened scanning 
widths when the pheromone signal is lost. This behavior is called “casting.” When the contact 
with the plume is regained, the male resumes upwind surges.

As in the case of successful flights of male moths to females, robots searching for a gas 
source can use the direction of the airflow as a reliable directional cue. Therefore, mobile 
robots equipped with airflow sensors in addition to gas sensors have been developed [9, 20–26, 
30, 33, 35, 36]. The basic part of the algorithms implemented into these robots is the same 
although the details of the algorithms are different. As shown in Figure 6.13, a robot equipped 
with an anemometer goes upwind when the target gas is detected. When the gas is not detected, 
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Figure 6.12  Behavior of robots tracking the gas concentration gradient
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the robot performs casting‐like behavior. Some robots go straight upwind as long as the con-
tacts with the plumes are maintained [9, 24, 35, 36]. Some have multiple gas sensors for lateral 
comparison of gas concentrations in the plume so that they can adjust their headings toward 
the plume centerline while moving upwind [20–22]. Some robots perform casting exactly like 
moths [21, 35]. However, some robots move along outward spiral trajectories when the contact 
with the plume is lost [9, 22, 24]. In theory, casting across the airflow direction maximizes the 
probability of regaining contact with the plume because the plume has a shape elongated 
along the airflow direction [57]. Since most of the gas source localization robots reported so 
far have a differential drive system, moving them along spiral trajectories can be easily done 
by adjusting the speeds of the left and right wheels.

An example of an anemotactic gas source localization robot is shown in Figure 6.14. The 
robot has three metal‐oxide gas sensors (TGS2620, Figaro Engineering) attached on a 
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Figure 6.13  Behavior of robots tracking the gas plume with repeated upwind surges and casting
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Figure 6.14  TUAT mobile robot equipped with metal‐oxide gas sensors, a two‐dimensional ultrasonic 
anemometer, and a CMOS camera
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two‐dimensional ultrasonic anemometer (WindSonic, Gill) [23]. The trajectory of the 
robot successfully tracking a gas plume is shown in Figure 6.15 [10, 58]. The experiments 
were conducted in a closed room with a large window as shown in Figure 6.15a. In winter-
time or at night even in summertime, the temperature of the window facing outside gener-
ally becomes lower than at the other places in the room. Therefore, circulating airflow field 
is generated as in the room shown in Figure  6.4. The air cooled down at the window 
descends along the window and spreads over the floor. When the experiments shown in 
Figure 6.15b were conducted, the airflow velocity on the floor at the center of the room 
was only 0.08 m/s, which is below the human detection limit of airflow. Saturated ethanol 
vapor was generated by bubbling air through liquid ethanol and was released at a flow rate of 
100 ml/min from a tube placed on the floor. Since the starting position of the robot was off 
the ethanol plume, the robot first conducted casting across the airflow. When the robot 
entered the ethanol plume, it tracked the plume in the upwind direction and successfully 
approached the gas source.
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Figure 6.15  Result of upwind plume tracking by TUAT robot. (a) Schematic diagram of the room in 
which the experiments were performed (Source: From Ref. [10], figure 8(a), p. 3168. Reproduced with 
permission from IEEE). (b) Typical trajectory of the robot. Thick and thin lines represent trajectories of 
the robot in upwind surges and casting, respectively) (Source: From Ref. [58], figure  7.5, p. 196. 
Reproduced with permission from Fragrance Journal Ltd.)
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6.5.3  Attempts to Improve Gas Source Localization Robots

As described in Section 6.2.1, the task of chemical source localization can be divided into 
three subtasks, that is, chemical finding, chemical tracking, and chemical source declaration. 
Most of the work on gas source localization robots was focused on chemical tracking, and the 
other two subtasks were not often discussed in the literature. It seems that there is not much 
we can do for chemical finding. As described in Section 6.2.1, when a robot is brought into 
a new environment, it first needs to find the area in which the target gas is present. However, 
the gas sensors on the robot show no response until the robot happens to run into that area. 
Therefore, the initial chemical finding must be accomplished without having a means to 
predict where the gas is distributed. A robot can systematically scan the neighborhood for a 
gas distribution by moving along an outward spiral path [9]. Casting across the airflow is 
effective not only for regaining contact with a gas plume but also for initial plume finding. In 
theory, if no gas is detected at a certain position, it is likely that there is no gas source in the 
area upwind from that position. Moving across the airflow direction maximizes the proba-
bility of encountering a gas plume that trails along the airflow direction [57]. Alternatively, 
scanning the environment in parallel using multiple robots can expedite the initial chemical 
search [59].

In most of the work reported so far, source declaration algorithms were not implemented on 
the robots to avoid too many complications in the experiments. In most cases, the search was 
simply terminated when the robot came within a specified radius of the gas source [20–22, 24, 
27, 33, 35, 36]. When the robot passes over the source, a sudden change in the gas concentration 
is observed in the gas sensor response. Almost no chemical exists on the upstream side of the 
source, while the gas concentration becomes the highest on the immediate downstream side of 
the source. This feature can be used to declare that the source has been found [9, 30, 47]. 
However, care should be taken to correctly determine whether the robot has passed over the 
source or it has accidentally left the plume to the side. If a chemical source is placed directly 
on the floor, it takes some distance for the height of the chemical plume trailing along the floor 
to grow to the height of the chemical sensors on the robot. When a robot with multiple chemical 
sensors at different heights approaches the chemical source by tracking the plume, the sensor 
at the highest position is the first that stops responding to the chemical, followed by the sec-
ond, third, and so forth. This change in the sensor response pattern caused by the change in the 
plume height can be used for source declaration. Male moths appear to use visual cues to 
terminate the upwind flight toward a pheromone‐releasing female. It is known that a male 
moth initiates mating behavior when he visually recognizes a female [7]. Attempts were made 
to incorporate vision into the search for a chemical source. When we notice a burning smell, 
we turn around and look for a fire or smoke. If the appearance of the gas source is known a 
priori, a robot can find a suspicious object using a camera. Then, the robot can approach the 
object to check its smell using gas sensors for source declaration [23, 60, 61]. The robot shown 
in Figure 6.14 has a CMOS camera and metal‐oxide gas sensors on its lower front side.

Attempts were also made to find the optimal upwind plume‐tracking algorithm by com-
paring variations of algorithms by theoretical analysis, simulations, and experiments [24, 33, 
35, 62, 63]. However, it is difficult at this moment to derive general conclusions from such 
work since different research groups are working with different robots in different environ-
ments. It seems so far that the differences in experimental setups have more effects on the 
gas source localization performance than the differences of the algorithms. Moreover, the 
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comparison was so far made mostly in simplified environments, for example, in a wind tunnel 
or in an artificially generated uniform airflow field. To what extent the algorithms can cope 
with temporal variations and nonuniformity of the airflow fields in real environments is not 
yet fully investigated. Suppose that a robot is tracking a gas plume in an outdoor environment. 
If a casting algorithm is implemented in the robot, it can cope with a shift in the airflow 
direction [36]. When the airflow direction changes, the plume starts to trail in the new direction. 
Then, the robot starts casting across the new airflow direction with gradually expanding 
scanning width. This motion eventually brings the robot back into the plume, which is now 
trailing at a new location.

If the fluctuations in the airflow direction are too large, a different search algorithm may be 
required [25, 26]. In an open outdoor field, the wind direction frequently changes, but the uni-
formity of the flow can be assumed for the instantaneous flow field. If the wind is blowing to 
the north at the position of the robot, it is highly likely that the wind at the position of the gas 
source is also blowing to the north. If the wind direction at the robot position changes, the wind 
direction at the gas source location is also likely to change in the same way. A puff of gas 
released from the gas source travels along a complicated trajectory as a result of the changes in 
the airflow direction. When a puff of gas is detected at a gas sensor on the robot, the trajectory 
along which the puff of gas has arrived to the robot can be estimated using the history of the 
airflow direction measured over a certain period of time by the anemometer on the robot. A par-
ticle filter implementing this estimation process was proposed in Ref. [25]. Successful plume 
tracking over tens of meters in an outdoor field was reported for this particle filter‐based 
algorithm. This approach can also be used for gas source declaration because the estimated 
trajectories of gas puffs should in theory converge to the location of the gas source [25, 49].

Various algorithms were also proposed to cope with unstable flow fields and to speed up the 
search for a gas source. Some algorithms use mathematical models of the plume shape to 
estimate the source location from a limited number of measurements [64–66]. Some use a 
mathematical formulation of advection of chemical substances to determine the most prefer-
able heading of a robot [67, 68]. Chemical source localization algorithms based on hidden 
Markov methods, Bayesian inference methods, naïve physics, and particle filters were also 
reported [25, 69–71]. If multiple robots are employed to search for a gas source in parallel or 
cooperatively, the speed and the robustness of the search can be improved [9, 18, 59, 72]. In 
some applications, for example, landmine detection, a robot is required to find all gas sources 
present in a given environment. Even if a gas source is found by tracking a gas plume, it may 
not be the only one. A search algorithm based on a Bayesian occupancy grid mapping method 
was proposed for mapping out all gas sources in the environment [73].

Gas source localization in an environment cluttered with obstacles is also challenging. In 
some work, obstacle avoidance functions were integrated with gas source localization algo-
rithms [27, 30]. Typically, a limited number of obstacles were placed in an environment. 
A robot with an obstacle avoidance function successfully approached a gas source by moving 
through the obstacles. However, it appears that the obstacles placed in the environment were 
rather small and that their presence did not significantly alter the environment. Real chal-
lenges arise from large obstacles that significantly modify the flow field and chemical distri-
bution in the environment. The flow immediately behind an obstacle is generally highly 
fluctuating because the object disturbs the flow. The size of this wake region is determined by 
various factors, but it surely depends on the size of the object. If there is an object in the 
environment whose size is several times larger than the gas source localization robot, a large 
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wake region is generated. If the robot comes completely in the wake of the object, the gas 
sensors and the anemometer on the robot are exposed to highly fluctuating airflow and gas 
concentration. The robot may need to escape from such a region before resuming the search 
for a gas source.

6.5.4  Flying, Swimming, and Burrowing Robots

In a typical experiment on robotic gas source localization, a wheeled robot searches for a gas 
source by tracking a gas plume trailing along the floor. The location to place the gas source was 
carefully chosen to ensure that the released gas is carried by airflow blowing constantly along 
the floor. Even electric fans were often used to generate such an airflow. However, gas plumes 
in reality may not always stay on the floor or the ground. They may extend three‐dimensionally. 
A flying blimp robot was developed aiming at tracking a three‐dimensional aerial plume by 
mimicking the flight of moths [48]. Recently, a quadrotor‐type microdrone equipped with a 
metal‐oxide gas sensor was reported [49]. The microdrone succeeded in tracking a methane 
plume over 10 m in an outdoor environment by using upwind plume‐tracking algorithms and a 
particle filter‐based source declaration algorithm. The three‐dimensionality of gas plumes may 
be more prominent in indoor environments. In a closed indoor environment as shown in 
Figures 6.4 and 6.7, convection caused by the temperature distribution in the room is the main 
force that spreads gas molecules released from their source. A gas plume generated in such an 
environment is three‐dimensional in nature. A body of air rises if it is warmer than its surround-
ings and sinks if it is colder. Therefore, the convection always involves vertical fluid motion. 
A blimp robot was successfully applied to three‐dimensional gas distribution mapping in indoor 
environments [12]. Robo‐moth in Ref. [37] is a unique experimental setup developed to study 
the behavioral mechanisms of pheromone orientation in moths. Three‐dimensional flight of a 
moth in a wind tunnel was simulated by moving a pheromone detector in the wind tunnel by a 
robotic arm attached at the end of the wind tunnel.

Not only terrestrial animals but also many aquatic animals have a keen sense of smell. Vision 
is not always useful in aquatic environments since the sunlight intensity decreases with the depth 
in water. RoboLobster was designed to serve as a test bed to study the olfactory search behavior 
of lobsters [42–44]. Lobsters can search for food by tracking its smell. Various hypotheses on the 
underlying behavioral mechanisms can be tested using this wheeled underwater robot by chang-
ing the computer program for the robot and its sensor configuration. The original RoboLobster 
was equipped with a pair of conductivity sensors, and salt water was used as a detection target. 
The second version of RoboLobster has optical sensors that respond to a fluorescent dye. The 
performance of purely chemotactic search algorithms and rheotactic algorithms similar to pher-
omone plume tracking in moths was tested and compared with the olfactory search capabilities 
of live lobsters. Similar fluorescent sensors were mounted on a torpedo‐shaped underwater robot 
platform called REMUS (remote environmental monitoring units) [46, 47]. A full set of algo-
rithms for chemical source localization, that is, initial plume finding based on zigzag scanning, 
rheotactic plume tracking, casting, and source declaration, were implemented in the robot. In the 
experiments reported in Ref. [47], the robot successfully tracked fluorescent dye plumes as long 
as 100 m in a real marine environment near San Clemente Island, CA. Crayfish are known to 
generate directed water currents by waving their small appendages with a fanlike shape [74]. 
A  wheeled submersible robot equipped with electrochemical sensors and fanning arms was 
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developed to mimic the olfactory search behavior of crayfish [45]. Water currents generated by 
using the fanning arms were used to draw water samples from the surroundings to the chemical 
sensors on the robot. Thus, the chemical signal reception at the sensors mounted on the robot 
was enhanced. A similar behavior for collecting chemical samples using actively generated flow 
can also be seen in many other animal species [75].

Leaks from underground gas pipes and gas tanks pose serious hazards [10]. However, there 
is no effective means to determine the location of the leaks. The distribution of a chemical 
substance released into the soil is much more stable than that of chemical released into the air 
or water. Little or no turbulence exists in underground environments since there is almost no 
fluid flow in the soil. However, the difficulty lies in moving a robot or at least a chemical 
sensor in soil. Considering the high cost for moving through soil, the length of the path that 
the robot travels has to be minimized, and therefore, the underground chemical source locali-
zation task needs to be accomplished with a minimal number of measurement points [50]. It is 
also difficult to estimate the location of an underground gas leak using only the gas 
concentration measurements from above the ground [10]. For example, the path of gas diffu-
sion from the leak point to the ground surface is altered if the soil is covered by pavement. The 
MOLE I robot reported in Ref. [50] takes readings of underground chemical concentration by 
inserting a metal‐oxide gas sensor in sand. The robot tries to locate a chemical source by 
tracking the spatial chemical concentration gradient in the sand, which is estimated from the 
gas sensor readings obtained at a sequence of locations on the robot’s path. CRABOT in Ref. 
[51] has a real burrowing mechanism mimicking a mole crab underground.

6.5.5  Gas Distribution Mapping

As described in Section 6.2.1, the goal of gas distribution mapping is to build a reliable map 
from fluctuating gas sensor responses measured in a turbulent airflow field at coarse grid 
points. Interpolation algorithms often produce artifacts in gas distribution maps because of the 
highly intermittent nature of the turbulent plume [1]. Therefore, a kernel‐based extrapolation 
algorithm was proposed [76]. In this approach, a gas concentration grid map is created from a 
sequence of gas sensor readings collected by a mobile robot while scanning a given environ-
ment. Suppose that a gas sensor reading r

t
 is obtained at time t when the robot is at the location x

t
. 

If another measurement is conducted at x
t
 + Δx, which is in the neighbor of x

t
, it is likely that 

a similar gas sensor reading is obtained. To model this likelihood, a two‐dimensional Gaussian 
weighting function is defined as
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where σ defines the size of the Gaussian kernel. For the grid cell at the ith row and the jth 
column, the weight can be calculated as

	

w
f R

R
t
i j

i j
t

i j
t

i j
t

,
,

,
C

,
C

x x

x

x x

x0
	 (6.2)



240	 Essentials of Machine Olfaction and Taste

where x(i, j) represents the center of the grid cell (i, j) and R
C
 the cutoff radius. Then, two tem-

porary values maintained for each grid cell are updated. One is the total sum of the weights for 
all sensor readings obtained so far, which is defined as
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The other is the total sum of weighted gas sensor readings:
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The robot used to try gas distribution mapping in various environments is shown in 
Figure  6.16 [28]. It is equipped with a three‐dimensional ultrasonic anemometer (Model 
81000, Young) and an e‐nose consisting of six metal‐oxide gas sensors. An example of a gas 
distribution grid map is shown in Figure 6.17 [28]. In the experiment, the robot followed a 
predefined sweeping trajectory covering the area of interest. Along its path, the robot stopped 
at predefined positions and carried out a sequence of measurements for 30 s. The robot was 
driven at a maximum speed of 0.05 m/s between the stops. The sweeping motion was per-
formed once in each direction. The gas source used in the experiment was a small cup filled 
with liquid ethanol. The gas distribution map shown in Figure 6.17 was obtained in an enclosed 
indoor area consisting of three rooms partially separated by protruding walls. The area covered 
by the sweeping path of the robot was approximately 14 m × 6 m. The map was created using 
the readings of TGS 2600 sensor (Figaro Engineering) in the e‐nose system with a kernel size 

Anemometer

E-nose

Figure  6.16  Rasmus robot equipped with an electronic nose and an anemometer (Source: From  
Ref. [28], figure 1, p. 2211. Reproduced with permission from IEEE)



Using Chemical Sensors as “Noses” for Mobile Robots	 241

of 0.6 m. The occupancy grid map showing the walls of this indoor space and arrows indi-
cating the airflow vectors measured at the stops are overlaid on the gas distribution map. The 
maximum of the gas distribution map (highlighted in Figure 6.17) occurred near the gas source 
location. Despite the wide passage between the three rooms, the gas concentration in the left-
most room was still much lower than in other two rooms.

The kernel gas distribution mapping method was later improved so that not only the mean 
gas distribution but also its predictive variance could be estimated [77]. It was also shown that 
the gas distribution can be estimated with greater accuracy if the kernel shape is modified to 
take airflow measurements into account [78]. Three‐dimensional gas distribution mapping 
was also reported in the literature. A wheeled mobile robot having multiple gas sensors at dif-
ferent heights [78] and a blimp robot flying randomly in a room [12] were used for collecting 
gas concentration measurements at various locations. Robotic gas distribution mapping can 
also be applied to measure a citywide air‐pollutant distribution [79].

6.6  Future Prospective

Over the past two decades, various research efforts were made to realize mobile robot olfac-
tion. As a result, it has been shown that mobile robots equipped with chemical sensors could 
perform, at least in simple environments, chemical trail following, chemical source localiza-
tion, and chemical distribution mapping. Now the research on mobile robot olfaction seems to 
be getting into a next phase in which the research efforts are more directed toward real appli-
cations. It may be too ambitious to develop a versatile gas source localization robot that can 
be used in any environment. Generally, it is much easier to build a robot specialized for a 
specific target application. Based on this idea, algorithms to search for gas sources in narrow 
but branched cave‐like environments were proposed ([80, 81]). The development of gas source 
localization algorithms can be expedited if the applicability of the proposed algorithms to 

0.5h 1h 1.5h 2h 2.5h 3h 3.5h 4h

Figure 6.17  Gas distribution map obtained in an enclosed indoor space overlaid with arrows indi-
cating the airflow direction. The occupancy grid map showing walls and obstacles in the environment is 
also overlaid (Source: From Ref. [28], figure 4, p. 2215. Reproduced with permission from IEEE)



242	 Essentials of Machine Olfaction and Taste

various environments can be quickly tested through simulations. However, to provide realistic 
models of complicated chemical distributions in real environments to the simulator is a chal-
lenging task. So far, a filamentous plume model in Ref. [82] is most widely used. However, 
little is known about how the complicated airflow field and gas distributions as shown in 
Figures 6.8 and 6.17 are developed. Further research efforts are required to collect airflow/gas 
distribution data in a larger variety of environments to better characterize each environment. 
One of the promising applications for gas sensing mobile robots is to find methane leaks in 
landfill sites [8]. Methane gas produced from solid waste is not only hazardous but also known 
to be a greenhouse gas. Periodical monitoring of methane gas concentration at a landfill site is 
often required by laws and appears to be an ideal task for mobile robots. We believe that the 
day we see chemical sensing robots working in real applications is not so far away.

Supplemental materials of Chapter 6 (video clips) are provided online at URL.
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7.1  Introduction

A human interface typically has both input and output. Recently devices not for vision and 
audition but for other senses are often studied. In case of olfaction, an olfactory display is an 
output from a machine, whereas an odor sensing system is its input [1]. They work in the same 
manners as those of a microphone and a speaker in auditory sense. Although the odor sensing 
system has long history, the olfactory display is relatively new. However, the first international 
congress of Digital Olfaction and its second congress were held in 2013 and 2014, respectively. 
Since a variety of olfactory display were demonstrated at that meeting, olfactory displays 
became known to many people. We explain how the olfactory display works in this chapter 
since the odor sensing systems often called electronic noses are described in other chapters.

Another topic is an odor recorder which reproduces a detected odor. The odor recorder has both 
input and output of human olfactory interface. Thus, we describe the odor recorder in this chapter.

Moreover, we describe a teleolfaction system. In teleolfaction system, odor information 
obtained from an odor sensing system is transmitted to an olfactory display via the Internet. 
Thus, the teleolfaction is related to both input and output.

This chapter mainly covers odor presentation technique, whereas an odor sensing system is 
described in Chapter 3.

7.2  Principle of Olfactory Display

A history of an olfactory display is relatively new in comparison with an odor sensing system. 
However, the first proposal to present smells was performed by M. Heilig in 1960s when he 
developed Sensorama [2]. He tried to simulate experience when he rode on a motorbike to go 
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to various places around a city. The simulated experience related to olfaction such as food 
scents was included. Later Toyota Motor Corporation presented scents at the showroom. 
Shiseido Co., Ltd, fragrance company, made the equipment called Kaori on demand to emit 
scents. These were aimed to send scents to remote sites through the web.

On the other hand, an olfactometer has been studied as a tool to give olfactory stimuli to a 
subject [3]. It is aimed to give the olfactory stimuli accurately. Since it is very expensive and 
bulky, a cheap apparatus easy even for a novice to handle is preferable. Thus, an olfactory 
display has been studied in virtual reality.

Although the number of papers related to olfactory display is not so large at the current 
stage, they can be classified into several categories. Their categories are device research, 
olfactory display related to spatial odor distribution, and temporal intensity change and inter-
action with other senses. Thus, these researches are described in sequence.

7.2.1  Olfactory Display Device

Kaye made simple perfume bottles with solenoids. Since they could be activated by electrical 
signals, he constructed a device to present plural smells according to the status of the stock 
market [4].

Kim et al. developed the olfactory display using the reversible phase transition of a 
functional polymer [5]. Its device is shown in Figure 7.1. The temperature‐responsive hydro-
gel, functional polymer, has two phases such as sol and gel in the manner similar to ON and 
OFF of a switch in an electronic circuit. An aroma can be released from a card made of this 
polymer in the sol phase, whereas its release is stopped in the gel phase. The phase transition 
between sol and gel depends upon temperature controlled by a Peltier device. The authors 
claimed that the aroma release from this card was easy and soundless.

Two‐dimensional array of aroma release devices was proposed [6]. It consists of cone‐
shaped polydimethylsiloxane (PDMS) micro chamber where odorant solution is stored in 
advance as is shown in Figure 7.2. There is a matrix composed of these devices with its rows 

Figure 7.1  Aroma card. Reproduced with permission from Ref. [5]. Copyright IGI Global, 2013
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and columns made up of heater lines located below micro chambers. Since the micro chamber 
has a small hole at the top of the cone, it can release an odor owing to the pressure increase 
caused by heating. Although the pressure increase due to a single heater line is not enough, its 
increase caused by two heater lines enables the odor release through the small hole. Thus, only 
the micro chamber specified by row and column addresses can release the odor. In case of 
Figure 7.2, the micro chamber specified by the address (X address: 2, Y address: 2) releases it. 
Although Figure 7.2 indicates the concept with a large array of odor‐releasing devices, they 
only fabricated the system with two micro chambers.

Another work using MEMS (microelectromechanical system) technology was reported 
since MEMS technology can miniaturize device size as is shown in Figure 7.3 [7]. Tiny amount 
of liquid is introduced into a heater. It is released through a micro valve, which enables the 
elimination of scent leakage. Thin‐film heater consists of Cr, Au, and Ti with its pattern formed 
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by wet etching. The reservoir of odorant liquid was formed by wet etching of Pyrex glass. The 
fundamental device characteristics have been confirmed.

Chaku Perf made an odor‐releasing gadget compatible with a mobile phone. Since it can be 
attached to the mobile phone, a scent can be released according to commands from a remote 
site [8]. The ultrasonic vibrator is used to emit the scent. Although its principle is very simple, 
it is commercially available. Scentcom, an Israeli company, presented ultrasonic micro plug 
array technology at digital olfaction congress [9]. They claimed that their technique enabled 
the ultrasonic nebulization with effective self‐cleaning.

Sakairi et al. made an odor‐emitting apparatus coupled with chemical capsules made of 
alginic acid polymer. It consists of chemical capsule cartridge, valve and temperature control 
unit. By changing temperatures of chemical capsules and the valve sequences, odors can be 
changed in strength. Its reproducibility was confirmed by a real‐time mass spectrometry [10].

7.2.2  Olfactory Display Related to Spatial Distribution of Odor

Yanagida et al. developed an equipment to deliver an odor to a specified person using vortex 
rings generated by an air canon as is shown in Figure 7.4[11]. The experiment on vortex ring 
is often presented to children at scientific event. The air canon enables an odor to be delivered 
to only a single person without spreading it in space. People around him/her do not perceive 
odors, whereas a target person can sniff it.

However, there is a problem that a subject perceives wind, that is, airflow, together with the 
odor. The wind might let the subject feel the impression different from that of the only odor. 
Yanagida et al. used two air cannons to collide two vortex rings in front of a subject so that 
the wind from the air canon could be reduced. Moreover, they made the system for tracking 
the target subject when he/she moved [12]. Matsuo et al. performed simulation of vortex ring 

Figure 7.4  Scent projector using vortex rings generated by air canon. Reproduced with permission 
from Ref. [11]. Copyright IEEE, 2006
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from the air canon. They claimed that the shape of the air canon nozzle influenced the 
efficiency of the odor delivery [13].

Kim et al. recently developed the gadget called micro aroma shooter [14]. They made micro 
airflow source in which porous materials such as calcium silicate soaked in odorant liquid are 
encapsulated. This gadget allows an odorant to be carried by directional airflow.

Hirose et al. proposed the wearable olfactory display. A subject with that olfactory display 
walked around to look for a virtual odor source [15]. When a subject approaches the virtual 
odor source, its perceived intensity increases. On the other hand, its intensity decreases when 
the subject goes away from the virtual source. The subject was requested to find the location 
of the virtual odor source. The subjects could find the virtual source although the time for 
looking for it varied from person to person. Although the actual odor distribution is compli-
cated, they adopted a simple model with isotropic diffusion.

Ishida et al. realized the virtual odor distribution using computational fluid dynamics (CFD) 
[16]. The odor distribution in virtual space was calculated in advance using CFD. Then, a user 
can sniff a smell with its calculated concentration at the point in virtual space using an olfactory 
display. Figure 7.5 shows the airflow field and distribution of odor concentration in virtual 
space. The odor source is located behind a screen. CFD shows that the odor concentration just 
behind the screen becomes high. The user experiences that phenomenon when he/she walks in 
virtual space from point A to point D.

Moreover, they studied the olfactory display called smelling screen [17]. It has four fans on 
the four corners of the screen as is shown in Figure 7.6. The airflows that are generated by 
these fans collide to create an airflow that is directed toward the user from a certain position 
in front of the screen. A user perceives odor distribution as if the odor source were on the 
screen.

7.2.3  Temporal Intensity Change of Odor

7.2.3.1  Problem of Smell Persistence

One of the important problems of an olfactory display is smell persistence. It should release 
an odor according to the temporal change of the odor intensity programmed in advance. 
However, it is difficult to make an arbitrary profile of the odor intensity if there is the smell 
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persistence. When the odor passes through a tube, it persists inside the tube due to 
chromatographic behavior. The smell persistence becomes dominant when the boiling point of 
the odorant is high. Such an odorant is called a low‐volatile compound. However, low‐volatile 
compounds cannot be ignored since their perception thresholds are very low. In other words, 
a human olfaction is sensitive to low‐volatile compounds.

Several experiments were performed to check the smell persistence. Our group used a 
sample flow system and quartz crystal microbalance (QCM) gas sensor to evaluate it. The 
sample used in this experiment is alpha‐hexyl cinnamic aldehyde with its boiling point of 
305°C. The bottle with a sample liquid was connected via Teflon tube (inner diameter: 1 mm) 
to a sensor cell where eight QCM sensors (20 MHz, AT cut) were located. Those sensor coat-
ings were tricresyl phosphate (TCP), Apiezon L (Ap‐L), polyphenyl ether (6 rings) (PPE(6)), 
polyethylene glycol 1000 (PEG1000), 1,2,3‐tris(2‐cyanoethoxy)propane (TCEP), diethylene 
glycol succinate (DEGS), dinolenoyl phosphatidyl choline (DNnPC), and (R)‐(+)
Bis(diphenylphosphino)‐1,1′‐binaphthyl ((R)‐BINAP). The sample flow rate was 300 ml/min, 
and the experiment was performed at room temperature.

The sensor responses to alpha‐hexyl cinnamic aldehyde are shown in Figure 7.7 when the Teflon 
tube length was 22 cm, relatively short. Since alpha‐hexyl cinnamic aldehyde is low volatile, it took 
much time for an odorant to reach the sensors, whereas their responses were very large after its 
arrival at the sensors. It seemed that the slow response was due to the delay at the tube.

Then, the sensor responses were again measured when the Teflon tube length was 470 cm. 
Its result is shown in Figure 7.8. It was found from this figure that the sensor responses were 
much slower than those in Figure 7.7. Since the tube length influences the delay of odorant 
delivery, it can be concluded that smell persists inside the tube.

Another experiment was performed using a mass spectrometer. Since the mass spectrom-
eter is originally gas chromatograph/mass spectrometry (GC/MS) equipment, it has long 
stainless tube (10 m) prior to the inlet of the mass spectrometer. Although long stainless tube 
is typically used as a column, this stainless tube does not have coating. Since the temperature 
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of the whole stainless tube can be controlled, the influence of the tube temperature was exam-
ined. The sample used here was beta‐ionone with its boiling point of 239°C. Four milliliters 
of beta‐ionone in the gas phase was injected into the inlet of GC/MS system (Shimadzu, 
QP5050A) with its stainless tube (column) kept at room temperature. The temporal change of 
the detector output is shown in Figure 7.9. Total amount in the figure is the sum of the detector 
output over all m/z region. Although the mass spectrum of beta‐ionone has a peak at m/z = 177, 
it could not be observed since it was widened and became flat. Then, its temperature was 
raised to 150°C, and its temporal change of the detector output is shown in Figure 7.10. The 
peak at m/z = 177 was observed since the peak was not widened at the long stainless tube. 
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It can be concluded that the smell persistence does not occur at the tube kept at high tempera-
ture. However, it is very difficult to keep the whole odor delivery system at high temperature 
in the typical olfactory display.

7.2.3.2  Olfactory Display Using Inkjet Device

An inkjet device was used to solve the problem of smell persistence. Although an inkjet device 
is typically used for a printer, its applications to other fields such as printed circuit board, 
medical device, and microoptics are spreading. Since an inkjet device can spout a tiny liquid 
droplet, it can generate the smell. Although it seems appropriate to generate a low‐volatile 
scent, only an inkjet device is not sufficient. A tiny liquid droplet still remains without 
evaporation after spouting it. Thus, the droplet should be forcibly evaporated by other methods 
such as heating. Thus, the method using the inkjet device together with a mesh heater was 
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0

5 000

10 000

15 000

20 000

25 000

30 000

35 000

0 1 2 3 4 5

A
bs

ol
ut

e 
in

te
ns

ity

177 (m/z)

1% of total amount (m/z)

Time (min)

Figure 7.10  Temporal change of detector output with its tube at 150°C (sample: beta‐ionone)



Olfactory Display and Odor Recorder	 255

proposed [18]. The apparatus is shown in Figure 7.11. An inkjet device spouts tiny liquid 
droplets to a stainless mesh heater, and the evaporated vapor is obtained. A rapid sensor 
response to low‐volatile compound was confirmed using the experimental setup in Figure 7.11. 
However, the integration of the multiple inkjet devices is not so easy since the liquid pressure 
at the tip of the inkjet device should be carefully adjusted to obtain the reproducibility.

Wallace et al. applied an inkjet device to microdispenser [19]. They also used a heater to 
evaporate liquid particles from an inkjet device. They did the experiment on determining 
human olfactory thresholds, which might be influenced by diseases.

Later Okada et al. studied the inkjet‐based olfactory display [20]. Since their inkjet device 
ejects a droplet with the volume of a few picoliters, extremely narrow scent pulse can be  gen-
erated. They made pulse ejection technique which enables a subject to sniff scents twice 
during one inhalation as is shown in Figure 7.12.
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Figure 7.11  Olfactory display using inkjet device together with mesh heater
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They also studied synchronization of scent pulse with inhalation using breath sensor. 
However, they concluded that the pulse ejection technique without a breath sensor could have 
the odor recognition rate similar to that using a breath sensor if the ejection period was ade-
quately set [21].

7.2.4  Multicomponent Olfactory Display

The olfactory displays described previously were aimed to generate a single scent or generate sev-
eral scents by switching them. However, it is essential to blend multiple odor components so that a 
variety of scents can be generated. Thus, multicomponent olfactory displays have been developed.

A perfume manufacturer developed a virtual aroma synthesizer for exploring flavors [22]. However, 
it was too bulky to be used in the virtual environment. We have several methods to blend multiple odor 
components as depicted in Figure 7.13a–d. Those methods are explained in this section.

7.2.4.1  Mass Flow Controller

It is possible to blend multiple odors when the flows of odor components with controlled 
flow rates join together. For example, the composition of the binary mixture is 8:2 when odor 
component 1 flow rate is 80 ml/min and odor component 2 one 20 ml/min.

Thus, several mass flow controllers (MFCs) are used to blend odor components [23], whereas 
MFC systems can be used to evaluate sensor characteristics [24]. An MFC is a device used to 
adjust its mass flow rate electronically. When you adjust gas flow rate, the most typical device 
is a volume flow meter with manual valve. However, it is sometimes inaccurate since the 
volume of gaseous fluid depends upon its pressure. On the other hand, mass flow rate is not 
influenced by pressure since it indicates mass of a gaseous fluid passing through a given surface 
per unit time. Its mass is usually converted to volume at standard state (e.g., 25°C and 1 atm.).

An MFC detects mass flow rate and then the error between the actual flow rate and speci-
fied one is fed back to the internal valve to adjust the flow rate to the specified one. Although 
the flow rate is typically specified by analogue voltage, recent MFC model accepts digital 
format. Since a user can adjust the flow rate using open‐loop control as if MFC worked without 
feedback, its operation is easy. When several flows join together without MFCs, the flow rate 
of one component is typically influenced by others. MFCs can eliminate this interference.

The problem of MFC system is that they are bulky and expensive. MEMS technique might 
be able to reduce its size if its stability and robustness are improved [25].

7.2.4.2  Automatic Sampler

An automatic sampler is often used to sample liquid for liquid chromatography (LC). It can be 
applied to odor blender in the liquid phase. Odor components in the liquid phase are put into 
glass vials on a tray placed on a turntable as is shown in Figure 7.13b. The syringe in the 
automatic sampler takes the specified amount of liquid from the specified vial. Then, it moves 
to the specified vial and transfers the accumulated liquid sample to that vial. When this 
procedure is repeatedly performed, the sample blended with many components at arbitrary 
ratio can be obtained [26].
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Then, a tiny amount of liquid with volume of a few microliter is precisely taken by a sample 
loop and is evaporated using a microheater so that a human or a sensor can be exposed to the 
blended odor. The advantage of this method is to blend many components. Although 
the number of components depends upon the tray size of the automatic sampler, it is typically 
around 100. Disadvantage is that it consumes long time for blending components since a 
single syringe transfers only one component at the same time. Since it blends one by one in 
sequence, it is not possible to blend components in real time.

7.2.4.3  Solenoid Valve

A solenoid valve is a fluidic switching device as is shown in Figure 7.13c. It can switch the 
flow path in the same manner as that of an electrical switch. When it rapidly switches the air 
and a sample, the intermediate concentration between zero and full scale can be realized. 
Thus, 1‐bit analogue to digital conversion technique such as delta sigma modulation [27] or pulse 
width modulation technique in an electronic circuit is applicable to the fluidic system [28]. 
The odor concentration approaches its full scale as frequency of ON increases.

The first version of multicomponent olfactory display is shown in Figure 7.14. The switching 
between the air and the component using 3‐way solenoid valve enables the specified relative 
concentration of odor. Then, multiple flows of odor components join together for blending. An 
odor component and empty bottle (air) in each flow path were alternately switched according 
to second‐order delta sigma modulation. The olfactory display consists of two paths, path to a 
user’s nose and bypath. Bypath is necessary since the flow in the sample bottle cannot be 
stopped to keep its concentration even when the odor is not supplied to the user [29].

Although this olfactory display works well, the problems appeared when the number of 
odor components was extended. First, there are too many empty bottles. Its number should be 
reduced. Secondly, the full‐scale odor intensity is reduced as the number of odor components 
increases. Thus, odor blending algorithm was changed as is shown in Figure 7.15.

Only one component among all the components including the air is presented to a user at the 
same time. Thus, the duty cycle of each odor component is the ratio of that component [30]. In 
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this configuration, only one empty bottle is required for the air. Moreover, the full‐scale concentration 
of each component does not depend upon the number of odor components. Figure 7.16 shows the 
schematic diagram of modified olfactory display using solenoid valves. Up to 32 odor components 
can be blended at arbitrary recipe. The repetition cycle is 1 s and the minimum switching speed of the 
solenoid valve is 2 ms. Photo of the version commercially available for 13 components is shown in 
Figure 7.17. Its size is smaller than a laptop computer. It works together with an air pump and a laptop 
computer. A user can bring it in any place to do the demo using this version of the olfactory display.
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Figure 7.15  Improvement of odor blending algorithm, (a) initial stage and (b) improved one
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The olfactory display using solenoid valves works stably and reliably. However, its problem 
is smell persistence as discussed before. It deteriorates the quality of scents when low‐volatile 
compounds are included. Many tubes for plumbing causes smell persistence. Although the 
increase in temperature at tubes reduces the influence of smell persistence, it is difficult to 
use solenoid valve under high temperature. Thus, another type of olfactory display was intro-
duced in the next section.

7.2.4.4  Micropumps and Surface Acoustic Wave Atomizer

Principle of the olfactory display is illustrated in Figure 7.13d. Tiny liquid droplet is introduced 
to surface acoustic wave (SAW) device in order to atomize it [31]. When a liquid droplet is 
placed on a SAW device, the acoustic energy converted from SAW to longitudinal wave in the 
liquid droplet enables the atomization of the liquid droplet [32]. Since the atomization occurs 
instantaneously, a user can sniff the scents immediately even if they are low‐volatile com-
pounds. Smell persistence does not occur since no tubing is used to deliver gaseous fluid.

Micropumps used here were electroosmotic (EO) pumps [33]. Its size was 6 mm × 11.5 mm 
including liquid reservoir. It works soundlessly due to no mechanically moving part, and its 
power is strong. Since it has self‐priming property, it is not necessary to fill the whole pump 
with liquid manually in advance although many liquid pumps do not have this property. It can 
drive ethanol or deionized water. Since it cannot drive odorants directly, they are diluted with 
ethanol. As the flow rate increases linearly with electric driving voltage, the flow rate can be 
easily controlled by adjusting the applied voltage. Otherwise the amount of liquid can be con-
trolled by the duration time of applying voltage to it. Besides, the flow is not disturbed by 
bubble unlike the widely used inkjet device.

Using eight EO pumps and SAW device, the olfactory display was assembled as is shown 
in Figure 7.18. Its size is 37.4 × 56.7 × 7.5 mm smaller than a credit card. Thin stainless tube 

Figure 7.17  Compact olfactory display using 13 components (available from Ono Denki Inc.)
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with an inner diameter of 0.13 mm was used to introduce liquid droplet from the EO pump into 
the surface of SAW device. Using this olfactory display, nine participants sniffed low‐volatile 
fragrance called Eau de Givenchy. When the movie for 20 s was presented to participants 
together with scents, all the participants sniffed them at the scene only when the fragrance was 
supplied. Thus, the olfactory display using micropumps and SAW device is effective to solve 
the problem of smell persistence.

Although the olfactory display size in Figure 7.18 does not include peripheral circuits, min-
iaturized olfactory display including the circuits was developed in 2014 [34]. It is expected to 
be applied to a variety of fields.

7.2.5  Cross Modality Interaction

Most of researches focus on interaction of olfaction with vision. Kawai et al. studied 
psychological effect of image with fragrance [35]. They carried the sensory test using 3D 
image together with fragrance and claimed possibility of producing psychological effect 
owing to scents for relaxation.

Then, they used only one kind of fruit scent made up of several ester compounds [36]. They 
presented various images together with this fruit scent to a user and ask him/her their impres-
sions. Since the impression of the scent is much influenced by image, the scent impression is 
different from image to image even if they used a single fruit scent. This experimental result 
suggests that a variety of scent impression can be obtained together with images even if the 
number of scents is actually small.

Hirose et al. studied visual–olfactory display to make pseudoolfactory effect using vision 
[37]. They made olfactory map of 18 kinds of fruit flavors according to sensory test and 
isometric multidimensional scaling (MDS) [38]. They categorized four groups based upon 
olfactory map and picked up one as a representative in each group. They presented the repre-
sentative smell together with image. If the drawing effect caused by vision occurs, people can 

Figure 7.18  Photo of olfactory display using eight EO pumps and SAW device
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sniff pseudo smell even if the actual smell is different. They claimed that they can make various 
smells virtually from just a few aromas.

Ghinea et al. studied user perception of the association between olfactory media content 
and video media content in multimedia. The questionnaire survey shows that the association 
between scent and video content has a significant impact on the user‐perceived experience 
[39]. They also studied the information recall task using olfactory cue [40].

Hirose et al. also studied the interaction of olfaction with taste. They developed the system 
called meta cookie [41]. A user eats a plain cookie where chocolate, lemon, etc., are visually 
overlaid through see‐through head‐mounted display (HMD). When a user eats it together with 
corresponding scent generated by an olfactory display, he/she feels its taste as if he/she ate the 
cookie with corresponding taste. Figure 7.19 shows a concept of their system. They called this 
system pseudo taste display since people feel taste from olfactory stimulus. It is very difficult 
to make a taste display since people hesitate to drink/eat unknown chemicals synthesized by a 
machine. Active action such as eating and/or drinking is required for people to perceive tastes. 
However, a taste display can be more easily realized with the aid of olfaction since people can 
naturally and passively sniff smells. Moreover, people enjoy a variety of flavors through 
olfaction although the taste itself just covers basic tastes such as sweetness, salt, sourness, 
bitterness, and umami. A pseudo‐gustatory display might be a realistic way to perceive taste 
in virtual environment [42].

Iwata et al. did the experiment on expressing food texture [43]. They developed the haptic 
interface that presents biting force. They tried to apply it to the food texture expressions of 
cracker and cheese. Although they claim that they succeeded in the presentation of physical 
property of food in terms of hardness, it does not seem easy to apply it to every food.

Tomono et al. studied eye catching and memory during smell presentation using gaze point 
analysis [44]. The gaze moves actively in order to receive a lot of information from the entire 
image. However, a subject had attention to even a small object related to a scent when a scent 
was presented together with the image. There was tendency that a gaze remains in the narrow 
area of a smelling object. Moreover, memory related to the object was enhanced when the 
associated scent was presented together with the image [45].

Zellner and Whitten reported that the perceived odor intensity was influenced by the color 
intensity (clear, light, medium, and dark) of the object. They claimed that the odor intensity 
was influenced by color intensity independent upon the color and odor types [46].

HMD

Olfactory 
display

Cookie

Figure 7.19  Concept of pseudo‐gustatory display
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Spence et al. focused on interaction between olfactory and auditory senses [47]. They 
reported that odors were preferentially matched to musical features. It was found that the 
odors of candied orange and iris flower were matched to significantly higher pitches than the 
odors of musk and roasted coffee.

Ishibashi et al. made Ikebana (flower arrangement) system using olfactory and haptic 
devices in the virtual environment [48]. A user can hold a flower, adjust the length of the held 
flower’s stem with a pair of scissors, and impale the flower on a flower pinholder. When a user 
approaches the flower, he/she perceives the smell of the flower diffused by using an olfactory 
display. Although haptic and olfactory devices were used together, the interaction between the 
two is the future problem.

Cross modality between olfaction and vision has been studied as is described earlier. Cross 
modality between olfactory and gustatory senses can be utilized to make a gustatory display. 
However, interaction between olfaction and haptic has been seldom studied.

7.3  Application of Olfactory Display

A variety of olfactory displays are expected. They are classified into entertainment, art, adver-
tisement, medical field, etc. They are described here in detail.

7.3.1  Entertainment

The most typical application of olfactory display is a movie with scents. Tomono et al. inves-
tigated how many scents were required for one cinema. The subjects watched 10 cinemas and 
were asked which scene they wanted to have smells. It was revealed from this investigation 
that only 3–15 types of odors are required for one cinema. Thus, the number of required odors 
is realistic when odors corresponding to appropriate scenes are prepared in advance [49].

Then, Nakamoto et al. made movie with scents using an olfactory display based upon sole-
noid valves [50]. The Japanese cinema Spirited Away was compressed into 4 min although it 
takes 2 h to watch the original one. The compressed version has 11 scenes as is listed in Table 7.1.

Seventeen subjects watched the movie without smell and then watched it with smells. The 
questionnaire survey revealed that the change of the offensive smell to pleasant smell enhanced 
the impression of the corresponding scene very much. This effect is similar to the case where 
large contrast of blue area with yellow one is expected in a picture. Thus, we can control to 
which scene people have attention to some degree using appropriate smells.

Chihara et al. made a game with scents called “Fragra” that enables players to enjoy scents 
together with images interactively [51]. A player is requested to answer whether olfactory cue 
agrees with visual one. A scent is presented to the player equipped with HMD to flow the scent 
from the cartridge to a human nose using the air compressor. Since the overall system is bulky, 
a player can walk around the limited area. A player tries to grasp a food and take it in front of 
the nose in virtual space. Then, a smell comes to the player. He/she should say whether the 
visual object matches its smell.

Nakamoto and Nagahama presented a cooking game with scents [52]. In the movie with 
scents, the information flow is just one way. On the other hand, an interactive olfactory display 
takes important role in a game since interactive behavior is important. This interactivity might 
enhance reality in the virtual environment.
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In a cooking game, a player puts ingredients such as butter, meat, onion, garlic, wine, 
curry roux, and spices into a pan sequentially in the virtual environment as is shown in 
Figure  7.20. After he/she puts each ingredient, he/she experiences a smell and movie 
simultaneously. The smell of any added ingredient is blended with those already existing 
in the pan.

Table 7.1  Scenes in digest of Spirited Away and smells attached to corresponding scenes

Number Scene Odor

  1 Parents were selecting foods Food1
  2 Mother had her mouth full of meat Food1 + Food2
  3 Mother became a big Smell of pig
  4 Chiriro asked Haku if her parents did not 

become pigs
No smell

  5 She was told that important and delicious 
foods were eaten by parents

No smell

  6 She went to a pigsty through flower garden A few scents of flowers
  7 She told her parents to help them at pigsty Smell of pig
  8 She remembered her name at flower garden Scent of flower
  9 She was told to take care of stink god No smell
10 Stink god appeared Offensive smell
11 Stink god was soaked in medicated bath Offensive smell and herbal one

Figure  7.20  Cooking game with scents. Reproduced with permission from Ref. [52]. Copyright 
IEEE, 2008
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Since the operation is very easy, even a small kid can enjoy the cooking game. This game 
became popular, and many people experienced it. People felt hungry after the game. Thus, this 
game might be used for the advertisement of food or cooking.

7.3.2  Olfactory Art

Kakehi et al. studied artistic expression using scents [53]. Scent in the surrounding environ-
ment was input to a computer system through metal oxide gas sensors. Since that information 
was converted to visual and/or auditory information, people could perceive it synchronously 
with visual/auditory sensation. In the interactive art called “hanahanahana,” the participant 
soaks a leaf‐shaped piece of paper in perfume and then shakes it at a place close to the sensors. 
A flower image then appears in each bud‐like device. The color darkness of the flower changes 
gradually according to the strength of the ambient scent, while the color and shape of the 
flower also vary according to the sort of fragrance in the paper.

Iseki et al. made contents called virtual ice cream shop based upon vision, sound, and olfac-
tion [54]. When people visit the cyber virtual ice cream shop, they can select favorite flavors 
with electronic timbre that they feel most appropriate. The scenery when a participant enjoyed 
the virtual ice cream shop is shown in Figure 7.21. People can feel harmony between the scent 
and sound in this content.

Moreover, they tried to make contents by only using scents [55]. The question here was 
whether people could evoke a scene by only presenting a set of scents to them. Examples of 

Figure 7.21  Experience on virtual ice cream shop
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scenes were seashore, forest, firework, toothbrushing, drinking liquor at a pub, etc. The correct 
association with scents highly depends upon personal experience. However, people can enjoy 
the variation of scents even without other senses since it is possible to program odor variation 
using the olfactory display.

Artists involved in olfactory art are not so many at the current stage. However, M. Ueda 
makes artistic contents [56]. For example, she made the content of invisible white in collabo-
ration with an architect. As a participant walks into the dark space, he/she cannot see anything 
at instance, and then he/she uses the senses of auditory, tactile, and olfactory senses. As he/she 
gets used to the darkness, smells navigate him/her in the space. He/she can have mysterious 
experience through this content.

7.3.3  Advertisement

Although most of advertisements for commercial products are based upon visual and/or 
auditory information, we perceive too much sensory information from television, radio, sign-
board at a street, etc., in our daily life. Since people get used to that information, they usually 
do not notice it. The scent presentation is good way to let people be aware of the commercial 
product.

Smells related to corresponding foods are effective to increase their sales. For example, curry 
smell at a supermarket contributes to collecting customers. The addition of an appropriate smell 
to a product also contributes to promoting sales such as coffee, chocolate, herb, tea, ice cream, 
cookie, cake, fruit, flower, cheese, shampoo, baby powder, perfume, and so on.

One of the business‐to‐business experiments by NTT communication was performed in an 
underground shopping mall beneath Tokyo Station. The company installed an aroma‐emitting 
digital signage unit at the entrance to a beer hall. They hoped that mall visitors looking for a 
place to eat and drink would be attracted by the images and the fragrance and perhaps decide 
to enter the beer hall [57].

France Telecom made a computer‐controlled scent diffuser connected to the Internet [58]. 
Then, Exhalia, a spinout company from France Telecom, developed the smell diffuser which 
presents scents by blowing air through scent cartridges [59]. They made the contents with 
scents in collaboration with cooking school.

Smells are also used for their stage effects at wedding ceremony, fashion show, etc. They 
were used to improve the impression of hotel lobby, lobby at the airport, game center, show-
room, and seminar room. Moreover, several companies adopt corporate scents for represent-
ing impressions of companies or shops.

7.3.4  Medical Field

From medical point of view, an important application of olfactory display is to measure human 
olfactory threshold. Hayes et al. used inkjet‐based microdispenser to measure human olfactory 
threshold [60]. Decrease in olfactory capability has been reported to be an early symptom of 
diseases such as Alzheimer’s and Parkinson’s diseases [61, 62]. Since patients of neurodegen-
erative disease such as Alzheimer and Parkinson tend to have higher olfactory threshold than 
normal persons, there is possibility that this microdispenser may be used for early screening 
of neurodegenerative diseases through olfactory threshold determination.
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Okada et al. also studies the measurement of human olfactory threshold using their inkjet‐
based olfactory display [63]. Unlike other measurement techniques, using a very small amount 
of droplet for scent presentation reduces lingering scent in the air and the influence of 
adaptation. Measurements were finished within approximately 5 min using this system even if 
the measurements were kept accurate.

Another application of an olfactory display to medical field is a surgery simulator for 
training medical students. Reality of simulator is enhanced if smell is added to the scene of the 
operation. Since the training and educational tools are important applications in virtual reality, 
the olfactory display for the medical simulator will be developed.

Moreover, patients even in a hospital can enjoy the olfactory display since foods for patients 
are often restricted. Since tastes of food are deeply coupled with olfaction, patient can enjoy 
food tastes using a pseudo‐gustatory display mentioned previously.

In this subsection, an application of olfactory display was described. Since the field of 
olfactory display is relatively new, more and more applications might appear in the near future.

7.4  Odor Recorder

7.4.1  Background of Odor Recorder

An odor recorder is an apparatus to reproduce odor as well as reproduce it. Vision and audition 
among five senses can be nowadays easily recorded and reproduced under multimedia envi-
ronment. However, we have never had such a kind of device for olfaction although the methods 
of vision and audition have been so far mature. The study of recording olfactory information 
is very challenging.

Although odors have been analyzed using GC/MS for long time, odor sensing systems 
often called electronic noses described in Chapter 3 have been studied for last three decades 
[64]. Its principle is based upon the pattern recognition of the outputs of the multiple sensors 
with partially overlapping specificities in the same manner as that of a biological olfactory 
system described in Chapter 2. Many researchers study the odor sensing system nowadays.

On the other hand, an olfactory display, a device for smell presentation, was recently studied 
in virtual reality as is explained in the preceding text. Since an olfactory display is a relatively 
new field, its research community is currently small. As described earlier, an odor sensing 
system is an input of machine (computer), whereas an olfactory display is its output. In an 
odor recorder, we use both techniques of an odor sensing system and olfactory display. These 
two techniques are tightly coupled together when an odor recorder is developed, whereas the 
odor sensing system and the olfactory display have been so far independently studied.

An odor recorder with the capability of reproducing smells as well as recording them in the 
same manner as that realized in digital video disc (DVD) recorder was proposed [65]. There 
are many consumer products related to smells such as food, beverage, toothpaste, cosmetics, 
air fresheners for breath, room and bathroom, and so on. It is possible to apply the odor 
recorder to a variety of fields such as game, e‐commerce, virtual reality, cinema, and so on.

Moreover, the odor recorder can be used for the research on cultural anthropology of the 
senses. The smells about historically and ethnologically important objects can be preserved 
and be reproduced. Objects with scents around the world such as Asian, African, Caribbean, 
and European areas can be recorded. Furthermore, there is historical meaning since they can 
be reproduced even in many years. Especially, cooking is strongly related to scents. A variety 
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of foods and beverages all over the world accompanied with scents can be reproduced using 
the odor recorder even if many years pass after recording.

Next, the researches related to the odor recorder are described. Although there have been 
many reports of odor sensing systems, the reports aimed for odor reproduction are just a few 
ones. When we blend several odor components, the range of the smell to be covered becomes 
much larger. Although odor components are typically prepared in advance, Davide et al. pro-
posed the framework of the olfactory display, which not only blends odors but generates the 
new odor using a precursor [66]. Since this is just the concept and has not been so far realized, 
the following portion of this chapter deals with blending odor components prepared in 
advance.

Matsushita et al. developed the equipment composed of conducting polymer sensor array 
and an odor generator using motor‐driven syringes and a heater [67]. They just used linear 
regression method to obtain the recipe of the mixture. After the flavors were injected according 
to the recipe using the syringes, the flavor mixture was vaporized using a heater. Although its 
principle is close to an odor recorder, the feedback in active sensing, which absolutely 
enhances the flexibility and the accuracy of the system, is not included.

Carmel et al. reported the algorithm to determine the mixture composition so that the QCM 
sensor array output pattern of the blended odor could match that of the target odor. They 
obtained the mixture composition of the odor made up of five components. Although they 
would like to synthesize the target odor, they only did the mixture quantification [68].

Hayashi et al. focused on partial structure of an odorant to express an odor. They 
expressed a single compound by blending several odor components. Odor components 
were selected using charge distribution and molecular structure, and the mixture composi-
tion was calculated using quantitative structure–affinity relationship (QSAR) method. 
They claimed that the blended odor approached the target odorant in comparison with any 
single odor component [69].

The trend of the research toward odor recorder is summarized as follows. Although the 
matching between target and reproduced odors should be ideally achieved in sensory space, it 
consumes much time and labor. Thus, the sensory test should be replaced with a sensing 
system. However, there have been only a few reports of the odor reproduction using a sensing 
system, whereas many researchers focus on only odor sensing systems. The odor recorder 
might be a next target in the field of electronic nose. In the next section, the principle of odor 
recorder using the active sensing is introduced.

7.4.2  Principle of Odor Recorder

First, an ideal case in sensory space is explained. In the development of food product, food 
prototype is repeatedly modified together with the sensory‐test evaluation so that the proto-
type can approach the final product. It takes much time to develop food product because of the 
sensory‐test evaluation. The sensory test cannot be automated.

In the process of food development, the subjects evaluate foods by sniffing them. The 
typical method of evaluation is semantic differential (SD) method where subjects determine 
scores for several evaluation items. Score takes a few discrete values, for example, from 1 to 5. 
Evaluation items should express the feature of the product. For example, sweetness, sourness, 
richness, freshness, flouriness, bitterness, and total balance are considered in the process of 
orange juice development.
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The result of SD method is analyzed using principal component analysis (PCA) and can be 
plotted on a scattering diagram as is shown in Figure 7.22. Positive direction of first principal 
axis shows the impression of sweetness while that negative direction expresses bitterness. After 
modifying the prototype by changing its recipe several times from A to D, the acceptable prod-
uct is finally completed. Although it is possible to make a target product in this way, it con-
sumes much time and labor during the development of the food product. Moreover, nonlinear 
relationship between recipe space and sensory space makes it difficult to predict an appropriate 
recipe within small number of repetitions. In an odor recorder, this laborious task can be 
automated, and the time required for exploring the target becomes as short as possible.

Although the recipe exploration is performed in sensory space in this example, an odor 
recorder performs it in sensor space. In the odor recorder, the odor quality is represented as the 
recipe of the multiple odor components [70]. The recipe can be determined so that the simi-
larity of the blended odor to the original one can be maximized. Thus, the mixture quantifica-
tion technique is indispensable although the classification is focused on in most of odor 
sensing system.

An odor recorder is based upon an active sensing. An active sensing is a concept to raise 
sensing capability, efficiency, and flexibility. A conventional sensor works passively to convert 
physical or chemical quantities into electrical signals. The information flows in the order of 
detection, recognition, judgment, and action, and the information direction is only one way. 
However, the exploration behavior prior to recognition is important, and the information 
circulation of exploratory behavior, detection, and recognition enables the remarkable 
enhancement of sensing system capability.

One of the examples of active sensing is an odor source localization. A robot equipped with 
chemical sense searches for the odor source. The exploration behavior is repeatedly performed 
to search for it. In case of an odor recorder, it looks for a target in sensor response space.
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The principle of odor recorder based upon active sensing is illustrated in Figure 7.23. First 
a target odor is introduced into a sensor array and its output pattern is memorized. Then, the 
array is exposed to the mixture of multiple odor components from an odor blender to obtain 
the sensor array pattern of the blended odor. The pattern matching, that is, the distance bet-
ween the target and the blended odors in sensor feature space, is calculated and the recipe of 
the blended odor is modified so that the pattern matching index can be improved. The recipe 
modification and the measurement of the sensor responses to the blended odor and the pattern 
matching calculation are repeatedly performed until the sufficient pattern matching is achieved. 
After convergence, the recipe of the target odor is indirectly obtained from that of the blended 
one. This is one type of relative method to compare the target odor with the internally blended 
odor. Once the recipe is obtained, it can be transferred to the remote site via the Internet so that 
the corresponding scent can be reproduced.

In a sensor array, a variety of sensors such as metal oxide semiconductors, QCM gas sen-
sors, SAW gas sensors, conducting polymer sensors, and even mass spectrometry are used. 
Another important part in the odor recorder is the odor blender, which can be used as an 
olfactory display [71] in the odor reproduction phase. Its principle has been already described.

The sensor feature space has smaller number of dimensions than the sensor array dimension. 
It should express the feature of the sensor data, for example, principal axes in PCA, variates 
in canonical discrimination analysis, and so on.

The odor recorder is based upon an active odor sensing system since it explores the space 
of odor recipe in addition to the pattern matching index. It deals with the mixture quantifica-
tion problem which many researchers tried to solve using partial least squares (PLS), principal 
component regression (PCR), neural net, etc., described later. The odor recorder is flexible 
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and is robust against nonlinearity, drift, and aging often encountered in a chemical sensor 
since its measurement is based upon relative comparison.

The linear superposition theorem is not valid for most of chemical sensors. Thus, nonlinear 
model of a sensor response explained by the concentrations of multiple odor components is 
required. However, its model should be built again if its characteristic changes due to drift and 
aging are often encountered in most of chemical sensors. Many data points are again necessary 
to rebuild the model. The active sensing is useful to overcome that problem since it does not 
require the model but does the feedback.

There are several ways to modify an odor recipe in the exploratory phase. The method such 
as multiinput multioutput (MIMO) feedback [72] for obtaining static recipe and the real‐time 
reference method for dynamically changing recipe are described later. Another important 
issue is the selection of odor components. It will be also explained later.

7.4.3  Mixture Quantification Method

Although an odor recorder actually performs the mixture quantification, we discuss about con-
ventional algorithms for obtaining the mixture quantification. Although many researchers 
study the odor classification using an odor sensing system, the mixture quantification is a little 
different from the classification problem. The simplest method is multiple linear regression 
(MLR) [73]. The linear regression model with the dependent variable Y

i
 and independent 

variables such as X
2
, X

3
, …, X

p
 can be written as
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measurement. For the sensor array in an odor sensing system, X
2
, X

3
, …, X

p
 correspond to sen-

sor responses to a target odor and Y
i
 is the concentration of the ith vapor in the mixture, 

assuming that the linear superposition is valid for each gas sensor response. In MLR, β
2
 … β

p
 

are obtained using the observed data so that the sum of the residual can be minimized. 
However, the linear superposition is not actually valid in most of actual gas sensors.

The important problem to be solved in the mixture quantification is the collinearity 
problem. Let us assume the two‐sensor case to obtain the composition of the binary mixture 
as is illustrated in Figure 7.24. Each line shows the sensor characteristic, and the intersection 
point of the two lines expresses the composition. However, these two lines become almost 
parallel if two sensor characteristics are very similar. Then, the obtained composition 
becomes instable even if the measurement data fluctuate just a little. In Figure 7.24, the loca-
tion of the intersection point drastically changes with small noise. This problem is called 
collinearity problem and is the same as that of the calculation of the inverse matrix with 
almost zero determinant.

There are several methods to reduce the collinearity in chemometrics where statistical and 
mathematical techniques are used to analyze chemical data [74, 75]. PCR and PLS are often 
adopted [76]. PCR is the combination of PCA with MLR. PCA is often used to reduce the 
dimension with minimum information loss. Since the principal component with its small con-
tribution can be regarded as noise and can be ignored, the instability due to the collinearity is 
reduced. Thus, a small number of principal components obtained by PCA are projected onto 
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dependent variables using the MLR. These principal components exhibit the feature of the 
sensor data and are called latent variables.

PLS picks up latent variables both for independent and dependent variables, whereas PCR 
extracts latent variables only for independent variables of MLR. Latent variables in space of 
independent variables are projected onto space of dependent variables using regression 
equation. The number of latent variables is an important parameter for raising estimation 
accuracy. Thus, the cross‐validation technique is used to determine the appropriate number of 
the latent variables.

Carey et al. compared MLR with PLS when the binary and ternary mixtures were quanti-
fied using the data of the quartz‐resonator sensor array [77]. They showed that the estimation 
accuracy of PLS was better than that of MLR. PLS is currently a gold standard of the tech-
nique to quantify the mixture. Vergara et al. applied PLS to the data of temperature‐modulated 
micro‐hotplate gas sensor array to quantify binary gas mixture [78].

Sasaya et al. used PLS method for the mixture analysis of halitosis with the data from three 
electrochemical gas sensors combined with a preconcentrator [79]. Typical halitosis consists 
of three volatile sulfide compounds (VSC) such as hydrogen sulfide, methyl mercaptan, and 
dimethyl sulfide. The ternary mixtures with various compositions were used to build a PLS 
model. Then, the leave‐one‐out method was used to evaluate the accuracy of the estimated 
mixture composition as is shown in Figure 7.25. The good estimation accuracy is obtained if 
the plot is close to the diagonal line. Figure 7.25 shows that the concentrations of the three 
components could be almost estimated using PLS method. It was possible to quantify the 
mixture composition with the sub‐ppm range concentration using this system.

Zeller showed the method of extended disjoint principal component regression (EDPCR) 
to extend PCR [80]. First, the principal component for calibration data of each gas is 
extracted. Then, the sensor responses to the gas mixture are regarded as the sum of the 
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principal component vector for each gas. The coefficient for each principal component 
vector, the ratio of the corresponding component, is determined so that the residual can be 
minimized. Although this method is straightforward and is easy to understand, the accuracy 
deteriorates if each sensor has nonlinearity.

Wang et al. proposed locally weighted regression (LWR) [81] where linear analysis method 
is partially applied in spite of the nonlinearity for the whole concentration range. The sensor 
response around the measurement point is approximated using linear function and calibration 
data. The accuracy of the quantification depends upon the number of calibration data. This 
method is useful when large amount of the data is available.

Those methods mentioned earlier are linear ones. However, it is expected to raise the accu-
racy of the mixture quantification when nonlinear method is used. Sensors such as metal oxide 
gas sensors have highly nonlinear properties. Although QCM gas sensors or SAW gas sensors 
have relatively linear characteristics, the accuracy of the mixture quantification is still influ-
enced by the nonlinear portion. Thus, a neural network is useful to overcome the accuracy 
deterioration due to the nonlinear characteristics [82]. One of the typical methods of neural 
networks is the multilayer perceptron (MLP) composed of input layer, hidden layer, and 
output layer. Since it was found that it was possible to realize arbitrary mapping with arbitrary 
accuracy using MLP with sufficient number of hidden layer neurons, MLP is useful for non-
linear mapping. The typical algorithm for training MLP is an error backpropagation often 
called BP method [83]. In the quantification phase, each sensor signal is fed into each neuron 
in the input layer, and then the concentration of each gas component is the output at each 
neuron in the output layer. In the training phase, the neural network is repeatedly trained when 
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the concentration of each gas component is presented as target input of each neuron in the 
output layer, followed by the synaptic weight modifications using BP method.

Sundgren et al. trained MLP neural network using BP method so that the gas mixture 
composition could be obtained from the MOSFET gas sensor array [84]. Although linear 
superposition is not valid for a MOSFET gas sensor, they reported that they obtained good 
quantification accuracy in comparison with PLS method.

Another example of nonlinear mapping is the mapping from mass spectrometry data space 
onto sensory data [85]. The mass spectra of mint flavors were transformed into sensory‐test 
scores obtained from quantitative description analysis (QDA) method, using self‐organizing 
map (SOM) [86]. It was found that the estimation accuracy using SOM was better than that 
using a linear method.

Z. Wang et al. proposed a neural network called ChemNets especially designed for metal 
oxide gas sensors, where the model of a metal oxide gas sensor is combined with MLP [87]. 
A priori knowledge of gas sensor enhances the network capability to estimate each gas 
concentration in the gas mixture. The rough model of the metal oxide gas sensor reduces the 
number of parameters in the neural network, resulting in the reduction of training epochs and 
the improvement of generalization capability.

Although several methods work well to quantify the mixture [88], it is indispensable to 
build a model for mapping sensor space onto concentration space. It is necessary to have many 
data points to obtain the accurate model because of nonlinear mapping. Moreover, the model 
should be reconstructed when we encounter the sensor drift or aging problem. The active 
sensing method described previously is suitable for solving those problems.

7.5  Algorithm of Odor Recipe Exploration

There are two types of odor recorder. One determines the static odor recipe kept constant 
during recording. The other is the odor recorder for obtaining the recipe of dynamically chang-
ing the odor. Here, these two types of the odor recorder are reviewed here.

When we quantify odors composed of many components, mass spectrometry is useful. 
However, the selection of odor components among the huge number of candidates is necessary 
to perform the quantification with high accuracy. This technique is also described.

7.5.1  Odor Approximation

Although the odor recognition and classification have been so far performed by a human 
panel, their results are not completely objective due to the influence of human characteristics 
such as mood, age, health condition, and psychological state. In the process of flavor 
development as is shown in Figure 7.22, the scores obtained from the sensory test are often 
instable. Thus, an odor sensing system can be used instead of sensory test to evaluate the 
developed flavor.

One of the examples is a fruit flavor approximation using small number of ingredients  
[89, 90]. The orange flavor consisted of 14 ingredients as is given in Table 7.2. The experiment 
on orange flavor approximation was performed only using three ingredients. In this experiment, 
an array of QCMs (20 MHz, AT cut) coated with sensing films were used. Those coatings were 
divaleroyl phosphatidyl choline (DVPC), cardiolipin (CL), cerebrosides (CS), Apiezon L, 
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(S)‐(+)‐2,2′‐Bis(diphenylphosphin)‐1‐1′‐binaphthyl ((S)‐BINAP), and ethyl cellulose (EC). 
The steady‐state sensor responses to the odor evaporated from the liquid droplets were 
measured in the static chamber. The recipe of the approximated odor was explored in six‐
dimensional space composed of six sensor responses.

Three components such as linalool (LL), citral (CT), and decanal (DC) were selected to 
approximate the orange flavor since these three components were likely to cover the point of 
the target odor in sensor space. Then, the odors with various recipes of these three components 
were measured, and their data were plotted on a scattering diagram of PCA as is shown in 
Figure 7.26. Plot (orange calc) is calculated using 14 components based upon superposition 
principle.

First, the binary mixture of LL and CT with various compositions (LL:CT in Figure 7.26) 
was measured. Their compositions (LL:CT) were 1:9, 2:8, 5:5, 8:2, and 9:1. The point that is 
the closest to the target one had the composition of 8:2. Then, the third component, DC, was 
added to the closest binary mixture. The proportions of DC were 5, 15, 25, and 35%. Finally, 
the point with the composition of LL:DC:CT = 60:25:15 was found to be the closest to the 
target orange flavor.

Although the odor with the obtained recipe was very close to the target odor in sensor 
space, it should be confirmed whether these two are similar in sensory space. Thus, a triangle 
test, one of sensory tests, was performed. In the test, three samples made up of two same and 
one different ones are presented to a human panel. The participant in the panel is requested 
to pick up one different from the other two. If two samples are very close, its classification 
approaches 33.3%.

In this test, the number of participants was 23. The classification rate was 30.9%, very close 
to 33%. The sensory test revealed that participant could not distinguish the approximated 
orange flavor from the original one.

This experiment indicates that the odor can be approximated using the small number of 
odor components using the sensors if the appropriate odor components are blended at the 
appropriate recipe. However, the recipe exploration was still a hard task in the manner similar 

Table 7.2  Recipe of orange flavor used in experiment on odor approximation

Number Component Ratio (%v/v)

  1 Perillaldehyde 0.05
  2 Citronellal 0.1
  3 Geranyl acetate 0.25
  4 Neryl acetate 0.5
  5 Citronellol 1.0
  6 Nerol 1.0
  7 Octyl acetate 1.2
  8 Nonanal 2.0
  9 Terpineol 5.0
10 Dodecanal 5.5
11 Citral 11.0
12 Octanal 12.4
13 Decanal 18.0
14 Linalool 42.0
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to the case only using sensory test as is shown in Figure 7.22. The prediction of the recipe of 
the approximated odor is not so easy due to the nonlinearity. Thus, the algorithm for the recipe 
exploration is indispensable.

7.5.2  MIMO Feedback Method

The mapping of sensor space onto recipe space is generally nonlinear. Thus, nonlinear model 
should be built up. Several researchers made nonlinear model as is described in Section 7.4.3. 
However, a chemical sensor often changes its characteristic due to drift and aging. Once a 
sensor characteristic changes, its model should be built again. It is a hard task since nonlinear 
model needs many calibration points. Thus, a feedback technique is useful since it does not 
need an accurate model.

When the sensor response is smaller than that to the target, the odor concentration should 
be increased. On the other hand, the odor concentration should be decreased when the sensor 
response is larger than that to the target one. Although the case of multiple sensors exposed to 
multiple odor components is complicated, MIMO feedback is used in an odor recorder.

In this subsection, it is described how MIMO feedback such as optimal feedback control is 
realized when the number of the sensors is n and the number of the components is m, respec-
tively. The sensor response vector and the concentration‐change vector of the blended odor at 
time kT are expressed by
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where s
i
(k), u

j
(k), c

j
(k) are the ith sensor response, the jth component concentration change and 

the jth component concentration, respectively. The state‐space equation is expressed by

	 s s uk k k1 F G .	 (7.4)

The parameter matrices F and G were estimated in advance from the sensor responses to 
certain temporal profiles of odor component concentrations using the least squares method. 
Since the odor blender can control the temporal profile of each odor component, the sensor 
responses to the blended odor with programmed time‐varying recipe are available.

In the optimal feedback control, the index value

	
J

k

p

k

T

k k
T

k
0

1

1 1s s s s u utarget targetQ R 	 (7.5)

is minimized by modifying the recipe of the blended odor where p is the number of the 
concentration change during the odor recipe exploration. The first term in Equation 7.5 
expresses the difference of the sensor response vector between the target odor and the 
blended one weighted by the diagonal matrix Q, and the second term does the difference 
of the concentration‐change vector weighted by a diagonal matrix R. The second term is 
necessary to suppress the oscillation behavior. The recipe of the blended odor is iteratively 
changed to decrease the index J using optimal control theory. Its procedure is described in 
the Ref. [91]. The method to determine Q and R is described in another Ref. [92].

Then, the experiment was performed according to this method. The experimental setup is 
shown in Figure 7.27. The odor blender in the figure is the same as multicomponent olfactory 
display based upon high‐speed switching of solenoid valves in the previous section. The 
method to control the concentration of each odor component was the second‐order delta sigma 
modulation. The concentration generated at the odor blender with the unit %RC is expressed 
as the concentration relative to the full scale of each component. A QCM sensor works together 
with oscillator (OSC) with its frequency shift measured by a frequency counter. Its resonance 
frequency decreases with the mass of odorants adsorbed onto the coatings due to mass loading 
effect [93, 94]. The QCM sensor responses were collected through the multichannel frequency 
counter where sampling interval was set to be 6 s. The sensor coatings used in this experiment 
were selected according to the condition number indicating the degree of ill conditionedness. 
They were thermol‐1, PEG1000, TCP, EC, and Versamid 900.

The flavor made up of five compounds was used in the experiment. This is similar to the 
mixture composition quantification as is described in Section 7.4.3. Since the quantification 
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of the five‐component mixture is a hard task, most of the other researchers used up to ternary 
mixtures. They were trans‐2‐hexenyl acetate (component 1), trans‐2‐hexenal (component 2), 
isobutyric acid (component 3), ethyl valerate (component 4), and propionic acid (component 5). 
The target recipe was (components 1, 2, 3, 4, 5) = (50%, 10%, 50%, 50%, 50%). The result of 
MIMO feedback is shown in Figure 7.28. The solid lines indicate the recipe of the target 
odor. The plot was the relative concentration of each component during the MIMO feedback 
process. Figure 7.28 shows that only the relative concentration of component 1 approached 
10%, whereas the other four components did 50% within 240 s. Thus, it can be said that the 
obtained (recorded) recipe was close to that of the target one after the convergence.

7.5.3  Method to Increase Number of Odor Components

Although many odor components are required to record many kinds of odors, the odor 
recording becomes difficult as the number of odor components increases because of the col-
linearity problem as is explained in Section 7.4.3. The two methods such as singular value 
decomposition (SVD) problem and two‐level quantization methods were developed to 
overcome this problem.

7.5.3.1  SVD Method

SVD is one of the techniques to reduce the collinearity [95]. When the sensor characteristics 
are close to those of other sensors, the solution of the mixture composition is very sensitive 
to the small variation of the sensor response caused by noise. It is essential to solve the 
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collinearity problem so that the stable solution can be obtained. Its decomposition process is 
similar to PCA. Its derivation is briefly described here.

The sensor responses s is

	 s cA 	 (7.6)

where c expresses the m‐dimensional vector with its elements of the relative concentration of 
odor components. In this situation, linear superposition theorem is assumed.

An n × m matrix can be decomposed into

	 A UWV T 	 (7.7)

according to SVD theorem. Then, s is

	 s cUWV T ,	 (7.8)

where U is an n × m column orthogonal matrix and V an m × m square orthogonal matrix. W 
is an m × m diagonal matrix
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where the diagonal elements are the singular values. When the m‐dimensional vectors
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	 x cV T 	 (7.10)

and

	 y sUT 	 (7.11)

are used instead of s and c, the relationship between y and x is

	 y xW 	 (7.12)

using Equations 7.8, 7.10, and 7.11. Since the elements of x corresponding to the small 
singular values in the matrix W seldom contribute to y, those elements are set to 0s to suppress 
the influence of noise. The elimination of the small singular values contributes to the stabili-
zation of the solution, that is, the recipe of a target odor, because of better ill conditionedness. 
The recipe of the blended odor is modified so that the following modified index value at time 
k can be minimized instead of Equation 7.5:

	 J Q Rk k

T

k k k

T

k ky y y y x x x x1 1 1 1target target 	 (7.13)

where y
target

 is the transformed sensor response vector of the target odor by SVD method [82].
Then, the experiment on the exploration of the recipe made up of eight odor components 

was performed. The target odor was the apple flavor made up of 9 odor components such as 
trans‐2‐hexenyl acetate, trans‐2‐hexenal, isobutyric acid, ethyl valerate, propionic acid, 1‐
hexanol, 1‐butanol, butyl isobutyrate, and butyl propionate. In this experiment, the first 8 
compounds were used as odor components in the blended odor. The 8 sensors used here were 
the QCMs (20 MHz, AT cut) with their coatings of Apiezon L, thermol‐1, PPE(6), TCP, 
Versamid 900, PEG1000, CS, and EC.

The experimental result of the apple flavor recording using 8 odor components is depicted in 
Figure 7.29. The unit %RC in the figure means the concentration relative to the full scale of each 
odor component in an odor blender as is described in Section 7.5.2. The four largest singular 
values were adopted in this experiment since the subspace from w

1
 to w

4
 occupies 95% 

information of the original space. It was found from the figure that the stable convergence was 
obtained even when the 8 odor components were used, whereas the number of the components 
had been at most four in the report of quantification of the gas mixtures by other researchers [96].

Then, the evaluation by sensory test was performed. The triangle test described earlier was 
performed to evaluate the approximated odor. The odors generated by the odor blender were filled 
with the sampling bag made of fluorine‐contained resin. The number of the panelists was totally 36. 
The selection rate was 33.3%, indicating that the approximated odor was identical to the target 
one. On the other hand, the approximation only using five odor components (components 1–5 in 
Section 7.5.2) resulted in the selection rate of 47.2%. Thus, the sensory test reveals that SVD 
method is better than conventional MIMO feedback since more odor components can be used.

7.5.3.2  Two‐Level Quantization Method

Another method to reduce the collinearity problem is two‐level quantization method [97]. In 
general, the human impressions on the odors mostly depend on the kinds of key components 
rather than the accurate mixture composition. Thus, it is possible to quantize each odor 
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component concentration into several levels. Although we can take three or more levels to 
quantify the mixture, two‐level method was adopted here for simplicity. This quantization is 
effective to restrict the space to be explored. When this approach is taken, the binary quanti-
zation is ultimately adopted. In other words, an odor can be approximated by the combination 
of the odor components as is illustrated in Figure 7.30. We take the advantage of using many 
odor components in two‐level quantization method rather than the accurate recipe. When we 
use two‐level quantization, a smell can be expressed as a combination of the components.

An odor recorder typically requires an odor blender with the capability of realizing any 
mixture composition. On the other hand, the odor blender for the two‐level quantization 
algorithm requires just two levels such as ON and OFF. The solenoid valve can be used as 
fluidic ON/OFF switch.

When we use m odor components to approximate odors, there are 2m − 1 recipe combina-
tions. Since it is difficult to test all the combinations when the number of the odor components 
is increased, the sophisticated algorithm to explore the recipe of the target odor is required.

Next, the procedure for two‐level quantization method is described. First, each odor com-
ponent is measured, and the combination of the odor components with its response pattern the 
closest to that of the target odor is estimated under the assumption of the linear superposition. 
The deviation of the target odor from the estimation by the linear superposition is calculated 
after measuring the point among several ones around the ideal point. Then, the point in sensor 
data space to be explored next time is updated taking the deviation into account. This procedure 
is repeatedly performed until the convergence.
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One of the examples of the experiment on two‐level quantization is briefly described [98]. 
Five fruit flavors such as apple, orange, lemon, banana, and peach were recorded using 13 
odor components listed in Table 7.3. The concentration in the table means the ratio of each 
component volume to the total one since the sample diluted with solvent (pentane) was 
injected into the measurement chamber. The diluted sample in the liquid phase was evaporated 
by a heater to obtain sensor responses in the vapor phase. The concentration of each odor com-
ponent was adjusted so that the magnitude of each sensor response vector could be the 
same. Each odor was automatically blended in the liquid phase using the autosampler [26]. 

Blended odor

ON OFF ON

Odor 
component 1

Odor 
component 2

Odor 
component N

Figure 7.30  Concept of two‐level quantization technique

Table 7.3  Odor components used for approximating five fruit flavors

Number Component Concentration  
(liquid, v/v) (%)

  1 trans‐2‐Hexenyl acetate 16.50
  2 Propionic acid 2.10
  3 1‐Butanol 45
  4 Isoamyl acetate 55
  5 Allyl caproate 15
  6 Eugenol 1.64
  7 Isoamyl‐n‐butyrate 14
  8 Linalool 3.30
  9 Citral 4
10 Octanal 15
11 Benzaldehyde 10
12 Gamma 2.20
13 Geraniol 1.75
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The autosampler is useful to blend a large number of odor components, whereas it takes much 
time to blend odor components. 13 QCM sensors (20 MHz, AT cut) with different coatings 
were used here. Moreover, not only steady‐state responses but also time constants both of 
response and recovery phases extracted by autoregressive (AR) method [99] were used as 
variables. An optimal set of variables made up of 13 steady‐state frequency shifts and four 
time constants were selected according to linear discriminant analysis (LDA) technique. After  
17‐dimensional data were transformed into 3‐dimensional space by canonical discrimination 
analysis technique, the recipe was explored in this 3‐dimensional space.

The result of recipe exploration is shown in Figure 7.31. The circle in Figure 7.31 indi-
cates the response pattern of the target odor and the symbol x does the response pattern of 
the recorded odor. The numbers in the parentheses mean the odor component number in 
Table 7.3. The gray plots are predicted ones using linear superposition. As is shown in the 
figure, the blended odor of each fruit flavor was close to the target one. Moreover, it was 
confirmed that the smell of the blended odor was similar to that of the target one using the 
sensory test. This result suggests that more odor components can be used to explore the 
recipe rather than the other methods described earlier even if the accurate recipe is not 
obtained.

7.5.4  Dynamic Method

Although an odor can be statically recorded in the previous way, the odor in the actual envi-
ronment dynamically varies. The two methods such as real‐time reference method and 
concurrent recording method to record the dynamic change of odor are introduced. Although 
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the dynamical change in the composition of the binary mixture was quantified using a sensor 
array together with a recurrent‐type neural network in 1995, the change in the composition 
was too slow compared with the actual environmental change [100].

7.5.4.1  Real‐Time Reference Method

Real‐time reference method is a relative method to frequently compare the blended odor with 
the target odor. It can be used to compensate for the change of the environment such as 
temperature and humidity as well as to record the dynamic change of odor [101, 102].

The comparison of real‐time method with conventional static method is illustrated in 
Figure 7.32. Although only single sensor for the single odor component is shown in the figure 
for simplicity, the multiple sensors for the multiple odor components are actually used.

In the conventional static method in Figure 7.32a, a steady‐state response to the target odor 
with constant concentration was measured first. Then, the recipe of the blended odor was 
repeatedly adjusted to match the sensor response to the blended odor with that to the target 
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odor. The recipe change during the recipe exploration process cannot be obtained since it takes 
a few minutes to determine the recipe or concentration. It is too slow to detect the dynamical 
change of odor.

On the other hand, a sensor is alternately exposed to the target and blended odors at the 
interval of a few seconds in the real‐time reference method in Figure  7.32b. The sensor 
response to the blended odor does not match that to the target odor at first. However, it soon 
approaches the response to target odor. Once the sensor response to the blended odor matches 
that to the target odor, it tracks that to the target odor even if its recipe or concentration dynam-
ically changes. The explanation in Figure 7.32b in the case of single odor component and 
single sensor can be extended to the case of the multiple sensors for the multiple odor 
components.

In the real‐time reference method, the index value J

	 J Q Rk k

T

k k k k

T

k ks s s s c c c c2 1 2 1 1 1 1 1 	 (7.14)

is used, where k is an even number. The first term in Equation 7.14 indicates the difference 
between the sensor responses to the target odor and those to the blended odor. The second term 
indicates the odor component concentration changes in the blended odor. The smaller the first 
term is, the better the pattern matching is. The second term minimizes the concentration 
changes in the blended odor. Once the recipe of the blended odor converges to that of the 
target odor, it tracks that of the target odor even if that of the target odor changes dynamically. 
Since the target odor is frequently referred, the real‐time reference method achieves the time 
resolution of a few seconds to record the dynamic changes of odor. Moreover, the real‐time 
reference method is also useful to compensate for the rapid environmental changes encoun-
tered during the process of the recipe exploration in addition to recording the dynamic change 
of the odor.

Then, the experiment on recording a dynamically changing odor using real‐time reference 
method is described. The sample used here is an apple flavor made up of four components 
such as trans‐2‐hexenyl acetate (green note, Comp1), trans‐2‐hexenal (smell of grass, Comp2), 
isobutyric acid (sour sweet, Comp3), and ethyl valerate (fruity, Comp4). Although the apple 
flavor in the previous experiment has 9 components, their quaternary mixture has the impres-
sion of the apple since those four components are major ones. The sensors used here were four 
QCMs (20 MHz, AT cut) coated with polyphenyl ether, PEG1000, tricresyl phosphate, and 
Apiezon L. Two odor blenders, one for the target odor and the other for the blended odor, were 
prepared for the experiment. The target and the blended odors were alternately introduced into 
the sensor array every 4 s.

The experimental result is shown in Figure 7.33. The concentrations of four odor compo-
nents temporally changed as is shown in the figure. The plots in the figures are relative con-
centrations with the unit of [%RC]. The four concentrations were increased to 80 [%RC] and 
were kept for a while. Then, the concentration of Comp4 was first gradually reduced from 80 
to 20 [%RC]. The concentrations of Comp3, Comp2, and Comp1 were in sequence gradually 
reduced from 80 to 20 [%RC]. Figure 7.33 shows that the concentration of each odor compo-
nent in the blended odor almost tracked that in the target odor.

The next experiments using the conventional method and the real‐time reference method 
were performed when the humidity was suddenly changed as is shown in Figure 7.34. The 
concentrations of the four components were kept constant during this experiment. However, 
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the sudden humidity disturbance, that is, the approximately 10%RH increase in humidity, 
occurred at 100 s in the conventional method at 200 s in the real‐time reference method. 
The conventional method means the one based upon Equation 7.5, the original version of 
MIMO feedback. In the conventional method shown in Figure  7.34a, the recipe of the 
blended odor almost converged to that of the target odor. However, it suddenly deviated 
from the target odor recipe after increase in humidity since humidity affects sensor 
responses.

On the other hand, the concentration of each odor component was kept almost constant 
even if the humidity was suddenly increased during the process as is shown in Figure 7.34b. 
Although the sensor responses were much changed after the humidity change, the concentration 
of each odor component was maintained. Thus, the real‐time reference method enables the 
sensing robust against the disturbance due to the environmental change even if the sensor 
characteristics were much influenced by the disturbance.

Then, both temperature and humidity were intentionally changed during the experiment. 
The change of the air conditioner mode (DRY/COOL) caused 2.5°C of temperature change 
and 20%RH of the humidity change during the experiment. The concentration of each odor 
component was temporally changed during the experiment. The experimental result is shown 
in Figure 7.35a and b. The solid and dashed lines indicate the odor component concentrations 
in the target odor, and the plots do the recorded concentrations of odor components in the 
blended odor. The target odor was generated using the odor blender in the same way as that 
of the previous method. Since the recorded odor concentration of each odor component 
almost agreed with that of the target odor, it can be said that the real‐time reference method 
achieves the record of dynamical change of the odor even if both humidity and temperature 
are changed.
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using real‐time reference method. Reproduced with permission from Ref. [101]. Copyright 
Elsevier, 2003
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7.5.4.2  Concurrent Method

The real‐time reference method can be speeded up when the blended odor is measured simul-
taneously with the target odor. It is necessary to have two identical sensor arrays to achieve the 
simultaneous measurements. Its concept is illustrated in Figure 7.36. In the real‐time reference 
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method in Figure 7.36a, a single sensor array is alternately exposed to the target and blended 
odors. The target odor and blended odor cannot be measured simultaneously. However, the 
target and blended odors can be measured simultaneously when two identical sensor arrays 
are available as is shown in Figure 7.36b. The sensor array response pattern for the target odor 
is measured by the first sensor array, and the data are immediately used for determining the 
blended odor recipe at the next step. This method is called concurrent method. Since the time 
for exchanging odor is not required in the concurrent method, more rapid changes in odor can 
be measured [103].

The important point of the concurrent method is that the characteristics of two sensor arrays 
should be as close as possible. However, it is not so easy to fabricate multiple QCM sensor 
arrays with exactly the same characteristics. Although spray coating method is often used to 
make QCM sensors, it is difficult to coat QCMs with uniform sensing films. Although coating 
technique using an atomizer may improve the uniformity of the sensing film [104, 105], one 
can compensate for them using the state equation [103].

Then, the experiment was performed. The two odor samples, trans‐2‐hexenyl acetate and 
isobutyric acid were used as odor components. The sensor coating used here were PEG1000 
and polyphenyl ether. They were stationary phase materials for gas chromatography. The 
sampling interval of the QCM sensor was 4 s.
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Using the concurrent system, the experiment on recording the recipe change in the 
atmosphere was conducted. The difficulty in recording odor increases in the presence of 
turbulent airflow, which causes the rapid change of the odor concentration. The odor samples 
of trans‐2‐hexenyl acetate, isobutyric acid, and their binary mixture were prepared in three 
petri dishes. The composition of the binary mixture was 1:1. The odors evaporated from the 
petri dishes in the ambient air were used as the target odor. The petri dish was placed inside a 
simple wind tunnel. The experimental result is shown in Figure 7.37a and b.

The first odor sample, trans‐2‐hexenyl acetate, was placed under the inlet of a Teflon tube 
connected to the sensor cell from 30 s to 90 s (time 1). The petri dish of trans‐2‐hexenyl acetate 
was removed from the wind tunnel at 90 s. After supplying the air from 90 to 150 s, the second 
sample, isobutyric acid, was placed under the inlet in the wind tunnel from 150 to 210 s (time 2). 
The petri dish was removed from the wind tunnel at 210 s. The third sample, the binary mixture, 
was placed under the inlet from 270 to 330 s (time 3). Its petri dish was removed at 330 s.

It was found from Figure  7.37a that the sensor responses were rapidly and irregularly 
changed due to the turbulent flow in the ambient air. Furthermore, it is clear from Figure 7.37b 
that the odors in the atmosphere were almost successfully recorded since the recorded 
odors during times 1, 2, and 3 were pure trans‐hexenyl acetate, pure isobutyric acid, and their 
mixture, respectively. Thus, it can be said that the proposed system can be used in recording 
the rapid dynamic changes in odors even in the atmosphere.

7.5.5  Mixture Quantification Using Huge Number of Odor Candidates

In the previous section, the number of odor components used for odor recording was at 
most 13. However, more odor components are required to cover wide range of odors. Thus, 
mass spectrometry was introduced in this section.

Target odor
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Time

Target odor

Blended odor

Sensor array 1

Sensor array 2

(a) (b)

Target odor Blended odor
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Sensor array 1

Sensor array 2

Blended
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Figure 7.36  Concurrent recording of odor. (a) Real‐time reference method and (b) concurrent recording
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It was reported that MS without GC was useful to classify smells for short time [106]. MS 
provides a variety of mass spectra of many compounds using more than 100 m/zs, which 
correspond to elements in a sensor array. The advantage of MS over other types odor sensing 
systems is the capability of recording smell composed of many components since high‐
dimensional data are available. Moreover, stable responses can be obtained compared with 
other chemical sensors. Thus, MS was used to quantify the recipe of an orange flavor composed 
of 14 components [107].

In this section, we aimed to record smells using MS and more odor components. Since the 
large database of MS is available, we can have the MS data composed of a huge number of 
odor components. Both simulation and experiment are described here.

Although linear superposition theorem is not valid in many gas sensors, that theorem is 
almost valid in MS [107]. Thus, the linear least squares method under the constraint that 
the  concentration of any odor component should not be negative. However, the iterative 
procedure is still required to select odor components among the huge number of candidates 
as is described later.

The number of odor component candidates extracted from NIST database (NIST05) was 
10 000. The intensity of the mass spectrum at each m/z is included in that database. Moreover, 
the recipe of the essential oil can be obtained from the database (ESO2006). The mass spec-
trum of the target odor is calculated as the sum of the inner product of the odor component 
mass spectrum and the recipe vector.

The typical apple flavor consists of only 9 odor components in Table 7.4. That table shows the 
recipe calculation result using 1040 odor candidates among 10 000 ones. Other candidates could 
be excluded since its intensity was not zero at m/z where the intensity of the target odor at the 
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corresponding m/z was zero. However, the recipe calculation result of the apple flavor was quite 
different from the actual recipe as is shown in Table 7.4. The error became larger when too many 
odor components were used because of numerical calculation problem. Most of them had small 
values in the composition although they should be zero. The accumulation of small errors of 
many components influenced the composition of the actual 9 components. Thus, it is indispens-
able to select appropriate odor components. Nakamoto et al. proposed the method of selecting 
odor components among 10 000 candidates using the following procedure [108]:

Step 1. Eliminate the candidates with nonzero m/z which the target odor does not include.
Step 2. The constrained least squares method is applied to remaining odor components. The 

odor components with their ratios less than 10% in the odor component recipe are removed. 
This step is repeatedly performed until the number of remaining odor components is less 
than 40.

Step 3. At step 2, there is possibility that the odor components actually included are removed. 
Thus, an odor candidate removed at step 2 is temporally added to the set of remaining odor 
components again and the constrained least squares method is applied to that set. After this 
procedure is performed for all the odor components removed at step 2, the odor candidate 
with the minimum residual error among them is determined to join the set of the remaining 
odor components.

Step 3 is repeatedly performed until the minimum residual error increases.

The number of remaining odor components at step 2 was determined to be 40 because most 
of the samples in ESO database have less than 40 components. The recipe of the apple flavor 
was correctly obtained after step 3 as is demonstrated in Table 7.5.

Then, the experiment on recipe estimation was conducted. MS (QP5050A, Shimadzu) were 
used to estimate the odor recipes. The ionization method was electron ionization (EI) with its 
energy of 70 eV in the same manner as that used to obtain the database data. Although the 
equipment used in the present study has the function of gas chromatography, no coating was 
used inside the column. Thus, only the mass spectrometer without gas chromatography 
was used. The detector output was integrated over 3 min at each m/z, and it was used as an 
element of a mass spectrum vector.

Table 7.4  Result of recipe estimation using 10 000 components before component selection

Odor component Apple recipe (%) Estimated recipe (%)

trans‐2‐Hexenyl acetate 12.72 0.1343
trans‐2‐Hexenal 1.69 0.002735
Isobutyric acid 9.05 0.435
Ethyl valerate 8.14 6.434
Propionic acid 12.9 12.22
1‐Hexanol 15.74 4.698
1‐Butanol 28.32 25.87
Butyl isobutyrate 1.67 0.9743
Butyl propionate 9.77 7.274
Others 61.97
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The range of m/z was from 10 to 250 except 43 and 58, the main peaks of the solvent 
(acetone). Thus, the dimension of the mass spectrum vector was 239. Eighty‐two samples 
were automatically measured using an autosampler (AO‐5000, Shimadzu). Every sample was 
diluted with acetone (dilution ratio: 25%).

Every target odor and odor component was 10 times measured, and the averaged data were 
used to estimate the recipe. Since the number of odor candidates was small compared with the 
simulation, step 1 was skipped. The estimated recipe is shown in Table  7.5. Although 
trans‐2‐hexenal existing in the target odor was not selected as an odor component, the recipe 
of the odor components was estimated within the error of 6%. Even if the recipe with the com-
ponents slightly different from the actual one was obtained, the sensory test revealed that the 
reproduced smell was similar to the actual one.

In conclusion, the selection of the actual odor components among huge candidates is 
essential, whereas the application of the huge number of candidates without selection causes 
large estimation error.

7.6  Exploration of Odor Components

7.6.1  Introduction of Odor Components

In the previous sections, we review the odor recording technique for determining the recipe of 
the odor. However, the capability of recording odor depends upon the selection of odor com-
ponents. One of the fundamental issues is to determine an appropriate set of odor 
components.

You can think about the aspect from the physiology of olfaction. Buck and Axel reported 
the multigene family of G‐protein‐coupled olfactory receptors (ORs ) in 1991, and then 
molecular biology of olfaction rapidly progressed [109]. However, primary smells have not 
been so far discovered although the stereochemical theory was proposed by Amoore [110].

Amoore proposed seven primary smells mainly based upon molecular shapes. Unlike the 
primary colors in the vision, however, the combination of several odor components does 
not  cover the whole range of the smell. It was reported that the number of OR types is 

Table 7.5  Result of recipe estimation using 10 000 components after the component selection 
together with measurement data (target odor: apple)

Odor component Apple recipe (%) Estimated recipe (%) Estimated recipe (%) 
(experiment)

trans‐2‐Hexenyl acetate 12.72 12.72 13
trans‐2‐Hexenal 1.69 1.69 0
Isobutyric acid 9.05 9.05 6.1
Ethyl valerate 8.14 8.14 5.4
Propionic acid 12.9 12.9 13.2
1‐Hexanol 15.74 15.74 12.4
1‐Butanol 28.32 28.32 20.8
Butyl isobutyrate 1.67 1.67 1.9
Butyl propionate 9.77 9.77 9.2
Others 0 18
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approximately 350 [111]. However, it might be possible to express smells using a smaller 
number of odor components since specificities of ORs are overlapping. Thus, the technique to 
select odor components so that the range of the smell can be maximized is described in this 
section.

When we explore odor components, the best way is based upon sensory test. Although a 
large‐scale database on the sensory test was previously made in the United States [112], and 
its data were analyzed by J.B. Castro et al. [113], the number of the data available is still 
limited.

Thus, a database of mass spectrometry was focused on. A mass spectrometer can be used 
without gas chromatography to classify odors and quantify mixture composition [114, 115]. 
A library of mass spectra with a huge number of data is available. Furthermore, the selec-
tivity and stability of the mass spectrometer are good compared with other those of other 
electronic noses.

In addition to the database, mathematical method for extracting basis vectors 
corresponding to odor components is indispensable. Moreover, basis vectors must be syn-
thesized using the vectors of available compounds. The nonnegative matrix factorization 
(NMF) method was used to extract basis vectors [116], and the nonnegative least squares 
method was used to determine the mixture compositions of the odors corresponding to the 
basis vectors.

The NMF method was useful since any element of the recipe and any element of the mass 
spectrum are nonnegative. This nonnegativity constraint leads to part‐based representation 
relatively easy to interpret. Although PCA can be used in the similar way, it does not work 
because it is free of the nonnegativity constraint.

7.6.2  Procedure for Odor Approximation

When an odorant molecule is injected into the inlet of the mass spectrometer, it is ionized and 
detected in the order of m/z (ratio of mass to charge) as is shown in Figure 7.38.

When EI method is used to ionize gas molecules, multiple fragments are obtained in 
addition to molecular ion peak as is shown in the figure. Thus, each m/z works as a sensor 
element and mass spectrum can be used in the same manner as response pattern from an array 
of sensors used in machine olfaction. Since the dimensionality of mass spectrum is much 
larger than that of a typical electronic nose, diversity of the sensor response pattern among 
various kinds of compounds is achieved.

The procedure for odor approximation using odor components is illustrated in Figure 7.39. 
First, the data matrix is obtained after collecting a large amount of data using mass spectrom-
etry. Then, NMF can be applied to the data whose elements are all nonnegative. The basis 
vectors are extracted from the data matrix using NMF method. The number of basis vectors, 
r, should be given in advance and is equal to the number of odor components.

Although basis vectors are mathematically obtained, there is no guarantee that they can be 
realized using available odor samples. Thus, they are approximated using the data of available 
samples and the nonnegative least squares method. Then, we can blend odor samples to make 
odor components based upon the result of nonnegative least squares. We can approximate a 
variety of odors after preparing for odor components. Its recipe is obtained using nonnegative 
least squares method again.
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We can write this procedure using mathematical expressions. Let V be an n m data matrix, 
WH an approximated matrix, W an n r basis matrix, and H an r m  coefficient matrix. V is 
factorized as

	 V WH W H,	 (7.15)

where n is the number of m/z values and m is the number of the mass spectrum data, respec-
tively. The r columns of W are the basis vectors corresponding to the odor components. The 
elements of W and H are initially set at random. A set of basis vectors are obtained after the 
iterative procedure shown in the Ref. [116]. The encoding is composed of the coefficients by 
which the mass spectrum vector of the target odor is represented with a linear combination of 
basis vectors corresponding to the odor components.

Since W is determined regardless of the actual mass spectra of existing compounds, the 
basis vectors should be approximated using mass spectra of existing compounds. Thus, non-
negative least squares method is used to approximate each basis vector.

The nonnegative least squares method is an optimization method used to solve linear 
equations with the constraint that all the elements in the solution vector are nonnegative. In 
this method, the m‐dimensional recipe vector x

i
 for the ith n‐dimensional basis vector d

i
 

extracted by NMF is obtained so that the minimized index

	
I

i
i imin

x
Vx d 	 (7.16)

can be obtained. We obtained x
i
 that minimizes the residual error under the constraint that all 

the elements in x
i
 are nonnegative.

Then, we consider the n r matrix

	 C d d d dj r1 2, , , , , ,	 (7.17)

whose jth column is equal to d
j
 corresponding to the jth odor component.

Once a set of odor components are fixed, we can approximate d
target

, mass spectrum of a 
target odor. The nonnegative least squares method is again used to obtain the recipe vector 
x

target
 for the minimized index

	
I min

x
Cx d

target
target target 	 (7.18)

under the constraint that all the elements in x
target

 are nonnegative. Then, a variety of odors can 
be made by blending odor components.

7.6.3  Simulation of Odor Approximation

First, the simulation of extracting basis vector was performed [117]. The mass spectrum data-
base (NIST05) is commercially available. All the mass spectra were measured at an ionization 
energy of 70 eV. Each mass spectrum is normalized by its maximum intensity. The molecular 
weight of each volatile compound is at most 300. Since 9987 data were extracted from the 
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database for simulation, the size of the data matrix V in Equation 7.15 was 300 × 9987. 
Figure 7.40 shows the original data of V from the database, whereas Figure 7.41 shows the 
approximate matrix WH after the application of NMF to V in case of r = 100. The number of 
iterations for updating W and H was 5000. It was found from the figures that NMF enables the 
mass spectrum approximation with tolerable accuracy.

Next, the residual error was evaluated as a function of r, number of basis vectors. The 
residual error is the sum of the squares between the elements of V and those of WH. The rela-
tionship between the number of basis vectors and the residual error as a parameter of number 
of epochs is shown in Figure 7.42. It was found that the approximation accuracy increased as 
the number of basis vectors. Moreover, just 1000 iterations were sufficient for NMF calcula-
tion. It was also found that the error became small when r exceeds 64.

7.6.4  Experiment on Essential Oil Approximation

Since the simulation result seems promising, the experiment on approximating essential oils 
using odor components was performed [118]. Samples used here were 158 essential oils as is 
tabulated in Table 7.6. Since each sample was diluted to 10% v/v with ethanol, an m/z range 
from 50 to 250 was used here to eliminate the influence of solvent, that is, ethanol.

Each raw mass spectrum was preprocessed to eliminate the noise. Negligible amount of the 
intensity at each m/z was replaced with zero. The odor approximation was performed using 12 
and 30 odor components. Three samples with their scents well known to everyone were selected 
to evaluate the odor approximation. They were organic orange, peppermint, and black pepper. The 
mass spectra of approximated odors as well as the original ones are shown in Figure 7.43a–c.
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The approximated mass spectra of organic orange agreed quite well with the original one 
using both 12 and 30 odor components. Although the approximation accuracies of peppermint 
and black pepper using 12 odor components were worse than that of organic orange, they were 
improved using 30 odor components.

Then, a sensory test was performed to check the actual accuracy of the odor approxima-
tion. 172 subjects classified the three original essential oils. Thereafter, they classified the 
three oils approximated with 12 odor components and did the three ones approximated with 
30 odor components as is shown in Tables 7.7a–c. Almost all subjects correctly classified 
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Figure 7.43  Comparison of mass spectra of original essential oils with those of approximated ones 
using 12 and 30 odor components. (a) Organic orange, (b) peppermint, and (c) black pepper. Reproduced 
with permission from Ref. [118]. Copyright IEEE, 2012
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the original essential oils. A classification rate deteriorated a little in case of 30 odor com-
ponents still in spite of satisfactory result. However, the confusion between peppermint and 
black pepper occurred when 12 odor components were used. Thus, 12 odor components 
were not sufficient to approximate essential oils, whereas 30 odor components brought 
sufficient result.

The mass spectrum at high m/z region is important in spite of their small peaks. The high 
m/z region is considered to greatly contribute to human olfaction since the signals in the high 
m/z region originate from chemicals with large molecular weights. Since compounds with 
large molecular weights tend to be sensitive to human, more sophisticated mathematical 
method to extract information from high m/z region is indispensable.

7.6.5  Comparison of Distance Measure

Several types of distance measures [119] were used and compared from the viewpoint of 
extracting information from high m/z region [120]. Three types of distance measures such as 
Euclidean distance, Kullback–Leibler (KL) divergence and Itakura–Saito (IS) divergence 
[108] were taken into account. Three distance measures are formulated below.

The Euclidean distance D V WHEU ( | ) is

	
D V WH V WH

i j
ij ijEU | .

,

2
	 (7.19)

The matrices V and WH appeared in Equation 7.15.
KL divergence D V WHKL ( | ) is

Table 7.7  Classification rates of essential oils in sensory tests: (a) original essential oils, (b) essential 
oils approximated with 12 odor components, and (c) essential oils approximated with 30 odor 
components

Predicted odor Original odor

Organic orange (%) Peppermint (%) Black pepper (%)

(a) Original odor
    Organic orange 98.68 0.66 0.66
    Peppermint 0.66 96.05 3.29
    Black pepper 0.66 3.29 96.05
(b) Approximated odor (r = 12)
    Organic orange 82.89 10.53 6.58
    Peppermint 9.21 51.97 38.82
    Black pepper 7.89 36.18 54.61
(c) Approximated odor (r = 30)
    Organic orange 95.39 3.29 1.32
    Peppermint 2.63 87.50 9.87
    Black pepper 1.97 9.21 88.82

Source: Reproduced with permission from Ref. [118]. Copyright IEEE, 2012.
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D V WH V

V

WH
V WH

i j
ij

ij

ij
ij ijKL | log .

,

	 (7.20)

IS divergence D V WHIS |  is

	
D V WH

V

WH

V

WHi j

ij

ij

ij

ij
IS | log .

,

1 	 (7.21)

Figure 7.44 shows the comparison of three types of distance measures in one‐dimensional 
case for simplicity. The three types of distance between x and y are shown as a function of x 
when y is fixed to 10. When the Euclidean distance is used, the curve is symmetric about 
x = 10. The curves for KL and IS divergences are asymmetric about x = 10. The cost of KL 
divergence becomes larger when x decreases from 10, whereas the increase in distance is very 
small for x larger than 10. This characteristic is more remarkable for IS divergence. Thus, the 
contribution of small peak at high m/z region can be enhanced when we use IS divergence.

When IS divergence was used, the rule for updating the matrices W and H was changed 
according to the Ref. [121]. The 135 mass spectra of the essential oils were applied to NMF 
with IS divergence and KL divergence, respectively. Figure 7.45a shows the comparison of 
approximated odor with target odor using KL divergence, whereas Figure  7.45b does the 
comparison of the approximated odor with the target odor using IS divergence. The sample 
was one of the blended essential oils (Refresh). The preprocessing of negligible peak removals 
was performed in the same manner as the previous one. The number of odor components was 
30, and the number of training epochs was 10 000. You can see that the approximation accuracy 

30
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D
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x│
y)

0
3020100 40

y= 10

x

Euclidean distance
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Figure 7.44  Comparison of three types of distance measures used in NMF method
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with IS divergence was better than that with KL divergence at high m/z region even if the 
accuracies with two divergences were almost the same at low m/z region. Especially, the accu-
racy of zero point was much improved using IS divergence. This improvement was very useful 
since the residual error at high m/z region influences to the actual odor quality.

7.6.6  Improvement of Odor Approximation

Further improvement of approximation accuracy was performed [122]. Since NMF is an iter-
ative method, its solution is not unique. Thus, the initial values of the basis vectors were set 
using cluster analysis here.

Figure 7.46 shows the procedure to set initial values. The data matrix is divided into four 
clusters using k‐means method [123] since four main clusters were obtained by hierarchical 
clustering. NMF is performed for each cluster to extract basis vectors. The elements of W and 
H are initially set at random. Then, the basis vectors of four clusters are merged into a single 
matrix, as an initial matrix of W. Then, NMF was again applied to V to obtain the basis 
vectors. NMF used here was based upon KL divergence.

Hundred and forty‐eight samples made up of food flavors were used in this experiment. 
When NMF was first applied to the data in each cluster, the relationship between the number 
of basis vectors and the residual was investigated so that the number of basis vectors for each 
cluster could be determined. The number of the basis vectors in the four clusters were fixed to 
6, 4, 4, and 6, respectively, since the decrease in residual errors above those numbers became 
slow. These samples were approximated using 20 odor components and were compared with 
those obtained by the conventional one.

The result of the approximation accuracy is shown in Figure 7.47 as a histogram of cor-
relation coefficient between each approximated and target odors. The number of samples 
with the correlation coefficients above 0.8 was increased except the range between 0.95 
and 1 although the number of the samples with the correlation coefficients below 0.8 was 
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Figure 7.45  Comparison of approximated odor with target odor: Sample Refresh (blended essential 
oil: Refresh) (a) KL divergence, (b) IS divergence
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remarkably decreased. The number of samples with low approximation accuracy was much 
smaller than that obtained without the initial value setting method.

Thus, it was revealed that the initial value setting method based upon the cluster analysis 
can improve the approximation accuracy, especially for the samples difficult to obtain high 
accuracy using the conventional method.

7.7  Teleolfaction

7.7.1  Concept of Teleolfaction

Nowadays it is very easy to send visual and auditory information to a remote site. A variety of 
multimedia forms based upon visual and auditory information are available. However, it is not 
sufficient to show our daily experience only using visual and auditory information in spite of 
large information originating from vision.

When we watch a television commercial for advertising soap, detergent, air refreshener, 
food, and so on, the existences of their smells are intended to be expressed by vision, for 
example, virtual moving particles. However, it is obvious that the way to express smells by 
vision is insufficient to give us reality. Thus, the smell reproduction with movie was studied 
[124, 125].

Here teleolfaction system is described. It can reproduce scents at remote place in real time. 
Its concept is illustrated in Figure 7.48. Teleolfaction system consists of odor sensing system 
and olfactory display far away from the sensing system. Users can sniff the smell in real time 
even if the odor source is located at another place. They can watch video together with 
smell transferred from the recording system via the Internet. Smells should be synchronized 
with video. Users can perceive much sensation as if the object were here. This effect is the 
teleexistence of the olfaction.

Object

Reproduction of object

Recording
system

Display
system

Odor
sensing
system

Web
camera

Olfactory
display

Computer
screen

Scent
Vision

Transmission of 
sensory information

Figure 7.48  Concept of teleolfaction
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It was proposed that the odor classified at one site was reproduced at remote site [126]. The 
output pattern of a sensor array composed of nine semiconductor gas sensors, humidity, and 
temperature sensors was recognized using MLP [82]. The classification result was transmitted 
to the remote site via the Internet, and the same smell was generated there. Although they did 
the experiment on odor classification, the actual experiment on the smell generation was not 
performed. Moreover, they did not blend odors but aimed to generate the same odor identified 
at the sensing site. F. Davide proposed the concept of virtual olfactory interfaces connected via 
network [66]. However, the actual implementation and experiment were not performed.

7.7.2  Implementation of Teleolfaction System

The teleolfaction system was first made in 2008 [127]. Although there are several versions due 
to its modification, only the latest version is described here. The main parts of the system are 
an odor sensing system, a learning vector quantization (LVQ) circuit implemented into a field‐
programmable gate array (FPGA) [128], an olfactory display, and the two tablet PCs. The 
whole system is shown in Figure 7.49. 

Odor samples are soaked in a paper with its location remotely controlled by a linear actu-
ator and a stepping motor. When an air inlet sucks the odor from its source, it reaches a QCM 
sensor array so that their oscillation frequency changes are obtained. They are input to LVQ 
circuit via the measurement circuit. LVQ circuit works as a pattern classifier after training. 
The information of odor is sent to a tablet PC using ZigBee module attached to the FPGA 

Built-in camera  

Tablet PC 

Tablet PC 

Internet

User
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visual information

 
Command

Odor presentation by 
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User’s site

Remote site

Odor sources
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Odor sensing

Odor sensing system

Quartz-
resonator 

sensor array 
Neural network
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Figure 7.49  Actual block diagram of teleolfaction system
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board. The odor information is combined with visual information taken by its built‐in camera 
and is transmitted to a user’s site via the Internet. At the user’s site, the odor information is 
separated from the visual one and is presented using an olfactory display, whereas the visual 
information is presented at a monitor of a tablet PC. A user can rotate a turn table to sniff the 
smell at an arbitrary point at remote place. Moreover, a linear actuator in addition to the turn 
table is used to search for the odor source two‐dimensionally.

The QCM measurement circuit consists of reciprocal counters to achieve high sampling 
measurement rate without the deterioration of the frequency resolution. Since the odor 
concentration in the ambient air is highly fluctuated, the feature extraction from the temporal 
profile of the signal is very important. short‐time Fourier transform (STFT) circuit was devel-
oped [129]. Frequency components together with signal amplitudes are input to LVQ circuit. 
Moreover, the algorithm to determine the actual odor existence was implemented into a CPU 
core in the FPGA since it takes some time for the sensor response to become zero after the 
sensing nozzle goes away from the odor source. The odor classification stops during the period 
without the odor since the response pattern changes from that of the actual odor. LVQ works 
in the form of hardware, whereas most of the cases are the software implementations.

The hardware implementation accelerates the training speed even in an embedded environ-
ment different from the desktop PC environment. Moreover, it is expected to reduce the power 
consumption essential in an embedded system.

The olfactory display used here was the conventional one with high‐speed switching of 
solenoid valves described earlier. It might be replaced with the latest one made up of micro-
pumps and a SAW atomizer [34].

In tablet PCs, Java was adopted to do the communication and the user interface. Moreover, 
the interface for wireless communication was implemented to increase the flexibility and the 
mobility. ZigBee modules were adopted on both sensing and user sides. An image of a user 
operating the teleolfaction system is shown in Figure 7.50. It is quite easy for a novice to use it. 

7.7.3  Experiment on Teleolfaction

The teleolfaction system was demonstrated at an international conference, International 
Conference on Artificial Reality and Telexistence (ICAT) 2013 [130]. The sensing side was 
located in the suburbs of Yokohama, whereas the users stayed at Odaiba, Tokyo. The distance 
of the sensing side to the users was about 30 km.

Figure 7.50  Image for a user to operate teleolfaction system
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The sensors used here were four QCMs (20 MHz, AT cut) coated with TCP, OV‐17 (silicone 
OV‐17), Apiezon L (Ap‐L), and PEG1000. Moreover, 16 reference vectors per category were 
used in LVQ circuit. The samples used here were apple, mint, melon, and citrus.

First, 10 people sniffed four samples via the olfactory display to classify them as is shown 
in Table 7.8a. The classification rate was more than 90%. Then, the classification of the sens-
ing system itself was investigated as is tabulated in Table 7.8b. Each sample was classified 
20 times. The overall classification rate was 85%. The classification rate in the ambient air 
was smaller than that in a closed system due to the disturbance even if several methods to 
improve the classification rate were introduced as described earlier. 

However, the teleolfaction system enhances the reality even if the misclassification rate at 
the sensing system slightly increases. Finally, the classification result of 16 users at the remote 
site is shown in Table 7.8c. The classification rate was close to that at the sensing system itself. 
Although there is still room for the improvement, soundness of the basic idea was validated.

Although the current teleolfaction system is still primitive, it can be much extended if the 
odor recorder technique is applied. A variety of odors can be reproduced at a remote site using 
the odor recorder.

7.8  Summary

Technologies related to olfactory display and odor recorder are described in detail in this 
chapter. Since an olfactory display and an odor recorder are relatively new fields, systematic 
ways to describe them are quite important. This chapter offers the comprehensive knowledge 
to understand these fields.

In the near future, an odor recorder should be used in teleolfaction. From that point of view, 
the improvement of sensing devices is important to suppress the collinearity problem. One of 

Table 7.8  Classification rate of teleolfaction system. (a) Classification rate of people using olfactory 
display, (b) classification rate of odor sensing system, and (c) confusion matrix of users at remote site

Apple Mint Melon Citrus

(a)
Apple 100% 0 0 0

Mint 0 100% 0 0

Melon 0   10%  90% 0
Citrus 0 0 0 100%
(b)
Apple 90%   5%     5% 0

Mint 0 90%     5% 5%

Melon     5% 10%  80% 5%
Citrus     5% 15% 0 80%
(c)
Apple 6 0 1 0
Mint 0 8 0 0
Melon 0 2 5 0

Citrus 0 1 1 4
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the methods is real‐time mass spectrometer used in the gas phase. However, its disadvantage 
of a real‐time mass spectrometer is the remarkable decrease in its sensitivity at high m/z 
region. Thus, the sensing device improvement is very important. Two approaches such as ion 
mobility spectrometry (IMS), a portable analytical instrument and a biosensor originating 
from ORs [131, 132] might be promising. A lot of works should be done to realize a practical 
odor recorder and teleolfaction system.
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Summary and Future Perspectives
Takamichi Nakamoto
Precision and Intelligence Laboratory, Tokyo Institute of Technology, Tokyo, Japan

Technologies of machine olfaction and taste are described from basics to advanced matters. 
We tried to describe it systematically so that novices as well as experts can understand them. 
People know the fundamentals and recent progress of machine olfaction and taste after they 
read this book.

These technologies are not still complete at the current stage and are now changing. The 
latest odor sensing technology has two aspects such as biological sensor and large‐scale sensor 
array. These aspects might be a breakthrough toward the new generation of electronic nose. 
The pattern recognition technology should give an electronic nose more robustness against 
disturbance. The drift and aging problems can be overcome by development of both sensor 
device and the algorithm.

The technology related to olfactory display is relatively new. It is important to realize cyber-
space with chemical sense. If a single tiny device with the capability of emitting a variety of 
odorants is available, it will open a variety of applications. Moreover, an odor recorder for 
general purpose should be developed. The progress of odor sensing technology enables the 
odor recorder to a wide range of its applications.

The taste sensor has been on the market. It should spread into wide area so that anyone can 
use it. Moreover, the taste display in combination with other senses is expected to be 
developed.

In the twentieth and early twenty‐first centuries, the progress of hardware such as LSI, PC, 
and mobile phone was remarkable. The software implemented into them had also the progress. 
Although those technologies are important, these are kinds of infrastructure to enrich human 
life. From now on, human interface technology directly facing with humans will become more 
important. More technologies along with humans should be developed instead of the 
performance competition of LSI, PC, and mobile phone.

Machine olfaction and taste are key technologies to realize the advanced human interface 
technology. More researchers and industry people are expected to enter the field of machine 
olfaction and taste.
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backpropagation neural network, 91
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binary quantization, 281
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bis(2-ethylhexyl)sebacate, 94, 102
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BP method, 273
breath sensor, 256
business-to-business experiment, 266
bypath, 258
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calcium-gated chloride channel, 12
calibration transfer, 176, 208–210, 216
calmodulin, 14, 15
cAMP see cyclic adenosine monophosphate
canonical discrimination analysis, 270
carrageenan, 146
casting, 233
cetirizine hydrochloride, 147–151
CFD see computational fluid dynamics
change of membrane potential caused by adsorption of 

chemical substances, 97, 98, 101, 102, 104–108, 
110, 111, 116, 117, 121, 141–146, 152, 154–160

characteristic diffusion length, 222
chemical analyte delivery system, 68
chemical capsule, 250
chemical distribution mapping, 222
chemical finding, 221
chemical gas sensor, 52
chemical source declaration, 221
chemical source localization, 221
chemical tracking, 221
chemical trail following, 221
chemical trail-following robot, 231
chemiresistor, 60
ChemNet, 274
chemometrics, 271
cinema, 263
circumvallate papillae, 17
classification, 175, 178, 184, 188, 190–196, 200, 

204, 205, 207, 210–217
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clustering, 189, 190, 211, 214
coefficient matrix, 295
collinearity, 271
color intensity, 262
computational fluid dynamics, 251
computational models, 50
concept drift, 178, 187, 206, 207
concurrent method, 288
condition number, 277
conducting organic polymer sensor, 60
conducting polymer sensor, 55, 268
contact pheromone, 8
cooking game, 264
CPA see change of membrane potential caused by 

adsorption of chemical substances
CRABOT, 239
crayfish, 238
cross‐sensitivity, 176
CTZ see cetirizine hydrochloride
cultural anthropology, 267
cyber-physical system, 2
cyberspace, 315

cyclic adenosine monophosphate, 12, 14, 15
cyclic nucleotide-gated channel, 12, 13, 19
cyclotrimethylenetrinitramine, 27

DAG see diacylglycerol
definition of information, 98
DEG/ENaC see degenerin/epitherial Na+ channel
degenerin/epitherial Na+ channel, 11
delta sigma modulation, 258
dependent variable, 271
diacylglycerol, 15
diffusion constant, 222
digital signage, 266
dioctyl phenylphosphonate, 101, 102, 105, 154
dipyridamole, 156, 157, 159, 160
discriminant analysis, 92
disodium guanylate, 88, 89, 107
disodium inosinate, 88, 89
dog, 224
DOPP see dioctyl phenylphosphonate
drift and aging, 271
dynamic change of odor, 283

EAG see electroantennogram
EDPCR see extended disjoint principal component 

regression
EI see electron ionization
EIS see electrochemical impedance spectroscopy
electroantennogram, 23, 26
electrochemical impedance spectroscopy, 36, 38
electron ionization, 291
electronic nose, 225, 267
electronic tongue, 90, 92, 160
electroosmotic pump, 260
ENaC see epithelial Na+ channel
e-nose see electronic nose
environmental change, 286
EO pump see electroosmotic pump
epithelial Na+ channel, 10, 18, 19, 21
error backpropagation, 273
essential oil, 297, 300, 301
Euclidean distance, 301
extended disjoint principal component regression, 272

feature extraction, 180, 181, 184, 186, 188, 198, 211, 
212, 214, 216

feature selection, 184, 200, 202, 214
feedback, 271
FET see field effect transistor
field effect transistor, 36
field programmable gate array, 64, 306
five senses, 89, 161–163
fluidic switching device, 258
foliate papillae, 17



Index	 319

food texture, 262
FPGA see field programmable gate array
functional polymer, 248
fungiform papillae, 17

G protein‐coupled receptor, 4, 8, 15, 18, 20, 21, 38
GA see genetic algorithm 
gallic acid, 94, 105, 107, 108
game with scents, 263
gas chromatograph/mass spectrometry, 252
gas concentration gradient, 232
gaze point analysis, 262
GCaMP3, 30
GC/MS see gas chromatograph/mass spectrometry
gel phase, 248
genetic algorithm, 90, 129, 134–137, 141
global selectivity, 88, 98, 106–108, 116, 117, 160, 161
glomerulus, 8, 11, 12
GMP see disodium guanylate
Golf, 12
Gouy-Chapman theory, 93
GPCR see G protein‐coupled receptor
GR see gustatory receptor 
GRNs see gustatory receptor neurons
gustatory nerve, 89, 90
gustatory receptor, 9
gustatory receptor neurons, 9
gustducin, 19

halitosis, 272
haptic interface, 262
HCN see hyperpolarization-activated cyclic 

nucleotide-gated channel
HEK293, 27, 34
1-hexadecanol, 94
hierarchical clustering, 303
hopping mechanism, 61
hOR see human olfactory receptor
human interface, 315
human olfactory receptor, 27, 36
humidity disturbance, 286
hyperpolarization-activated cyclic nucleotide-gated 

channel, 19, 20

ICP sensor see intrinsically conducting polymer 
sensor

ill conditionedness, 277
3D image, 261
IMP see disodium inosinate
independent variable, 271
indirect competitive assay, 123
inhalation, 255
inkjet device, 254
insect antenna, 225

interaction, 88, 93, 97–99, 103, 105, 110, 116, 122, 
150, 152–154, 156

intrinsically conducting polymer sensor, 55
ion detector, 225
ionotropic receptor family, 10
IR family see ionotropic receptor family
Itakura–Saito divergence, 301
IS divergence see Itakura–Saito divergence

kernel gas distribution mapping, 241
KL divergence see Kullback–Leibler divergence
K

2
P (two-pore domain potassium), 19

Kullback–Leibler divergence, 301

labella, 8
LAPS see light-addressable potentiometric sensor
LDA see linear discriminant analysis
large sensor array, 50
large‐scale sensor array, 59
latent variable, 272
learning vector quantization, 306
leave-one-out method, 272
light-addressable potentiometric sensor, 23, 27
Limonene, 27
linear discriminant analysis, 283
linear least squares, 290
linear regression model, 271
lipids concentration, 99–101, 103
lobster, 238
locally weighted regression, 273
low‐volatile compound, 252, 260
LWR see locally weighted regression
LVQ see learning vector quantization

machine learning, 175, 190
machine olfaction, 1
mass flow controller, 256
mass spectrometer, 252
mass spectrometry, 289
MCF-7 cell, 40
MDS see multidimensional scaling
MEA see microelectrode array
mechanical vane, 225
membrane potential, 96–100, 111, 116
MEMS see microelectromechanical system
mesh heater, 254
metal oxide gas sensor, 53, 224, 265
MFC see mass flow controller
micro chamber, 248
microdispenser, 255
microdrone, 238
microelectrode array, 23, 27
microelectromechanical system, 249
microheater, 258
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MIMO feedback see multiinput multioutput  
feedback

miniaturized taste sensor, 117
poly-(hydroxyethyl methacrylate) hydrogel, 118
portable taste sensor, 118–120
sensor chip, 118–121
taste map, 120

mitral cell, 12
mixture quantification, 269, 271
MLP see multilayer perceptron
MLR see multiple linear regression
mobile robot, 219
mole crab, 239
MOLE I robot, 239
molecular diffusion, 222
monosodium glutamate, 88–89, 96–97, 99–100, 

102–104, 106–107, 110, 162
moth, 224
movie with scents, 263
MSG see monosodium glutamate
multicomponent olfactory display, 256
multidimensional scaling, 261
multiinput multioutput feedback, 271, 276
multilayer perceptron, 273
multiple linear regression, 91, 271
m/z, 293

natural convection, 229
neural network, 180, 193, 198, 200, 203, 205, 209, 

212, 215, 216, 273
2-nitrophenyl octyl ether, 94, 99
NMF method see nonnegative matrix 

factorization method
nonlinear regression, 91
nonnegative least squares method, 293
nonnegative matrix factorization method, 293
nonselective chemical sensors, 49, 50
NPOE see 2-nitrophenyl octyl ether

OBP see odorant binding protein
obstacle avoidance, 237
occupancy grid, 237
odor adaptation, 13–15
odor approximation, 274
odor blender, 256, 270
odor components, 292
odor delivery system, 50
odor-gated anemotaxis, 233
odor-gated rheotaxis, 233
odor recognition, 51
odor recorder, 1, 247, 267
odor-releasing gadget, 250
odor segmentation process, 75
odor sensing system, 247
odorant binding protein, 6, 40, 42

odorant-gated ion channel, 6
odorant molecule, 49
odorant receptor-derived peptide, 36
odorant receptor gene, 11, 15
odorant receptors, 7, 11–13, 15–17, 30, 36, 38
ODRs see odorant receptors
ODTs see orally disintegrating tablets
olfactory art, 266
olfactory bulb, 11, 12
olfactory cilia, 11, 12
olfactory cue, 262
olfactory display, 1, 247
olfactory epithelium, 11–13, 15, 50
olfactory mucosa, 64
olfactory sensillum, 4
olfactory sensory neuron, 26, 27
olfactory system, 49
olfactory threshold, 266
one receptor-one neuron rule, 15
optimal feedback control, 276
ORs see odorant receptors
orally disintegrating tablets, 146, 150
Orco, 6
ORI7, 27, 28, 36, 38, 40, 41
ORN, 3, 11–16, 26, 27, 34, 42
ORP see odorant receptor-derived peptide
OSN see olfactory sensory neuron

PADE see phosphoric acid di‐n‐decyl ester
pannexin 1, 20
PARC engine see pattern recognition engine
Parkinson, 266
partial least squares, 270
partial least squares regression analysis, 68
particle filter, 237
pattern matching, 270
pattern recognition engine, 50
PCA see principal component analysis
PCR see principal component regression
PDMS see polydimethylsiloxane
permeation tubes, 68
pheromone trail, 221
phospholipase C, 15, 18, 19
phosphoric acid di‐n‐decyl ester, 94, 101–102, 144
phosphoric acid tris(2-ethylhexyl)ester, 94, 102
physiology of olfaction, 292
piezoelectric sensors, 54
PKD1L3, 19–21
PKD2L1, 19–21
PLC see phospholipase C
PLS see partial least squares
plume, 223
Poisson-Boltzmann equation, 93
polaron, 61
polydimethylsiloxane, 248
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polymer-based conductometric sensor, 225
polyvinyl chloride, 93, 118
prediction of bitterness, 144
primary smells, 292
principal component analysis, 53, 68, 87, 90–92, 98, 

134, 144, 146, 269
principal component regression, 270
proboscics, 8
procedure, 93, 97, 116, 121, 123, 129, 133, 136, 145, 

157–158
protein kinase C, 7
pseudo‐gustatory display, 267
pseudo olfactory effect, 261
pseudo smell, 262
pseudo taste display, 262
PTEH see phosphoric acid tris(2-ethylhexyl)ester
pulse width modulation, 258
pungency, 88–89, 122, 124, 160
pungent sensor, 122
PVC see polyvinyl chloride
P2X2, 20
P2X3, 20

QCM see quartz crystal microbalance
QDA see quantitative description analysis
QSAR see quantitative structure–affinity relationship
quantitative description analysis, 274
quantitative structure–affinity relationship, 268
quartz crystal microbalance, 3, 27, 36, 38, 40, 

54, 225, 252

radial basis function, 193–195, 198, 199, 207
Rasmus robot, 240
RAT see Reactive Autonomous Testbed
RBF see radial basis function
RDX see cyclotrimethylenetrinitramine
Reactive Autonomous Testbed, 232
real-time reference method, 271, 284
receptor, 89, 122

epithelial sodium channel, 89
polycystic kidney disease 2-like 1 protein, 89
sweetness receptors, 89
taste-2 receptors, 89
transient receptor potential, 122
umami receptors, 89

recipe, 270
redundancy, 58
regression, 190, 191, 196–200, 204, 205, 209, 

210, 213, 214
remote environmental monitoring units, 238
REMUS see remote environmental monitoring units
resistive arrays, 63
response mechanism, 93, 96–97, 101, 105, 154
RoboLobster, 238
Robo-moth, 238

SAM see self-assembled monolayer
sample loop, 258
SAW see surface acoustic wave
SAW atomizer, 307
scent diffuser, 266
SD method see semantic differential method
see-through head-mounted display, 262
selectivity, 175, 176, 202
self-assembled monolayer, 35, 36, 40, 41, 123
self-organizing map, 274
self-priming property, 260
semantic differential method, 268
semisupervised learning, 206, 207
sensor design, 98–99, 103, 143
sensor drift, 176, 202, 204–208
sensory score, 141–144, 154–157
sensory test, 268
sexual pheromone, 224
Sf21 cell, 27, 30
short-time Fourier transform, 307
signal transduction, 11–13, 15, 18, 19
silkworm moth, 226
singular value, 279
singular value decomposition, 278
smell, 49
smell persistence, 251, 260
smell reproduction, 305
sniffer dog, 219
sol phase, 248
solenoid valve, 258
SOM see self‐organizing map
specificity, 176
SPR see surface plasmon resonance
SPR immunosensor, 122–124, 160
SSL see semisupervised learning
steady-state response, 283
STFT see short‐time Fourier transform
suboesophageal ganglion, 9
support vector machines, 191
suppression effect, 110–111, 141, 143
supporting cell, 11, 12
surface acoustic wave, 3, 36, 40, 54, 260
surface plasmon resonance, 27, 36, 40, 41
surgery simulator, 267
SVD see singular value decomposition
SVM see support vector machines
synergistic behavior, 58
syringe, 256

Tarsi, 9
taste information, 89, 98, 109–110, 113, 115–116, 

129, 132, 134–140, 155, 162
taste map, 147
taste qualities

astringency, 88–89, 98, 103–110, 116, 119, 121, 122
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taste qualities (cont’d)
tannic acid, 102, 108, 110, 116–117, 121
tannin, 88–89

bitterness, 88–89, 97–101, 103, 105–111, 116, 
119–120, 124–127, 130–132, 134–136, 
139–157, 159–161

caffeine, 88–89
humulone, 88
quinine, 88–89, 93, 96–97, 99, 101–102, 

104–111, 116–117, 141–142, 144–145, 149, 
155, 156, 160, 162

theobromine, 88–89
pungency, 88–89, 122

allyl isothiocyanate, 88–89, 122, 124
capsaicin, 122–124, 160
piperine, 88–89, 122, 124

saltiness, 88–89, 93, 98–99, 103–104, 106, 109–110, 
119, 126, 130, 132, 134–136, 139, 149, 151

potassium chloride, 93, 96–98, 102, 109–111, 160
sodium chloride, 93, 151, 160

sourness, 88–89, 93, 98–99, 101, 103–104, 106, 
110, 119–120, 125–126, 130–132, 134–136, 
139, 147–148, 150–151

acetic acid, 88, 160
citric acids, 88
hydrochloric acids, 88

sweetness, 88–89, 93, 103, 105, 107, 110, 134, 
135–136, 143

artificial sweetener, 88
glucose, 8
sucrose, 88, 104–107, 110–111, 160, 162

umami, 88–89, 96–99, 101, 103–104, 106–107, 110, 
119, 126, 130, 132, 139, 140, 162

disodium guanylate, 88, 89, 107
disodium inosinate, 88, 89
GMP see disodium guanylate
IMP see disodium inosinate
monosodium glutamate, 88–89, 96–97, 99–100, 

102–104, 106–107, 110, 162
MSG see monosodium glutamate

taste-1 receptor, 20, 21
taste-2 receptor, 20, 21
taste sensillum, 9
taste sensing system, 88, 92–93, 95
taste sensor electrode 

astringency sensor AE1, 103–110
bitterness sensor AC0, 103–105, 110, 142, 143, 152–153
bitterness sensor AN0, 103–105, 110, 144, 152–153
bitterness sensor BT0, 154–157
bitterness sensor C00, 103–105, 110
sourness sensor CA0, 101, 103–104, 110, 119, 

124–125, 148
sweetness sensor GL1, 103–107, 110
saltiness sensor CT0, 103–104, 109–110, 119
umami sensor AAE, 103–104, 107, 110, 119–110

TBAC see tributyl o-acetylcitrate
TDAB see tetradodecyl ammonium bromide
teleexistence, 305

teleolfaction, 1, 305
ternary mixture, 278
tetradodecyl ammonium bromide, 94, 99, 101
thermistor-type airflow sensor, 225
threshold, 98, 99, 106, 108–109, 126, 144–146
time constant, 283
TMSPM see 3-(trimethoxysilyl)propyl methacrylate
TNT see trinitrotoluene
TOTM see trioctyl trimellitate
T1R see taste-1 receptor
T2R see taste-2 receptor
transient receptor potential channel, 15, 19, 20
triangle test, 275
tributyl o-acetylcitrate, 94, 102, 144
3-(trimethoxysilyl)propyl methacrylate, 94, 102
trinitrotoluene, 27
trioctyl trimellitate, 94, 102, 144
trioctylmethylammonium chloride, 94
TRPC see transient receptor potential channel
TRPC2, 15
TRPM5, 19
TUAT mobile robot, 234
tufted cell, 12
turbulent airflow, 289
turbulent flow, 223
two-level quantization method, 280
two-pore domain potassium leak channel, 19

ultrasonic anemometer, 225
ultrasonic micro plug array, 250
upwind surge, 233

VCs see volatile compounds
vial, 256
virtual odor source, 251
virtual olfactory interface, 306
VNO see vomeronasal organ
VOC see volatile organic compound
volatile compounds, 23, 24
volatile organic compound, 23, 40
volatile sulfide compound, 272
vomeronasal organ, 11, 12, 15
vomeronasal sensory neuron, 11, 12, 15
vortex ring, 250
V1R, 15
V2R, 15
VSC see volatile sulfide compound
VSN see vomeronasal sensory neuron

3-way solenoid valve, 258
Weber–Fechner law, 109
wind tunnel, 226

Xenopus laevis, 27, 28

yellow cameleon-2, 27

ZigBee module, 306
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