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PREFACE

Throughout world history, great cities, nations, and empires have either collapsed 
or lost their dominance when local and regional natural resources were depleted to 
an extent that exceeded the ability of the environment to restore or replenish their 
supply. Diamond (2005)1 identifies five factors that contribute to societies collapse: 
climate change, hostile neighbors, trade partners (that is, alternative sources of 
essential goods), environmental problems, and, finally, a society's response to its 
environmental problems. While different combinations of these factors have played 
a role in the demise of several societies, Diamond contends that the failure to 
recognize or respond to its environmental problems has consistently been a 
significant factor. 

In this 21st century, our modern civilization may be facing the same challenges and 
crossroads that shaped earlier human history. Nearly 75% of the world’s population 
lives within 100 km of the marine environment. Our demand for energy and 
appetite for raw materials has never been greater, placing enormous demands on 
land, air, water and marine resources and jeopardizing the flora and fauna that 
share our planet. An over reliance and, perhaps, misguided faith in technology to 
overcome the same environmental challenges that contributed to the collapse of 
earlier societies may only serve to delay the historically inevitable resource and 
political conflicts that occur when human demands exceed nature’s ability to 
supply. We must be mindful of the 12 environmental problems Diamond (2005) 
claims have continuously challenged both ancient and modern societies: 
destruction of natural habitats (mainly through deforestation); reduction of wild 
foods; loss of biodiversity; erosion of soil; depletion of natural resources; pollution 
of freshwater; inhibition of natural photosynthetic resources; introduction of toxins 
and alien species to the environment; artificially induced climate change; and 
overpopulation.

Decision-making tools are urgently needed to support environmental management, 
particularly in the world’s coastal areas where a delicate balance exists between 
human population demands for clean air, land, and water and the demands imposed 
by an increasingly global economy. Addressing environmental threats and 
identifying actions to mitigate those threats necessitates an understanding of the 
basic risk assessment paradigm and the tools of risk analysis to assess, interpret, 
and communicate risks.  It also requires modification of the risk paradigm itself to 
incorporate a complex array of quantitative and qualitative information that shapes 

                                                          

1 Diamond, J. Collapse: How Societies Choose to Succeed or Fail, Viking Books, New York, 2005 
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x Preface 

the unique political and ecological challenges of different countries and regions 
around the world. 

Over the past five years, the authors of this book and their colleagues have 
convened a series of meetings to explore the topic of environmental security and 
management. Each workshop has tried to demonstrate the power of risk assessment 
and decision analysis as tools that decision makers should use to address a broad 
range of difficult environmental problems. Risk analysis, these experts have 
argued, offers a relatively objective, unbiased, and rational approach to framing and 
solving complex problems. It imposes a certain degree of quantitative rigor, as 
opposed to the all-too-common tendency to make environmental recommendations 
based on assumptions and anecdotal evidence. 

The first workshop in this series, entitled "Assessment and Management of 
Environmental Risks: Cost-efficient Methods and Applications"2 (Lisbon, Portugal, 
October 2000), confirmed the role risk assessment could play as a platform for 
providing a scientific basis for environmentally sound and cost-efficient 
management policies, strategies, and solutions to various environmental problems. 
The second workshop, entitled "Comparative Risk Assessment and Environmental 
Management"3 (Anzio, Italy, May 2002), explored the development and application 
of comparative risk assessment (CRA) and other risk-based decision-analysis tools 
in environmental management. The use of CRA was exceptional for facilitating 
decision making when various social, political, and economic activities compete for 
limited environmental resources. The third workshop, entitled "The Role of Risk 
Assessment in Environmental Security and Emergency Preparedness in Mediterranean 
Region"4 (Eilat, Israel, April 2004), focused on environmental security challenges in 
the Middle East and how risk assessment could resolve some of the region pressing 
environmental needs. 

This book is based on discussions and papers presented at a fourth workshop, 
entitled "Management Tools for Port Security, Critical Infrastructure, and Sustainability." 
The meeting was held in Thessaloniki, Greece in March 2005. Fifty-five 
international science, risk assessment, decision-making, environmental modeling 
and engineering experts from 11 countries explored environmental security issues 
in ports, harbors and coastal areas and the use of multi-criteria decision analysis 
(MCDA), in conjunction with risk assessment, to identify and rank environmental 
security threats, formulate responses to those threats, and evaluate the efficacy of 
different responses on threat reduction. This workshop, like those previous, was 
sponsored jointly by the Society for Risk Analysis and NATO. 

                                                          

2 Linkov, I., Palma Oliveira, J.M., eds. Assessment and Management of Environmental Risks, Kluwer, 
Amsterdam, 2001. 

3 Linkov, I., Ramadan, A.B., eds. Comparative Risk Assessment and Environmental Decision Making,
Kluwer, Amsterdam, 2004. 

4 Morel, B., Linkov, I., eds. Environmental Security: The Role of Risk Assessment. Springer, 
Amsterdam, 2006. 
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This book is organized into five sections. The introductory section provides a 
fundamental understanding of environmental security and the environmental 
challenges at ports and harbors, and summarizes the different approaches to 
stakeholder involvement in decision-making. Part 2 reviews in more detail the 
challenges facing ports, harbors, and coastal areas. Environmental security is 
viewed increasingly by governments and international organizations as a critical 
issue; urban development and growth requirements and increasing environmental 
concerns are challenging current strategies regarding environmental protection and 
management. Part 3 reviews different MCDA approaches and tools that have 
emerged to evaluate natural and manmade environmental vulnerabilities at 
chemical manufacturing plants, energy plants, transportation networks, and other 
critical infrastructure located in heavily populated urban areas and coastal ports and 
harbors. Evaluation of the effectiveness of these approaches and tools in the current 
framework of environmental management is important to verify their 
appropriateness and identify possible future needs to address environmental 
security. Part 4 builds on the same issues, but focuses on the application of risk 
assessment tools to complement or inform the MCDA process. The book concludes 
with a section devoted to case studies. 

The collection of papers presented in this book reflects the workshop conclusion 
that environmental resources in coastal areas will become severely challenged 
during the next few decades. The likelihood for social conflicts is high, assuming 
the current pace of world economic and population expansion continues or 
accelerates. Establishing, maintaining, or enhancing a sense of environmental 
security in different coastal regions and improving management of critical 
infrastructure in coastal areas will require (i) matching human demands with 
available environmental resources; (ii) recognition of environmental security 
threats and infrastructure vulnerabilities; and, (iii) identification of the range of 
available options for preventing and minimizing natural disasters, technological 
failures, and terror actions. These three considerations will require input from 
different stakeholder perspectives, and a broad range of quantitative and qualitative 
sociopolitical, environmental, and economic information. 

This book emphasizes our beliefs that the convergence of seemingly disparate 
viewpoints from politicians, scientists, engineers, and the general public and often 
uncertain and limited information gathered from an equally broad range of 
disciplines is possible only by using one or more available risk assessment 
methodologies and decision-making tools. Much work remains to be done, and 
must be done, lest we experience the same fate as our ancestors. 

Igor Linkov, Greg Kiker, and Richard Wenning 
September 2006 
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Abstract

Population growth, needed economic growth, and social pressures for improved 
infrastructure coupled to the need for human health and ecological protection and 
environmental security make systematic and transparent environmental decision-
making a complex and often difficult task. Evaluating complex technical data and 
developing feasible risk management options requires procedural flexibility that 
may not be part of existing evaluative structures. Experience has demonstrated that 
direct transposition of risk assessment and risk management frameworks (e.g. those 
developed in the United States and European Union) may not work in regions 
whose social, legal, historical, political and economic situations are not suitable or 
prepared for acceptance of these methodologies. Flexible decision-making, 
including the use and development of acceptable or unacceptable risk levels based 
on the critical nature of an infrastructure type, is one potential approach to assist 
risk managers in their decision-making. Unfortunately, the newness of the 

3
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discussions on the interrelatedness of environmental security and critical 
infrastructure has yet to produce a unified and comprehensive treatment of the 
fields. As a result, this paper will describe and define these terms in order to set the 
stage for discussions of human health and ecological risk assessment and risk 
management later in the paper. This paper reviews basic concepts defined in the 
field of risk assessment and extends its applicability to the areas of environmental 
security and critical infrastructure protection. 

1. Environmental Security Defined 

Environmental security has emerged as an increasingly important concern of 
governments and their defense establishments because of several trends that have 
the potential to threaten stability. These potential threat issues include: world 
population in 2015 will be 7.2 billion, up from 6.1 billion in year 2000; water 
scarcities and allocation will pose challenges to certain governments; groundwater 
depletion; contemporary environmental problems will persist and grow; 
globalization will be rocky, marked by chronic financial volatility and a widening 
economic divide; significant degradation of arable land; loss of tropical forests; 
greenhouse gas emissions will increase substantially; exacerbation of biological 
species loss; rapid urbanization; increasingly serious urban air and water quality 
problems; and global climate change induced glacial ice melt backs, sea level rise, 
and increasing storm frequency [22; 32]. 

“Environmental Security” is an ill-defined term [20] with many definitions whose 
two key elements are: repairing damage to the environment for human life support 
and for the moral value of the environment itself; and, preventing damage to the 
environment from attacks and other forms of human abuse [5]. Several definitions 
of environmental security exist and demonstrate that after more than two decades 
of discussion, the concept of environmental security still has no widely agreed 
upon formulation [20]. Examples include: 

“Environmental security (ecological security or a myriad of other terms) 
reflects the ability of a nation or a society to withstand environmental asset 
scarcity, environmental risks or adverse changes, or environment-related 
tensions or conflicts.” [4] 

“Science-based case studies, which meld physical science with the discipline 
of political economy, are a suitable vehicle for forecasting future conflicts 
derived in some measure from environmental degradation.” [20] 

“[T]hose actions and policies that provide safety from environmental dangers 
caused by natural or human processes due to ignorance, accident, 
mismanagement or intentional design, and originating within or across national 
borders.” [5] 

“Environmental Security is a state of the target group, either individual, 
collective or national, being systematically protected from environmental risks 
caused by inappropriate ecological process due to ignorance, accident, 
mismanagement or design.” [1] 
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“Environmental security is protectedness of natural environment and vital 
interests of citizens, society, the state from internal and external impacts, 
adverse processes and trends in development that threaten human health, 
biodiversity and sustainable functioning of ecosystems, and survival of 
humankind.” [1] 

“Environmental security is the state of protection of vital interests of the 
individual, society, natural environment from threats resulting from 
anthropogenic and natural impacts on the environment.” [1] 

The discipline of “environmental security” is neither a pure security issue nor an 
environmental issue [4]. However, environmental issues are often security concerns 
because, even without directly causing open conflict, they can result in 
environmental perturbations or triggers that can destabilize the status quo and result 
in a loss of regional, national, and local political, social, economic and personal 
security [32].

Environmental security concerns can be grouped into three general categories [1]: 
1) security of the environment which is a good in itself; 2) security from 
environmental change that can create societal instability and conflict; and, 3) 
security from environmental change (e.g. water scarcity, air pollution, etc.) that 
would threaten the material well-being of individuals [1]. Common elements of 
environmental security definitions include: public safety from environmental 
dangers caused by natural or human processes due to ignorance, accident, 
mismanagement, or design; amelioration of natural resource scarcity; maintenance 
of a healthy environment; amelioration of environmental degradation; and, 
prevention of social disorder and conflict (promotion of social stability) [13]. 

Environmental security concerns include chemical/material releases to the 
environment. This is because, worldwide, an estimated one quarter to one third of 
disease burden is attributable to environmental factors [11]. Chemical or material 
releases to the environment or environmental alteration result in actual or perceived 
health risks that can result in societal conflicts between parties in support or 
opposition to the environmental perturbation. 

2. Critical Infrastructure Defined 

Critical infrastructures are complex societal systems [39] and also have many 
definitions. Examples include: 

“Civil and critical infrastructure systems such as transportation, 
communication, power, and financial systems have provided the foundation for 
modern society.” [26]

According to the U.S. Department of Defense, critical infrastructures are 
“Those systems and assets essential to plan, mobilize, deploy, and sustain 
military operations and transition to post-conflict military operations, and 
whose loss or degradation jeopardize the ability of the Department of Defense 
to execute the National Military Strategy.” [30] 
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“Critical infrastructure (or assets) in the highway transportation system include 
all of its components, including physical and cyber-based components, which 
are used in attaining transportation functions to serve national, regional and 
local objectives. Examples of these structures include the physical structures 
(roadways, bridges, tunnels), facilities (parking areas, toll complex), ITS 
(Intelligent Transportation Systems) components (signs and signals, network, 
control centers), and organizational components (personnel, procedures, 
communication).” [15] 

In Queensland, Australia “Critical infrastructure is defined as infrastructure 
which, if destroyed, degraded or rendered unavailable for an extended period, 
will significantly impact on social or economic well-being or affect national 
security or defence.” [29] 

The United States Patriots Act states that critical infrastructures are: “Systems 
and assets, whether physical or virtual, so vital to the United States that the 
incapacity or destruction of such systems and assets would have a debilitating 
impact on security, national economic security, national public health or 
safety, or any combination of those matters.” [21]

Regardless of the definition, it is clear that “Our society and modern way of life 
depend on a complex system of critical infrastructures” [35].

The convergence of critical infrastructure, environmental security, risk assessment 
and risk management is a function of the perception that these fields are 
inextricably interrelated and the need to make complex decisions based on multiple 
criteria as part of the risk management process. In order to fully understand how 
these two issues relate, one needs to understand how the concept of acceptable risk 
developed, its application to risk assessment and risk management, and its 
relationship to environmental security and critical infrastructure. The remainder of 
this paper will delve into these interrelationships. 

3. Risk Assessment, Risk Management and Environmental Security 

In order to survive and prosper, humans must alter their environment and use 
environmental resources. As modern societies increase in population, they must 
increase their use of renewable and nonrenewable resources to provide their 
citizens with essential goods, services and economic security. Expanding 
populations and economies build farms, homes, factories and transportation 
networks that use and release chemicals/materials to the environment purposefully, 
accidentally or incidentally. The field of risk assessment is developing to address 
anthropogenic risk. 

3.1. ORIGINS OF RISK ASSESSMENT AND RISK MANAGEMENT 

Releases of chemicals and materials, along with environmental alteration, is often 
monitored or regulated by government agencies. Government agencies use 
administrative tools to evaluate chemical/material releases and environmental 
alteration. A favored tool is quantitative risk assessment that has been described as 
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“An organized process used to describe and estimate the likelihood of adverse 
health outcomes from environmental exposures to chemicals” [28].

Quantitative risk assessment is the preferred tool in the United States and elsewhere 
to regulate or evaluate facilities, activities or processes that release chemicals to the 
environment. More than 25 years ago, the Inter-Agency Regulatory Liaison Group 
and the Office of Science & Technology Policy in the White House proposed an 
orderly set of activities under the headings of "hazard identification", "risk 
characterization", and "risk reduction". In 1983, the National Research Council 
published “Risk Assessment in the Federal Government: Managing the Process” 
[24] also known as the “Red Book” [7; 25]. The four steps of the current human 
health and ecological risk assessment process are hazard identification, dose-
response assessment, exposure assessment, and risk characterization [28]. For both 
human health and ecological risk assessment, numerical risk assessment findings 
are compared to risk management and policy based acceptable risk levels (e.g. 
single point risk levels or risk ranges) to determine if there is a potential for 
significant or unacceptable risk.

Risk management is variously defined as “The process of analyzing, selecting, 
implementing, and evaluating actions to reduce risk” and “…the process of 
identifying, evaluating, selecting, and implementing actions to reduce risk to 
human health and to ecosystems” [28]. It has also been defined as a “…decision-
making process involving considerations of political, social, economic, and 
technical factors with relevant risk assessment information relating to a hazard so 
as to develop, analyze, and compare regulatory and non-regulatory options, and to 
select and implement the optimal response for safety from that hazard [9]. The goal 
of risk management is scientifically sound, cost-effective, integrated actions that 
reduce or prevent risks while taking into account social, cultural, ethical, political, 
and legal considerations” [28]. 

Acceptable and unacceptable numerical risk levels (along with their synonymous 
terms) can vary by governmental unit or statute. The risk management paradigm 
allows risk managers at all levels of government to use the risk management 
decision-making process to allow chemical/material releases to the environment 
even though they have been found to exceed applicable acceptable risk levels. This 
type of risk management decision-making uses the numerical risk expression as a 
point of departure for decision-making rather than a bright line that cannot be 
exceeded. How this is done and why such a decision can be acceptable will be 
discussed in detail later in this paper. First, let us look at a very brief history of the 
evolution of the acceptable risk concept. 

3.2. ACCEPTABLE/UNACCEPTABLE RISK CONCEPT 

The assumption that public health could be protected by chemical risk management 
developed in the United States in the early 1900s for food additives. By 1958, an 
amendment to the U.S. Food, Drug, and Cosmetics Act put forth the concept that 
some chemicals might have no toxic threshold and prohibited the addition of any 
chemical that can cause cancer. It was also recognized that it was impossible to 
completely remove carcinogens from the food supply and, as a result, the U.S. 
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Food and Drug Administration put forth the proposal that if risks calculated under 
the no-threshold assumption were below some small value, the carcinogen was 
effectively absent in the food. A virtually safe dose (one in one hundred million or 
10-8) to limit cancer risk was proposed but was found to be an almost impossible 
burden on regulators. An alternative level for food additives was proposed at one in 
a million (10-6), a level considered negligible by most people. This level became 
the criterion for acceptable risk in the United States when cancer risks from 
environmental exposures became recognized in the late 1960s and early 1970s. By 
the 1990s, it was recognized that the one-in-one-million risk level was very 
stringent and the idea of a lesser risk level of one-in-ten-thousand (10-4) was 
introduced. In general, a risk above one-in-ten-thousand is considered excessive. 
The Clean Air Act Amendments of 1990 led to the development of a risk range of 
10-4 to 10-6. Thus, “If a cancer risk is judged to be significant or unacceptable, then 
it is generally expected that some action will be taken to reduce or eliminate the 
risk. In contrast, a de minimis or essentially negligible risk is one that is so small 
that no action needs to be taken. If a risk is judged to be insignificant or acceptable,
however, this does not necessarily mean that it is de minimis or negligible” [16].

Defining acceptable and unacceptable risks is the foundation for determining 
regulatory compliance or the need for risk management interventions to reduce 
calculated risks. There are numerous definitions of acceptable or unacceptable risks 
that are discussed below. The concepts are illustrated in Table 1 and in the 
accompanying footnotes at the end of this paper. Chemical releases can result in 
human or ecological exposures and subsequent hazards or risks. Human and 
ecological risk assessment methods are used to calculate risks and hazards to 
potentially exposed receptors. Acceptable hazard or risk levels can vary by locality. 
For example, acceptable risk levels for human carcinogens can be set at a specific 
level (e.g. one-in-one-million) or range (e.g. one-in-one-million to one-in-ten-
thousand). In Canada, the federal government does not, in general, recommend 
acceptable risk levels [16]; each province has adopted either 10-6 or 10-5 as the 
acceptable excess cancer risk level. Acceptable hazard levels for non-carcinogenic 
chemicals can be different for single chemicals (e.g. Hazard Quotient of 0.2 or 1.0) 
or multiple chemicals (e.g. Hazard Index of 1.0). Acceptable risks for ecological 
risk assessment can be a single value for individual organisms (e.g. Toxicity Index 
less than 1) and populations (e.g. 10% chance that no more than 20% of a 
population will be exposed above a benchmark value).

According to Vrijling et al. [40], “For complex societal systems as a whole, like a 
nation, one normally uses individual risk as a measure, which varies between 1 x 
10-5 and 3.1 x 10-4 deaths per year for occupational, traffic and consumer risks 
respectively. The individual risk is then taken over the whole population at stake 
and a time period of one year. Although no general individual risk criteria are set 
for trivial risks either, one tends to measure those against the de minimis value of 
10-6 or 10-5 deaths per year… indicating a potential low acceptable risk level for 
any individual [which] everybody can live with. In some cases of critical 
infrastructures, like high speed train links, individual risk criteria are set in the 
Netherlands …” “The same is true for the zoning between hazardous chemical 
facilities and residential areas, at an individual risk contour of 10-6 deaths per 
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year…” “For critical infrastructures sometimes also societal risks are defined. For 
social or group risks, the next step is to order the scenarios with increasing measure 
of potential consequences (mostly deaths). The cumulative probabilities (or 
frequencies) for exceeding a certain number of deaths are then derived from the 
probabilities of all scenarios contributing to that particular number of deaths.” “The 
societal acceptable risk is judged at a national level by placing an upper-bound 
upon the expected number of fatalities per activity per year.” 

Negligible remaining 

risk = safety 

No Risk  High Risk 

Limit I 

Health Policy-based 

Limit II 

Risk-Management-based 

Target Limit for Risk

Acceptable

Risk 

Not acceptable 

risk = danger 

From: Bundesanstalt fur Arbeitsschutz und Abrbeitmedizin. [3], slightly modified.

Figure 1: Description of acceptable risk and risk ranges. 

Ecological risk assessment, the study of non-human risks, is much more complex 
than human health risk assessment. The tremendous diversity of habitats and 
species makes the study of ecological risks challenging. According to a 2005 report 
prepared for the UK Department of Environment, Food and Rural Affairs (Defra) 
[39], there are no standards for establishing ecological value in ecological risk 
assessments. There needs to be much discussion by stakeholders as to what the 
“environmental value” is at each site that must be protected. The ecological value 
must reflect policy goals and societal values, which can range from protection of 
endangered or commercially or recreationally important species to preservation of 
ecosystem attributes for functional reasons (e.g. flood water retention by wetlands) 
or aesthetic reasons (e.g. visibility in the Grand canyon). 

Deterministic methods are most often used to assess the potential for acceptable or 
unacceptable ecological risks. At its most basic level, actual toxicity data for the 
species of interest or a similar species are used to provide an ecologically 
protective numerical value for a given medium (e.g. surface water, sediment, soil) 
and ecological receptor. These calculated media-specific concentrations are 
associated with risks at the threshold of acceptable/unacceptable risk to individual 

organisms. When the ratio between a known or calculated contaminant level and 
the ecologically protective numerical value exceeds unity (or some other value 
established by a responsible governmental unit), then there is the potential for 
unacceptable risks, and either more detailed assessment is conducted or risk 
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management is required. Conversely, not exceeding the acceptable ratio value 
usually equals acceptable ecological risks. 

Other measures of acceptable ecological risk include those that do not allow more 
than a certain percentage of an exposed population to exceed a given concentration 
based on a selected toxicological value. Probabilistic methods and statistical 
models are also used to derive medium and receptor specific 
acceptable/unacceptable threshold concentrations. An important reason for moving 
away from concentration-effect data for single species is that ecological risk 
assessment generally is not concerned with protection of individual organisms, but 
rather protection of populations, communities and ecosystems [23]. 

Risk assessment numerical findings are not meant to be accurate or precise 
estimates of morbidity or mortality. They are merely numerical estimates using a 
systematic and transparent process based on elements of science, policy, law and 
professional judgment. Determining when these numerical risk or hazard estimates 
represent acceptable or unacceptable levels is not a scientific exercise. Rather, it is 
a risk management determination based on established acceptable risk levels (e.g. 
10-6 or lower excess cancer risks are acceptable) or risk ranges (e.g. 10-4 to 10-6 risk 
ranges) that are in policy, guidelines, or statute. Risks greater than “a bright line” or 
“acceptable risk range” levels are not necessarily “unacceptable” because risk 
management practices allow management judgment in determining when a 
potentially “significant risk” becomes unacceptable. It is common practice to 
uniformly apply “bright lines” and risk ranges to all types of processes, activities, 
or facilities. In practice, risk assessors and managers often judge exceedence of a 
bright line or risk range as unacceptable risk unless risk management decisions, 
based on additional factors not related to the calculated risk value(s), are made to 
the contrary. It seems reasonable to assert, based on these considerations, that as 
risk assessment techniques evolve so should risk management techniques and along 
with them acceptable risk level expressions.

This advancement may be particularly important when estimating ecological risks. 
Ecological risk assessments are conducted using a tiered approach, where the 
finding of acceptable or unacceptable risks determines the move to higher levels of 
analysis or site remediation [27]. Unlike the assessment of human health risks, 
where it is considered more “acceptable” or “prudent” to err on the side of 
conservative (over-predicted) risk estimates, there is less support for overly 
conservative predictions of ecological risks and subsequent conservative risk 
management decisions. A benefit of ecological risk assessment is that it is possible 
to monitor, relatively easily, whether the ecological risk prediction was correct (or 
more importantly, incorrect), through the use of standard biomonitoring techniques. 
Acceptable/unacceptable ecological risk levels also may be defined less 
quantitatively than in human health risk assessment, and incorporate considerations 
such as probability of population (or community) persistence and restoration after 
some disturbance [18]. In addition, the area of disturbance relative to the remaining 
undisturbed habitat of suitable quality for the ecological receptors of interest can be 
factored in to the acceptable/unacceptable risk definition [34].
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Findings of acceptable or unacceptable risk drive risk reduction efforts, regulatory 
compliance determinations, as well as complex and expensive litigation. It is for 
this reason that the subject of critical vs. non-critical infrastructure based 
acceptable risk levels is vital to understand and explicitly define.

Finally, acceptable and unacceptable risk levels can be determined by public 
perception and political decision-making processes. For example, Vogel [41] 
states: “The public’s perception or tolerance of particular risks often differs from 
that of experts and in a democratic system the former’s preferences – and values – 
often play an important role in the policy process. Thus governments can and 
frequently do chose to err on the side of caution, seeking to avoid or reduce 
particular risks that many citizens regard as unacceptable, even if the available 
scientific evidence does not or cannot prove evidence of harm. Vogel [41] cites 
work by T. Christoforou on the basic elements of the precautionary principle, 
noting that the public’s perception or tolerance of particular risks often differs from 
that of experts and in a democratic system the former’s preferences – and values – 
often play an important role in the policy process. 

3.3. PRECAUTIONARY PRINCIPLE 

The precautionary principle is often cited as an important doctrine to follow when 
making a risk management determination. However, this view is not universally 
accepted. The precautionary principle originated in Principle 15 of the Rio 
Declaration (1992); it states: “Where there are threats of serious or irreversible 
damage, a lack of full scientific certainty shall not be used as a reason for 
postponing cost-effective measures to prevent environmental degradation” [33]. 
The precautionary principle has been used to describe “[d]ecisions about the best 
ways to manage or reduce risks that reflect a preference for avoiding unnecessary 
health risks instead of unnecessary economic expenditures when information about 
potential risks is incomplete” [28]. While the precautionary principle has no formal 
legal effect in the United States, no country has so fully adopted the essence of the 
principle in domestic law [41]. In contrast, the European Union officially 
introduced the Precautionary Principle in Article 130 (the environmental section) of 
the 1993 Treaty of the European Union (Maastricht) and it has been referenced in 
27 resolutions between 1994 and 1999 [41].

What happens when risk managers have insufficient scientific knowledge to make 
scientifically sound decisions? According to the Presidential/ Congressional 
Commission on Risk Assessment and Risk Management [28], “Decision-makers 
must balance the value of obtaining additional information against the need for a 
decision, however uncertain. Sometimes a decision must be made under the 
precautionary principle (decisions about the best ways to manage or reduce risks 
that reflect a preference for avoiding unnecessary health risks instead of 
unnecessary economic expenditures when information about potential risks is 
incomplete). Risk management determinations of acceptable risk often involve 
judging safety. Since safety is not absolute and is immeasurable, achieving 
acceptable risks means decision-makers must make tradeoffs between costs, both 
absolute and relative, with risks” [15]. 
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4. Conclusions 

It is clear from this discussion that environmental security is a very broad term used 
to encompass a wide variety of issues. For the purpose of this book, by ensuring

environmental security we mean guarding against environmental degradation in 

order to preserve or protect human, material, and natural resources at scales 

ranging from global to local. The critical infrastructure concept is directly linked to 
environmental security. For environmental applications, critical infrastructure may 
be defined as man-made structures constructed and maintained to assure human 

health, environmental protection, transportation networks, water supplies, clean 

air, food supplies and other critical elements necessary to maintain economic and 

national security.

The question not yet fully addressed is how does one accommodate both the 
importance of critical infrastructure and of environmental security, given the 
current risk assessment/risk management paradigm? Many papers published in this 
volume address different aspects of this issue. For example, Belluck et al [2] 
defines environmental security in terms of chemical releases, risk assessment, and 
risk management, and proposes consideration of a flexible risk acceptability criteria 
to match the critical nature of a given type of infrastructure based on the use of a 
systematic and transparent risk management process that matches the rigor of the 
risk assessment on which it is based. Nevertheless, our review and current research 
shows that more work is necessary to address methodology and application of risk 
assessment and environmental security to emerging threats in general and 
specifically in the Middle East. As the fields of risk assessment, risk management, 
critical infrastructure, and environmental security merge, additional discussions 
will need to occur to define these interactions and their implications for 
environmental protection and regulatory activity. 

5. Appendix: Definitions of Risk 

“Acceptable Risk Range – If the cumulative carcinogenic risk to an individual 
based on reasonable maximum exposure (RME) for both current and future 
land use is less than 1E-04 and the non-carcinogenic hazard index is less than 
1, action generally is not warranted unless there are adverse environmental 
impacts.” “Note: The upper boundary of the risk range is not a discrete line at 

1E-04, although EPA generally uses 1E-04 in making risk management 

decisions. A risk estimate that is greater than 1E-04 may be considered 

acceptable, if justified based on site-specific conditions. A risk manager may 

also decide that a baseline risk level less than 1E-04 is unacceptable due to 

site specific reasons and that remedial action is warranted.” [38] 

“As in the Benzene case, the court did not define any particular method for 
EPA to use in determining what risks are acceptable. On remand, the agency, 
after taking comment on a number of possibilities, decided that it could not use 
any single metric as a measure of whether a risk is acceptable. Instead, it 
adopted a general presumption that a lifetime excess risk of cancer of 
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approximately one in 10,000 (10-4) for the most exposed person would 
constitute acceptable risk and that the margin of safety should reduce the risk 
for the greatest possible number of persons to an individual lifetime excess risk 
no higher than one in 1 million (10-6).” [8]) 

“…the published acceptable risk level does not necessarily represent the "safe 
level" but rather a target level with the expectation that the true risk to 
exposure is less than the published value.” [12] 

“In general terms, a risk that is so small, whose consequences are so slight or 
whose associated benefits (perceived or real) are so great that persons or 
groups in society are willing to take or be subjected to that risk. In more 
technical terms, an arbitrary value denoting a very low probability of 
occurrence of a seriously adverse effect in persons exposed daily over a 
lifetime. The dose associated with this risk may be considered to have an 
insignificant impact on human health. Synonyms: Tolerable Risk; Negligible 

Risk; Risk Level.” [17] 

“It is the Agency's responsibility to determine in the first instance what it 
considers to be a "significant" risk. Some risks are plainly acceptable and 
others are plainly unacceptable. If for example, the odds are one in a billion 
that a person will die from cancer by taking a drink of chlorinated water, the 
risk clearly could not be considered significant. On the other hand, if the odds 
are one in a thousand that regular inhalation of gasoline vapors that are 2 
percent benzene will be fatal, a reasonable person might well consider the risk 
significant and take the appropriate steps to decrease or eliminate it. (I.U.D. v. 
A.P.I., 448 U.S. 607, 655). So a risk of (1/1000) (10(-3)) is clearly significant. 
It represents the uppermost end of the million-fold range suggested by the 
Court, somewhere below which the boundary of acceptable versus 
unacceptable risk must fall.” “…free to use conservative assumptions in 
interpreting the data with respect to carcinogens, risking error on the side of 
overprotection rather than underprotection" (448 U.S. at 655, 656).” “Further 
guidance for the Agency in evaluating significant risk and narrowing the 
million-fold range described in the "Benzene Decision" is provided by an 
examination of occupational risk rates, legislative intent, and the academic 
literature on "acceptable risk" issues. For example, in the high-risk occupations 
of mining and quarrying, the average risk of death from an occupational injury 
or an acute occupationally-related illness over a lifetime of employment (45 
years) is 15.1 per 1,000 workers. The typical occupational risk of deaths for all 
manufacturing industries is 1.98 per 1,000. Typical lifetime occupational risk 
of death in an occupation of relatively low risk, like retail trade, is 0.82 per 
1,000. (These rates are averages derived from 1984-1986 Bureau of Labor 
Statistics data for employers with 11 or more employees, adjusted to 45 years 
of employment, for 50 weeks per year).” [37] 

“Tolerable risk. Risk level below which risks would be regarded as being 
widely acceptable, either because they are irreducible or because they compare 
with other risks routinely accepted (see comparative risk assessment). Some 
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sources distinguish tolerable risk from acceptable risk: the former being 'just 
acceptable' and kept under review.” [36] 

Acceptable risk is the “…type of risk such that the benefits derived by an 
organism, a population, or an ecological system outweigh the adverse effects 
that might affect them as a result of being administered or exposed to a 
particular agent” [9]. 

The determination of this "acceptable" or "tolerable" level of risk may have 
been prescribed before the risk assessment process begins - through societally 
determined acceptable levels of risk in the form of legislative environmental 
quality standards for instance, or industry derived "norms". In this case, risk 
management attempts to analyse which options for action based on the results 
of the risk assessment will produce these pre-determined risk levels. Where no 
acceptable risk standards exist, the risk management process will attempt to 
derive "acceptable" or tolerable risk on a case-by-case basis.” “Decision 
making to determine "acceptable" or "tolerable" risk uses a number of 
approaches. The three major approaches to acceptable risk decisions are 
professional judgment where technical experts devise solutions, bootstrapping 
where historical precedent guides decision making and formal analyses where 
theory-based procedures for modeling problems and calculating the best 
decision are used. [10] 

“Any risk that is currently tolerated is considered to be acceptable” [19]. 

“Defining an acceptable risk level gives meaning to the risk estimate generated 
from the risk assessment. There are few legislative, public policy, and judicial 
guidelines on how to define acceptable risk. Although "safe" has not been 
found to necessarily mean zero risk (State of Ohio v. EPA 997 F.2d 1520, 
1533, D.C. Cir. 1993), the courts have not provided (1) a risk level above 
which risk management action must occur, (2) specific guidance as to what 
might be done to determine whether a risk is acceptable, or (3) workable 
definitions of acceptable, safe risk levels. The EPA currently "endorses" a risk 
range from 10-6 (one in a million) to 10-4 for one's lifetime risk from exposure 
to carcinogens and a hazard quotient of 1.0 for noncarcinogens. As our state 
survey shows, acceptable risk levels across the state regulatory agencies tend 
to mirror EPA guidance [6]. 

“The level of Residual Risk that has been determined to be a reasonable level 
of potential loss/disruption” [21].
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Abstract

Within the past 5-10 years, several approaches and tools have emerged that may be 
useful for evaluating natural and human-made environmental vulnerabilities at 
chemical manufacturing plants, energy plants, transportation networks and other 
critical infrastructure located in heavily populated urban areas and coastal ports and 
harbors. The evaluation of the effectiveness of these approaches and tools in the 
current framework of environmental management is a crucial issue in order to 
verify the appropriateness of available techniques and methods and identify 
possible future needs to address environmental security. At the NATO Advanced 
Research Workshop, “Environmental Security at Ports, Harbors and Coastal Areas” 
held 17-21 April 2005, Thessalonica, Greece, a work group of international risk 
assessment, decision-making, environmental modeling and engineering experts 
from 11 countries explored the current state of different risk assessment and 
management tools and approaches for addressing environmental security in coastal 
ports and harbors. This chapter summarizes the findings of the work group and 
concludes with a summary of technical challenges and recommendations for future 
research.
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1. Introduction 

Environmental security is viewed increasingly by regulatory agencies and 
international organizations as a critical function of government [20]. Increases in 
human population and resource use has placed increasing pressure on natural 
resources, resulting in the destabilization of terrestrial and aquatic ecosystems in 
many parts of the world. Human activities have a direct impact on the environment. 
Excessive exploitation of natural resources due to demographic and economic 
growth has lead to the degradation of water, air and soil, as well as the decline of 
many species of wildlife, and the consequent loss of ecological integrity and the 
ability to support future population growth. 

This degradation becomes obvious especially in highly populated coastal areas, 
which are challenged increasingly by problems connected to releases of municipal 
and/or industrial waste, population growth and industrial and tourism activities.  
Development generates pressures on the ecological, social and economic 
environment and often brings conflicts among different stakeholders with an 
impact to the environment. One of the most serious problems affecting coastal 
areas is the damage resulting from oil and chemical spills. Numerous and frequent 
spills demonstrate the extent of the damage inflicted on the environment when 
large volumes of chemicals or petroleum are released and, in particular, the 
susceptibility of coastal ecology to these spills. Effective strategies for management 
of coastal areas should, therefore, be considered as dynamic and multi-faceted 
processes capable of adapting to ever-changing ecological, social and economic 
pressures [68]. 

The decision-making process in environmental management, and particularly with 
regard to environmental security, is becoming increasingly complex because it 
must balance economic, environmental, human, political and other competing 
variables (Figure 1).  In the absence of a systematic and transparent decision-
making framework that offers clear solutions founded on sound scientific tools and 
approaches, the security of the population and the environment may be jeopardized. 
This chapter aims at presenting different approaches to preserve and/or enhance 
environmental security and understanding of the diversity of tools and applications 
available to address environmental challenges in ports, harbors and coastal areas. 

2. Defining Environmental Security 

Environmental security has been defined by many scientists, governments and 
organizations [17]; however there is not consensus on a single definition among 
them.  Because environmental security has been described by many authors, this 
workgroup opted to reference the literature rather than generate yet another 
definition.  Belluck et al. [4] offer a useful definition, which states that 
“environmental security involves actions that guard against environmental 
degradation in order to preserve or protect human, material, and natural resources 
at scales ranging from global to local.” 
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Figure 1:  Balancing different perspectives and considerations in the decision-making process 
concerning environmental security. 

This definition implies that the reasons for lack of environmental security should be 
explored between the social, economic, and environment parameters of security 
understanding by decision makers. The Belluck et al. [4] definition of 
environmental security (or insecurity) also implies connections between 
individuals, households, communities, regions, nation-states and globally, as well 
as connections across different tiers of ecological order. 

This definition clearly distinguishes environmental security from environmental 
protection; the former addresses the balance between human socioeconomic needs 
and technology and the latter addresses the application of technical solutions to 
preserve a specific level of environmental quality.  For example, sediment, soil and 
water quality criteria embodied in numerous environmental regulations are 
benchmarks intended to protect human health and wildlife from adverse health 
effects; the level of protection afforded by such benchmarks reflects society’s goal 
to preserve or restore a certain level of ecological diversity, public safety and well-
being.

In the same manner, the notion of environmental safety is another component of 
environmental security according to the Belluck et al. [4] definition.  The focus of 
any safety concern (e.g., automobile safety, industrial safety, nuclear safety, public 
safety, etc.,) is on the function of machine equipment and tools, industrial facilities, 
power stations, agricultural areas and procedures for handling resources and waste 
materials in a manner that poses minimal risks to humans and does not negatively 
affect the environment through air, water and soil pollution. 
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3. Challenges to Environmental Security 

Maintaining and enhancing environmental security requires the consideration of 
three elements: (1) understanding of basic human, ecological and environmental 
conditions; (2) predicting the various opportunities whereby security might be 
compromised; and (3) analyzing the range of options to enhance, prevent or 
minimize the contingency for such events to occur. Each of these elements must be 
examined in terms of the pressures imposed by three fundamental environmental 
security challenges: (i) demands on natural resources, (ii) environmental events, 
and (iii) human actions.

The first challenge for environmental security is the maintenance of resources (e.g., 
clean water, land, property, trees and crop viability) in the face of environmental 
changes such as global warming, sea level rise, build up of contaminants, etc., that 
erode both environmental and economic sustainability over time.  These changes 
may be fundamentally human-made, but they are gradual and inexorable. The 
response to this challenge by the governments involves planning for both 
prevention and response and, perhaps, protection of limited resources from 
invasion/threat. Political decisions may involve efforts to prevent or remediate 
environmental problems, or they may involve efforts to protect resources in the 
face of change.  For example, at the same time that international political efforts are 
underway to reduce global warming, efforts in several countries are focused on 
protection of coastal wetlands or mitigation of the effects of rising ocean levels. 

A second environmental security challenge involves protection against the results 
of natural disasters. In such a case, one has to determine the possibility of a number 
of relatively predictable events such as major storms, earthquakes, etc., and protect 
against impacts such as dam breaks, chemical spills, explosions, etc.  The 
forecasting of different possible scenarios is relatively straightforward; 
probabilities of different types of natural disasters are matched to impacts and 
possible outcomes, and then prevention technologies and their costs are considered.  
For the most unlikely scenarios, perhaps prevention is not a choice, but response 
contingencies should be considered (e.g., chemical plants might be moved away 
from storm tracks or faults, but still be built). 

Finally, a third security challenge, which is increasingly viewed as having the 
potential for enormous environmental destruction and social upheaval, are human-
made catastrophes, most notably terrorist attacks.  These challenges are more 
difficult to predict when compared to storms, etc., because people can contrive to 
achieve improbable goals.  Thus, the focus is more on identifying vulnerabilities 
and then figuring out how to prevent or respond to what are typically 
unforeseeable, or unpredictable, incidents.  This third challenge is similar to the 
second type of security challenge, but it may involve an entirely different 
environmental management strategy. 

With each challenge, risk managers identify vulnerabilities, examine the possible 
scenarios, with their associated ecological, social and economic threats, and then 
rank the threats using a severity (hazard) and probability (exposure) model. While 
this paradigm is familiar to practitioners of human health and ecological risk 
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assessment and chemical exposure modeling, we need to expand our vocabulary to 
better embrace concepts of environmental security and the different challenges. 

Each of the three challenges to environmental security may require entirely 
different sets of analysis and decision-making tools.  For example, we may want to 
look for explosive devices in container ships.  At the same time, we may be looking 
for environmental indicators that suggest climate changes or provide other early 
warnings of ecosystem changes. These and other environmental challenges require 
strategies that go beyond the promulgation or refinement of regulations, which deal 
with (a) environmental engineering solutions that seek to optimize input and output 
processes in the areas under stress; and (b) social programs that encourage 
education in environmental issues.  While the former may help to cure local 
problems (and probably would require other resources and costs spending), the 
latter is perhaps more difficult to realize.  Having recognized security challenges, 
there is a need to look at decisions about how to select prevention scenarios. This 
process requires responses to several issues such as: environmental managers 
advocating changes in economic practices; changes in resource use practices; 
building flood defenses; search for terrorists; implementation of technologies to 
reduce carbon emissions, etc. Another important issue is the orientation of 
environmental security in the event of a disaster, i.e., whether it should focus on 
moving populations inland, water desalination and/or environmental cleanup. 

4. Structuring Responses to Environmental Security Challenges 

4.1. INITIAL CONSIDERATIONS 

Elliott [12] has proposed that achievement of successful marine environmental 
management requires fulfillment of six tenets: actions should be environmentally 
sustainable, economically viable, technologically feasible, legislatively permissible, 
achievable administratively and, lastly, socially desirable. That is to say, the 
management of environmental issues at ports such as municipal or industrial 
discharges or dredged material disposal to facilitate navigation should not be 
conducted in an environmentally deleterious manner but, rather, within the context 
of what is socially acceptable.  However, it is increasingly apparent that the last 
tenet is not socially desirable but, instead, socially tolerable; that is, society 
increasingly copes with and tolerates changes achieved by management decisions, 
rather than actively wishing for that change. For example, a new sewage treatment 
plant that increases water charges to users and has few immediate perceptible 
benefits may be tolerated rather than demanded by society. 

In theory, environmental decision-making to ensure environmental security should 
be performed through a systematic, transparent, logical and rational approach.  In 
public decision-making processes, scientific or technical evaluations are often 
interspersed with political or risk management policy decisions that may confuse 
outside observers and result in a loss of trust and credibility. For rational 
individuals, decisions are based on the expected utility of a course of action. When 
rationality is extended to groups, three questions must be asked: (a) are group 
preferences consistent? (b) are the trade-offs constant?; and (c) are policy and 
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technical issues clearly distinguished from one another and the final decision 
logical and supportable? 

Environmental security problems involve shared resources, multiple perspectives, 
and group decision-making processes.  The complexity of environmental systems 
and the uncertainty associated with estimates of risks, costs, benefits, and the goals, 
values, beliefs and objectives of different stakeholder groups make environmental 
decision-making particularly challenging. Problem solving without any 
methodology may distort the final results. Without the help of tools, the decisions 
tend to focus on a small subset of criteria, fixed opinions, insufficient information, 
miscalculated uncertainties and distorted motivations [62; 53]. 

4.2. RECOGNIZING STAKEHOLDERS AND DIFFERENT POINTS  
OF VIEW 

Environmental impacts depend on stakeholders’ points of view. The stakeholders 
consist of all the different people associated with the planning and decision 
process. In some cases, citizens should also be considered among the stakeholders 
since they bear the main consequences of environmental impacts from several 
activities. Especially in cases where there is opposition by the public opinion to 
specific decisions, which are assumed to have an environmental impact, the 
importance of including them among the stakeholders is obvious. At the outset, it is 
important to identify all stakeholders and explicitly determine who should 
participate in the planning process, in which phases, and to what extent. The 
stakeholders can be classified into standard stakeholders and interested groups. 
Standard stakeholders are those who have the legitimate responsibility to 
participate in the process. Standard stakeholders include the decision-makers, 
experts, and planners & analysts responsible for preparations and managing the 
process.

Special interested groups are often most active stakeholders.  Interested groups 
typically include political parties, civil organizations or residents of a potentially 
impacted area.  The interested groups have individual points of view for evaluating 
potential alternatives and often have different relational systems of preference [55; 
2].  Depending on their interests, the groups will stand up for different alternatives 
and objectives, thus creating competition and conflicts based on misunderstanding, 
opposing interests or different social values [28; 3]. Interested groups add a 
sociopolitical dimension in the sense that those views and alternatives they find 
important must be taken into account when the actual decision is made. 

Many tools exist for mapping stakeholder typologies [14; 60; 5; 46; 51]. For 
example, according to Susskind and Martin, stakeholders can be recognized as: 

1. Boosters who see the issue as essential to their survival. 

2. Friends to whom the issue is important, but not essential for survival. 

3. Guardians who, in principle, are neutral and easily switch between points of 
view.
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4. Nonparticipants who are totally uninterested or feel they have no power to 
influence decision-making. 

5. Hostiles who have erroneous perceptions, and/or exhibit inconsistent behavior 
or fragile loyalty and often unknowingly act against their own interests. 

6. Preservationists who will oppose all alternatives and favor, instead, the so-
called zero alternative by rejecting problems and their solution. 

Various techniques have been proposed for determining these points of view.  Roy 
[57] assumes different points of view will emerge after thorough analysis of 
various consequences, taking into account the cultural background of the 
stakeholders involved. Hammond et al. [19] advocate an even-swap methodology 
for identifying stakeholders and their points of view and then making trade-offs 
among a range of objectives across a range of alternatives and possible impacts. 

4.3. FORMULATING PROBLEM STATEMENTS 

Environmental challenges can be classified into two categories, discrete and 
continuous.  Continuous environmental challenges such as providing clean water, 
electricity or waste disposal require diligent and never-ending planning activities 
and decisions.  Continuous challenges generally pose a numerous number of 
alternatives that change as population and resource demands change. In contrast, 
discrete environmental challenges are typically associated with unexpected or 
catastrophic events such as natural disasters and accidental chemical or oil spills. 
Discrete challenges generally pose a finite set of response alternatives, each having 
somewhat predictable outcomes. 

In practice, one way of approaching continuous challenges is to discretize them 
before analysis. This can typically be implemented by multi-objective optimization 
[61; 45]. By doing so, goals and accomplishments can be recognized by 
stakeholders, despite the obvious need to periodically revise the same challenge in 
response to added pressures or changes. The application of the concept of adaptive 
management is suited well to addressing continuous environmental challenges      
[8, 9]. 

A common problem in decision-making is that decision makers are often unclear 
about their objectives. Multi-faceted issues such as environmental security 
exacerbate the decision-making process even more. Discrete multi-criteria decision 
problems are formulated in terms of a finite set of alternatives that are evaluated in 
terms of multiple criteria. The criteria provide numerical measures for all relevant 
impacts of different alternatives. The relevance of different impacts will depend on 
the stakeholders’ points of view; thus, it is necessary to define precisely how each 
criterion and impact is measured. 

Roy [57] presents a reasonable stepwise approach to resolving discrete multi-
criteria decision problems, involving problem formulation or definition, choosing 
one or a small set of most-favorable alternatives, ranking the alternatives according 
to a defined set of preferences or requirements, and sorting of the preferred 
alternatives into pre-defined categories based on one or more likely outcomes such 
as costs, environmental impact and short- or long-term consequences. The process 
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begins with the definition of objectives and the formulation of problem statements.  
What are we protecting? What challenges are we protecting against, and at what 
spatial and temporal scales? Which actions and events are controllable; which are 
not? Are we developing preventions, tracking changes, or selecting responses? 

4.4. DEFINING ALTERNATIVES 

An alternative is the object of a decision, and it may include proposing a plan of 
action in the problem. For example, an alternative may consist of a particular way 
to construct a harbor, maintain a navigation channel or certain actions to improve 
safety. An alternative is not necessarily a physical activity; it can also be a 
particular management activity or a strategic plan. 

The number of alternatives is highly situation dependent.  In principle the number 
of potential alternatives is infinite, but the decision-making process requires the 
formation of a finite number of distinct alternatives.  This set of alternatives may 
grow or shrink as a result of better understanding of the problem. It is often also 
possible to form new alternatives by combining the best parts from existing 
alternatives.

4.5. IDENTIFYING POTENTIAL ENVIRONMENTAL IMPACTS 

Common environmental impacts associated with environmental security challenges 
include impacts on the soil, ground water, surface water, regional air quality, 
atmosphere, local flora and fauna, biodiversity and the landscape. Besides these 
environmental impacts, there are impacts related to the economy, employment, 
attainability and valuation of different areas, use of energy, services, safety and 
human health. Direct impacts on the physical and biological environment often 
indirectly generate significant social impacts, which can be classified into 
demographic changes, institutional conditions, community/area infrastructure, 
impacts on life-style, impacts on attitudes and conflicts between different social 
groups.

Impacts can be classified according to their temporal, spatial and regulatory 
properties. Temporal impacts can be classified as unique, recurrent or continuous. 
Continuous and recurrent impacts can be either short or long term. Spatially, 
impacts can be classified as local, regional, national, international or global. 
Impacts may be formally regulated or not regulated at all. For unregulated impacts, 
it should be decided how the temporal and spatial differences are taken into 
consideration [18; 6].  Finally, impacts may be classified as marginal or significant. 

Four main approaches have been suggested to assist in the identification of 
environmental impacts: map overlays, impact checklists, impact matrices and 
cause-effect networks [26]. The impact matrices and cause-effect networks identify 
environmental impacts by establishing the important causal links between the 
source and the target of each possible impact associated with a particular problem 
or concern. 

Environmental impacts can also be identified by remote sensing techniques. Such 
techniques are more and more implemented for many environmental problems, 
ranging from solid waste disposal to fire protection of forests.  Remote sensing has 
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the potential to prevail among the various techniques for identifying environmental 
problems on the ground. There are numerous applications at all levels (local, 
regional, national, and international) based on satellite images and aerial photos 
that present impacts of several pressures to the environment, either generated by 
man or nature (e.g. the Institute for Environmental Security, 
http://www.envirosecurity.net/index.php).

5. Approaches for Evaluating Environmental Security Challenges 

Assuming that planning, prevention and response are the three critical aspects of 
environmental security in ports, harbors and coastal areas, according to Wenning et 
al. [66], the first step towards ensuring, maintaining or enhancing environmental 
security addresses the selection of appropriate assessment tools. Assessment tools 
should be capable of evaluating baseline, or current, environmental conditions and 
should be based on empirical data developed from information on current resource 
(biological, land, air and water) demands, population or economic requirements, 
industrial operations and environmental monitoring. The same, or different, set of 
assessment tools such as environmental models (e.g., air and hydrologic), economic 
models (e.g., cost-benefit, economy or facility growth and expansion) and 
ecological models should be capable of predicting future changes and challenges. 
Other considerations include assumptions and availability of information needed to 
develop different environmental models, as well as the costs required to undertake 
appropriately detailed and realistic risk analysis and any investments necessary to 
reduce uncertainties. 

5.1. QUANTITATIVE RISK ASSESSMENT 

Quantitative environmental risk assessment has evolved over the past 50 years 
from analysis of baseline ecological conditions and threats to wildlife and human 
health posed by chemical releases or oil spills to include comparative risk analysis 
of different remedy options for environmental cleanup at contaminated sites [52; 
11; 66].  Risk assessment is used increasingly in the U.S. and other countries to 
evaluate the life cycle of new chemical substances and to weigh the net risks, costs 
and benefits to the environment associated with different environmental 
management strategies [40; 25; 29].  This evolution coincides with rapidly 
expanding knowledge of chemical environmental fate, ecology, geochemistry, 
human and wildlife toxicology and exposure modeling [48].

More recently, the application of environmental risk assessment as a predictive tool 
has further expanded in the U.S. and elsewhere to include analysis of 
environmental disaster scenarios at chemical manufacturing plants and in heavily 
populated urban areas and coastal ports and harbors where commercial shipping 
activities, power plants and chemical or petroleum transfer and storage facilities 
may be vulnerable to accidents or terrorism [20; 21; 69]. The assessment begins 
with a vulnerability assessment, comparable to the problem formulation step in 
U.S. ecological risk assessment, and serves as the foundation for all environmental 
security initiatives [64; 63; 1]. Risk assessment is increasingly viewed as an 
important tool for determining or ranking what should be protected, the likelihood 
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of different types of threats, the probable health and environmental consequences 
of different threat outcomes, and how best to protect sensitive areas and to 
minimize damages [67]. 

Environmental risk assessment applied to environmental security and disaster 
decision-making and prevention planning has three components [67].  The first 
component involves the development of a baseline understanding of current 
environmental (air, soil, surface water, sediment and ecology) conditions. The 
information developed from environmental and ecology surveys can be used to 
evaluate and prioritize the seriousness of different environmental security 
challenges.  The second component involves quantitative prediction with a high 
degree of confidence of the range of possible environmental impacts and the 
potential human health and ecological threats posed by different scenarios. The 
nature of this work itself poses a security challenge because of the potential 
sensitivity of the information that must be compiled and evaluated. 

Another, and perhaps equally important, component that must be addressed is the 
use of the information and risk predictions generated by environmental risk 
assessment, cost-benefit analysis, multi-criteria decision analysis and other tools to 
describe the outcome of different possible environmental scenarios. A detailed 
chemical environmental fate and exposure risk analysis, along with careful 
uncertainty analysis of the factors used to predict spatial and temporal scales of the 
consequences, is needed to evaluate appropriate response actions and probabilities 
for successful prevention or mitigation. The results of a comprehensive 
environmental risk analysis must inform decision-makers on the prioritization of 
different disaster prevention/response action plans and the associated capital 
investments needed to minimize or prevent scenarios that are most or least likely to 
adversely impact the social, economic and environment functions. 

5.2. MULTI-CRITERIA DECISION ANALYSIS (MCDA) 

Multi-criteria decision analysis (often referred to as MCDA) tools can be classified 
into three main types of decision models.  These are: 

1. Value or utility function based methods such as Multi Attribute Utility Theory 
(MAUT); SMART; and, Analytic Hierarchy Process (AHP) [58]; MACBETH 
[13].

2. Stochastic Multi-criteria Acceptability Analysis methods such as SMAA [30]; 
SMAA-2 [32]; and, SMAA-O [45]. 

3. Outranking methods such as ELECTRE II [56]; ELECTRE III; ELECTRE IV 
[54]; PROMETHEE I and II methods; SMAA-3 [22]; and, SMAA-TRI. 

Cost-benefit analysis (CBA) could also be classified as a multi-criteria method, but 
the philosophy is different; CBA is based on monetizing all causes and impacts, 
while MCDA methods acknowledge that decision criteria are incommensurate. 

SMAA methods have been developed for discrete multi-criteria problems, where 
criteria data is uncertain, inaccurate or difficult to obtain accurate or weighted 
information [59]. In SMAA, uncertain or inaccurate criteria measurements are 
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represented (as in MAUT) through probability distributions. In addition, partial or 
missing preference (weight) information can be modeled through probability 
distributions. This makes it easy to model, for example, mixed ordinal and cardinal 
criteria and preference information. 

SMAA methods are based on exploring the weight space in order to describe the 
preferences that would make each alternative the most preferred one, or that would 
give a certain rank for a specific alternative. In the original SMAA method [30] the 
weight space analysis is performed based on an additive utility or value function 
and stochastic criteria data. The SMAA-2 method [28] generalizes the analysis to a 
utility or value function to include various kinds of preference information and to 
consider holistically all ranks. The SMAA-3 method [29] is based on so-called 
pseudocriteria similar to that used in the ELECTRE III decision-aid [65; 44]. The 
SMAA-O method [36] extends SMAA-2 for treating mixed ordinal and cardinal 
criteria in a comparable manner. The multivariate Gaussian distribution was first 
applied in conjunction to SMAA in [39]. Applications of different SMAA methods 
are described in detail elsewhere [59; 22; 23; 24; 31; 33; 27; 43]. 

6. Implementing Environmental Security Measures 

In addition to assessment and decision analysis tools, another set of tools are 
needed to implement the concepts and decisions gained from security vulnerability 
assessments, environmental monitoring and understanding of stakeholder 
perspectives, regulatory requirements and industrial and economic goals. Different 
kinds of security technologies are needed according to different monitoring or 
control purposes and their application phase (i.e. steady state monitoring or 
emergency case control). 

In order to meet the different requirements of the specific applications there are 
mobile, ground, marine or aerial tools such as sensors, vehicles, single or network 
(both manned and unmanned). At present, the state-of-technology has made 
unmanned survelliance equipment and vehicles remotely radio-controlled or 
predefined path capable much more affordable and cost-effective than in the past.  
A summary of tools is presented in Table 1. 

A combination of different kinds of sensors and/or vehicles can be recommended 
according to the specific mission requirements. The hardware configuration of 
tools for monitoring and control process has a significant impact on the cost 
effectiveness of various options. The selection of the most appropriate solution 
(e.g., fixed or mobile sensors installed on board of vehicles, as well as type of 
vehicle) will come from the analysis of various security requirements and surveys 
of stakeholder/authority needs. 
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Table 1: Available tools and their features to support environmental security measures. 

Tools Features 

Artificial Satellites Extended monitored area; predefined survey paths; no environmental 
impacts.

Manned airplanes High mission flexibility; large monitored area both on ground and sea; 
capability for active action (not just monitoring); hovering capability; 
highest cost; capable of collecting samples; low/medium visual impact; 
high acoustic impact 

Ultralight manned 
aircraft

High mission flexibility; large monitored area both on ground and sea; low 
cost; no sampling capability; low/medium visual impact; medium/high 
acoustic impact 

Micro UAVs Large monitored area (with autonomous flight capability) both on ground 
and sea; lowest cost; medium mission flexibility; no sampling capability; 
low visual impact; low/ medium acoustic impact 

Micro UAVs – rotary 
wing

Large monitored area (with autonomous flight capability) both on ground 
and sea; hovering capability; medium/high cost; medium mission 
flexibility; medium visual impact; medium/high acoustic impact 

Manned boats High mission flexibility; medium monitored area on water; capability for 
active action (not just monitoring) and sampling; high cost; visual impact 

Unmanned Ship 
Vehicles

Medium monitored area (with autonomous navigation capability) on sea; 
capable of sampling; lowest cost; medium mission flexibility; low visual 
impact

Unmanned Airships Large monitored area (with autonomous flight capability) both on ground 
and sea; lowest cost; hovering capability; medium mission flexibility; no 
sampling capability; visual impact 

Fixed balloons Medium/small monitored area both on ground and sea; lowest cost; low 
mission flexibility; no sampling capability; visual impact 

7. Key Challenges and Future Research Needs 

Societies that engage their citizens in technical discussions concerning environ-
mental security require a realistic, robust and systematic way to hold such 
discussions. Risk assessment, MCDA and similar assessment and decision-making 
tools provide a suitable framework for conducting these discussions in a logical and 
fair manner. MCDA and similar decision tools allow for the simultaneous 
discussion of technical and values-based issues. While the human intellect can 
perform this function as part of an individual decision-making process, addressing 
environmental security challenges is not well suited to multi-stakeholder decision-
making. Consequently, MCDA and similar decision tools are needed to provide the 
framework and structure to organize the broad range of environmental, economic 
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and social information and to conduct societal discussions of complex issues in a 
transparent and organized manner.

Environmental security is a complex subject because of the varied interactions 
between human activities and the environment, the dynamic nature of 
environmental problems in coastal areas, the seemingly inconsistent nature of 
environmental data and societal demands and concerns and the economic 
implications of preventing or responding to security threats.  These and other 
aspects of environmental security are sources of risk that define the appropriateness 
of different methods and tools available to manage the health and well-being of 
human populations and the integrity of the environment. 

In this context, the consideration of different approaches initially suggests that 
quantitative risk assessment and MCDA models are appropriate to evaluating and 
understanding environmental security challenges.  Future research is needed to 
introduce other methods to this field. A critical concern of this research should be 
the application and integration of both numerical and non-numerical data into a 
sound and acceptable background for decision makers who, often, base their 
approaches on non-quantitative and non-scientifically methods of decision-making. 
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Abstract

“Wicked” problems emerge from the cross-disciplinary and multi-objective reality 
of current environmental challenges.  Significant ecological risks and their 
uncertainty combine with conflicting stakeholder objectives and values to create a 
need for systematic risk and decision integration methods.  Comparative Risk 
Assessment and Multi-Criteria Decision Analysis provide useful methods for 
integrating these diverse, decision-relevant factors.  A typical wicked problem is 
realized in the combination of risk and decision factors within contaminated 
sediment challenges, such as those found in New York/New Jersey Harbor.  In a 
larger context, we identify three essential decision ingredients, People, Process and 
Tools that should be carefully considered before prematurely embarking on a 
decision path. 

1. Introduction 

In the past, environmental managers worked primarily within a technical context, 
which simplified most complex challenges into simple, tamable objectives.  Single 
objective problems of the past, such as flood control, have become complicated by 
multiple objectives and conflicting societal values [19].  The selection of 
alternatives that include significant ecological risks and uncertainties coupled with 
divergent stakeholder goals dominates resource managers’ time and energy. 
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Figure 1:  Project complexity in its three forms (Institutional, Social and Technical) can cause wasted 
energy, time and money in addressing wicked problems (adapted from Conklin [6]). 

“Wicked” problems [21] stem from the cross-disciplinary and multiple objective 
nature of problems.  This complex interaction of social, technical and 
environmental forces at different time and spatial scales was enigmatic enough to 
inspire the creation of a new word, Panarchy [9; 10] in an attempt to understand its 
effect on environmental management.  Figure 1 stylizes the complexities that can 
draw a project into downward spirals of wasted energy, time and money (adapted 
from Conklin [6]).  Seemingly endless institutional, technical or social iterations 
can occur when participants keep deciding that more planning, data collection or 
stakeholder meetings will somehow provide the project with enough inertia to 
break the impasse.  In reality, projects devolve into chaos as the social, technical 
and institutional complexities become gridlocked: stakeholders who can’t see how 
their values were taken into account litigate in the courts; scientists who are 
dissatisfied that their science wasn’t used to aid in the decision complain about the 
management; and institutional managers who cannot understand each others 
perspectives withhold permissions or resources.  A simplified solution to the 
problem is shown in Figure 2.  All the social, technical and institutional 
perspectives are still present but are seen as important ingredients within the overall 
decision methodology.  Environmental decision-makers are realizing that solutions 
to modern problems cannot simultaneously minimize risk and uncertainty while 
maximizing acceptability to all stakeholders.
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Figure 2 : Successful complex project navigation means using the three decision factors productively to 
address challenges. 

One of the more confounding aspects of wicked problems is the inherent risk and 
uncertainty within our understanding of the system and proposed management 
alternatives.  Risk is usually defined as the probability of an undesired event [23].  
Within this definition, ecological risk describes potential effects to an ecosystem as 
a whole or a on a population within an ecosystem.  Exposure and effects are the 
primary factors for describing what could happen to an organism or population 
under risk.  Exposure describes the probability of encountering stress while the 
effect describes the impact resulting from that encounter.  Uncertainty permeates 
throughout the concept of risk, reflecting both ignorance of ecosystem components 
and the variability of temporal, spatial and population heterogeneity [25].

In order to successfully manage the wide range of ecosystem and risk information, 
multi-criteria decision analysis (MCDA) provides a useful approach to create 
structured and defendable decisions [12; 11; 4; 8].  This paper reviews the role of 
risk analysis and decision analysis in addressing the complex environmental 
problems.  In addition, an example case study from decision and risk analysis 
research in contaminated sediment management in the New York/New Jersey 
Harbor is included to highlight recent research applications. 
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2. Environmental Risk, Comparing Risks and Uncertainty 

An important first step in risk analysis developing a hypothesis about a how a 
system works through the construction of a conceptual site model (CSM), as 
illustrated in Figure 3.

Figure 3: An example Conceptual Site Model along with assessment and measurement endpoints for 
Comparative Risk Analysis. 

The CSM shows how the various physical, chemical and biological factors interact 
to produce risk to specific receptors.  The CSM diagrams should point to various 
“endpoints” of interest that should be protected or restored.  In addition, it should 
point to what “assessment endpoints” will be used to measure and present 
“evidence” to risk assessors for use in determining whether significant risks exist. 

In translating the CSM and its various endpoints into a systematic risk assessment 
requires an approach that uses “lines of evidence” as a generic approach for 
addressing uncertainty [17].  The purpose of Comparative Risk Assessment (CRA) 
is to gather these multiple lines of evidence into a systematic analysis of risk, costs 
and benefits.  Defining CRA as the “younger sub-topic of a still maturing discipline 
of environmental risk analysis”, Cura et al. [5] provides a useful review of varying 
definitions of CRA along with a summary describing the debate on how or whether 
non-expert valuation should be included.  The regulatory nature of risk and its use 
in risk assessments creates a formalized and somewhat rigid structure for defining 
and calculating risk. Challenges abound in the risk assessment field in that 
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controlled laboratory tests or limited field investigations must somehow describe 
complex ecosystem processes and their potential threat to humans and ecosystems 
[2].

Risk assessments are conducted under various levels of uncertainty and ecosystem 
variability, both of which must be addressed and managed to an acceptable level.  
Vorhees et al. [25] provide a systematic methodology for identifying and 
addressing uncertainty applied to dredged material assessment.  Uncertainty is 
described in two ways: lack of knowledge and/or variability (including temporal or 
spatial heterogeneity).  The USEPA [24] describes three sources of uncertainty: the 
inability to specify or characterize a problem (scenario uncertainty); the 
simplification imposed by representing real world relationships in terms of 
mathematical relationships (model uncertainty); and the lack of knowledge about 
the actual value of system factors (parameter uncertainty).  Once identified, areas 
of uncertainty can be assessed to estimate both their magnitude and the relative 
ease their mitigation.  The primary result is the systematic description and 
identification of the most critical areas and their potential impact on the results of 
the risk assessment. 

3. Multi-Criteria Decision Analysis: Tools for Wicked Problem Analysis 

Contaminated sediment management, along with its human and ecological risk 
challenges, presents an example wicked problem that combines risk assessment and 
uncertainty with a need for systematic decision analysis.  A useful example is 
presented by contaminated sediment management issues within the greater New 
York/New Jersey (NY/NJ) Harbor area [26].  Several million cubic meters of 
sediments must be dredged each year to maintain navigation channels for harbor 
access.  Due to long-term human use of the harbor area, significant contaminant 
concentrations have been recorded in certain areas.   Additional challenges in 
sediment management have been created by the limitation of ocean disposal to only 
clean sediments and plans for deepening of existing channels to allow increased 
access of larger, transport vessels.  Additional sediment management options, along 
with their associated risk and decision analysis, are required for contaminated 
sediments within the NY/NJ harbor area and need to be systematically explored for 
cost-efficient risk reduction.  A screening level, comparative risk assessment [13] 
was developed for generalized areas within NY/NJ harbor.  Eight sediment 
management alternatives (including no-action) were assessed according their 
potential performance in minimizing human health and ecological risks, as 
represented by six risk-focused criteria.  The decision criteria were selected to 
represent the most important pathways derived from conceptual site models using 
each sediment management alternative.  Kane-Driscoll et al. [13] provided 
quantitative estimates for these criteria with the resulting data are used to 
parameterize the table depicted in Figure 4.  Figure 4 shows the eight dredged 
material remediation choices along with the four generalized criteria categories 
(cost, public acceptability, human health, and ecological health) and the seven more 
detailed sub-criteria that are established to aid decision-makers in judging the 
relative strengths of the alternatives.
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Figure 4 . NY/NJ Harbor: an example decision structure with criteria and decision table. 

To evaluate ecological risk, two criteria are selected.  The number of complete 
ecological exposure pathways describes the number of uninterrupted source-to-
ecological-endpoint paths that occur when using that alternative (as derived from 
conceptual site models).  The maximum calculated hazard quotient describes 
largest ratio of chemical intake to a reference level from the alternative.  To 
evaluate human health risk, two similar criteria are selected.   The number of 
complete human exposure pathways describes the amount of uninterrupted source-
to-human-endpoint paths.  The maximum cancer risk calculated is the highest 
estimated cancer risk when using that alternative.  The cost in dollars per cubic 
yard of sediment is used as a cost criterion.  The footprint of the remediation 
alternative is the acres of land required to manage the sediment.

A table that contains each alternative’s score in relation to each criterion is usually 
the final product of a Comparative Risk Analysis.  The projects are then evaluated 
either by qualitatively comparing the alternatives scores on different criteria or by 
quantitatively aggregating criterion scores for each project and comparing the 
aggregate scores.  Table 1 shows a summary of steps used to decide among options 
using an ad hoc approach to decision-making, Comparative Risk Analysis and 
Multi-Criteria Decision Analysis (MCDA) methods.  Within both ad hoc and CRA 
methods, it can be unclear how to combine criteria to arrive at a ranking of project 
alternatives.
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Table 1: A comparison of decision processes for ad hoc decision-making, comparative risk assessment, and multi-criteria decision analysis. 

Elements of

Decision Process 

Ad Hoc Decision-Making Comparative Risk Assessment Multi-Criteria Decision Analysis 

Define problems  Stakeholder input limited or non-
existent.  Therefore, stakeholder 
concerns may not be addressed by 
alternatives.

Stakeholder input collected after the 
problem is defined by decision-makers and 
experts.   Problem definition is possibly 
refined based on stakeholder input. 

Stakeholder input incorporated at beginning of 
problem formulation stage.  Often provides 
higher stakeholder agreement on problem 
definition.  Thus, proposed solutions have a 
better chance at satisfying all stakeholders. 

Generate alternatives Alternatives are chosen by 
decision-maker usually from pre-
existing choices with some expert 
input.

Alternatives are generated through formal 
involvement of experts in more site-specific 
manner. 

Alternatives are generated through 
involvement of all stakeholders including 
experts.  Involvement of all stakeholders 
increases likelihood of novel alternative 
generation. 

Formulate criteria by 
which to judge 
alternatives

Criteria by which to judge 
alternatives are often not explicitly 
considered and defined. 

Criteria and subcriteria are often defined. Criteria and subcriteria hierarchies are 
developed based on expert and stakeholder 
judgment.

Gather value judgments 
on relative importance of 
criteria

Non-quantitative criteria valuation 
weighted by decision maker 

Quantitative criteria weights are sometimes 
formulated by the decision maker, but in a 
poorly justified manner. 

Quantitative criteria weights are obtained from 
decision makers and stakeholders. 

Rank/select final 
alternatives

Alternative often chosen based on 
implicit weights in an opaque 
manner.

Alternative chosen by aggregation of 
criteria scores through weight of evidence 
discussions or qualitative considerations. 

Alternative chosen by systematic, well-defined 
algorithms using criteria scores and weights. 
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MCDA methods and tools can provide a systematic approach for integrating risk 
levels, uncertainty and valuation for differing criteria.  A detailed analysis of the 
theoretical foundations of these decision methods and their comparative strengths 
and weaknesses is presented in Belton and Steward [1] while reviews of MCDA 
applications in various environmental areas is presented by Kiker et al. [15].  The 
common purpose of MCDA methods is to evaluate and choose among alternatives 
based on multiple criteria using systematic analysis that overcomes the limitations 
of unstructured individual or group decision-making.  While the basic organization 
of criteria and alternatives is similar in most MCDA approaches, the methods differ 
in their synthesis of the information and strategy in ranking the alternatives by 
different means.

Table 2 summarizes three MCDA methods [20; 16] and describes their similarities 
and differences.  Multi-attribute utility theory (MAUT) and the analytical hierarchy 
process (AHP) use optimization algorithms, whereas Outranking eschews 
optimization in favor of a dominance approach.  The optimization approach 
employs numerical scores to communicate the merit of each option on a single 
scale.  Scores are developed from the performance of alternatives with respect to 
individual criteria and then aggregated into an overall score.  Individual scores may 
be simply summed or averaged, or a weighting mechanism can be used to favor 
some criteria more heavily than others.  The goal of MAUT is to find a simple 
expression for the net benefits of a decision.  Through the use of utility or value 
functions, the MAUT method transforms diverse criteria, such as those shown in 
Figure 5, into one common scale of utility or value.  MAUT relies on the 
assumptions that the decision-maker is rational (preferring more utility to less 
utility, for example), that the decision-maker has perfect knowledge, and that the 
decision-maker is consistent in his judgments.  The goal of decision-makers in this 
process is to maximize utility or value.  Because poor scores on criteria can be 
compensated by higher scores on other criteria, MAUT is part of a group of MCDA 
techniques known as “compensatory” methods. 

Similar to MAUT, AHP aggregates various facets of the decision problem using a 
single optimization function known as the objective function.  The goal of AHP is 
to select the alternative that results in the greatest value of the objective function.  
Like MAUT, AHP is a compensatory optimization approach.  However, AHP uses 
a quantitative comparison method that is based on pair-wise comparisons of 
decision criteria, rather than utility and weighting functions.  All individual criteria 
must be paired against all others and the results compiled in matrix form.  For 
example, in examining the choices in the remediation of contaminated sediments, 
the AHP method would require the decision-maker to answer questions such as, 
“With respect to the selection of a sediment alternative, which is more important, 
public acceptability or cost?” The user uses a numerical scale to compare the 
choices and the AHP method moves systematically through all pair-wise 
comparisons of criteria and alternatives.  The AHP technique thus relies on the 
supposition that humans are more capable of making relative judgments than 
absolute judgments.  Consequently, the rationality assumption in AHP is less rigid 
than in MAUT.
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Table 2: Comparison of critical elements, strengths and weaknesses of several MCDA methods:  MAUT, AHP, and outranking [20; 16].

Method Important Elements Strengths Weaknesses 

Multi-

attribute

utility

theory

Expression of overall performance of an alternative 
in a single, non-monetary number representing the 
utility of that alternative

Criteria weights often obtained by directly 
surveying stakeholders 

Easier to compare alternatives whose 
overall scores are expressed as single 
numbers 

Choice of an alternative can be 
transparent if highest scoring alternative 
is chosen 

Theoretically sound — based on 
utilitarian philosophy 

Many people prefer to express net utility 
in non-monetary terms 

Maximization of utility may not be important to 
decision makers 

Criteria weights obtained through less rigorous 
stakeholder surveys may not accurately reflect 
stakeholders’ true preferences 

Rigorous stakeholder preference elicitations are 
expensive 

Analytical

hierarchy

process 

Criteria weights and scores are based on pairwise 
comparisons of criteria and alternatives, respectively 

Surveying pairwise comparisons is easy 
to implement 

The weights obtained from pairwise comparison are 
strongly criticized for not reflecting people’s true 
preferences 

Mathematical procedures can yield illogical results.
For example, rankings developed through AHP are 
sometimes not transitive 

Outranking One option outranks another if : 

“it outperforms the other on enough criteria of 
sufficient importance (as reflected by the sum of 
criteria weights)” and

it “is not outperformed by the other in the sense of 
recording a significantly inferior performance on 
any one criterion” [20] 

Allows options to be classified as “incomparable” 

Does not require the reduction of all 
criteria to a single unit 

Explicit consideration of the possibility 
that very poor performance on a single 
criterion may eliminate an alternative 
from consideration, even if that 
criterion’s performance is compensated 
for by very good performance on other 
criteria

Does not always take into account whether over-
performance on one criterion can make up for under-
performance on another 

The algorithms used in outranking are often relatively 
complex and not well understood by decision makers 
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Unlike MAUT and AHP, outranking is based on the principle that one alternative 
may have a degree of dominance over another [14].  Dominance occurs when one 
option performs better than another on at least one criterion and no worse than the 
other on all criteria [20].  However, outranking techniques do not presuppose that a 
single best alternative can be identified.  Outranking models compare the 
performance of two (or more) alternatives at a time, initially in terms of each 
criterion, to identify the extent to which a preference for one over the other can be 
asserted.  Outranking techniques then aggregate the preference information across 
all relevant criteria and seek to establish the strength of evidence favoring selection 
of one alternative over another.  For example, an outranking technique may entail 
favoring the alternative that performs the best on the greatest number of criteria.  
Thus, outranking techniques allow inferior performance on some criteria to be 
compensated by superior performance on others.  They do not necessarily, 
however, take into account the magnitude of relative underperformance in a 
criterion versus the magnitude of over-performance in another criterion.  Therefore, 
outranking models are known as “partially compensatory.”  Outranking techniques 
are most appropriate when criteria metrics are not easily aggregated, measurement 
scales vary over wide ranges, and units are incommensurate or incomparable [22].

3.1. ESSENTIAL DECISION ANALYSIS INGREDIENTS - PEOPLE, 
PROCESS AND TOOLS 

While Comparative Risk Analysis and Multi-Criteria Decision Analysis are useful 
tools to contextualize risks and then place them into a functional decision structure, 
they still must fit into an even larger picture of decisions as seen in Figure 5 [15].  
In the author’s experience, successful environmental decision-making in complex 
settings depends on the integration of three key ingredients within the process: 
People, Process and Tools.  All are essential for structured and defendable 
decisions.

Having an appropriate combination of People is the first essential element to the 
overall decision process.  Different people have different roles and interests within 
a decision.  The activity/involvement levels of three example groups of people 
(decision-makers, scientists/engineers and stakeholders) are symbolized by dark 
lines for direct involvement and dotted lines for less-direct involvement.  While the 
actual membership and the function of these three base groups may intersect or 
vary, the roles of each are essential in gathering useful human input to the decision 
process.  Each group has its own way of viewing the world, its own method of 
envisioning solutions and its own societal responsibility.  Policy/Decision-Makers 
may spend most of their effort in defining the problem context and the overall 
constraints to the decision.  In addition, they may have responsibility for the 
selection of the final decision and its implementation.  Stakeholders may provide 
significant input to defining the problem but have a high degree of interaction in 
helping to formulate success criteria and contributing value judgments for 
weighting the various success criteria.  Depending on the problem and regulatory 
context, stakeholders may have some responsibility in ranking and selecting the 
final option.  Scientists and engineers often have a focused role in that they provide 
the measurements or estimations of the desired criteria that determine the success 
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of various alternatives.  While they may take a secondary role as stakeholders or 
decision-makers, their primary role is to provide the technical details as requested 
by the decision process.

Figure 5 places Process in the center of the overall decision process.

Figure 5: Essential decision ingredients: People, Process and Tools.

While it is reasonable to expect that the decision-making process may vary in 
specific details among regulatory programs or project types, emphasis should be 
given to designing an adaptable structure so that participants can modify aspects of 
the project to suit local concerns, while still producing a structure that provides the 
required outputs.  The process depicted in Figure 5 follows two basic themes, (1) 
generating management alternatives, success criteria and value judgments and (2) 
ranking the alternatives by applying the criteria levels and value-weights.

The first part of the process generates and defines choices, success levels and 
preferences.  The second part methodically prunes non-feasible alternatives by 
initially applying screening mechanisms (for example, overall cost, technical 
feasibility, general societal acceptance) followed by more detailed ranking of the 
remaining options by decision analytical techniques (AHP, MAUT, Outranking) 
that utilize the various criteria levels generated by environmental tools, monitoring 
or stakeholder surveys.  The process is iterative and can be repeated as warranted 
by the needs of the decision makers or stakeholders.

The Tools used within group decision-making and scientific research are essential 
elements of the overall decision process.  As with People, the applicability of the 
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tools is symbolized by solid lines (direct/high utility) and dotted lines (indirect 
utility).  Decision analysis tools help to generate and map preferences of 
stakeholder groups as well as individual value judgments into organized structures 
that can be generated through use of methodologies such as Soft Systems 
Methodology [3] and Collaborative Learning [7] linked with the other technical 
tools from risk analysis, modeling/monitoring, and cost estimations.  The decision 
analysis software also provide useful graphical techniques and visualization 
methods to express the gathered information in understandable formats.  When 
changes occur in the requirements or decision process, decision analysis tools can 
be used to respond efficiently to reprocess and iterate with the new inputs.  The 
framework depicted in Figure 5 provides a focused role for the detailed scientific 
and engineering efforts invested in experimentation, environmental monitoring and 
modeling that provide the rigorous and defendable details for evaluating criteria 
performance under various alternatives.  This symbiotic relationship between 
decision and scientific/engineering tools allows each to have a unique and valued 
role in the decision instead of attempting to apply either software tool past its 
intended target use. 

4. Discussion 

Current complex environmental solutions must be carefully designed for a balance 
of institutional, technical and societal factors without being drawn into the many 
pitfalls within wicked problems. Effective environmental decision-making requires 
a basic structure for jointly considering the environmental, ecological, 
technological, economic, and socio-political factors relevant to evaluating and 
selecting a management alternative.  Integrating this heterogeneous information 
with respect to human aspirations and technical applications demands a systematic 
and understandable framework to organize people, processes, and tools for making 
a structured and defensible decision.

Stakeholder involvement is increasingly recognized as being an essential element 
of successful environmental decision making.  The challenge of capturing and 
organizing that involvement as structured inputs to decision-making alongside the 
results of scientific and engineering studies can be met through the application of 
the tools reviewed in this paper.  The current environmental decision-making 
context limits stakeholder participation within the “decide and defend” paradigm 
that positions stakeholders as constraints to be tested, rather than the source of core 
values that should drive the decision-making process.  Consequently, potentially 
controversial alternatives are eliminated early.  Instead, the final decision may be 
something to which no one objects too strenuously.

A fundamental element of Figure  is that the entire decision-making process can 
be cycled through many times in the course of arriving at a decision.  The same 
basic process is used initially with rough estimates to sketch out the basic elements 
and challenges in the decision process with a few initial stakeholders and 
screening-level analysis or models.  A first-pass effort may efficiently point out 
challenges that may occur, key stakeholders to be included or modeling/analysis 
studies that should be initiated.  As these challenges become more apparent, one 

 5
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iterates again through the framework to explore and adapt the process to address 
the more subtle aspects of the decision.  Each iteration reveals additional 
information that will benefit the overall decision.  Thus, these initial iterations can 
provide fundamental guidance to the design of subsequent risk assessments and 
their success in providing useful information to the decision.

It must be remembered that these methods will not single out the “correct” 
decision, but will help improve understanding in a way that facilitates a decision-
making process involving risk, multiple criteria, and conflicting interests.  MCDA 
can visualize tradeoffs among multiple, conflicting criteria and can quantify the 
uncertainties necessary for comparison of available remedial and abatement 
alternatives.  MCDA helps technical project personnel as well as decision makers 
and stakeholders systematically consider and apply value judgments to derive a 
favorable management alternative.  MCDA also provides methods for participatory 
decision-making where stakeholder values are elicited and explicitly incorporated 
into the decision process.

Different MCDA methods have their associated strengths and limitations.  No 
matter which analytical decision tool is selected, implementation requires complex 
tradeoffs.  This complexity is probably one of the main reasons why MCDA is still 
not widely used.  However, explicit, structured approaches will often result in a 
more efficient and effective decision process compared with the often intuition- 
and bias-driven decision processes that are currently used. Combining the strengths 
of risk assessment and multi-criteria decision analysis offers the most promise for 
taming wicked problems. 
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Abstract

Practitioners of risk assessment (RA) and multi-criteria decision analysis (MCDA) 
typically apply their craft in contested settings. This requires a blend of high-level 
technical skills, combined with a clear understanding of the larger context of social, 
economic, and political concerns that influence problem situations. In this White 
Paper, we provide a review of the challenges faced by RA and MCDA practitioners 
involved in the management of complex environmental problems, specifically in 
relation to stakeholder engagement. Based on this review, six possible elements of 
best practice for stakeholder involvement are presented. We also provide a 
Directory of Tools and Methodologies which can be used by facilitators, with an 
indication of how each tool or methodology would be utilized to support 
stakeholder involvement within the context of RA and MCDA. A brief description 
of selected tools and methodologies that assist with the successful engagement of 
stakeholders in decision- making processes is detailed. The paper concludes with a 
discussion of key issues and future challenges. 

1. Introduction 

The requirements are many for decision makers involved in complex problem 
situations, especially when dealing with the threat of potential environment or 
health risks. Project managers must balance the demands of a wide variety of 
stakeholders with disparate needs, interests, and agendas. These stakeholders in 
turn must deal with information at varying levels of complexity from social, 
political, and technical sources. Charnley [9] presents RA as a way to include 
science in regulatory decision-making, especially when seeking to manage threats 
to health and the environment. 
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Risk assessment is appealing because it can provide a factual and defensible basis 
for the decision- making process. However, even the apparently factual nature of 
risk assessment is subject to stakeholder bias: “Risk is a social construct, with most 
people making decisions about risk based on a complex set of perceptions that 
include familiarity, harm, benefit, values, dread, voluntariness, and other factors.” 
([44] quoted in [9]: chapter 1, p 3). Risk assessment attempts to manage the 
uncertain nature of science, the subjectivity of stakeholder values, and the 
complexity of ambiguous problem situations. The strength of RA is dealing with 
the scientific or technical aspects of the decision, but the risk paradigm is not 
designed to easily handle value- related factors: “The challenge is to maintain a 
role for risk assessment and to preserve the integrity of science when decision- 
making is influenced by many non-technical factors…. Doing so is particularly 
challenging when risk management decisions are conducted as collaborative efforts 
among stakeholders with differing technical knowledge levels, interests, goals, and 
world views” ([9]: chapter 3, p 1). 

As decision makers have been required to work more inclusively with a wide range 
of stakeholders, the dominance of technical factors over stakeholder values and 
broader social and political concerns represent an inherent limitation of RA. As a 
result, many decision makers have begun looking for other tools to handle this 
broader range of factors. Some suggest that MCDA pairs well with RA, as MCDA 
captures and integrates a wide variety of both quantitative and qualitative factors, 
including stakeholder values, into the decision making process. However, the 
quality of MCDA results is subject to the decision structure design and the 
information and values inputs, as described by Bouyssou:: “It is well known in 
statistics that the implementation of sophisticated data analysis methods cannot 
compensate for the weaknesses of the phase consisting in gathering and preparing 
the data. The same is true for MCDA: applying sophisticated aggregation 
procedures is of little use if the criteria have been built in an unconvincing way” 
([6]: p 59). 

Even though MCDA brings stakeholder values into the risk assessment context, it 
does not provide a methodology for working with stakeholders to generate criteria, 
establish weightings, and work through the results [3]. It was developed as an 
integration tool, not a “working-with-people” tool. Practitioners are beginning to 
suggest that MCDA needs to be paired with stakeholder analysis and collaborative 
planning methodologies in order to ensure that the process of deliberating over and 
selecting MCDA building blocks is transparent. 

Practitioners recognize the need to combine a technical view of environmental 
decision analysis with a stakeholder view which takes into account social values. 
The National Research Council [36] has published a useful guide which addresses 
dealing with risk in a democracy, where decisions are informed by both scientific 
and technical information and also public concerns. The NRA sees risk 
characterization as a process that includes both analysis and deliberation, which 
work together to create knowledge about the problem situation and to make 
management decisions. 
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Risk characterization is the outcome of an analytic-deliberative process. Its success 
depends critically on systematic analysis that is appropriate to the problem, 
responds to the needs of the interested and affected parties, and treats uncertainties 
of importance to the decision problem in a comprehensible way. Success also 
depends on deliberations that formulate the decision problem, guide analysis to 
improve decision participants’ understanding, seek the meaning of analytic findings 
and uncertainties, and improve the ability of interested and affected parties to 
participate effectively in the risk decision process. The process must have an 
appropriately diverse participation of representation of the spectrum of interested 
and affected parties, of decision makers, and of specialists in risk analysis, at each 
step [36]. 

Analysis is usually associated with scientific and technical expertise, while 
deliberation is associated with the decision making process which seeks to integrate 
expert and public interest. While much has been written to address the analytic 
aspect of risk characterization, less has been written to address deliberation. It has 
been suggested that decision analysis should integrate expert judgment with 
stakeholder values [42]. Stahl points out that both elements are needed for a robust 
decision making process, which can enable researchers to learn about social 
concerns, and at the same time allow stakeholders to understand more about the 
implications of expert data. The possible principles of best practice with associated 
tools and methodologies presented in this paper serve as a starting point to learn 
more about working with a wide variety of stakeholders, balancing the demands of 
analysis and deliberation in the decision making process. 

McDaniels and Gregory [31] also emphasize the need to create a learning process 
within structured decision analysis through participation of stakeholders and 
scientists. They propose that learning is seen as an explicit objective of the decision 
making process. When learning becomes an objective, the participants are given an 
opportunity to make decisions knowing that the decisions will be revisited as action 
plans are implemented: “The prospect of adopting a policy for a period of time and 
then revisiting that decision when more is learned and the tradeoffs are better 
understood is attractive to many participants because it changes one-time decisions 
into iterative, sequential decisions” [31]. 

Stakeholders learn from one another as they embark upon a structured learning and 
decision making process, sharing their understanding of both the technical analysis 
and the social values that create their conceptualization of the problem situation. 

Risk assessment and MCDA practitioners know that stakeholders are a vital 
element in any planning process, but how to effectively engage stakeholders 
remains an elusive goal. MCDA assists decision makers to integrate and to process 
diverse results of research from models, monitoring data, risk analysis, and 
stakeholder preferences. However, without a methodology to guide practitioners 
through this complexity, working with people can be frustrating: “Current practice 
treats stakeholder participation as a constraint – i.e. potentially controversial 
alternatives are eliminated early…. Ultimately, this process does little to serve the 
needs or interests of the people who must live with the consequences of an 
environmental decision” ([25]: p 27). 
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The strengths of both RA and MCDA are many, but without a methodology for 
stakeholder engagement, the structured decision making process will be unlikely to 
provide stable and substantively agreed outcomes that are required to take action 
for sustained environmental change. This White Paper presents three case studies 
which detail numerous challenges faced when working with stakeholders to 
understand and to improve complex environmental problem situations. Review of 
the case studies and the wider literature reveals six possible elements of best 
practice in a stakeholder engagement process designed to support the effective 
application of RA and MCDA. 

2. Stakeholder Engagement Challenges: Three Case Studies 

Stakeholder engagement has become a major element of both public and private 
sector strategic planning and policy formulation in recent years. In the 
environmental arena, stakeholder engagement has become an inevitable part of any 
significant environmental project. Increased access by communities to global 
environmental issues through the medium of television, democratization and the 
recognition of the rights of indigenous peoples, as well as the increasing 
professionalization of environmental groups, has fueled the process. Stakeholders 
are no longer satisfied with the “Three-‘I’ Model’: ‘inform, invite, and ignore’” 
([11]: p 9). It is acknowledged that the results of a decision- making process have a 
better chance of being viewed as fair and credible when stakeholders have 
participated in the deliberation process [45]. Here though, issues of legitimacy and 
trust, inclusion and exclusion, as well as equality of access to the process, remain 
significant issues. 

Stakeholder involvement has been widely documented across the globe. Three case 
studies are summarized below which challenge the notion that participation in and 
of itself is the panacea for problem solving in complex problem situations: 

Pursued simply for its own sake…the notion of community participation is 
potentially meaningless and its application likely to mask what continue to 
be decisions made in the interests of elite groups. In the absence of an 
explicit strategy for democratisation and capacity-building it is all too easy 
for state agencies and large industries to engage with other stakeholders in 
ways that ultimately have little connection to, or influence over, decision-
making. While such engagement may lend an air of legitimacy to 
decisions in the short-term, it does little to address the underlying conflicts 
of interest that characterise natural resource use and the difficulties these 
create for the development of strategic and adaptive approaches to natural 
resource planning and management. [21] 

In their study of coastal zone decision-making in the Lower Fitzroy and Port Curtis 
catchments of Central Queensland, Australia, Jennings and Lockie identify a range 
of issues that provide a challenge to the view that stakeholder engagement is a 
process that leads automatically to considered and democratic outcomes. The 
stakeholders involved in the decision making process were plagued by fundamental 
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differences in their understanding of the problem situation, despite their 
participation in a cooperative planning process: 

 ... Underlying an apparent consensus among the majority of stakeholders 
were deep divisions over what such values and aspirations meant in 
practice.

Few stakeholders were able to articulate detailed aspirations for the long-
term future of the coastal zone and their own use of it. 

Insufficient resourcing of stakeholder participation results often in the 
“burn-out” of volunteers faced with the double burden of assimilating vast 
amounts of information in areas where they have limited prior expertise, 
while earning no income as they do so. 

In South Africa the coming of democracy has seen similar challenges. Ashley and 
Ntshona [1] present a study of the Wild Coast, South Africa, where stakeholders 
were brought together to plan the creation of a new national park that would 
simultaneously protect the environment and provide ready access for people: 

Within the institutional structure, there are champions of environmental 
concerns…. But there is no one whose mandate is to protect and enhance 
community rights. 

The approach to community involvement reveals deep ambiguities. On the 
one hand, this is supposed to be a park like no other: the first national park 
run in partnership with residents. On the other hand, the process and 
timetable simply did not allow for creation of such a community role. 

In the U.S., the Fort Ord Army Base in California provides an example of chronic 
problems with a stakeholder involvement process [4]. A Restoration Advisory 
Board (RAB) was established by the Department of Defense (DOD) in order to 
make cooperative decisions about environmental clean-up of the Fort Ord 
surrounds; however, these representative stakeholder boards generated more 
conflict than consensus: 

1. Participation in the RAB amplified the conflict of stake holders rather than 
bringing resolution. The DOD brought in outside facilitators to resolve 
conflicts that paralyzed the planning process, with no positive results. 

2. RAB membership was plagued by a lack of understanding between technical 
and non-technical members, and an uncertainty about the its purpose. 

3. The wider public was invited to attend RAB meetings; however, their 
participation was limited to questions presented at the beginnings of a meeting. 

4. In the end, the Fort Ord RAB achieved few of the goals it was designed to 
achieve, despite the laudable intention to involve stakeholders. 

Given the issues identified in the above cross-section of reports from different 
countries the question needs to be asked “Where to now with the stakeholder enga 
gement process?” For practitioners of RA and MCDA two questions present 
themselves: “When are the outcomes of the stakeholder engagement process stable 
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enough to support the application of these techniques?” A second and related 
question is, “If stakeholder engagement processes do not result in stable and 
substantively agreed outcomes can this be factored into RA and/or MCDA?” 

3. Emergent Best Practice for Stakeholder Engagement 

Recent high profile disputes in the stakeholder engagement process may suggest 
that methodologies are inadequate. The restoration work carried out in the Florida 
Everglades provides an example rich in controversy and complexity, described in 
detail by Gunderson et al in Barriers to Bridges [15]. However, a review of the 
literature suggests that key elements of a best practice process are beginning to 
emerge [4; 3; 51; 38; 36; 42]. 

There are six possible elements of an emergent best practice for stakeholder 
engagement. The first element is the need to have a set of guiding principles for the 
process. This would include principles such as transparency, balance, continuity, 
and flexibility. Additionally, one should view the decision making process as a 
learning process. These may be seen as the core values that guide the process. 

The second element addresses the rules of engagement – where are the boundaries, 
what are our terms of reference, etc? More specifically these can include the roles 
of participants and their mandates; a code of conduct; participant accountability; 
milestones or timelines; a definition of what comprises “agreement.” A further 
useful addition here would be to identify the basis for decisions that stakeholders 
may be expected to make – such as rights-based decisions; values-based decisions; 
interest-based decisions; and power-based decisions. 

The third key element is a set of broadly measurable outcomes or deliverables 
(“social” goals) that should be aime d for. These include educating and informing 
the public, incorporating public values into decision- making, increasing trust in 
institutions. These may be seen as by-products of the need to deliver a sustainable 
and concrete outcome to any process. However, they provide the “cement” that 
ensures that the outcome is embedded in a context that mutually reinforces the 
quality of the decision. 

A fourth element that emerges is the need for a proactive and systematic 
stakeholder research program that precedes the formal engagement process. Who 
are the stakeholders in the process likely to be? Are we able to identify particular 
characteristics (archetypes or typologies)? What is their history of engagement in 
other processes, if any? Are there any “usual suspects?” This latter category of 
stakeholders may include global, national, or regional players with a record of 
“disruptive behavior.” Is it possible to discern a particular strategy adopted by 
them? Can we identify appropriate interventions to balance their influence so as to 
prevent them dominating the process to its detriment and the detriment of other 
stakeholder groups? 

A fifth element of best practice is the use of independent facilitators who enjoy the 
confidence and trust of most/all parties to the process. Given current low levels of 
trust in government institutions and agencies in many parts of the world, this 
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credibility on the part of independent facilitators is crucial. Care should be taken 
not to use a facilitator who may be seen to be always an “expert witness for the 
prosecution.”

A sixth element in the engagement process is often mentioned in the literature but 
does not appear to be explicitly addressed. This is the issue of ensuring the 
participation of less-advantaged participants through a “pay for play” formula. The 
volunteers in the engagement process – often representatives of local community or 
of aboriginal structures – are a key element but often lack the resources to 
participate fully over an extended period. Some form of travel and subsistence 
allowance, attendance fees, or other direct support should be considered. While this 
may be a controversial proposal, it will help to give weight to groups that could 
assist to bring balance to the process. A formula for such support would see the 
“paid” participants continuing to fund their own participation while “unpaid” 
participants received some minimal level of support to assist in keeping them 
involved.

These six possible elements of best practice begin to answer the questions proposed 
above: “When are the outcomes of the stakeholder engagement process stable 
enough to support the application of these techniques?” and “If stakeholder 
engagement processes do not result in stable and substantively agreed outcomes, 
can this be factored into RA and/or MCDA?” A review of selected tools and 
methodologies that can be used to support a stakeholder engagement process in line 
with the six elements of best practice for RA and MCDA is provided below. 

4. Directory of Tools and Methodologies 

Practitioners of RA and MCDA recognize the need to effectively engage with 
stakeholders. A wide and evolving variety of stakeholder engagement tools and 
methodologies are available. Each has its strengths and weaknesses, protagonists 
and detractors. Some of these approaches are relatively simple and are categorized 
as tools, while others are more complex and are categorized as methodologies – 
being more encompassing of the entire stakeholder engagement process. The 
choice of tools and methodologies is not straightforward. The facilitator is 
influenced by the specific context of the engagement and needs to take a wide 
variety of factors into account. A cross-section of these factors include: 

The relative sophistication of the stakeholder participants 

The information that is available on stakeholders and their opening stances 

The degree of learning implicit in the facilitative approach 

How familiar the participants are with the tools or methodologies 

The facilitator’s own repertoire of tools and methodologies 

The degree of risk in using the tool or methodology – what if it fails? 

What the key issues are underlying the engagement? 
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What it is hoped to accomplish through the engagement process? 

How much time is available to carry out the process? 

Is the facilitator acting as an independent party or does he/she have an agenda? 

From this it can be seen that a contingency approach is appropriate. This avoids the 
risk of a one-size-fits- all engagement process. The facilitator needs to discuss the 
options with the conveners and, in the interests of transparency, the participants. 
Experience with facilitating such processes shows that the degree of trust the 
participants have in the facilitator(s) and the stage in the facilitation process have a 
significant bearing on the success of the engagement. Riskier tools and 
methodologies – those that go beyond the cognitive level of the process into the 
affective (emotional) and behavioral arena may become appropriate if and as trust 
and a sense of common purpose develop. 

The Directory of Tools and Methodologies provided below is only a partial 
window into a wide range of tools and methodologies (see Table 1). The directory 
includes six “Stakeholder Engagement Essentials,” which are highlighted as the 
core issues that facilitators will face when they work with stakeholders in the 
context of RA and MCDA, namely: (1) stakeholder mapping, (2) dealing with 
uncertainty, (3) dealing with conflict, (4) understanding participants’ mental 
models, (5) negotiating trade-offs, and (6) transparency. The Stakeholder 
Engagement Essentials have been used to rank each tool and methodology, thus 
giving an indication of the degree to which each approach addresses these six 
elements of the facilitative process. This ranking exercise is subjective in nature, 
and is not presented as a final judgment of any technique; instead, it is intended that 
the ranking will provide a starting point for practitioners to research further any 
tool or methodology that interests them. While key words and categorization within 
the Directory may prove helpful in identifying appropriate tools and 
methodologies, they cannot substitute for sound judgment and experience on the 
part of the facilitator(s) and those convening the overall process. The Directory 
catalogues a range of tools and methodologies, which can be further explored 
through the references and citations provided. 

5. Review of Specific Stakeholder Engagement Tools and Methodologies 

In the two sections that follow, we provide a brief description of selected tools and 
methodologies to give the reader a sense of the range of possibilities available. 
Tools are distinguished from methodologies by the scope of implementation. Tools 
are smaller interventions that may be used to address a smaller element of a 
stakeholder process: such as, a conflict resolution technique, or a participative 
mapping exercise. Methodologies are larger interventions that can be used to 
structure or contain the whole of the stakeholder engagement process. 
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6. Tools 

Three tools are described in brief: Stakeholder Mapping, Strategic Assumption 
Surfacing and Testing, and The Questions and Decisions Model. 

A variety of two- and three-dimensional mapping tools are available to categorize 
stakeholders. These can be useful in strategizing around the degree of participation 
one should be seeking to secure and what level of difficulty particular stakeholders 
may pose. One typology of engagement [38] suggests that, in order of increasing 
levels of involvement, one should categorize stakeholders as follows: enlist for 
communication and dissemination; inform for understanding; consider for response 
or input; involve for commitment and expertise; and, consult for authority. This is 
one of many approaches to categorizing stakeholders in terms of their anticipated 
demands/needs for differing levels of involvement in the engagement process. 
Other ways of categorization include those used by Mitchel, Agle and Wood [33]. 
Their typology recognizes eight categories of stakeholder: Dormant, Discretionary, 
Demanding, Dominant, Dangerous, Dependent, Definitive, and Nonstakeholders—
resulting from overlapping spheres representing Power, Legitimacy, and Urgency. 
Using a variety of such categorization tools can provide a rich picture of 
overlapping stake holder motivation and needs. 

Strategic Assumption Surfacing and Testing (SAST), developed by Mason and 
Mitroff [29], is a useful tool for structuring stakeholder debate about the 
assumptions that underlie a policy or plan. Participants are assisted to create a map 
for exploring their assumptions through a five-step process, namely: (1) group 
formation; (2) assumption surfacing and rating; (3) debate within groups; (4) 
debate between groups; and (5) final synthesis. SAST is a useful tool to help 
channel strident debate into a productive structure. Groups can be formed by 
dividing people according to who advocates a particular strategy or who has a 
vested interest, thus assisting people who hold conflicting views to carefully define 
their position and debate their assumptions with other stakeholders in a 
constructive manner. 

The final tool to be discussed briefly is the Questions and Decisions ™ (QnD™) 
screening model system, which is a tool used to integrate ecosystem, management, 
economic and socio-political factors into a user- friendly model/game framework 
[23]. QnD is written in object-oriented Java and can be deployed as a stand-alone 
program or as a web-based (browser-accessed) applet. The model can be 
constructed with any combination of detailed technical data or estimated 
interactions of the ecological/ management/social/economic forces influencing an 
ecosystem. The model development is iterative and can be initiated quickly through 
conversations with users or stakeholders in a scenario-style gaming process. Model 
alterations and/or more detailed processes can be added throughout the model 
development process. One particular application of QnD shows how the model can 
be used to support discussions with a multi-disciplinary scienti fic team. (Kiker and 
Linkov, 2005) In this case study, QnD created common ground to integrate 
specialized studies into the larger perspective of the team effort. As each specialist 
added his/her part into the whole, they were able to see their own area and other 
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disciplines represented within the QnD design pictures. The QnD development 
process maintained each participant’s attention on the larger problem situation and 
the objectives of the whole team, rather than the isolation and problem 
fragmentation that can be created by a specialist view. 

6.1. USING THE DIRECTORY OF TOOLS AND METHODOLOGIES 

6.1.1. Stakeholder Engagement Essentials 

There are six essential tools and methodologies in a Stakeholder Engagement 
Toolbox. Each tool and methodology has been rated according to Stakeholder 
Engagement Essentials. These engagement essentials are seen to be the core issues 
that facilitators will face as they work with stakeholders in the context of RA and 
MCDA:

1. Stakeholder Mapping 

2. Dealing with Uncertainty 

3. Dealing with Conflict 

4. Understanding Participants’ Mental Models 

5. Negotiating Trade-offs 

6. Transparency 

The number rating applied to each tool and methodology is subjective and open to 
debate. The effectiveness of a tool or methodology resides in at least two elements 
of any decision-making process: the purpose and design of the approach, and the 
skills and abilities of the facilitator using that approach. 

6.1.2. Meaning of Symbols: 

The Stakeholder Engagement Essentials boxes 1 -6 contain three symbols: 

- ¦   = the technique strongly evidences the related stakeholder essential 

?  = the technique evidences the stakeholder essential only in part or at a 
minimal level 

a blank box, which means that the technique does not include that particular 
engagement essential 

Two columns labeled “Ease”
2

and “Cost”
3

contain number rankings based on a 
scale of 1-10: 

For ease of use: 1 = the tool is easy to use; 10 = the tool is complex to use, 
requiring more start-up time 

For cost of use: 1 = least expensive; 10 = most expensive 
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Table 1: Directory of tools and methodologies: a selection of tools and methodologies for stakeholder engagement to support the use of RA and MCDA. 

Stakeholder Engagement

Essentials
TOOLS

1 2 3 4 5 6

Ease Cost 

OPEN SPACE TECHNOLOGY [37]  ? ¦ ¦ ¦ ¦ 4 3 

Participants identify agenda; voting

Participants determine agendas; powerful process

ASSUMPTION SURFACING [29] ¦ ¦ ¦ ? ¦ ? 2 2 

Make underlying visible

Identify choice; assumptions; alternative assumptions

BOUNDARY RELAXATION [28]  ? ? ? ¦ ? 2 2 

Two stage: identify; explore relaxation

Not-ing problem; exploring; boundary brainstorm

BULLET PROOFING [22] ¦ ? ?  ? 42 2 

Identify vulnerabilities and difficulties

Informal Kepner Tregoe; brainstorm “what if”
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Stakeholder Engagement

Essentials
TOOLS

1 2 3 4 5 6

Ease Cost 

CATWOE [10] ¦ ? ¦ ¦ 2 2 

Issue-defining tool; system definition

Customer; actors; transformation; worldview; owners; environment

CONSENSUS MAPPING [17]  ? ¦ ¦ ¦ ? 5 6 

How best to organize network of activities

Generate ideas; form groups; cluster ideas; ‘strawman’ map

CONSTRAINED BRAINWRITING [2]    ?  ? 2 2 

How best to organize network of activities

Primed sheets; individuals add ideas; sheets exchanged

FACTORS IN 'SELLING' IDEAS [46] ? 2 2

Factors to bear in mind when selling an idea

Context & content; timing, audience, idea champion, language, need
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Stakeholder Engagement

Essentials
TOOLS

1 2 3 4 5 6

Ease Cost 

FOCUS GROUPS [43] ¦  ? ¦ ?  4 4 

Free-wheeling discussion but focus & agenda  

Facilitated & recorded discussion; high facilitation demand 

2  The “Ease” of use column is used to indicate the relative simplicity or complexity of the tool or methodology presented.  In general, tools are easier to use than 
methodologies because their scope is narrower and they deal with step-by-step processes. 

3  The “Cost” column is used to indicate the relative expense involved in using a particular tool or methodology. The actual cost of implementation is dependent on 
numerous factors which would be project-specific, such as size of project or cost of consultants. 

Stakeholder Engagement

Essentials
TOOLS

1 2 3 4 5 6

Ease Cost

FORCE-FIELD ANALYSIS  [27] ¦ ? ? ¦ 2 2

Identify driving & restraining forces 

Identify forces; map; ways to remove restraining; increase driving 

FRESH EYES & NETWORKING [46] ? ?   3 2

Test clear problem statement on third parties 

E
n
v
iro

n
m

en
tal S

ecu
rity

 in
 H

arb
o
rs an

d
 C

o
astal A

reas 



6
6

Stakeholder Engagement

Essentials
TOOLS

1 2 3 4 5 6

Ease Cost

Use of informal settings; network of contacts; possible internet groups

GOAL ORIENTATION [39] ¦ ? ? ? 2 2

Checklist approach identifying difficulties

Problem description; needs; difficulties; constraints; clear problem statement

HELP, HINDER [18] ¦ ¦ ? ? ? 3 3

Identify people/things that help/hinder

Identify help/hindrances; how to build or circumvent; plan of action

IDEA ADVOCATE  [46]    ?   2 2

Identify champion for a particular idea/approach

Allocate; research; present; discuss & decide; avoid power/status imbalances

IMPLEMENTATION CHECKLISTS [20]  ¦ ¦   ? 2 2

Identify key elements of implementation

Resources; motivation; resistance; procedures; structures; risk, etc.

NOMINAL GROUP (IMPROVED)  [13] ? ?    3 3
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Stakeholder Engagement

Essentials
TOOLS

1 2 3 4 5 6

Ease Cost

Generate ideas anonymously

Pre-meet; initial ideas, add new ideas; transcribe ideas; discuss; vote

INTERPRETIVE STRUCTURAL MODELLING [47]  ? ? ? ? 2 3

Collection of items of data needing ranking

Computer-aided paired comparison by each group member; priority; severity, etc.

NEGATIVE BRAINSTORMING [49] ¦ ¦ ? ? 2 2

Brainstorming what could go wrong?

Tear-down method; useful to identify how to deal with hostile criticism

NOMINAL-INTERACTING TECHNIQUE [2] ? ? ? 3 3

Useful for ill-structured and obscure problems

Private ideas; pooling of ideas; discussion of ideas; prioritization-initial then final

QUESTIONS AND DECISIONS (QnD) [23]  ¦ ? ¦ ¦ 4 3

Web-based modeling platform; stakeholders discuss environmental implications

Discuss problem situation; build quick model; iterate scenarios with stakeholders
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Stakeholder Engagement

Essentials
TOOLS

1 2 3 4 5 6

Ease Cost

RISK COMMUNICATION   [34] ¦ ? 7 8

A mental models approach to developing risk communication

Influence diagram; mental models (interviews & transcriptions); test communication

TYPOLOGY OF STAKEHOLDERS [13; 40; 5] ¦ ? ?   4 2

Stakeholders seen as threat and/or collaborators; suggestions to manage each one

Maps and matrices, influence diagramming, and questionnaires

CONFLICT ASSESSMENT FRAMEWORKS [8; 48; 50] ¦ ¦ ?   4 2

Conflict analysis chart and mapping, dynamics continuum

Conflict assessment guide to include attempted management solutions to conflict
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Stakeholder Engagement

Essentials
METHODOLOGIES

1 2 3 4 5 6

Ease Cost

SOFT SYSTEMS METHODOLOGY [10] ¦ ¦ ? ¦ ? ¦ 6 8

Structuring complex problem situation with attention to social constructs

Finding out; purposeful activity models; debate; take action to bring improvement

COLLABORATIVE LEARNING [11] ? ¦ ¦ ¦ ? ¦ 6 8

Policy development in context of environmental conflict

Assessing conflict including stakeholders; mapping; training; design; facilitation

ALTERNATIVE SCENARIOS [32; 46] ¦ ? ? ? 5 6

Qualitatively different descriptions

Identify specific decision & environmental forces

CHARETTE [35] ? ? ¦ ¦ ¦ ¦ 8 8

Intensive two-week process

Community plans – social, economic, physical; consensus– no votes
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Stakeholder Engagement

Essentials
METHODOLOGIES

1 2 3 4 5 6

Ease Cost

COLLECTIVE NOTEBOOK (CNB) [16] ?   ¦ ? 6 5

Idea incubation and generation

Participant idea for day; “priming” information; extended process

DECISION SEMINAR [24] ¦ ¦ ¦ ? ? ¦ 7 6

A routinized social science research facility

Clarify goals; describe trends; analyze conditions; project; select

DIALECTICAL APPROACHES [29] ¦ ? ¦ ¦ ? ¦ 5 4

Use creative conflict to identify/challenge

Proposal and counter-proposal; plan & counter-plan; present/probe

METAPLAN INFORMATION MARKET [41] ? ¦   ¦ 6 7

Communication tools to develop common understanding

Standard cads; presentation conventions; simple procedural rules
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7. Methodologies 

Three methodologies are presented, which have been chosen because they may 
assist practitioners create the foundation needed for successful implementation of 
RA and MCDA: The Strategic Choice Approach, The Collaborative Learning 
Approach, and Soft Systems Methodology. 

Friend and Hickling (1987) developed a methodology for dealing with complex 
choice situations which they called “the Strategic Choice Approach.”  The 
methodology is set out in their book Planning Under Pressure: The Strategic 

Choice Approach. The origins of the methodology came out of work they 
conducted at the Institute for Operational Research, a unit of the Tavistock Institute 
of Human Relations in London. The methodology has been extensively tested by 
the authors, particularly in contested local government settings. Early work in the 
Coventry Municipal Council in England led the authors to the view that: 

People held continually shifting views about issues and boundaries; 

Persistent pressures favored incremental or piecemeal approaches rather than 
comprehensive ones; 

There was a continuing dilemma of balancing urgency against uncertainty; and 

There were persistent difficulties in distinguishing technical from political 
aspects of the decision process. 

The methodology involves seeing the choice process as involving working into 
problems initially as distinct from working towards decisions later. Four major 
skills are seen as being necessary in the choice process – shaping, designing, 
comparing, and choosing. People in choice situations are seen as favoring one of 
three broad approaches to clarifying the initial uncertainty in the choice process – 
“We need more information,” “We need more coordination,” “We need clearer 
objectives.”

The methodology identifies a ten-stage process leading from “Foundations” 
through to “Horizons.” An analytic method “Analysis of Interconnected Decision 
Areas” (AIDA) forms a key part of the process. AIDA is a formalized way of 
recording key elements of a decision situation and labeling them, which lends itself 
to being computerized (something the authors have subsequently done). The need 
to understand, communicate, and manipulate concepts such as “Decision Area,” 
“Decision Link,” Decision Graph,” “Problem Focus,” etc is an essential skill on the 
part of the facilitator. Further information on AIDA can be found in Nature (1965), 
the operational research literature [26] and in Cook and Morgan’s Participatory

Democracy (1971).

The methodology offers an apparently effective way of approaching and working 
through highly contested choice situations. However, an in-depth knowledge of the 
approach and superior facilitating skills appear to be key components in the use of 
the methodology. 
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Daniels and Walker [11] have developed a multi- methodology approach, presented 
in their book, Working Through Environmental Conflict: The Collaborative 

Learning Approach. The authors present four foundations of the collaborative 
learning approach, specifically -- conflict management, collaboration, the 
application of learning theory, and systems thinking. This approach has developed 
within the context of natural resource management and policy development, and 
several case studies are provided in the text. Theory and practice are both clearly 
presented with specific techniques for designing and implementing collaborative 
learning projects. 

The Collaborative Learning Approach has numerous successful applications to its 
credit and presents a robust methodology. However, there are particular challenges 
faced by all participative methodologies. These flow from the belief that 
participants will give up their own agenda in favor of finding a common ground for 
all stakeholders. The facilitator proceeds from the standpoint that participants will 
cooperate with the process. Daniels and Walker express this sentiment as follows: 
“If the stakeholders will strive to give the process a chance, the facilitators will 
strive to conduct a process that is efficient, promotes civility, respects the 
knowledge and time that participants contribute, and fosters learning.” ([11]: p16) 
Such methodologies, though they are participative, do not necessarily deal well 
with stakeholders who are single- minded in their goal to lobby for their agenda 
above all else, and who may be willing to sabotage the process if their agenda is 
not being achieved. For this reason, it is important to engage in a stakeholder 
research program to determine who the stakeholders are and what challenges they 
may present in planning sessions. Additionally, it is useful to ensure that the 
facilitators are well versed in conflict resolution. 

The third methodology to be discussed in brief detail is Checkland’s [10] Soft 
Systems Methodology (SSM). SSM has been widely used and thoroughly 
developed in a variety of contexts over the past thirty years. The methodology is 
around four main activities: (1) finding out about the problem; (2) formulating 
relevant purposeful activity models; (3) Debating the situation using the models; 
and (4) taking action in the situation to bring about improvement. Checkland 
provides numerous tools that support these four stages of analysis and planning. 
Amongst these tools is rich picture building which is useful as a starting point for 
exploratory conversations with stakeholders. SSM also proposes the use of the 
mnemonic CATWOE, useful for stimulating a critical look at the problem situation 
and deciding which elements should be included in models. The letters stand for 
Customers, Actors, Transformation, Weltanschauung (worldview), Owners, and 
Environment. By describing the problem situation in terms of CATWOE, 
participants are encouraged to think through the different perspectives and many 
assumptions that permeate the problem situation. Additionally, by clarifying the 
transformation that is desired, the scope of the problem situation at different levels 
of complexity is clarified and constructive debate is fostered. 

SSM should be differentiated from hard systems modeling in which the model is 
seen to be a picture of reality. SSM is not designed to create a picture of the actual 
system. Instead, SSM helps to generate conversation and learning. The learning and 
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insight that is generated is used to explore the problem situation, to find new 
insight, which in turn generates the ability to take action to improve the situation. 

8. Discussion: Key Issues and Future Challenges 

In order to make progress within the management of complex environmental 
challenges, we need to move forward from the impasses that seem to characterize 
current high-profile stakeholder engagement processes. This move forward will 
require a process of integration and evolution. At the same time a greater focus 
needs to be placed on learning and on proactive stakeholder approaches. 

An initial setting out of four key priorities to be addressed on the path to more 
effective engagement and decision-making in contested public settings is proposed 
as follows: 

1. Models and modeling/decision approaches such as RA and MCDA need to 
become more nuanced and transparent. The literature suggests that such a 
process has begun. Such approaches must incorporate the need to generate 
knowledge and understanding among participants. This is distinct from a 
technical approach that uses models to find the single best solution from a 
predetermined set of options. Where lay participants are concerned, the “what 
if” process needs to become an easily comprehended part of the interface 
between RA/MCDA practitioners and stakeholders. 

2. The stakeholder-engagement facilitation process needs to be 
“professionalized.” Certain of the case studies in this paper, as well as the 
wider literature, indicate that the failure of the stakeholder process can often be 
attributed to a poorly considered, poorly resourced and indifferently 
implemented facilitation process. The facilitation process needs to be seen as 
an integral and key component of any public process seeking to find common-
ground solutions. As an adjunct to this – all stakeholder engagements 
processes should be followed by a rigorous debrief process to identify key 
learning that can inform future processes. Such learning should consider the 
techniques used, the outcomes secured, the stakeholder interaction process, the 
things that worked and the things that did not. In this way the capacity of 
institutions to run effective stakeholder engagement processes will be 
enhanced through a process of institutional learning. 

3. Where public stakeholder engagement processes are concerned, careful 
thought needs to be given as to whom the ongoing custodian(s) of the process 
should be. In private organizations the management of the stakeholder 
interface is a key part of the institutionalized strategic management process. 
Specific managers are given the task of managing this interface on a routine 
basis. The seemingly episodic and project-based nature of public agency 
stakeholder engagement means that the engagement process is often the 
responsibility of project managers or project technical experts. Such a 
management process means that (institutional) learning from one process often 
dies with the project closeout. Public institutions need to see the engagement 
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process as a continuous process – periods of calm interspersed with areas of 
high activity. Suitable structures are needed to ensure that the institutional 
memory is regularly updated and maintained from one engagement process to 
the next. 

4. Stock needs to be taken of the current status of the stakeholder engagement 
process. This paper suggests that an early form of best practice is emerging. 
Such best practice is not much concerned with the use of specific techniques 
but rather with what makes for a competent overall process. Identified 
elements of possible best practice should be subjected to a rigorous review 
process. If the elements survive this review, they should be incorporated into 
standard institutional operating procedures. 

In conclusion it is important to note that the stakeholder engagement process is an 
evolving, not a static, field. Technical issues can be expected to become more 
complex and difficult to explain. Stakeholder groups can be expected to seek new 
ways to further their agendas. Under these circumstances the stakeholder 
engagement arena can be expected to remain a volatile and challenging one. 
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Abstract

In order to reach trans-boundary cooperation on environmental regional issues 
resolution of conflict and definition of borders must come first – in order to unite 
we must first divide. 

1. Water 

Water, being the most important resource for life is in growing demand in the 
region.  A steady and stark rise in the population, coupled with years of pollution of 
water by all players and countries in the region are making this precious natural 
resource even scarcer.  In the year 2000, an Israeli citizen had 350 cubic meters of 
drinking water at his "disposal", compared to 3,300 for a French citizen.  Had the 
year 2001 been a dry year, an expected shortage of 100 million cubic meters of 
drinking water could have been expected.  These numbers are substantially lower 
for Palestinians and Jordanians.  Solving the water shortage is a growing concern 
and I can mention three possible solutions: 

1. The first solution is importation of water from Turkey using converted tankers.  
This is a local, Israeli only, solution and not a cheap one at that. 

2. The second solution that has been discussed is desalination, either on a local 
Israeli level or in cooperation and coordination with Jordan.  This is an energy 
intensive solution both in the desalination process and in the pumping process.  
For this solution, I can mention initial legislative initiatives that have began to 
gather momentum in the Israeli Parliament. 

3. The final, and in my view, the most interesting solution is that of the Peace 
canal.  This plan, drawn up by Mr. Boaz Wachtel, speaks of laying a 700 KM 
canal from the Sihan and Jihan rivers in Turkey to the region and thus 
supplying the water needs of Syria, Israel, Jordan, Palestine as well as solving 
the ever growing problem of the dropping level of the dead sea.  Knowing that 
you will be holding a conference in Cairo, Egypt, on the topic of water, I can 
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highly recommend that you invite Mr. Wachtel to present his plan, which is 
both economical as well as environmentally sound.  It does, however, require 
reaching a peace agreement between Israel and Syria. 

2. Energy 

The issue of Energy is a world problem these days.  With the price of a barrel of 
Brent crude oil scraping 60$ (as of the writing of these lines) it is of utmost 
national interest of all countries to cut their energy consumption by conserving 
energy where possible and to encourage renewable energy resources in any way 
possible.  Israel can be considered an energy power house.  With a population of 
around 6 million, generation capacity reached, in 2002, over 43 billion kilowatt 
hours compared with 7.1 billion kilowatt hours in Jordan (with a similar 
population) and 75.2 billion kilowatt hours in Egypt with a population of nearly 
tenfold.

During the past two years I have been active in promoting energy conservation and 
renewable energy resources in Israel.  To this end, I am in the process of legislating 
two central bills.  The first is: “Conservation of Energy in Pubic Utilities” which 
will remedy a loophole in Israeli law whereby public utilities and government 
offices are not required to conserve energy.  This bill has the potential of saving up 
to 20% of the government's energy consumption and nearly US$1billion per 
annum.  The second bill, which was drafted in cooperation with the Public Utility 
Authority – Electricity, a regulatory body charged with fixing the price of 
electricity, granting of licenses for production of electricity and the such, is: 
“Combining Renewable Electricity in the Electricity Generation System”.  This bill 
gives tools to the Public Utility Authority, to give incentives by way of premium 
tariffs, net-metering and certificates to manufacturers of renewable energy.  This 
will, to the best of my knowledge, be the first such system of incentives in the 
eastern basin of the Mediterranean.

3. Civil Society 

The next issue is that of the roll of civil society environmental monitoring.  With 
the ever-growing budget cuts put forward by a neo-liberal Israeli government 
which believes in the Washington Consensus in its extreme, the roll of civil society 
and NGOs is ever growing.  In the past 10 years, Israel has seen an upsurge in the 
number of environmental NGOs.  These organizations act, among other things, as 
observers who can sound the alarm in case of an environmental disaster or 
preferably, an impending disaster.  NGOs use members of parliament such as 
myself to push forward issues and raise alerts as well as directly contact the 
ministry for the Environment.

As examples of cooperation between NGOs and myself I can mention a campaign 
that I took up having been contacted by such an NGO to battle against a plan of the 
Israeli Electric Company to lay high-voltage electricity cables across the Ramon 
Machtesh – one of five unique giant craters in the south of Israel planned to be 
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declared world heritage biospheres by UNESCO.  This campaign has not been 
concluded yet.  Another example I can mention is whereby I was contacted by a 
group of citizens living in a lower class neighborhood who objected to paving a 
road that would involve ruining a small park they use on a regular basis.  A final 
example is where I succeeded to impose on a gas company that supplies gas to 
government vehicles to install spillage monitors they were refusing to install till 
then.  This was done by asking the Ministry of Finance to halt its agreement with 
the Paz Company until Paz agreed to install the monitor in all its stations. 

4. Public Participation 

Another important issue, which goes hand in hand with that of civil society 
monitoring, is enhancement of public participation.  In this area, I have legislated to 
completion a bill that has made environmental committees in local councils and 
municipalities a statutory requirement.  These committees, which include members 
of the public and members of Environmental organizations, will serve to raise the 
awareness of environmental issues in the local realm.  They will act as 
environmental watchdogs on the local government level and will try to ensure that 
local government decisions are in line with environmental consideration and 
sustainable development.

An additional project I am working on is the amendment of the Israeli Planning and 
Building code so as to increase public participation in the planning aspect of the 
code.  This, hopefully, will be done by way of a sub-committee of the Internal 
Affairs and Environmental Committee of the Knesset (the Israeli Parliament).  
Naturally, this is an area which will raise a strong opposition from interest groups.  
In fact, even the government has made inroads on even the very basic public 
participation in national planning.  This was done by setting-up a fast-track 
committee of National Infrastructure which streamlines large scale projects in a 
more speedy and “efficient” way by making the process much shorter and limiting 
public criticism and scrutiny.

It is often said, in the environmental circles, that the Environment has no 
boundaries or borders.  This is, undoubtedly, true.  However, with the reality of the 
Israeli-Arab conflict, the lack of internationally recognized borders is a sever 
impediment to dealing with the environmental challenges we are facing in the 
region.  In fact, this situation will probably serve as an aggravating factor to any 
environmental disaster.  Just imagine a toxic spill in the north of Israel that 
threatens to affect Lebanon which is in a declared state of war with Israel, or a 
chemical accident at the south-western outskirts of Damascus that with the right 
wind could reach Israel in a less than an hour. 

On the bright side, at least with Jordan and Egypt, Israel has diplomatic relations, 
and if put to the test, it could be expected that a good cooperation could be reached 
within a relatively short period of time.  This said, it should be noted that last April, 
when a series of terrorist attacks rocked the Egyptian Sinai coast and the nearest 
modern rescue facilities were in Israel’s southern city of Eilat, it took several hours 
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before the Egyptian border police allowed Israeli rescue teams to rush into Egypt to 
do their job thus wasting precious time of rescue efforts being carried out. 

Another example which can be given is an attack of Locust which came from 
Africa, through Egypt, into Israel and Jordan and was then halted by Israeli 
scientists who prevented even greater damage to all three countries.  In this case, a 
belated warning by the Egyptian authorities allowed swarms of Locust to land in 
Israel and Jordan without sufficient preparation.  Only urgent steps by the Israeli 
ministry of agriculture halted the threat and minimized the damage inflicted. 

Between the Palestinians and the Israelis, the issue, is, as always, quite complex.  
On the one hand, I can mention a cooperation between the Palestinian city of 
Tulkarm and the Israeli regional council of Bat-Hefer.  With support of the 
European commission, a joint sewage purification plant was established and the 
sewage on both sides of the green line are treated in a joint plant.  On the other 
hand, during this past month, plans for an Israeli garbage dump near the Palestinian 
city of Nablus, were put in place.  According to this plan, Israeli garbage would be 
"exported" to the Palestinian authority.  Due to my involvement and that of other 
public figures, this plan has been halted. 

5. Conclusions 

It is evident, from the points that I made, added to the decades of human suffering 
on both sides of the conflict, that a lasting peace is needed.  Such a peace should, in 
my view, follow the Arab peace initiative introduced by the Arab League in its 
summit in Beirut, Lebanon in 2002 and reiterated in Algiers just last month.  Sadly, 
my government has, for various reasons which I will not go into here and which I 
strongly disagree with, not reacted to this initiative.  However, with Prime Minister 
Sharon’s disengagement plan, scheduled to be executed this coming June and with 
the new pragmatic Palestinian leadership, I can envisage the favorable falling of the 
die of destiny that would set in motion, of not already in motion, a dynamic that 
could substantially enhance chances for a real, honorable and fair peace between 
Israel and the Palestinians.

Such a resolution for the conflict would be a glaring opportunity for progressive 
programs of environmental cooperation and comprehensive Comparative Risk 
Assessment to manifest themselves in the region.  Based on the estimated 
international funds that are expected to flow to the region, a positive and even 
ground-breaking opportunity could be envisioned.  Such changes could resonate 
through the world and perhaps even instigate a paradigm shift in favor of 
sustainable development and betterment of the environment and the societies living 
in it.  For people who are not afraid of vision, this is the time of reaching for the 
skies.  At least from where I come from, it would seem that from the lowest and 
darkest reality we were in just a few months ago we have no choice but to look up 
and work for a better future. 
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Abstract

The dynamic nature of sediments, from rivers to estuaries and the sea, calls for a 
holistic approach to sediment management that ensures that transport, quantity and 
quality are explicitly addressed throughout the framework.  If sediments are 
hydrodynamically connected, it makes sense to prioritize those that pose risk 
downstream, and to do this in a manner that considers the entire sediment, 
contaminant and risk budget, from source to sink.  Such an approach will provide 
insight into the highest impact potential changes in agricultural, industrial and 
development practices that may reduce sediment and contaminant inputs, and 
hence the cost of maintaining waterways and protecting the environment.  
Conceptual frameworks for basin-scale sediment management that provide an 
approach for addressing the complexities inherent in managing sediments at both a 
basin-wide and site-specific scale and their role in holistic European basin-scale 
sediment management decision making, are discussed.

1. Introduction 

Sediment quality can be defined as the ability of sediment to support a healthy 
benthic population (the organisms that live in intimate contact with sediments at the 
bottom of water bodies).  Quality can be affected by a number of physical, 
chemical and biological factors, but the focus of the discussion in this chapter is on 
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sediment quality as a function of the presence (and associated bioavailability) or 
absence (or non-availability) of toxic chemicals.  Quality can be assessed by a 
number of methods, including combinations of chemical measurements (often 
compared to standards or benchmarks), toxicity tests and/or benthic community 
analyses.  Because many contaminants have a tendency to associate with sediment 
particles [1, 2], they can accumulate in, and be transported by, sediments 
throughout a river basin. 

Sediments are an essential part of the aquatic ecosystem, providing habitat and 
substrate for a variety of organisms, as well as playing a vital role in the 
hydrological cycle.  Sediment quantity can, however, represent a risk to the well-
being of a system, through imbalances, or through incompatible physical 
characteristics.  Examples of risk include excesses or lack of sediments in rivers, 
estuaries, reservoirs, lakes and impoundments which can reduce storage and flow 
capacity, increase flood potential, damage hydro-power installations, degrade 
habitats, erode river channels downstream of sediment “blockages”, and undermine 
the stability of channels and infrastructure (e.g. erosion of bridge piers).  Examples 
of benefits include sediment supply to the nearshore environment (with 
implications for longshore drift/coastal stability), the provision or sustenance of 
wetland and aquatic habitats, sediment extraction for use in building/road 
industries, and beneficial use/capping of contaminants. 

There is a need to broaden thinking on sediment management and risk assessment 
to a basin-wide approach that addresses both quantity and quality of sediment, as 
well as a need to recognize the fact that actions or changes in conditions in one part 
of the basin, whether the result of anthropogenic or natural processes, may well 
have impacts elsewhere in the basin.  Sediment quantity and quality issues must be 
considered together, not separately as entirely different issues, as the 
interdependence of quality and quantity in dynamic river basins demands a holistic 
approach, precluding a decoupling of these facets. 

Contaminant inputs and effects on sediment quality come from various sources and 
types, and via various pathways.  As noted above, “properly functioning” river 
systems, in both ecosystem and socioeconomic terms, are dependent upon a 
balance of the aspects of sediment quality and sediment quantity.  Both an excess 
and a lack of sediments, either due to past, present or future natural or 
anthropogenic processes, can put various functions of a river at risk.  Thus, in a 
river basin, both sediment and contaminant sources are manifold and their 
respective locations, potential source strength (a function of sediment and 
contaminant quantity stored) and amenability to erosion, under current and 
projected conditions, must be determined.  A description and model, whether 
conceptual or quantitative, of the mass flow of water, contaminants and particles 
(and thus risk) within a river basin can be termed a Conceptual Basin Model, or 
CBM [3] 

Contaminants can partition, transfer and move through a dynamic river ecosystem 
through various media, including air, sediment, soil, water and biota.  Management 
of risk in such an ecosystem, or within a given river basin, suggests that sediment 
management should be integrated into water and soil management.  Therefore, an 
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integrated approach to soil, sediment, water and biota should be developed.  Thus, 
a conceptual appraisal of any proposed sediment management framework in light 
of water- and biota- focused perspectives is required.  A decision-making 
hierarchy, which encompasses priority setting at a basin scale down through site-
specific risk assessment at a local level, is a necessary approach for managing 
water, soil, sediment and biota, as well as point and diffuse contaminant sources.

2. The Need for Basin-Scale Management 

Although most guidance documents have been generated for specific aspects of 
sediment management (such as dredged material disposal or environmental 
management [4]) a basin-scale approach must integrate various sediment goals and 
provide a universal framework.  Different nations, organizations and stakeholders 
have different objectives when they address sediments, and frameworks must be 
devised that allow goals and priorities to be balanced in a transparent way.  The 
goal of sustainable sediment management demands that sediments are managed, 
not one unit of sediment at a time, but instead with the interactions between that 
unit and all current or potential sources or sinks within a river basin, in mind [5]. 

One of the main drivers for European river basin management and for the SedNet 
initiative is the EC WFD.  The WFD (Annex VII) requires member nations to 
develop River Basin Management Plans (RBMPs) which are required to deliver the 
WFD objective of good, or improving, ecological status in all water bodies.  These 
RBMPs will need to consider many aspects of basin-scale management within the 
socio-economic environment of the region, country and continent.  The concept of 
basin-scale sediment management, which is the focus of this chapter, is just one 
facet of such an RBMP, with other facets including water resources, flooding, 
nutrient management, priority substances and biota.  As with sediment 
management, many of these other facets will also require understanding of the 
hydrodynamic continuum, and thus any plan derived for sediment management 
must be compatible with other requirements of the RBMP.

To achieve sustainable sediment management in a dynamic river basin, the various 
practitioners of sediment management must come to the table before any sediment 
management decisions are made and develop the sediment-specific aspects of 
RBMPs that will balance the environmental, economic, social and regulatory needs 
throughout the basin.  To achieve such a balance, a common language must be 
developed such that priorities can be established and understood by all parties 
involved, information needs can be defined and filled, and sediment can be 
managed in a sustainable way.

The complex, multi-scale and multivariate nature of holistic sediment management 
requires the involvement of many “layers” of political, technical, scientific, 
economic and environmental analysis, which can be difficult to integrate and unify.  
Whilst many of these processes involve very different drivers, organizations and 
approaches (whether on site-specific or river-basin scale), holistic sediment 
management requires that the relationships between these processes, including their 
points of interaction, intersection and information exchange, be clearly defined.  To 
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achieve these goals, it is necessary to develop strategic, conceptual and process 
frameworks that identify these interactions, define common issues and terms, and 
help define and thus expedite information exchange in support of effective 
sediment management.  This paper looks at the relationship between various types 
of decisions, appraisals and assessments in basin-scale sediment management.  A 
definition of what sort of decisions and actions are informed and affected by what 
information should then lead to discussions of how such complex data will be 
combined, processed and handled, the focus of much of this book.

3. Frameworks for Basin-Scale Management 

Figure 1 portrays a conceptual framework defining the relationship between basin-
scale and site-specific considerations in river basin management.  Note that this 
diagram need not be sediment-specific or risk-specific, but rather can be used to 
address management options for various media.  As described above, management 
of river basins will require an evaluation of all relevant processes (both natural and 
anthropogenic) at the basin-scale using all available data.  Whilst the focus of this 
chapter is on sediment risk management, this can only be achieved within the 
context of its broader milieu.  However, it is important to reiterate that the 
selection, prioritization, implementation and evaluation of any management action 
is dependent upon a broad range of factors (including, but not limited to, economic 
appraisal, technical assessment, risk assessment and environmental assessment), all 
of which must be evaluated at every level of the decision-making and management 
process.

Figure 1:  Conceptual diagram of the relationship between basin-scale and
site-specific assessment and management in a river basin. 

Figure 2, adapted from a UK approach to flood defense [6], shows the various 
types of appraisals necessary at each step in the decision process, and how 
information from each feeds into other steps.  Whilst this paper will focus on risk 
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appraisals, it should not be forgotten that these are only one part of the appraisal 
and decision-making process.  How these other appraisals are combined in support 
of decisions is the focus of tools such as decision support systems (DSS) and Multi-
Criteria Decision Analysis (MCDA).  For these to be useful, however, it is 
important that both the developers and users of decision tools clearly understand 
how and why decisions are and should be made. 

Figure 2:  The iterative appraisal process at various phases of a basin scale/site-specific evaluation 
process (adapted from MAFF 2001). Note a, b, c and d in circles correspond to process steps in

Figure 1a. 

Evaluation at the basin scale may result in the elimination of some proposed 
management actions.  However, for those specific actions, projects or control 
measures identified as a result of a RBMP, site-specific assessment must be carried 
out, followed as appropriate by management and monitoring.

4. Sediment Risk Management at the Basin and Site-Specific Scale 

Clearly, risk should be assessed in at least two different spatial scales: the basin 
scale and the local (site-specific) scale, as well as at various stages in the decision-
making process.  Though some of the fundamental factors being evaluated may be 
the same for both scales (such as risk to human health, the environment and to river 
basin objectives), the methods, degree of detail and information available will 
differ.  For example, prioritizing sites or management actions at the basin scale 
involves setting priorities for sediment units throughout the basin that account for 
several kinds of risk and management objectives, and prioritizes these sediment 
units for both socioeconomic and ecological management actions. 

The term “Risk Prioritization” can be used to describe basin-scale risk-relevant 
factors used to prioritize sites in a basin in terms of relative risk. This, then, 



90 S. Apitz et al. 

separates the risk factors from other factors, while still recognizing that many other 
technical, socioeconomic and regulatory factors, all outside the scope of this paper, 
will be brought to bear before sites are ultimately prioritized for the sediment-
specific aspects of an RBMP.  The term sediment Basin Management Plan (sBMP) 
can be used to refer to these sediment-specific aspects that will inform the RBMP 
or other basin-scale management activities.

Because of the extensive analyses required to provide sufficient information to 
prioritize site risks at a basin-scale, much of the data used in the analysis will 
necessarily be based upon screening-level information, as well as literature or 
generic criteria.  Thus, sites that are given a high-priority status based upon 
screening-level risk evaluation will require further, site-specific and detailed 
analysis of risk before being subjected to potentially costly management actions.  
These sites are thus subject to site-specific risk assessment which can be defined as 
the evaluation of individual sediment parcels to determine and rank their risk 
relative to benchmarks, site- or basin-specific criteria.  A further risk evaluation at 
the local scale (although with a significant basin-scale component) is needed to 
characterize risk to the environment for any given management option (dredging, 
for example), or to compare several options.  This risk evaluation can be termed 
Project Risk Appraisal.  When several options are being evaluated, this is often 
termed a Comparative Risk Assessment. 
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Figure 3:  Process diagram for basin-scale and site-specific sediment risk management. A manager may 
“enter” the process at the basin scale (in level “a”), or at the site-specific scale (in level “b”). 
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Figure 3 presents a more detailed process diagram for basin-scale and site-specific 
risk management, which details the risk appraisal aspects of the conceptual 
framework in Figure 1a.  The letters denoting various hierarchical levels of the 
diagram (Figure 3) correspond to the same processes in Figure 1.  This diagram is 
comprised of the three principal levels of risk evaluation described above. 

Risk appraisal is only one aspect in the development of an sBMP but it is the risk-
related aspects of such a process that are emphasized in this process diagram, and 
which represent a risk-specific “cross-section” through Figures 1 and 2.  In risk-
related terms, basin-scale assessment begins with the processing and synthesis of 
information derived from basin monitoring and from databases to develop a 
Conceptual Basin Model (CBM), and an assessment of the various objectives that 
are desired for the river basin as a whole and for sites within the river basin in 
particular (Basin Management Objectives).  The CBM should consider the mass 
flows of water, particles and contaminants, and a screening level assessment of 
sediment quality and archived data.

This information is then used to evaluate, if possible, the relative risk associated 
with various sites, with a consideration of the potential risk implications of those 
management actions being considered to achieve socioeconomic goals (such as 
dredging, construction, etc). 

A number of other appraisals (see Figure 2) should then be carried out to generate a 
sBMP, which should present a prioritized list of proposed projects and strategies, 
some to achieve ecological goals, and some, such as dredging, to support 
socioeconomic goals.  It should be pointed out that an important part of any 
sustainable sBMP is a contaminant and sediment source control plan.  The success 
of such a control plan is largely dependent upon a CBM that adequately accounts 
for diffuse and point sources throughout the basin. Low-priority sites or projects 
(which can be eliminated based on appraisals) are then set aside for no further 
action, while relatively higher-priority sites or projects are subject to more detailed 
assessment.  Sites given high priority based upon screening risk will undergo a 
detailed risk assessment, referred to herein as site-specific risk assessment. 

The results of such risk assessment may determine that, based upon more detailed 
information, management of the site based on risk is unnecessary, or the 
assessment may instead demonstrate the need for risk management.  Site-specific 
risk assessment is characterized by tiered assessment and the determination of site-
specific risk. Site-specific management options should be evaluated using a project 
risk appraisal, and comparative risk assessments.  This approach will be used to 
evaluate and compare the potential risks and benefits of various remedial, 
management and/or disposal options based upon site-specific impacts on BMOs, 
site-specific risk, technical feasibility and regulations, as well as potential impacts 
upon other sites within the system (as informed by the CBM).  Proposed projects in 
support of socioeconomic (rather than remedial) goals will still be subject to site-
specific risk assessment and a project risk appraisal, though often at a much lower 
level, if there is no evidence of site-specific risk.  They may then, however, go 
straight to management for socioeconomic goals without a remedial step. All 
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projects should be subject to post-project monitoring, the results of which can both 
be used to evaluate the efficacy of any project as well as to help revise the CBM. 

Not all projects have broad (e.g. basin-wide) implications, and current as well as 
past regulatory frameworks and decision makers do not and have not acted at the 
basin scale.  Thus, in many cases, the process diagram shown as Figure 3 will be 
entered into at point (b), with a site-specific risk assessment and a Project Risk 
Appraisal.  A properly conducted Project Risk Appraisal will consider potential 
impacts of a given management action upon adjacent and downstream sites, and 
will ideally consider available upstream solutions, thereby effectively addressing 
some basin-scale considerations.  In all cases, many aspects of these evaluations are 
iterative, with new information informing various levels of the process. 

To date, agencies, decision makers and governments have not yet developed all the 
policy or infrastructure for making basin-scale evaluations and decisions (although 
in Europe this should be changing with the advent of the WFD).  Furthermore, the 
methodologies and procedures necessary to carry out such broad-reaching 
evaluations and decisions – regardless of who is involved - are still in very early 
stages of development.  However, implementation of a basin-scale approach will be 
necessary if river basins are to be managed holistically and in line with emerging 
policy, therefore, iterations of such an approach must first be laid out in clear 
fashion, then refined and debated. 

5. Setting Basin Management Objectives 

It is not only components of the CBM that will drive a prioritization of sites and 
management actions.  Societies also have a number of socio-economic goals for 
sediments and river basins which include regulatory, economic, aesthetic, 
recreational and ecological factors.  In order to sustain economies, evaluate, 
prioritize and improve ecological status of sediments, stakeholders must decide on 
management objectives, and how they are to be measured and balanced.  The EC 
Water Framework Directive mandates “Good ecological status of water bodies” 
(WFD, 2000/60/EG).  Those who work with sediments have no trouble 
understanding and communicating the link between sediments and the ecological 
status of water bodies, but the specific definition and measure of “good ecological 
status” in sediments are still being refined throughout Europe. 

The EC Habitats Directive mandates that there is a “Duty to demonstrate no harm” 
(Council Directive 92/43/EEC).  Whether this “duty” applies to future, ongoing or 
planned anthropogenic activities, the consequences of such activities, and/or to 
various environmental media, must still be clarified.  Most international bodies, 
including SedNet, speak of the goal of “sustainability”.  SedNet defines this term as 
“The multipurpose management of sediment with full attention to adverse effects, 

so as to enhance the utility of river basins in the future” [7].

As an additional complicating factor, EU programs driven by economic goals such 
as the Common Agricultural Policy (CAP) currently subsidize practices that may 
conflict with environmental sustainability.  For example, wheat and maize are now 
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being grown in the UK on highly erosive and sloping soils.  Such practices are 
causing greater flooding, the filling of streets and gardens with sediments [8, 9], 
and severely silted watercourses. Consequently, regional, national, international 
and/or basin-wide objectives must be defined.  A series of questions may be posed 
in this regard: Is the management goal to reduce the mass balance of contaminants 
in a river basin, to limit the exposure of these contaminants to the food chain, to 
protect benthic organisms, fisheries, shipping or farmers, and/or to achieve the 
“right” amount of sediment of the right type for ecological requirements?  How can 
the degree of goal achievement be measured?  How do these goals fit into current 
(or future planned) policy or frameworks? 

There must therefore be a designation of objectives for the management of a given 
river basin, which can be defined as Basin Management Objectives.  Objectives to 
be met during management generally fall under the following categories: 1) 
meeting regulatory criteria (e.g., WFD, Habitats Directive, North Sea Treaties, 
National and local legislation), 2) maintaining economic viability (e.g., navigation, 
fisheries, flood control, recreation), 3) ensuring environmental quality and nature 
development and 4) securing quality of human life.  To develop Basin Management 
Objectives, all stakeholders must come together to identify and define site-specific 
and regional goals for a given basin. Such stakeholders may come from many fields 
(regulators, dredgers, fishermen, shippers, environmentalists and the general 
public, among others) and all should have input.  The CBM, with as much 
information as is currently available should provide structure and insight into how 
various site-specific actions taken in one basin location might affect other basin 
sites and their potential uses. 

One way in which the interaction between these objectives and various 
management actions can be communicated is with the European Environment 
Agency DPSIR approach (DPSIR stands for Drivers, Pressures, States, Impacts and 
Responses).  Particularly useful for policy-makers, DPSIR builds on the existing 
Organization for Economic Co-operation and Development (OECD) model and 
offers a basis for analyzing the inter-related factors that impact the environment.  
The aim of such an approach is threefold: 1) to be able to provide information on 
all of the different elements in the DPSIR chain; 2) to demonstrate 
interconnectedness of the elements, and 3) to estimate the effectiveness of 
Responses [10, 11].

Once defined, Basin Management Objectives will control how we prioritize sites, 
how we assess and manage them, as well as how extensively we include an 
evaluation of land-based practices in a sediment management strategy.  Inevitably, 
goals will differ from place to place and even from time to time, and not all 
objectives may be achieved.  The question of who decides on the necessary 
compromises is also an important one.  As the EC WFD mandates the involvement 
of all stakeholders throughout the decision process, a clearly communicated 
framework for defining and balancing BMOs is essential to successful 
management.

The manner in which potentially competing goals related to sediment management 
are balanced is not a purely technical decision. Rather, decision-making 
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additionally requires consideration of socio-economic and political appraisals.  
Acceptance and implementation of the approach ultimately chosen and followed 
will require significant work, both technical and political.  Different nations, 
organizations and stakeholders have different goals for sediment management.  
While SedNet is an open organization, and seeks input from all European nations 
and from academia, business, government and NGOs, representation is not 
uniform.  Whether a single framework can successfully provide the tools for these 
disparate agendas and stakeholders to be reconciled remains to be seen.  However, 
the definition of BMOs, and the subsequent development of a Risk Prioritization 
and sBMP are critical parts of sustainable sediment management.  This chapter 
does not address how these choices will be made, since significant work must still 
be done on defining river basin-wide and/or Europe-wide methods, goals and 
priorities, but rather seeks to suggest a framework within which to clarify the 
dialogue.

6. Important Issues for Sediment Management Option Appraisal and 

Selection

Site-specific risk assessment should be carried out on sites prioritized for 
management.  Approaches for site-specific risk assessment are addressed in detail 
in many papers, guidance documents and books [12-16, 17-19], and will not be 
discussed here.  For site-specific assessment to be meaningful within a basin-scale 
framework, the CBM, BMOs and the issue of source control must be considered at 
each step of the assessment process. 

Proposed management options must be evaluated, both in terms of site-specific and 
basin-scale risks and benefits, in a Project Risk Appraisal; the methodologies of 
which are outside the scope of this chapter.  However, it should be pointed out that 
management options for sites being managed to reduce risk as well as for low-risk 
sites that are prioritized to be managed to meet non-remedial BMOs must be 
evaluated in terms of the CBM, overall BMOs and source-control issues, and in 
terms of the other appraisal factors described in Figure 2.  For contaminated sites, 
the most cost-effective solution for managing a site may be upstream source 
control.  On the other hand, some options that address an objective at one site may 
have negative impacts for other sites in the basin.  These issues are particularly 
important in dynamic river basins.  To address this, questions that should be asked 
and carefully considered during selection of the most appropriate options for 
managing contaminated sediments include: 

Is the site erosive or depositional? 

Will implementing certain management options change erosive vs. 
depositional status, and how will that impact other sites? 

Can sediments entering a parcel be considered as part of a solution that reduces 
risk, e.g. via burial, mixing or attenuation? 

Are there land-use changes planned for upstream locations that would reduce 
sediment loading to downstream locations? 
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Does sediment entering an area bring with it new or more contaminants? 

Do remedial options increase risks downstream? 

Is the sediment a resource needed in the basin, e.g., in order to provide habitat 
or prevent channel erosion? 

Are the characteristics (e.g., grain size, organic matter content) of sediment 
arriving at a site appropriate to the objectives for the site? 

Is source control technologically and politically feasible? 

After management actions have been selected and applied, monitoring must 
continue until risks are deemed to have reached acceptable levels.  CBMs should be 
either continuously updated or periodically reviewed, and re-balanced in terms of 
changing BMOs and/or monitoring results.  This process will support the WFD 
requirement of periodic reviews of RBMPs.  Basin-scale sediment management 
should be an iterative process, and, if done properly, resources can be allocated for 
maximum benefit. 

7. Conclusions 

The proposed conceptual approach to basin-scale sediment management provides 
possible frameworks for addressing the complexities inherent in concurrently 
managing sediments at both a basin-wide and a site-specific scale.  Acceptance and 
implementation of a basin-wide management approach will require significant 
work, both technical and political.  Successful development of a basin-scale 
decision framework should provide a basis for parties with very different goals to 
come together in support of sustainable sediment management.  Because all 
stakeholders are ultimately stewards of the same ecological and economic 
resources, breaking down technical, political, and socioeconomic barriers, whether 
real or perceived, should ultimately help to balance the various groups’ often 
disparate objectives for sediment management in a mutually agreeable, beneficial 
and sustainable way. 
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Abstract

Coastal environments present a great variety of complex environmental problems 
that lack objectively “correct” answers due, in part, to significant uncertainties. 
Traditional planning and analytical tools are not well-suited to address these 
uncertainties. Scenario planning is suggested as a useful tool for addressing an 
uncertain future that can be bounded by identifying key drivers.  This amounts to 
using multiple without condition scenarios instead of one.  Multi-criteria decision 
analysis (MCDA) techniques can then be applied to evaluate all plans in each 
scenario.

1. Introduction 

Multicriteria decision analysis (MCDA) enjoys growing support as a decision 
support tool.  Many advanced techniques have been developed to enable 
practitioners to address uncertainty in decision problems in a wide variety of ways 
[3].  These techniques are not transparent to non-practitioners of MCDA.  More 
importantly, few of these techniques are appropriate for handling drivers of the 
future environment that are subject to a wide range of significantly different 
outcomes, such as climate change or no climate change, that decision makers or 
stakeholders can understand and use appropriately.  This paper suggests that using 
MCDA in a scenario planning approach to solving coastal restoration problems 
presents one transparent and useful approach to such situations.

2. Coastal Problems 

Coastal problems are problems without boundaries. They are of global importance 
and affect billions of people.  Coastal environments present a great variety of 
complex problems that lack objectively “correct” answers.  Complexity alone 
insures that there are no right or wrong answers but only better solutions or worse 
solutions. These sorts of “wicked” problems are not well served by the 
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deterministic optimization techniques of traditional planning and analytical 
methods. While these techniques are well suited to single objective planning 
problems or multiobjective problems that can be reduced to a single metric, few 
coastal problems fall in these categories. 

2.1. COASTAL LOUISIANA 

Nearly 40 percent of the coastal wetlands of the continental US are located in the 
Louisiana coastal area.  Louisiana’s millions of acres of wetlands are among the 
world’s most diverse and productive ecosystems.  This productive and fragile 
environment is disappearing (Figure 1). For about the last 50 years Louisiana has 
lost 34 square miles of wetlands per year.  From 1932 to 2000 Louisiana lost 
approximately 1900 square miles of coastal land, an area the size of the state of 
Delaware.  From 2000 to 2050 Louisiana is projected to lose another 700 square 
miles, an area the size of the greater Washington, DC and Baltimore metropolitan 
areas. If the problem continues unabated much of the seventh largest deltaic system 
existing in the world will be lost and the shoreline will advance inland as much as 
33 miles in some areas. 

Figure 1:  Land changes in coastal Louisiana. 

The causes of coastal land loss in Louisiana are many and are conveniently 
grouped into natural and human causes. Natural causes includes subsidence, sea-
level rise, erosion, salt water intrusion, barrier island degradation, and storms.  
Human causes include drainage for agriculture, mineral extraction, and canal 
construction. Flood control levees prevent the Mississippi River from changing 
course so it can’t seasonally nourish wetlands 
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The impacts of the wetland losses are vast and varied with local, national and 
global implications. They give rise to a wide range of criteria to consider in 
addressing this problem.  The impacts include damage and loss to domestic energy 
production and energy infrastructure, inland and coastal navigation, commercial 
fisheries for both shellfish and finfish, tourism, hunting, fishing, and wildlife 
observing recreation that is among the best in the United States.  Agricultural 
production in the region is affected directly and much of the Nation’s agricultural 
practices could be affected indirectly by some responses to this problem.  One of 
the more immediate concerns to local residents and businesses is the increasing risk 
of damage from the loss of flood and storm protection. The effects of climate 
change and major natural disasters are but two major uncertainties, the resolution 
of which could have significantly different implications for the choices of decision 
makers as well as the MCDA of analysts. 

2.2. BARROW, ALASKA 

Planners in the Anchorage District of the US Army Corps of Engineers have 
defined a very different coastal problem for the northernmost city in North 
America, Barrow (Figure 2):

Barrow’s way of life is intrinsic to its location. Erosion and coastal storms 
threaten the modern infrastructure essential to the social fabric that the 
community of Barrow provides as a regional cultural center. 

Figure 2:  Vicinity of Barrow, Alaska. 

Barrow’s climate is an Arctic one with a daily minimum temperature below 
freezing an average of 324 days of the year.  The population of 4,434 people (2002) 
is 57% Native American, 22% White, and 9% Asian living in a city that cannot be 
reached by land.  Everything must be flown or barged into the town. The Inupiat 
Eskimo culture leads an essentially subsistence lifestyle.  Ice cellars are common 
and the average harvest and consumption per resident of indigenous meats, i.e. 
bowhead whale, caribou, whitefish, walrus, and seal is 290 pounds annually.  The 
North Slope Borough (NSB) government is the primary employer in this town with 
an economic base of oil and gas extraction, a small federal government, tourism, 
and some limited manufacturing.
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Among the uncertainties associated with this problem is climate change, 
specifically the potential effects of global warming on storm regimes, and the 
frequency, duration and thickness of ice-cover.  The fate of the town’s social and 
economic infrastructure is equally uncertain, consequently the future of this unique 
North American consequence is uncertain. 

The criteria that may be important to consider in any effort to solve Barrow’s 
coastal restoration problems include: 

Future storms and erosion damages (this is a key driver of future scenarios) 

Engineering feasibility of management measures 

Environmental concerns in the coastal zone 

Archeological impacts 

Economic effects and net benefits of management measures 

Social impacts (this is another key driver of future scenarios) 

Cultural impacts on Inupiat Eskimos 

3. Uncertainty 

One of the emerging constants in the modern world is uncertainty.  The world 
grows more complex.  Complexity as used here, refers to such things as the size of 
a society, the number of its parts, the distinctiveness of those parts, the variety of 
specialized social roles that it incorporates, the number of distinct social 
personalities present, and the variety of mechanisms for organizing these into a 
coherent, functioning whole [10].  Our social systems grow so complex as to defy 
understanding.  Consequently, our systems of problem solving develop greater 
complexity.

The world faces an increasingly rapid pace of change in almost every arena.  
Scientific breakthroughs make things, once impossible to conceive, commonplace.  
Much of this change is driven by rapid advances in technology too turbulent and 
rapidly changing to be predicted by human beings.

Relentless pressure on costs is now a fixture in all public decision making.  We 
have entered a world where irreversible consequences, unlimited in time and space 
are now possible.  Some of the wicked problems planners face can have a long 
latency period.  For example, the ongoing efforts with landscape scale ecosystem 
restoration problems in the Florida Everglades, Coastal Louisiana, and the 
Columbia River Basin provide clear examples of problems that took decades to 
emerge and be recognized.  The implications of the solutions being formulated may 
similarly take decades to be understood. 

A new phenomenon of “known unawareness” has entered our lexicon.  As a society 
we are beginning to realize that despite all we know the unknown far outweighs 
what is known.  We have begun to suspect that there are some risks for which there 
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may be no narrative closure, i.e., no ending by which the truth is recovered and the 
boundaries of the risk established. 

Despite the world’s rapid advances in all kinds of sciences we are increasingly 
dominated by public perception.  When it comes to uncertainties and risks, 
acceptability depends on whether those who bear the losses also receive the 
benefits. When this is not the case, the situation is often considered unacceptable.   
As a result, possibility is often accorded the same significance as existence in a 
stakeholder’s view.  And this view can find its way into policy.  This is in part 
because many things that were once considered certain and safe, and often vouched 
for by authorities, turned out to be deadly.   The recent BSE experience in Europe 
and SARS experience in China provide vivid examples of this.

Responsibility in this more connected world has become less clear.  Who has to 
prove what? What constitutes proof under conditions of uncertainty? What norms 
of accountability are being used? Who is responsible morally? And who is 
responsible for paying the costs?  These questions plague planners nationally and 
transnationally.  Consequently, many public policy decisions are subjective in 
nature.

All decision making and planning processes operate in this uncertain reality.  Yet 
most of them cling stubbornly to a deterministic approach to planning and decision-
making that belies the experience of business and government the world over.  
Coastal restoration, like other decision contexts needs a culture of uncertainty.  We 
need decision support tools for this uncertain and subjective world.  These tools 
include:

Risk analysis--systematic framework for organizations to approach decision 
making related to risks 

MCDA—a tool useful in risk analysis or other decision support frameworks 

Planning frameworks that are realistic and useful 

The latter is the focus for the remainder of this paper. 

4. Traditional Planning 

Traditional planning processes are generally deterministic in practice.  The U.S. 
Army Corps of Engineers uses a six-step planning process prescribed by the 
Economic and Environmental Principles and Guidelines for Water and Related 
Land Resources Implementation Studies (P&G) summarized in the Figure 3.

A distinguishing characteristic of this and many other planning processes is the 
reliance on a forecast of a single most likely alternative future.  The focus on a 
single forecast of an uncertain future is based on an understandable desire for one 
right answer.  As a matter of practice, these forecasts are often anchored in the 
present.  This had been a perfectly acceptable practice in the past when change was 
not as rapid and the social context of problems was not as complex, in other words 
before the world became so uncertain. 
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Reliance on a single forecast of the future guarantees an adversarial decision 
process because there are always legitimate differences in views of an uncertain 
future.

Figure 3:  The six-step planning process prescribed by the P&G. 

MCDA can be an integral part of the evaluation, comparison and selection steps of 
the planning process.  The future forecast is critical to the estimation values used in 
the  MCDA.  Currently the MCDA is sometimes supplemented by a risk-based 
analysis of some of the decision criteria measurements.  For example, it would be 
routine practice to use risk-based analysis to forecast expected annual storm 
damages in the future without any management intervention in the coastal zone and 
then to forecast that value again assuming specific management actions are in place 
and operating.  A summary measurement of these risk-based values may be used as 
part of an MCDA analysis.

Alternatively, or in addition, the MCDA may include a sensitivity analysis of its 
own.  But these approaches represent shades of gray in a situation that may require 
more black and white analysis. 
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4.1. FORECASTING COASTAL RESOURCES FUTURES 

To provide a better context for understanding this paper’s suggestions for 
addressing major uncertainties a closer look at a traditional planning approach is 
offered. There are many ways to approach an evaluation of coastal restoration 
management options, including gap analysis, before and after comparison, and with 
and without comparison.  The latter is generally preferred, and is prescribed for the 
US water resource agencies by the P&G.  The risk estimates, scientific analyses, 
special studies, economic and environmental analyses, opinion surveys, legal 
analysis and the like, upon which an evaluation of restoration measures will be 
based, will vary from case-to-case.  But a few generic evaluation framework steps 
can be identified using an adverse human health risk estimate as an example below 
(Figure 4).  These steps include the following: 

Describe the existing baseline risk condition 

Describe the most likely future condition in the absence of a change in 
resource management, i.e. the “without condition.”  In traditional planning 
every option is evaluated against this same without change condition, the 
“Future No Action” shown below.  This future may exhibit an increasing, 
decreasing, flat or mixed trend. 

Describe the most likely future condition with a specific resource management 
intervention in place, i.e. the “with condition.” Each intervention (A) has its 
own unique with condition, the “Future With Intervention A.”

Compare “with” and “without” conditions for each intervention option.

Characterize the effects of this comparison—not all effects are equal in size, 
some are desirable, others are not. 
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Figure 4:  With and without comparison. 

The National Environmental Protection Act (NEPA) process often favors a before 
and after comparison, while other decision processes may set a goal of achieving 
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some target level of risk reduction and use gap analysis to gage how close different 
options come to achieving that target. 

Using comparisons of with and without resource management interventions usually 
requires very sophisticated levels of analysis.  But the critical flaw in this analysis 
in instances where there are strategic uncertainties is the reliance on a single 
forecast, the most likely future condition.  For example, what assumptions do 
planners make about climate change for either the Coastal Louisiana or the Barrow, 
Alaska coastal restoration studies?  If no climate change is assumed the evaluation 
of MCDA criteria in a with and without condition comparison may yield one set of 
values.  If climate change is assumed an entirely different set of values may be 
obtained.  The differences could be large enough to significantly influence the 
formulation of the best resource management action.  If the assumption is wrong, 
the management measure's performance may be somewhere between less effective 
and totally ineffective.  Realistic forecasts of strategic uncertainties are critical to 
successful MCDA in a complex coastal restoration environment. 

Analysts and decision makers labor in uncertainty.  A single forecast of the future 
will be wrong for anything but the most simplistic forecast of future conditions.  
Consequently, MCDA conducted in a traditional planning framework is based on 
what could be not what will be. In a world of many stakeholders, what could be is 
wide open to debate and litigation. 

Coastal restoration needs a planning framework that addresses strategic 
uncertainties, i.e., the large and difficult uncertainties, in an explicit fashion.  A 
wide variety of coastal problems face strategic uncertainties due to natural causes 
like global warming and unpredictable storm regimes including catastrophic events 
like the December 2004 tsunami in the Indian Ocean, or Hurricane Katrina in 2005.  
In addition, there are potentially strategic uncertainties due to human activities.  
These include a wide range of anthropogenic disturbances, changing national 
values and geopolitical events.  Scenario planning can help analysts address 
strategic uncertainties. 

5. Scenario Planning 

One of the emerging constants in the modern world is uncertainty.  There is good 
reason to believe that complexity and rapid as well as unpredictable change should 
be considered normal parts of the 21st century landscape.  Faced with this reality, 
planners can bemoan the difficulty of decision-making or they can devise simple, 
effective strategies to enable themselves to cope with and even thrive in an 
uncertain world. Scenario planning is an effective tool for strategic decision 
making under uncertainty. 

In Figure 5 below, circumstances in which scenario planning may be useful are 
suggested. When there is little uncertainty and the consequences of being wrong 
about these uncertainties is minor, any sort of standard decision making method 
will do.  When there is much uncertainty and the consequences of being wrong are 
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grave scenario planning is indicated as a viable option.  A role for traditional 
deterministic planning remains as well as the figure shows. 

Figure 5:  Opportunities for scenario planning. 

Scenario planning is one technique developed in the latter part of the twentieth 
century for dealing with the pervasive uncertainty that confronts modern decision 
makers.  Scenario planning is not forecasting.  In fact scenario planning is rooted in 
the proposition that all forecasts are wrong.  This approach to planning considers 
scenarios to be instrumental in understanding and anticipating operating 
environment trends.  It relies on the construction of alternative scenarios as a form 
of sensitivity analysis performed on the unknown and unknowable future. 

“Scenario” literally means an outline or synopsis of a play.  The word is derived 
from the Italian, from scena, scene, that comes from the Latin scaena and it dates 
from about 1878.  Herman Kahn introduced the word to its planning context, 
roughly a description of possible actions or events in the future, at the RAND 
Corporation in the 1950s.  The first applications of scenarios in a planning context 
are thought to have been in the military strategy studies done by RAND for the 
U.S. government. 

By the 1960’s the Wharton School’s H. Ozbekahn had used scenarios in an urban 
planning project for Paris, France.  The theoretical foundations of scenario 
forecasting, an important component of scenario planning, were principally 
developed in the 1970s.  Royal Dutch Shell is regularly credited with popularizing 
and modernizing the use of scenario planning for strategic planning in the early 
1970s [11; 12]. In fact, Wack asserts it was Royal Dutch Shell that came up with 
the idea of scenario planning.  French [5] and German [1] planners have also made 
early use of these methods.
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The use of scenario-driven planning spread in the 1970s and by the 1980s it seems 
to have emerged as a distinct field of study with an extensive literature. A review of 
the extensive scenario planning literature [13] shows increasingly more attention 
was paid to the methodology of scenario planning through the 1980s.  Since that 
time the literature has continued to grow.  The emphasis in the more recent 
literature has been on the use of scenarios as a tool for addressing uncertainty.

There is no way to do justice to the length and breadth of the variety in scenario 
planning approaches in a short paper.  For the purposes of this paper one approach 
to scenario planning is briefly summarized in the context of the with and without 
language developed above and in use by many planners in the US. This approach 
can be described as a process that develops several without project conditions 
rather than a single most likely alternative future without a project, as traditional 
planning does.

This method, developed for strategic planning by industry, recognizes strategic 
uncertainties in the future.  Different realizations of the future could lead to quite 
different views about the best actions to take in the present.  The uncertainties are 
addressed by describing different scenarios for each relevant future state of the 
world.  Then, rather than to choose a plan based on its differences between a single 
without and with project conditions comparison, a plan would be evaluated against 
each of the possible future states of the world (scenarios, i.e., there are multiple 
without project conditions).  The plan that performs best across all future without 
project conditions (or scenarios) is deemed the best plan; rather than choosing the 
plan that performs best if only one future state of the world is realized.  Adaptive 
management is a modern concept that fits resource management options developed 
in a scenario planning context quite readily. 

Scenario planning explores several alternative futures.  Scenarios are: “Developed 
by blending data and analysis with intuition and creativity, scenario plots must 
‘hang together’ like a well-crafted novel, stretch the imagination without going 
outside the bounds of believability, and consistently address issues that are critical 
to decision makers.” [9]  Although there is not a single monolithic definition of 
scenario analysis there are some reasonably consistent characteristics of scenario 
analysis in most of its forms.  Some approaches to scenario construction can be 
found in Georgantzas and Acar [4], Audrey Schriefer [9], Clemons [2], Mercer [6], 
Shoemaker [8], and Ringland [7]. 

5.1. AN EXAMPLE 

An oversimplified example of scenario creation that is representative of many of 
the techniques found in the literature is offered as a hypothetical illustration of the 
process.  The example is taken from a one day effort with Barrow, Alaska planning 
personnel of the Anchorage District of the US Army Corps of Engineers. 

After a careful identification of the problem (section 2.2) the team identified two 
key and uncertain drivers that will bound and shape the alternative future of 
Barrow and its coastal resources.  These were: 1) storm damage and beach erosion 
regimes, and 2) social infrastructure.  There were many other variables and values 
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of interest and importance to the community and decision makers but these two 
defined four alternative futures as show in Figure 6. 

Figure 6:  Four alternative futures in Barrow, Alaska. 

Each scenario is described in a narrative story style that is true to the problem 
formulation.  Scenarios (i.e., without conditions) are given a catchy name so that 
planners and stakeholders can begin to understand and identify with the different 
possible futures that could result in the absence of resource management actions.  
The narrative provides a clear, concise and nontechnical description of the 
dimensions of the coastal restoration problem that are important to decision makers 
and the community as they would appear in that particular future state of the world.  
They also provide a transparent entrée into the world of the analysis for 
stakeholders.

The Goodbye Barrow scenario would tell the story of severe erosion rates and 
beach recovery under increasing evidence of global warming that results in 
retreating ice cover, more frequent and more severe storms.  The  consequent 
retreat of the shoreline claims the town’s road against ineffective local measures to 
protect it.  The occasional ivu proves even more hazardous to the community in 
unpredictable ways.  Utility interruptions begin to occur and all the people with 
means move.  The quality of life suffers and a unique North American culture is 
endangered.  The other three scenarios tell their own unique and different story of 
the future. 

The traditional planning process would identify one of these futures as most likely 
and then all resource management options would be evaluated against it.  If the 
future turns out to be different than the most likely forecast the efficacy of the 
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management options is impaired.   Scenario planning, by contrast, would evaluate 
each plan against the four scenarios.  The plan with the best overall performance 
would be the recommended plan. Because major deviations from each scenario will 
have been anticipated by virtue of the scenario planning process an adaptive 
management component can be expected to be part of such a plan.

6. MCDA in Scenario Planning 

MCDA is useful to support the evaluation of coastal restoration plans. A separate 
MCDA would be done for each of the four scenarios.  The MCDA may include risk 
assessment outcomes, economic analysis, scientific measurements, quality of life 
indicators or measurements of any other criteria desired.  Sensitivity analysis and 
other treatments of uncertainty within the MCDA are perfectly acceptable; 
however, it is worth noting that scenario analysis is used only when there are 
strategic reasons for doing so.  This generally means there is much uncertainty with 
grave consequences for making the wrong decision.  In such instances the strategic 
uncertainties addressed in the scenario planning framework may dwarf the 
individual tactical uncertainties in the MCDA analysis.  In other words, analysts 
should not presume to make the MCDA any more complicated than it needs to be.  
The major uncertainties are being addressed in the scenario framework.  The results 
of these analyses would provide the basis for further refinements of the resource 
management plans or for the selection of the best plan. A separate deterministic 
MCDA for each scenario in a scenario planning framework is a viable alternative 
to traditional planning approaches to coastal restoration problems. 
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Abstract

The elimination of negative consequences of some human impacts on the 
environment requires a process for making rational choices among different 
management options.  The objective of this study is to develop and employ a 
technique, grounded in Multi-Criteria Decision Analysis, that would weight 
relevant parameters when making a risk-based decision based upon the most 
feasible and effective choice of site remediation measures or clean-up actions 
among different options. 

1. Introduction 

Eliminating the negative consequences of some human impacts on the environment 
requires making rational choices among many possible options.  In many cases, the 
choice is grounded in Multi-Criteria Decision Analysis—a system of integrated 
multiattribute objective and subjective (expert) assessments of several alternatives.  
Usually, objective parameters can be formalized and transformed into a one-
attribute scheme.  An example would be cost-benefit analysis of site remediation 
strategies and least-cost evaluations applied to the ranking of available 
countermeasures.

The basic notion in the application of least-cost techniques to a decision-making 
process is very simple: an option is selected if the resulting net benefit, including 
mitigation of risk and minimization of cost, exceeds that of the best alternative and 
not otherwise.  The objective of this study is to develop and employ a technique 
that would weight relevant economical parameters when making a risk-based 
decision to determine the most feasible and effective choice of site remediation 
measures or clean-up actions among different options. 
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2. Assumptions, Methods, and Models 

In the case of application of this practice to ranking of available environmental 
protection measures, the net benefit from introduction of a given countermeasure 
can be expressed as B=V–P, where B is the net benefit from application of the 
countermeasure; V is the benefit, gained as a result of expected risk reduction, from 
mitigating the additional risk-related cost; P is the cost of a countermeasure.  The 
cost of  the countermeasure includes all efforts made by the society in decreasing 
the environmental risk to an acceptable level, and it is normally expressed in 
monetary terms. The countermeasure monetary evaluation is based on the 
conventional economic concept that takes into account actual expenses and their 
distribution in time. It consists of a combination of the capital cost of the 
countermeasure and the subsequent operation and maintenance cost. The NPV and 
IRR parameters allow evaluating a countermeasure from a cost-effectiveness point 
of view.  Obviously, the countermeasure that has the largest NPV value is the most 
cost-effective one.  Along with IRR, this can be used for comparing and rating 
different countermeasures and selecting the most economically attractive 
remediation strategy. 

In order to take into account temporal scales, a discounting method is commonly 
used.  In accordance with discounting technique, the net benefit from application of 
any countermeasure can be considered as net present value (NPV), which is 
defined as: 

n

1i 1
i

OiCiViNPVB , (1) 

where Vi, is annual benefit from application of countermeasure; Ci is capital cost; 

Oi is operation cost;  is discount rate; and n is project lifetime. 

Parameter NPV allows evaluating the countermeasure from the cost-effectiveness 
point of view.  Obviously, the countermeasure that has largest NPV value is the 
most cost effective.  If operation and maintenance costs and benefits from the 
countermeasure application are assumed to be constant throughout the lifetime of 
the project, the calculation of the NPV can be simplified by the use of annuity 
factors.  These are the sum of discount factors over time periods and are defined as: 

)(1 n

1)(1 n
)A(n,     (2) 

In this case, the expression (14) can be rewritten as: 

C)A(n,O)(VNPV    (3) 

The formulas given in Equations (1) or (3) can be used for comparing and rating 
different countermeasures and selecting the most economically attractive one.  To 
compare a countermeasure to be selected for promotion with other investments the 



Ranking of Available Countermeasures Using MCDA  113 

parameter of internal rate of return (IRR) can be used.  IRR can be found using the 
following equation: 

0CIRR)A(n,O)(V    (4) 

The task of determining an evaluation of the optimal measure from a set of 
measures can be formalized as a minimization process applied to several functions 
based on a product of the matrices responsible for environmental contamination, 
transport of contaminants through forage chains, effectiveness of different clean-up 
(countermeasure) techniques designed for specified contaminant(s), cost of 
available technologies(s), and monetary equivalents for averted risks from 
exposures to specified contaminants. 

The expected reduction factors Dil of exposure to contaminated forage as a result of 
application of different countermeasures to the specified route of exposure can be 
defined as the following matrix: 

DNM..........DN1NsureCountermea

.........................

......................

D1M.........D111sureCountermea

MForage.........1Forage

D
il

  (5) 

The second matrix, which has to be added to the matrix product, contains weighted 
dimensionless coefficients responsible for contaminant transfer between different 
forage chains and receptors.  The matrix has the following structure: 

W NM..........W N1NForage

.........................

......................

W1M.........W111Forage

MtContaminan.........1tContaminan

W
li

 (6) 

Components of the following matrix represent the concentration of contaminants in 
different food products: 

CNM..........CN1NtContaminan

.........................

......................

C1M.........C111tContaminan

MForage.........1Forage

C
il

     (7) 

The matrix K , with components representing the expected concentration of 

contaminant k incorporated in receptor tissue with forage item j, can be calculated 

as:
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e
T

CK       (8) 

In Equation (8), the components of vector-column e  contain the hazard quotient 

that accounts for toxic (or radiation) dose generated by a unit concentration of 

contaminant k inside the receptor’s body.  Upper index T means that vector e  is 

to be transposed to a vector-row. 

The expected reduction of annual toxic dose with due account of the 
countermeasure to be implemented in the given site can be presented as a vector-

column E , calculated by using the following expression: 

MKWDE    (9) 

The vector-column M  includes components that represent annual consumption 

of the food product related to corresponding food chain.  A decreasing extent of 

annual dose E  (or component of it) caused by each countermeasure applied to 

each sources of exposure can be evaluated in monetary units by multiplying to 

coefficient .  This coefficient is a monetary equivalent of an averted exposure 

dose.  Thus, the economical effectiveness of implementation of countermeasures, 
or NPV and IRR, is calculated as: 
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The proposed analysis of effectiveness of different radiation protection measures 
does not imply all varieties of ecological, socioeconomic, and other conditions.  
These conditions are to be evaluated by a decision-maker on a basis of separate set 
of criteria and assumptions (e.g., availability of resources and materials, other 
possible ecological constraints, political situation, etc.).  The completeness of such 
evaluation depends on what task, direct or inverse, is used. 

The direct task implies, first, specification and ranking of the territories / objects 
where the countermeasures must be implemented; secondly, choice of the 
countermeasures, evaluation of corresponding means (finance, materials), 
assessment of effectiveness and analysis of alternatives; and finally, development 
of a rehabilitation plan.

When an inverse task is considered, experts have to choose a countermeasure (or 
set of countermeasures) that would optimally meet a given criterion and satisfy 
foreseeable constraints (financial, ecological, social, political, and so on).  
Whatever the case, the proposed model of cost-benefit analysis gives an 
opportunity to evaluate and validate the main economical aggregates that are the 
most crucial bases of decision making. 
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3. Results of Model Application 

The suggested model as an integral part of complex software was used in 
development of the Radiological-Hygienic Passport database (RHP-database) [1].  
The objective of the database was to collect, verify and file all reliable and 
consistent data regarding the radioecological situation, sanitary and public health 
conditions, and economical and societal infrastructure for contaminated settlements 
in the regions contaminated after Chernobyl.  Another objective was to operate as 
an informational and supportive tool for decision-making processes.  The RHP-
database is designed and produced with the relevant models incorporated in a 
simulation block of RHP software to calculate expected dose response and the 
economical parameters of countermeasures. 

The RHP-database is built in Microsoft Access and has the following principal 
structure (Figure 1): 

Land and Soil Data Demography Data Geographic 
Information 

Infrastructure Data Economy Activity Data 

Surface Contamination 

Food Contamination 

List of Countermeasures 

WBC Data & Doses 

Dose Assessment 
Model 

Information Block 

Simulation Block 

Economical 
Assessment Model 

Figure 1: RHP Database structure. 

The RHP-database main form is designed for opening other principal database 
forms, as well as for linking to our modeling block with two mathematical codes, 
which are responsible for assessment of annual effective doses and calculation of 
economic parameters of the selected countermeasures (the model described above). 

From the main form (Figure 2), a user can open several major database forms using 
relevant buttons, namely: 

1. “List of Settlements” (calls the database form containing general 
administrative location of all target settlements). 

2. “Population” (calls the database form with demographic data). 
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3. “Infrastructure” (call the database form with information about industrial and 
communal infrastructure). 

4. “Building and dwelling” (calls the database form with information about 
buildings of different types in the settlement location). 

5. “Contamination of settlement” (calls the database form with information about 
contamination levels in settlement territory). 

6. “Contamination of lands” (calls the database form with information about 
contamination levels in homesteads, pastures, hayfields, and other agricultural 
lands).

7. “Contamination of food” (calls the database form with information about 
content of radionuclides in local foodstuffs and forest food products). 

8. “WBC data” (calls the database form with information about 137Cs content in 
human body according to the records of whole body counting). 

9. “Annual effective dose” (calls the database form with information about 
annual effective dose recorded for the given settlement). 

10. “Countermeasures applied” (calls the database form with information about 
radiation protection measures that have been already applied to the given 
settlement).

Figure 2:  Database main window form. 

MS Excel was used both for RHP data preparation, cross-check analysis and data 
entry.  The Excel workbook used for data compilation concerning agricultural 
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countermeasures and other radiation protection measures is shown in Figure 3.  As 
it may be seen, each technology and technique, which can be chosen for the 
application, includes all necessary information to perform evaluation of efficiency 
and least-cost analysis.  Here, we have five spreadsheets each describing the 
different clean-up technologies and remediation techniques applied to man-made 
surfaces, soil surfaces in urban areas, forest areas, virgin soil, and cultured soil. 

The corresponding database forms above suggest first assessing  a threat caused by 
contamination of food and evaluating the efficacy of selected countermeasure 
options by lowering external and internal exposures.  After completion of the 
assessment of exposure to different contaminated food chains, the code suggests 
choosing a radiation protection measure from the list.  Then, a user can proceed to 
economic analysis of the option selected by using the form shown in Figure 4.  
After the analysis of exposure to contaminated food chain is made, the software 
suggests the form shown in Figure 5 for calculation of economic parameters of 
different countermeasures.  The form allows calculation of benefits from 
countermeasures, Net Present Value (NPV), and Internal Rate of Return (IRR) of 
realization of the specified countermeasure. 

Figure 3:  Fragment of RHP countermeasures data in initial Excel format. 
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Figure 4:  Form responding to “Cost-Benefit Analysis” button of the main form. 

Figure 5:  Form responding to “Link to Least Cost Analysis” button of the previous form. 
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4. Conclusion 

The suggested model can find a direct task resolution implying specification and 
ranking of territories/objects where countermeasures should be implemented, 
address a choice of countermeasures, evaluate corresponding means (finance, 
materials), assess effectiveness and analysis of alternatives, and finally, develop a 
rehabilitation plan. 

When an inverse task is considered, experts have to choose countermeasures that 
would optimally meet a given criterion and satisfy foreseeable constraints 
(financial, ecological, social, political, and so on).  Whatever the case, the proposed 
model gives an opportunity to evaluate and validate the main economical 
aggregates that are among the most important attributes of the MCDA process. 
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Abstract

Sediment management decisions can have substantial environmental and economic 
consequences. Due their complexity, efforts should be made to communicate 
complicated technical facts, uncertainties, risk assessments, and other tools used in 
the decision-making process to the public and stakeholders in an easily 
understandable way. This paper briefly reviews the public’s involvement in the 
decision to cap sediments contaminated with heavy metals in a fjord located on the 
west coast of Norway. 

1. Introduction 

People are here defined as society (the public), stakeholders and decision makers, 
constituting those being affected by a decision concerning sediment management, 
those being responsible for the actions taken and those who legally decide. 

The objective of sediment management is to make sure that best available 
knowledge and technology is used to reduce the risks of environmental problems 
related to contaminated sediments in a cost efficient and sustainable way. 
Compared with end of pipe solutions, with respect to discharges to the aquatic 
environment, sediment remediation is complex, less predictable and very costly. 
Consequently, the decision making process has to be based on solid scientific 
knowledge, practical insight and socio-economic understanding. 

As sediment management may have substantial environmental and economic 
consequences, the decision making process must be transparent and all relevant 
parties – the people - should feel an ownership to the management plans. To adopt 
ownership you need engagement and involvement at an early stage in the planning 
process.
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2. The Importance of Public Participation in Decision Making 

At the preliminary stage of planning, the primary stakeholder and the decision 
makers should play an active role. The public, however, should not be involved at 
this preliminary stage, which may be considered as confusing and partly chaotic. 
But as soon as a preliminary plan has been communicated by the primary 
stakeholders and the decision makers, the public should be brought into the 
process. The use of open meetings and public hearings, where information is given 
and questions may be asked, is a suitable form of engaging the public. 

The involvement of stakeholders and decision makers will take place in formal 
meetings and in writing. The magnitude of involvement of the different parties 
should be formally presented in a strategy plan and accepted by all parties. This 
plan should contain time schedule and mile stones and any revisions should be 
communicated with all parties. This will clarify what is expected at any time during 
the planning and implementation process. This will minimize the problem of delay 
of the process due to unexpected complaints, mistrust and misunderstandings. 

The preliminary sediment management plan should describe the environmental 
objectives, the risks and uncertainties, the expected timing in terms of achievement 
of environmental benefits and the order of actions taken. This is to avoid unrealistic 
expectations, which again is a source of mistrust. It should also be clearly 
communicated how the environmental benefits as well as failure are documented. 
Monitoring prior to remediation, during remediation and a long term monitoring 
after remediation, is of great importance and should be of interest of all parties 
involved.

Due to the complexity of sediment management projects, effort should be made to 
communicate complicated technical facts, uncertainties, risk assessments and other 
tools used in the decision process to the public and stakeholders in an easily, 
understandable way (use of simplifications, but not oversimplifications). This is a 
challenge, but if ownership to a management project is the objective, the parties 
involved will require an understanding of all potential consequences and risks, 
environmentally as well as economically. 

Secondary benefits from sediment management projects should also be emphasized 
such as environmental reputation, economic benefits related to coastal zone 
management, increased value of land and housing in the vicinity of remediation 
areas, positive effects on tourism etc. 

3. A Case Study of People Engagement: Capping of Contaminated 

Sediments in a Norwegian bay – the Process of Decision 

A zinc plant situated at the head of a 200 km long fjord system on the west coast of 
Norway discharged waste containing heavy metals like mercury and cadmium into 
the Sørfjord since 1929. As a result, the sediments were heavily contaminated, 
particularly in a small bay close to the smelter where levels of mercury and 
cadmium exceeded several 100 parts per million (ppm) [1]. 
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In 1986 the discharge of jarosite residue stopped and the waste was stored 
underground in caverns [2]. This led to a noticeable improvement of the levels of 
heavy metals in water, fish and shellfish. The decision to terminate sea disposal of 
jarosite waste was based on regular monitoring of water, biota, and sediments in 
the Sørfjord since 1979. The monitoring data clearly showed excessive 
contamination and the health authorities introduced warnings concerning human 
consumption of seafood. The level of mercury in the blood of the local fish eating 
population exceeded levels where health problems may occur. Consequently, there 
was a large local engagement with respect to remediation of the environmental 
situation in the area. At the same time, the local population was very much 
dependent on the industry with respect to employment and the level of acceptance 
of environmental nuisance was very high in the 70s. 

Following the underground disposal of waste in 1986 (Figure 1), monitoring data 
clearly demonstrated the environmental improvement in the Sørfjord. The industry 
obtained a good reputation and the local population was optimistic with respect to 
the future. Environmental goals included removal of restrictions on consumption of 
seafood within year 2000 were formulated, but not achieved.  There are still (as of 
2005) restrictions regarding consumption of fish and mussels.

Figure 1:  Underground disposal of solid waste (jarosite) from zinc production. 
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It was soon realized that contaminated sediments could act as a source of 
contamination for a long time. Particularly, sediments in a shallow bay close to the 
zinc plant. This bay was heavily influenced by residues from the zinc production 
and the red colored sediments were easily resuspended during stormy conditions 
(Figure 2).

Figure 2: Conditions near the zinc plant in the 70s. 

A second round of remediation was recommended to reduce the input of trace 
metals to the surface water and to lower the exposure to fish and mussels. The 
decision was based on a research programme involving experimental work on 
contaminated sediments to document heavy metal fluxes, bioavailabilty and 
bioaccumulation (Figure 3).

It was decided to cap the sediments of the shallow bay (90.000 m2) with a 
geotextile and 30 cm of sand on top. This was executed in 1992. The local 
population was happy about the situation and encouraged by the hope of a cleaner 



Engaging the General Public and Other Stakeholder Groups 125 

decade caused episodic increases in the level of contamination and at present the 
sandy cap of the bay has been recontaminated to a large extent. 

Figure 3: Experimental work with contaminated sediments to measure fluxes of metals from sediments 
to water. 

The lesson learned is that the capping was performed without having source 
control. The local people have been engaged in environmental matters for a long 
time, going through phases of hope and optimism and disappointment and 
pessimism.
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environment. Monitoring of the water quality clearly showed reduced levels of 
contamination in the surface water immediately after the capping. Unfortunately, 
many unexpected incidents of accidental spills at the zinc plant have during the last 
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Abstract

Increased global trade and modern intercontinental transportation have made 
invasive species an increasingly prominent stressor of freshwater ecosystems.  
Invasive species risk assessments, which range from simple screening protocols 
that focus on species attributes and ecological requirements to rigorous analyses of 
infestation, have become an important component of environmental impact 
assessment.  In this paper we present two recent case studies in which risk and 
decision methods were applied to non-toxicological environmental issues that are 
central to many aquatic ecosystem management programs.  The first example 
reviews potential infestation by the zebra mussel, Dreissena polymorpha, on Bayou 
Bartholomew, located in southeast Arkansas, as a result of the proposed 
augmentation of low flow conditions by pumping water from the nearby and much 
larger Arkansas River.  The second example presents a retrospective analysis of the 
results of transplanting fat pocketbook pearly mussels, Potamilus capax, from an 
approximately 6-km reach of a drainage ditch in eastern Arkansas.  The two 
examples presented herein indicate the potential for improving environmental 
decision-making in the face of uncertainty—but in the presence of substantial 
information.  As more rigorous attempts are made to widen and enhance 
applications of risk and decision methods to environmental decision-making, 
ecosystem management is likely to further improve. 

1. Introduction 

Contaminant and human health issues have been at the forefront of environmental 
applications of risk and decision methods.  Toxicological risks were certainly the 
initial focus of risk assessment protocols developed in the United States [39; 54].  
However, risk and decision methods have wider applicability to environmental 
assessment and impact analysis.  Risk analysis methods are being modified to 
address invasive species issues (e.g., [50; 53]).  Formal decision methods had their 
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origins in business and legal practice [12] and now are emerging in environmental 
management-oriented decisions [29]. 

The second half of the 20th century brought expansive development of information 
and knowledge of the biology and ecology of populations and communities in 
major ecosystems.  While uncertainty still exists in ecology, lack of information 
and knowledge cannot be allowed to paralyze ecosystem restoration and 
management decisions.  Integration of information, application of moderately 
comprehensive ecological models, risk analysis, and formal decision methods all 
offer ways to meet environmental assessment and ecosystem management needs in 
the face of uncertainty. 

In this paper we summarize two recent examples in which risk and decision 
methods were applied to non-toxicological environmental issues that are central to 
many aquatic ecosystem management programs.  The first example deals with 
application of risk analysis to an invasive species dispersal concern (see also [43]).  
The second deals with a retrospective analysis of a set of endangered species 
management decisions [38], showing how the use of specific decision tools can 
improve the decision-making process. 

2. Example 1: Infestation Potential of an Invasive Species 

2.1. BACKGROUND 

Invasive species and habitat degradation generally are accepted as leading threats 
to biodiversity [13; 30; 45].  Nearly all aquatic ecosystem management programs 
include a component that addresses invasive species.  Freshwater aquatic habitats 
are the most imperiled ecosystem on the planet, due to use of freshwater 
ecosystems for industrial and human waste removal and processing, irrigation, 
flood control, power generation, transportation, and drinking water.  In the medium 
and large rivers in the United States, habitat impacts are due to dams, locks, 
straightened river channels, dredged navigation channels, levees, dikes, and 
training structures occurred with initial construction of the inland navigation and 
flood control system.  Habitat degradation is also associated with pollution and 
degraded water quality, although much of this loss has been remedied or 
ameliorated since regulatory implementation of clean water legislation.

Increased global trade and modern intercontinental transportation have made 
invasive species an increasingly prominent stressor of freshwater ecosystems [30].  
Invasive species risk assessments have become an important component of 
environmental impact assessment.  These assessments range from simple screening 
protocols that focus on species attributes and vectors of dispersal with largely 
narrative presentations of species biology and ecological requirements to rigorous 
predictions of infestation risk.

Dispersal likelihood and the physiological and ecological requirements of a species 
largely determine infestation potential in a particular region.  Despite dispersal, 
infestation level may stay low due if the species is living in only marginally 
suitable habitat.  Conversely, invasive species tend to thrive in more suitable 
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habitats, as predators, competitors, pathogens, and other natural control 
mechanisms are often lacking.

Our example focuses on how physiological and ecological preferences of a species 
can be used in relation to habitat characteristics to support qualitative and 
quantitative risk assessments.  We address potential infestation by the economically 
and ecologically important zebra mussel, Dreissena polymorpha, of a small river, 
Bayou Bartholomew, in southeast Arkansas due to proposed augmentation of low 
flow by pumping of water from the nearby and much larger Arkansas River (Figure 
1).  This particular example demonstrates how available information on habitat 
conditions and species physiological ecology can be combined to assess infestation 
risks in a fashion that is easily communicated to various stakeholders and 
managers.

Figure 1:  Map showing the locations and spatial proximity of the Arkansas River to Bayou 
Bartholomew and the Ouachita River. 

The zebra mussel is a small freshwater bivalve native to the region of Europe 
surrounding the Black, Caspian, and Aral seas (see [47] and [51] for summaries of 
this species invasive history).  Zebra mussels spread throughout much of Europe as 
canals, waterways, and boat traffic provided routes of dispersal that did not exist 
much before the Industrial Age.  The zebra mussel was spread to the North 
American Great Lakes by ballast water exchange.  This species was found in Lake 
St. Clair in the mid 1980s and, within a few years, spread throughout much of the 
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inland navigation system of the United States east of the Continental Divide.  Zebra 
mussels now occur throughout the Mississippi River from its upper reaches to the 
lowermost river near New Orleans, Louisiana.  However, high water temperatures 
in summer generally prevent the relatively cool water species from thriving in the 
southern United States [2; 3]. 

2.2. PREDICTING EXPOSURE TO INVASIVE SPECIES 

It is useful at first to broadly discuss a basic approach to evaluating invasive 
species infestation risks.  Figure 2 provides an overview of the basic risk 
assessment protocol, tailored to invasive species.  With respect to the protocol 
depicted in Figure 2, it is important to note that herein we deal predominately with 
methods of predicting exposure to invasive species.  We do not address biophysical 
and socioeconomic effects.

Figure 2: A simple diagrammatic representation of the risk assessment framework for invasive species; 
adapted from Suedel et al. 2006. 

Infestation risks for most invasive species are determined by the interplay of habitat 
conditions and physiological tolerances.  Thus, rapid and thorough compilation and 
analysis of existing information on the invasive species of interest is always an 
important early step.  Different project settings and environmental concerns merit 
different levels of scrutiny.  Thus, it is appropriate to consider risk assessment 
approaches that range in difficulty and cost.  Experience suggests approximately 
three levels of risk assessment, from the least demanding to most demanding.  All 
are based on the physiological ecology of the invasive species.
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1. Level 1  

At the lowest level, useful risk guidance can be as simple as a table of habitat 
conditions versus tolerances of those conditions.  More specifically, categories 
of infestation potential (e.g., low, moderate, and high) associated with a range 
of values for each of several critical habitat parameters.  Such tables have been 
developed independently for a number of important invasives, or could be 
derived from reviews of species physiological ecology that are not aimed at a 
simple tabular summary.  For example, Claudi and Mackie [11] did just that by 
compiling a simple table to guide infestation risk analysis of the zebra mussel 
in North America. 

2. Level 2 

A higher level of detail and certainty would invoke the logic if not the 
accounting framework of the “habitat suitability modeling” approach 
developed by the U.S. Fish and Wildlife Service in the 1980s.  In this 
approach, an attempt is made to correlate infestation potential with known 
habitat conditions (e.g., [26; 51]).  Habitat conditions might be known from 
existing information, require field measurements, or some combination of 
both. This approach is based on organismal physiological tolerances and 
applied to a quantitative analysis of habitat and water quality conditions. 

3. Level 3 

Ultimately, interplay habitat and organismal preferences (and potentially other 
factors) results in distributional patterns that are amenable to statistical 
analysis and can be used to build empirical models.  Rigorous statistical 
models can be developed that allow quantification of uncertainty (e.g., [46]).  
A conceptually similar and rigorous approach is embodied in recent attempts 
to apply methods from informatics.  In this approach, rule-based models of 
infestation potential are derived from extensive data sets on species-habitat 
relationships in species’ native ranges [44].

All of these levels of analysis, and especially the first two, derive mostly from 
existing information.  The final level requires paired observations of abundance and 
habitat conditions, usually from the invasive species home range but potential from 
a newly infested region.  Such data sets are less certain to be available and more 
demanding to evaluate.

Once an invasive species has accomplished intercontinental or other wide-reaching 
dispersal, considerable attention is typically devoted to predicting infestation 
likelihood for regions and sites in reasonable proximity to those aquatic ecosystems 
initially infested by the recent invader.  In the following paragraphs we 
demonstrate the use of existing habitat and tolerance data to perform an 
intermediate level analysis for such a prediction.
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2.3. A PROPOSED INTER-BASIN WATER TRANSFER PROJECT 

The inter-basin transfer of interest involves proposed pumping of water from a 
large river, the Arkansas River, to the headwater reach of a small river, Bayou 
Bartholomew, in southeast part of the State of Arkansas (Figure 1).  This proposed 
pumping project created concern because the Arkansas River supports a zebra 
mussel population (although the population is seasonally suppressed in summer by 
high water temperature [4]).  Bayou Bartholomew does not presently support zebra 
mussels, and the Bayou drains into the larger Ouachita River which supports many 
species of native unionid mussels that would be potentially harmed by zebra mussel 
infestations.  Our purpose herein is not to analyze the project, but rather to 
demonstrate how information on habitat conditions and species physiological 
ecology can be combined to assess infestation risks in a fashion that is easily 
communicated to various stakeholders and managers.

2.4. THE INFESTATION RISK ANALYSIS 

In brief overview, we approached the problem by: reviewing extensive published 
literature on the physiological ecology of Dreissena polymorpha, with emphasis on 
habitat requirements especially as they relate to the southerly distribution of this 
species in North America.  Next we characterized the habitats in the Arkansas 
River, Bayou Bartholomew, and the Ouachita River with respect to critical 
parameters identified from the literature review.  These variables included water 
temperature, pH, calcium, and dissolved oxygen – all of which were potentially 
limiting to zebra mussels in the river system under investigation.  Our purpose here 
is not to provide a comprehensive analysis of this information (see [11] and 
references within), but rather to demonstrate with clear examples, how knowledge 
of zebra mussel physiological ecology efficiently supported risk analysis.

Habitat suitability curves for the four water quality parameters are presented in 
Figure 3.  These are essentially similar to curves used in a prior analysis of zebra 
mussel infestation risk in the State of Florida [26] that, in turn, and are based 
mostly on published information on zebra mussel physiological ecology (e.g., [11; 
47].  We do not attempt a through review of such information herein; our point is 
more simply that such knowledge of physiological ecology typically can be 
compiled for invasive species of greatest ecological and economic concern.  Basic 
aspects of organism-habitat relationships are reasonably well known for such 
species, or become the focus of early investigations of pest species invasions.

Existing measurements of water quality were compiled from various source and 
sites and summarized in a series of figures (e.g., Figure 4).   For monitored sites 
throughout Southeast Arkansas we compiled composite scores of habitat suitability, 
using a simple weighted average of habitat suitability with respect to pH, calcium, 
temperature, and dissolved oxygen.   We included this simple regional analysis 
because, ultimately, concern will exist for not only Bayou Bartholomew but other 
stream systems in the same region.

For the three rivers of initial interest, the Arkansas River, Bayou Bartholomew, and 
the Ouachita River, a simple plot of pH provides the essence of our risk analysis 
(Figure 5).  More specifically, only the Arkansas River has a pH that will generally 
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Figure 3: Habitat suitability curves showing zebra mussel preferences with respect to four often limiting 
water quality variables: temperature, dissolved oxygen, pH, and calcium. 
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Figure 4: Example of compiled water quality data at a single site in Bayou Bartholomew
compared to the minimal requirements of zebra mussel larvae. 
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support zebra mussels.  Zebra mussels are particularly susceptible to acidic or even 
slightly alkaline water.  During their larval stage, when their calcareous shell is first 
being formed, they require a pH of 7.4 or greater to survive [33].  This condition is 
met only in the Arkansas River.  The risk of successful infestation of Bayou 
Bartholomew is low – only sporadically does pH equal or exceed a value of 7.4.  
Conditions are even more limiting in the slightly more acidic Ouachita River.
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Figure 5: Summary of pH values characterizing the Arkansas River (upper plot), Bayou
Bartholomew (middle plot), and the Ouachita River (lower plot).  The dashed line represents

the limit below which zebra mussel larvae cannot survive. 



Risk and Decision Methods Applied to Aquatic Ecosystem Management 135

2.5. LESSONS LEARNED FROM EXAMPLE #1 

Analyses of habitat conditions and physiological tolerances led to three 
conclusions.  First, the Arkansas River near upper Bayou Bartholomew (at the 
location of the proposed pumping station) provided good zebra mussel habitat with 
respect to pH, calcium, and dissolved oxygen. However, high summer water 
temperatures were such that only in cool years can zebra mussels flourish in the 
Arkansas River [2; 3; 4].  Second, Bayou Bartholomew provides poor habitat with 
respect to pH and calcium ([11] and references within).  Both water temperature 
and dissolved oxygen were slightly more suitable, but pH and calcium will be 
limiting for the early life stages.  Third, the Quachita River offers such poor habitat 
with respect to pH and calcium such that it is extraordinarily unlikely that zebra 
mussels could establish, much less thrive, in this river.

Thus, augmentation of low flow in Bayou Bartholomew to support irrigation 
withdrawals by pumping of Arkansas River water is unlikely to result in 
colonization of the Bayou by zebra mussels.  Certainly conditions for larval 
survival will be so poor that populations of zebra mussels are highly unlikely to be 
sustained in Bayou Bartholomew.  Conditions in the Ouachita River, into which 
Bayou Bartholomew drains, are even more limiting. This particular invasive 
species concern should not be a major factor in environmental decision making 
related to this project.

3. Example #2: Retrospective Analysis of an Endangered Species 

Translocation

3.1. BACKGROUND 

During September-October, 2002 we collected and moved more than 2,000 
endangered fat pocketbook pearly mussels, Potamilus capax, from an 
approximately 6-km reach of a drainage ditch in eastern Arkansas.  This 
translocation was aimed at protecting mussels from planned maintenance dredging 
and was required by a Biological Opinion prepared by the U.S. Fish and Wildlife 
Service. The project did not proceed as planned; we removed only about 80% of 
the P. capax.  Herein, we examine mistakes made, lessons learned, and discuss 
procedures that might have led to a more favorable outcome.  We identified three 
key decisions should have been thoroughly discussed prior to initiating the work: 
percentage of mussels to be removed, choice of recipient sites, and number of 
mussels to be marked and measured.  Two other issues were important: the status 
of P. capax in Arkansas, and the likelihood of future dredging needs at recipient 
sites.  Initially we felt that decision-analysis tools, used during planning, would 
have facilitated a better understanding of complex issues.  Although they would 
have encouraged better discussion, it is now apparent that communication was 
hampered largely by the different perspectives of participants.

Native freshwater mussels (Family: Unionidae) are considered by many aquatic 
biologists to be the most endangered organisms in North America [58].  In 1976 
twenty-four species were listed as endangered; as of January 2006 sixty-two were 
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endangered and eight were threatened [56].  Although they reach their greatest 
abundance (25 to more than 100/m2) and species richness (20 to 30) in medium-
sized to large rivers [36; 42], they are also found in ponds, lakes, and sloughs [41].  
They have a unique reproductive cycle in which the newly released larval stage 
must undergo a two- to three-week development period on the fins or gills of a fish; 
hence, successful recruitment depends upon specific hosts [20; 57].  They are 
sedentary suspension feeders, and aside for the development period, spend their 
lives partially buried in substratum.  Although many reasons for their endangered 
status have been proposed and discussed [49; 20; 34; 7; 48; 25; 58; 40; 52] large-
scale alteration of free-flowing rivers in the 19th and 20th centuries to accommodate 
navigation was a major cause [24].  Federal agencies such as the U.S. Army Corps 
of Engineers often relocate endangered mussels to avoid impacts [14; 17].  Projects 
that could require mussel translocations include bridge construction, channel 
realignment, dam placement, or dredging to improve navigation or water 
conveyance.

The fat pocketbook pearly mussel, Potamilus capax, was proposed for listing on 26 
September 1975 (40 FR 44392-44333), and listed as Endangered on 14 June 1976 
(41 FR 24062-24067).  It has a smooth, shiny, thin, and extremely globose, yellow, 
tan, or olive-colored shell [15].  Its range since 1970 includes the St. Francis River, 
Arkansas; White River, Indiana; upper Mississippi River north of St. Louis; lower 
Wabash River, Indiana; and lower Cumberland River, Indiana [5; 55].  However, 
P. capax is most likely to be found in slack water habitats in the St. Francis 
drainage, Arkansas [1; 27].  Although it can occur in sandy substratum, it typically 
inhabits a mixture of sand, clay, silt and sticky mud [1]. 

Stateline Outlet Ditch originates near the Arkansas-Missouri border west of 
Blytheville, Arkansas.  It flows south, connects to the St. Francis River and joins 
the Mississippi River near Mile 672, west of Tunica, Mississippi.  Near the town of 
Marked Tree, Arkansas, the river splits into the St. Francis Floodway to the west 
and the lower St. Francis River to the east.  The lower reach of the St. Francis 
River, south of Marked Tree, is isolated from the surrounding watershed by levees, 
the Huxtable Pumping Plant to the south, and a pair of siphons to the north (Figure 
6).  Siphons are primed with a mechanical pump but they contain no turbines.  Fish 
can go downstream into the St. Francis River through the siphons but not back up 
against the current. 

The upper one-third of the ditch was sinuous, 25 to 40 m wide, with mostly firm, 
silt-sand substratum.  The lower two thirds was 50 to 60 m wide and straight, and 
substratum consisted of flocculent mud 20 to 100 cm deep which made walking 
extremely difficult.  The surrounding area was agricultural, although a strip of land 
between the ditch and the levees was vegetated with herbs, vines, silver maple, and 
willow.  We estimated total benthic surface area at 66,500 m2 and 170,000 m2, in 
the upstream and downstream reaches, respectively.  During retrieval there was no 
measurable water flow in the ditch. 
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Figure 6: Location of the project area, west of Blytheville, Arkansas (left panels).  Relationship of the 
St. Francis River, St. Francis Floodway, and levee system, located south of the project area (right panel). 

3.2. IMPORTANT DECISIONS 

Three important decisions affected this translocation and subsequent perceptions of 
its success.  First was the percentage of mussels to be removed.  The Biological 
Opinion [56] aimed at rescue of all P. capax in the project area, and required that 
all but five individuals would be moved.  The Biological Opinion recognized this 
as potentially unrealistic, and allowed an incidental take of no more than 30 
individuals that might be found in upland disposal mounds.  Based on an early 
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study [22] it was assumed that there were 3,072 P. capax in the project area; 
approximately 2,300 and 760 were in the upper and lower sections, respectively.  In 
slight contrast to the Biological Opinion, we were asked to remove and relocate 
95% (not 99%) of the mussels.  Thus, although the goal of near complete removal 
was clear, there was ambiguity as to what could really be accomplished.

The other two important decisions concerned location of mussel recipient sites and 
the number that should be marked and measured.  Although rationale for site 
selection was not discussed, presumably only those with appropriate habitat 
ensuring long-term survival would be suitable.  The need to mark and measure 
mussels was related to future but unspecified growth and survival studies of 
translocated mussels.  We were asked to mark and measure all mussels, rather than 
a representative subset. 

There were two other important issues related to the above three questions.  The 
first dealt with the abundance, distribution, and status of P. capax in Arkansas.  The 
second concerned the likelihood of future dredging requirements at recipient sites 
or Stateline Outlet Ditch.

3.3. METHODS 

Translocation was simple but labor intensive.  Mussels were collected by wading 
and placed in mesh bags.  They were carried to a staging area where total shell 
length was measured and each was engraved with an identifying number.  Mussels 
were then packed with wet towels in coolers and transported to recipient sites and 
placed in substratum.

We divided the ditch into 18 reaches.  Five to thirteen collectors lined up and 
crawled, walked, or swam, depending on water depth and the amount of mud, 
retrieving all live P. capax.  Retrieval was done tactilely because of low water 
clarity.  The area of each reach was measured and collecting time was recorded to 
estimate density, catch per unit effort, and depletion rate [32].  We collected 
mussels by hand while wading because the size of the project area (236,500 m2)
made it unreasonable to use divers equipped with scuba or surface-supplied air.

Work was not consecutive and spanned nearly two months, since collecting was 
restricted to low water periods.  Twenty-four people participated in the 11-day 
project.  Our inability to maintain a constant crew was partially a function of its 
disagreeable aspects (labor intensive, tedious, dirty, involved exposure to extremes 
of heat and cold, etc.).  Two people left for health reasons, four commercial shell 
fishermen left the site with no explanation, and a commercial fisherman who had 
worked in other streams in this region all his life told us that this was his worst 
field experience.

Three relocation sites were to be used, one in a nearby ditch (# 29) and two in the 
St. Francis River south of Marked Tree.  Ditch 29 was contiguous with the 
Stateline Outlet Ditch and less than 2 km away.  Physical conditions in Ditch 29 
(depth, water velocity, and substratum), which supported substantial numbers of P.

capax, were virtually identical to those in Stateline Outlet Ditch.  Sites on the St. 
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Francis River were 120 km from the project area.  River flow was moderate and 
substratum consisted of coarse sand and silt.

3.4. LESSONS LEARNED FROM EXAMPLE #2 

We had conducted a pilot test of retrieval methods in the upper reach of the ditch 
where an earlier study [22] indicated that most P. capax would be found.  Results 
suggested that translocation was feasible and we made an estimate of the time 
required to remove all P. capax.  Unfortunately, these results were misleading, 
since the larger and muddier lower reach was not included in the pilot study.  We 
made a major error by not conducting more thorough test removals at various 
locations throughout the project area.  Sufficient preliminary work should have 
been done to determine that the majority of the mussels were in the downstream 
reach and that 95% removal might not be possible.  This would have provided a 
clearer picture of the magnitude of this translocation.

If we had examined the downstream reach in detail we would have concluded that 
most of the P. capax were located there, and they would be very difficult to remove 
because of deep mud.  Ultimately we worked downstream reaches repeatedly 
without fully depleting the population.  For example, in the first three passes along 
Reach 13 we collected 155, 39, and then 55 P. capax.  The fact that more mussels 
were taken in the third versus the second pass illustrates the problem.  We finally 
removed nearly 500 mussels from Reach 13, taking 18 on the final pass.  We 
reworked the upper, sandier reaches three to four times and probably retrieved most 
P. capax.

We removed more than 2,000 live P. capax from Stateline Outlet Ditch, with the 
majority (78%) taken from the downstream, most-difficult-to-sample reaches. 
Using the depletion method of Lockwood and Schneider [32] we estimated that 
between 2,165 and 2,680 P. capax were in the project area.  Therefore, we removed 
and relocated between 94 and 76% of the population.  Translocation was stopped 
when it became increasingly clear that we were having difficulty removing all 
mussels.  The following is an assessment of mistakes made and lessons learned. 

We did not participate in project planning and therefore were unaware of many 
project details and past discussion of issues.  If we had been more knowledgeable 
on rationale for various plans we might have been able to influence some of the 
decisions.  A case in point is the dredging plan for Stateline Outlet Ditch, which 
will be discussed in more detail in the next section.  We became aware of and 
reviewed that document after the project had been completed.

All participants (USFWS and the Memphis District) were aware of publications 
describing the ecology and distribution of P. capax [5; 10; 27; 22], the recovery 
plan [56], and details of previous mussel translocations [14].  Despite the fact that 
that everyone was aware of this literature, our restrospective analysis suggested 
different perspectives on four key issues.  These are discussed below, with 
comments on how they affected decision-making and project design.
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3.5. WHAT PERCENTAGE OF THE LOCAL POPULATION SHOULD BE 
MOVED?

In the Biological Opinion [56] it was stated that dredging would have direct and 
indirect effects on P. capax.  Mussels removed by the dredge would be killed, and 
increased ‘siltation associated with the work,’ would have a deleterious effect on 
all others.  These secondary effects would be severe enough to warrant complete 
(or near complete) removal.

We recently analyzed archived project specifications to determine extent of 
proposed dredging.  Results of a hydrographic survey had been used to divide the 
project area into 142 sections, each 30 m (100 ft) long.  Based on dredging 
requirements, we grouped these sections into five reaches.  Half the channel in the 
first reach, and a 3-m strip along one bank would be affected in two downstream 
reaches.  Two upper reaches would be completely dredged.  Thus, only 50% of the 
project area would be affected, with less than 10% taking place in downstream 
reaches.  The proposed action would directly affect less than 50% of the mussels, 
since most were in the area that was impacted least.

In the Biological Opinion [56] the recovery plan was cited [55] which stated that 
dredging was particularly destructive to P. capax.  Studies by Ellis [19], Kat [28], 
and Brim Box and Mossa [9], were cited to bolster this statement; however, these 
were of mussels in general and not P. capax specifically.  The preference of P.

capax for sticky mud [1] suggests that this species is likely to be more tolerant of 
suspended sediment than species found primarily in coarse-grained substratum.  
Especially in reaches where only one bank was to be affected, our recommendation 
would have been to move mussels to the other side of the ditch.  We would have 
suggested complete mussel removal only in two reaches that would be totally 
dredged.

The question of how many P. capax to move could have been based on genetic 
diversity of the population.  The proportion of diversity that remains from one 
generation to the next is equal to 1-(1/2 Ne) (Ne is the effective reproductive 
population) [35].  Therefore, a population of 1,000 individuals could lose 0.05%, 
and a population of 50 individuals could lose 1% of their diversity each year.  The 
need to maintain genetic diversity within this population could have been addressed 
by estimating population size and then impacts of several removal scenarios.  Since 
we removed approximately 2,000, the difference between total removal and 95% 
removal was 100 individuals, and the difference between total removal and 80% 
removal was 400 individuals.  There must be many tens of thousands of P. capax in 
the ditches, streams, and bayous in the drainage.  It is unlikely that genetic viability 
of P. capax in the drainage would be affected by these small differences.

3.6. SUITABILITY OF RELOCATION SITES 

We were to use three relocation sites, one in Ditch 29, which was similar to 
Stateline Outlet Ditch, and two in the St. Francis River, which had silty sand 
substratum.  We felt that P. capax should only be relocated in appropriate sticky 
mud substratum [1].  Therefore, we did not consider sites on the St. Francis River 
to be particularly appropriate, unless there was some overriding reason that made 
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Ditch 29 less desirable.  Although it was not stated directly, it is likely that “range 
expansion” was one reason for recommending sites in St. Francis River.  Although 
this species was already found there, moving substantial numbers to this larger area 
may have been perceived as having an overall benefit.  Section 2.3 of the Recovery 
plan [55] described an attempt to augment an apparent population of P. capax in 
the Mississippi River in Missouri.  Regardless of the rationale for moving P. capax,
the prime consideration for site selection should have been chances for its long-
term survival.  Aside from physical conditions of habitat, the major concern should 
be likelihood of future developments, which would certainly require dredging.  If 
the recipient site were dredged, P. capax would have to be moved a second time.

As noted above, we were unaware at the onset that the entire project area was not 
to be dredged.  Considering the resilience of P. capax to sedimentation, we would 
have suggested relocating them within the project area, or slightly up or 
downstream of project boundaries. 

These different perspectives on habitat preferences and range expansion could have 
been clarified during early planning with a decision tree [12] that portrayed 
alternatives, uncertainties, and consequences of site selection (Figure 7).  Solid 
circles represent probability nodes which depict possible outcomes of choosing 
either Ditch 29 or the St. Francis River.  These probabilities must add up to 100% 
for branches within a node and should be established beforehand.  For example, if 
it was determined that probability of future developments requiring dredging in 
Ditch 29 was 80%, then the probability of not dredging must be 20%.  We did not 
have estimates of dredging needs; however, they could have been obtained from 
Memphis District planners to guide site selection.  Although not portrayed in 
Figure 7, it is likely that there would be a greater need to dredge Ditch 29 than St. 
Francis River.  Because habitat conditions were most suitable in Ditch 29, we 
assess the likelihood of long-term survival in the St. Francis River as low with 
future developments and moderate with no future developments (Figure 7).  We 
felt that the chances of long-time survival (future recruitment was not considered) 
in Ditch 29 would be moderate and high, with and without future developments.

A second consequence of site selection, range expansion, would not be 
accomplished (none) at Ditch 29 or in St. Francis River since P. capax naturally 
occurs there, although in low numbers.  Actually, since the river is isolated from 
the remainder of the drainage, this alternative has no effect on overall range.  
Jenkinson and Ahlstedt [27] indicated that fish host for P. capax do not regularly 
go through the siphons.  It is likely that the USFWS was unaware of this problem.  
Figure 7 illustrates how decision analysis could have been used.  Portraying 
decisions and their consequences would have clarified issues and enhanced the 
likelihood of consensus, even if there was uncertainty associated with quantifying 
uncertainties.
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Figure 7:  Decision tree illustrating alternatives and consequences of two translocation options. 

3.7. MEASURING AND MARKING MUSSELS 

Although not essential, most mussel translocations have a secondary goal of 
obtaining growth and survival data.  This could have value for future projects, 
although in practice results can be confounded by predation, natural emigration, 
unexplainable mortality, and difficulty in finding translocated organisms [14].  It 
might seem logical to mark and measure all mussels since they had to be collected 
and transported anyway.  However, potential logistical problems associated with 
holding and processing 2,000 organisms that each can weigh 300-350 grams are 
not trivial, especially when they are endangered, must be kept moist, and have to be 
carried through deep mud.  Likewise there was no reason to process the entire 
collection; a subset of 100-200 should represent all size classes and be sufficient to 
estimate mortality.  Finally, a sample obtained by hand-searching mud overlain by 
turbid water will be biased toward large organisms and length frequency 
histograms would underestimate recent recruitment.  Unbiased samples for 
demographic analysis are best obtained by collecting and sieving sediments, which 
was done previously by Harris [22].

Using a decision tree, we judged the first three consequences of the chosen 
treatment scenario to vary from moderate (measure all) to low (measure a subset) 
to none (measure none) (Figure 8).  We judged the value of measuring all or a 
subset as moderate, since sufficient mussels could be easily collected to obtain 
these data as part of another study.  Regardless, it is unclear how resulting 
demographic or survival data would substantially contribute to the long-term 
success of this species.  Figure 8 applies to P. capax and probably to most 
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endangered species.  The question for managers is simple; do the increased chances 
of mortality justify the need to collect such data? 

Figure 8:  Decision tree illustrating alternatives and consequences of three marking and measuring 
options.

3.8. SHOULD P. CAPAX BE ENDANGERED? 

Bates and Dennis [5] conducted a survey in the St. Francis drainage and reported 
that this species was rare and would likely soon become extinct.  However, in a 
later, more thorough study in the same area, Clarke [10] found many hundreds and 
concluded that the species was not rare or spatially restricted, but common.  
Findings by Clarke were substantiated by subsequent investigators [1; 27].  In a 
review of mussels in Arkansas, Harris et al. [23] recommended that the P. capax be 
down-listed to threatened.  We found several thousand P. capax in a 5.7 km reach 
of Stateline Outlet Ditch; it ranked second in abundance of 19 unionid species and 
comprised 20% of the fauna.  The rationale for listing this species now seems 
questionable [37].

3.9. CONCLUSIONS FROM EXAMPLE #2 

Procedural difficulties of mussel translocations to avoid impacts have been 
discussed by Cope and Waller [14], Losos et al. [31], Griffith et al. [21], and 
Parmalee and Bogan [41].  In their review of 37 projects, Cope and Waller [14] 
estimated that approximately 22,000 mussels died following translocations, which 
was likely an underestimate since mortality was reported in only 68% of the cases.  
Some investigators reported mortality as high as 90%.  These findings alone, even 
if the experiences of Stateline Ditch are ignored, suggest that better assessment of 
risks associated with moving mussels is needed.

This retrospective analysis caused us to examine logistic problems that hindered 
our ability to meet project objectives.  The simple decision trees developed in this 
retrospective analysis demonstrate how formal decision tools would have produced 
a better design by more clearly portraying consequences and choices.  This would 
have focused attention on key issues, fostered better communication, and led to a 
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common understanding of key issues.  The concept of interagency cooperation 
through consultation is not a recent development, and was well-defined in the early 
1970s [6].  It is not unreasonable to involve participants in a comprehensive 
decision process at the onset of an important project [8].

Difficulty in framing or making decisions was not due to incomplete information; 
everything needed to plan the project and assess the status of P. capax was 
available.  Different perspectives obstructed meaningful communication and led to 
a plan that lacked foresight and was prone to errors.  A major goal of the ESA is to 
protect ecosystems, not organisms [16; 18].  Our experiences in Stateline Outlet 
Ditch led us to conclude that this translocation protected neither very well.  The 
culprit was different perspectives--which led to different conclusions--one of 
several reasons why decisions are hard and decision tools are useful [12].

4. Concluding Remarks 

Invasive and endangered species issues, albeit central to many ecosystem 
management programs, are only two examples of non-toxicological problems to 
which risk analysis and decision methods can be applied.  The two examples 
presented herein indicate the potential for improving environmental decision-
making in the face of uncertainty - but in the presence of substantial information.  
As more rigorous attempts are made to widen and improve applications of risk and 
decision methods to environmental decision-making, the following aspects of 
ecosystem management are likely to be improved: 

More systematic structuring of the decision process.  If decision makers are 
helped to think systematically about a problem and provided a logical 
framework for defining choices, better decisions are likely to result.

Straightforward portrayal of the consequences of decision option.  Managers
and stakeholders will be better able to reach a common understanding of the 
relative advantages and disadvantages of management options. 

More consistent and rational evaluations of risks and uncertainties.  This is 
important  because behavioral and social sciences research suggest that people 
are inconsistent and challenged in make decisions involving risk and 
uncertainty – paralysis of a decision process typically will not promote better 
environmental management.

Better documentation of how a decision was reached and improved conflict 

resolution.  Common understanding of a complex issue and clarity of 
communication are made more possible as systematic approaches are taken to 
risk analysis and decision processes.  Choices will be more defensible to 
various stakeholders and other interested parties.
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Abstract

Arguments why stakeholder preferences cannot be modeled as utilities, 
multicriteria or otherwise, are reviewed. An approach to stakeholder preferences 
based on well known models for consumer preference in market research is 
proposed. Simple paired comparisons is used to represent group preferences on an 
affine unique scale, and regression is used to “explain” these preferences in terms 
of scores on a number of criteria. Using the rich body of standard regression 
techniques, we can analyse degree of fit, and we can deal with dependence in the 
“criteria”. The tasks in stakeholder preference modeling can be apportioned 
between analysts, experts and stakeholders. 

1. Introduction 

Multi criteria methods are emerging in the area of risk analysis and risk 
management [10]. It is appropriate to recall the classical arguments why 
stakeholder preferences cannot be modeled as utilities, multicriteria or otherwise, in 
the sense of rational decision theory. An approach to stakeholder preferences based 
on well known models for consumer preference in market research is proposed (for 
a review see [5]). Simple paired comparisons is used to represent group preferences 
on an affine unique scale, and regression is used to “explain” these preferences in 
terms of scores on a number of criteria. Similar approaches to modeling valuations 
can be found in [12, 9, 8, 15, 11]. These approaches often use logit regression to 
model valuation of health states which can then be compared with "Standard 
Gamble" trade-off elicitation common in multi attribute utility theory [11, 19]  
Using the rich body of standard regression techniques, we can analyse degree of fit, 
and we can deal with dependence in the “criteria”. The tasks in stakeholder 
preference modeling can be apportioned between analysts, experts and 
stakeholders.
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2. Classical Utility Theory  

Classical utility theory designates a body of techniques for evaluating outcomes 
that derive from the individual rational agent paradigm. The most well known of 
these are: 

Multi-attribute utility theory (MAUT) 

Multi-criteria decision Making (MCDM) 

Analytic Hierarchy Process (AHP) 

MAUT tries to describe utility functions when the outcomes are multi dimensional 
(or multi attribute). If the preferences satisfy certain stringent independence 
axioms, then the utility on outcomes can be represented as a weighted sum of the 
utilities on each dimension, where the weights assigned to a dimension reflect the 
value of that dimension. Under these special circumstances, we can think of 
preferences of outcomes as 

Preference (outcome) = i Preference for attributei × score of outcome on attributei.

The MAUT axioms state, roughly, that the preference for attributei does not depend 
on the scores on the attributes. 

MCDM is a simplification of MAUT where the independence axioms are not 
rigorously checked, but shorthand techniques are used to develop preferences for 
criteria. AHP involves cascaded sets of criteria. It is not consistent with the 
decision theory of a rational agent unless a common baseline utility (corresponding 
to the utility value zero) is agreed beforehand (see below). 

Extending classical utility theory so as to be useful in social decision making has 
proven difficult, [7, 16, 1, 2], and well-meaning practitioners re-commit the same 
mistakes year after year, to wit: 

1. ASSUMING that a group can be treated as a rational individual. The following 
(Condorcet voting paradox) shows why this is NOT true. Consider a 
population with preferences (X > Y means X is preferred to Y): 

1/3 of population: Beethoven > Bach > Mozart 

1/3 of population: Mozart > Beethoven > Bach 

1/3 of population: Bach > Mozart > Beethoven 

Then there is a 2/3 majority for each of the following pairwise preferences:

Beethoven> Bach 

Bach > Mozart 

Mozart > Beethoven 

This is evidently intransitive. An individual with intransitive preferences could 
never choose, but would continually cycle through the alternatives. It has long been 
recognized that groups choosing by a majority rule will not in general have 
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transitive preferences [14]. Arrow and Raynaud [2] summarize attempts to 
introduce axioms ensuring the transitivity of majority preference.

2. ASSUMING without verification that preference can be expressed in terms of 
preferences for criteria (also known as coordinates, attributes, dimensions) and 
scores on the criteria, as in MAUT. The following preference pattern is 
eminently reasonable, yet inconsistent with the MAUT axioms: 

If unemployment is low and pollution is high, Prefer: Close a dirty 

factory, to Keep dirty factory open

If unemployment is high and pollution is low, Prefer : Keep the dirty 

factory open to Close the dirty factory. 

MAUT assumes that the trade-off between criteria is constant across the 
decision space. Preferences for criteria are measured by observing choice 
behavior as criteria are traded-off. Thus, subjects are asked, If a policy A 

raised pollution by X but decreased unemployment by Y relative to policy B, 

would you choose A or B? The above example shows that the rate at which a 
subject trades off may depend on values of pollution and unemployment for 
policy B.

3. ASSUMING without verification that the criteria scores are independent in the 
population of alternatives being compared. If two criteria, say CO2 emissions 
and SO2 emissions tend to favor and disfavor the same alternatives, then 
MCDM and MAUT would tend to introduce double counting. The extreme 
case of this arises if we have two cost criteria, cost in US dollars and cost in 
euros. Both are important but using both would clearly be double counting. A 
general strategy for gaming an MCDM exercise is to inject many criteria that 
favor your preferred alternatives (and which are therefore correlated). MAUT 
and MCDM have no prophylactic against correlated criteria and double 
counting.

4. ASSUMING that preference rations are meaningful at an individual or group 
level, without giving an operational definition. The presence or absence of 
operational definitions is illustrated as follows: 

John prefers Close dirty factory to Keep dirty factory open

OBSERVABLE BEHAVIOR: Vote to close 

John’s preference ratio Close dirty factory / NOT close dirty factory = 9 

 OBSERVABLE BEHAVIOR????? 

Asking for preference ratios is just like asking for temperature ratios. Ask a friend 
"how much hotter is boiling water than freezing water: (i) about the same (ii) hotter 
(iii) much hotter, or (iv) very much hotter?" Now interpret the answers as 
temperature ratios. Does that make sense? On the Fahrenheit scale the ratio is 
212/32 = 6.625. On the Kelvin scale it is 373.15 / 273.15 = 1.366. On the 

centigrade scale this ratio is 100 / 0 = ! Yet these three scales all measure the 
same thing, namely temperature. Utilities, like temperatures, are measurable on an 
affine or interval scale. If we fix a baseline zero value, then we can compare rations 
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of utility differences (of course this ratio could also be negative!). Applications of 
the Analytic Hierarchy Process (AHP) require participants to state their degrees of 
preference without establishing a baseline of zero utility. These degrees of 
preference are interpreted as preference ratios that have no operational meaning. 
Given the total lack of operational meaning for “preference degrees” the wide 
currency of the AHP method is cause for sober reflection, and underscores the 
difficulty of bringing rational methods to bear on real problems. 

3. Stakeholder Preferences 

Group preferences do not satisfy the axioms that enable utility theory. On the other 
hand, there are techniques from consumer research which yield consumer 
preference functions. We shall speak of stakeholder preferences to designate the 
values of a group or collective body charged with taking and/or implementing 
decisions. We will model these preferences with techniques from consumer 
preference theory. 

Classical approaches [17, 4, 13, 3, 6, 18, 12] elicit pairwise preferences from 
experimental subjects, and "scale" the data so as to yield a preference scale which 
can be related to market share. Of course, "market share" is just a convenient 
metaphor; "group preference" or "stakeholder preference" is a better designation 
for present purposes. Similar approaches have been used to evaluate different 
health outcomes for decisions regarding treatment selection in pre-paid medical 
plans, and recently, in valuing health outcomes [8, 19, 15, 11].

Using standard techniques, we can analyse the degree of agreement among the 
stakeholders, and the degree to which the modeling hypotheses for deriving scale 
values fit the data. Once the scaled values have passed these statistical tests, we can 
use standard regression modeling to "explain" the preferences by regressing the 
scores on explanatory variables. A rich body of standard techniques is at our 
disposal to

Analyse how well a regression model explains the scaled values.

Derive confidence bounds for the weights of the explanatory variables. 

Analyse the correlation in the weights' sampling distributions.

For the current problems, the Thurstone pair wise comparison methods are most 
promising of the standard approaches. The simplest version, which will be 
illustrated here, makes the following assumption: after choosing the same zero and 
unit values on their respective utility scales, each stakeholder has a value for each 
alternative, and the values are independently normally distributed in the population 
of stakeholders with constant fixed variance. The placement of the means is 
determined only up to a choice of zero and choice of unit; that is these values are 
determined up to a positive affine transformation. This is desirable for two reasons: 

This is the same invariance structure of individual utility functions. 
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This is very convenient if the scale values are to be explained by some other 
mode, for example a regression model (see below). 

Other types of paired comparison models are discussed in section 7. 

4.  Implementation 

The implementation involves three groups of players: an analysis team, an expert 
team and a set of stakeholders. Their roles are described briefly below. 

4.1. ANALYSIS TEAM 

The analysis team defines a set of alternatives (e.g., policies for costal defense) and 
a set of criteria (e.g., cost, expected number of fatalities, breach frequency, 
expected environmental impact, etc). A set of experts is also defined. The analysis 
team monitors and manages the entire process, and performs the mathematical 
analysis.

4.2. EXPERT TEAM 

The expert team scores each alternative with respect to each of the criteria. The 
experts may also provide feedback on the sets of alternatives and criteria, possibly 
iterating the definitions. 

4.3. STAKEHOLDERS 

The set of consumers are given the alternatives with their scores on the criteria. 
Each consumer expresses his/her pair wise preference for each pair of alternatives. 

5. Analysis 

The analysis team analyses the consumer preferences for consistency and 
significance, according to standard methods. This results in an affine unique 
consumer preference function that assigns a preference to each alternative. The 
preference values are regressed on the set of criteria. This yields a coefficient Bi for 
criteria Ci, which optimally express the preference for each alternative as a linear 
function of the criteria scores. For alternative a and criteria C1…Cn, we thus have: 

 PREF(a) = B1× Ci(a) + ...Bn×Cn(a) + error. (1) 

Ci(a) is the score of alternative a on criteria Ci. Unlike multicriteria analysis, the Bs 
need not be positive and need not add to one; thus, they cannot be interpreted as 
“weights” for the criteria. However, they best explain the preference values in a 
lease squared sense. Standard tools are available to analyse the error and assess the 
degree to which the criteria scores explain the consumer preferences.

If the preferences are adequately explained by the model, the results are 
communicated to the problem owner. New alternatives can be evaluated using the 
regression model without iterating the consumer preference elicitation.
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If the fit is not satisfactory, new criteria can be formulated and the regression step 
can be iterated. The regression model can also be extended to include interaction 
terms. This requires iterating the expert scoring and regression analysis, but does 
not require iterating the consumer elicitation. More details are illustrated in the 
following toy example. 

6. Toy Example 

We consider a toy example for modeling group preferences for autos. We want to 
model stakeholder preferences for autos and use this model to predict future 
preference behavior and drive design improvements.

The analysis team selects five autos (policies) which cover the field 
parsimoniously, namely, FOCUS, ASTRA, ROLLS, BMW, KA, XSRA. An

expert team scores each auto on the criteria: PRICE, MONTHLY PAYMENTS, 
MILAGE, PASSENGER ROOM. Notice that a criteria like ROOM cannot be 
monotonic in value, whatever that may mean. A stakeholder will have an ideal size, 
and deviations above or below will be less desirable. Notice also that the criteria 
scores will evidently be strongly correlated. 

These scores are passed to ten stakeholders, who evaluate the policies pairwise. 
Suppose the following preference matrix (Figure 1) emerges ( the first cell entry 
6.0/10 means that 6 of the 10 stakeholders preferred the FOCUS to the ASTRA).

Figure 1: Preference matrix. 

The stakeholder preference summary matrix (Figure 2) shows the number of times 
that each stakeholder preferred each auto to some other auto. The rightmost column 
shows the number of circular triads in each stakeholder’s paired comparisons. With 
3 or more circular triads, the null hypothesis that the stakeholder in question has 
given his preferences at random CANNOT be rejected. The analysis team might 
decide to re-elicit stakeholders Rock, Cliff, Ridge and Ruby.
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Figure 2: Stakeholder preference summary matrix. 

Preference values are shown below (Figure 3). Three common models for 
analysing paired comparison data are shown. Thurstone C is the model used here. 
(For a discussion see next section.) The others are shown for the sake of 
comparison. For both Thurstone models a Chi square statistic tests the hypothesis 
that the model assumptions hold. The value 7.0349 is far from significant, thus the 
data do not lead to rejecting the model (the NEL [4] model would also be 
unrejected at 4.9667). 

Figure 3: Preference values. 

It is convenient to put the preferences from the Thurstone C model and the criteria 
scores in one matrix. We also add a column of ones (Figure 4). The effect of adding 
this column is to enable the criteria scores to reflect deviations from the mean, 
when the criteria scores are standardized. 

Figure 4: Criteria scores. 
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The regression analysis finds criteria scores which yield the best linear fit to the 
preferences, in the sense of least squares. These scores and the resulting error are 
shown below (Figure 5): 

Figure 5: Regression analysis criteria scores. 

We see that the fit is not spectacularly good. Of course the number of alternatives is 
small for the number of regression coefficients to be estimated. The point is to 
illustrate the analytical tools which can be applied. We can analyse the covariance 
matrix of the regression coefficients and derive confidence bounds for the 
coefficient estimates. The diagonal terms are the variances of the criteria, the off-
diagonal terms the covariances. We see that the standard deviation of the criterion 

PRICE is (0.0009) = 0.03. This large deviation reflects of course the small 
number of alternatives evaluated in this toy example. In this case, the problem 
owner would be told that the model of stakeholder preferences was not very good; 
we could not claim that the coefficient for price was significantly different from 
zero (Figure 6). 

Figure 6: Reg coeff covariance matrix. 

The off-diagonal terms indicate that the fluctuations in the criteria values are not 
independent (Figure 7).
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Figure 7: Criteria values are not independent. 

Suppose that, given scores on the criteria, the preferences were sampled from a 
distribution in accord with the assumptions of the regression model. Then on 
repeated samples, the criteria coefficients found by the least squares algorithm 
would fluctuate with variances on the diagonal of the covariance matrix, and the 
scores would be correlated as in the correlation matrix. We could obtain 
uncorrelated estimates of the coefficients by carefully choosing our options (cars) 
in such a way that the criteria scores are uncorrelated. This would be a so-called 
orthogonal design. Having an orthogonal design is convenient but by no means 
necessary.

On the Thurstone C model, each consumer's utility for the six cars is modeled as 
six samples from independent normal variables X1…X6 with unit standard 
deviation and with means given by the preference scores. The probability that Xj is 
most preferred is modeled as the probability that Xj = max(X1…X6)., and this 
probability is the predicted market share. It can be computed by simulation, and we 
find (Figure 8): 

Figure 8: Thurston C model results. 

Note the similarity to the Bradley-Terry scale values, which solves for market share 
directly from the paired comparison data (see below). We cannot extract a 
preference ordering from the stakeholders in this toy example, owing to 
intransitivities. If we could extract such an ordering, we could compare it to the 
predicted market shares and derive an additional check on the modeling 
assumptions. Pairwise comparisons are intended to deal with the volatility of 
consumer preference by allowing each alternative to be judged several times, in 
combination with all other alternatives.
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7. Discussion 

We briefly summarize the assumptions underlying the models Thurstone C, 
Thurstone B and (NEL) Bradley-Terry (there is a Thurstone A model, but it is not 
tractable). These are compared briefly with the logit regression approach. For a 
fuller discussion see Cooke [5]. 

Thurstone C: We assume that each stakeholder has an affine unique utility value 
for each alternative. We can arbitrarily choose two alternatives and scale them 
equal to 0 and 1. We do this for all stakeholders, using the same alternatives. The 
utility values for all stakeholders are now on a common scale. Each expert’s values 
for the remaining alternatives are modeled as a sample from a random vector. We 
assume that the components of this vector are independent normals with unit 
variance and means which are solved from the paired comparison data.

Thurstone B: This is identical to Thurstone C, except that the components of the 
random vector of stakeholder values are not independent, but the correlation of 
values is constant.

The solution algorithm for either model yields values determined on an interval

scale; that is, the values are uniquely determined when a "zero" and "unit" are 
fixed.

The Thurstone models make assumptions which are compatible with the theory of 
rational preference at the individual level, and yield preference values which are 
affine unique.

NEL / Bradley-Terry: NEL denotes Negative Exponential Life model. In the NEL 
model each stakeholder performs a thought experiment to determine which of two 
independent components with exponential life distributions outlives the other. The 
Bradley-Terry model assumes that values of alternatives are determined on a ratio 
scale, and that the probability that a stakeholder prefers alternative i over j is

 Vi/(Vi+Vj) (2) 

where Vi is the value of alternative i.

Note that this ratio is invariant under linear transformations, but not under affine 
transformations. The computational algorithms of these two models are identical, 
and yield estimates of values Vi determined on a ratio scale. The Bradley-Terry 
solution algorithm assumes that each choice event is modeled as an independent 
coin-tossing experiment. The estimates of the values Vi are obtained by maximal 
likelihood. The Bradley-Terry assumptions would hold if each stakeholder were 
sampled once for each pairwise comparison. If each stakeholder assesses all pairs, 
then obviously is preferences for alternatives i and k cannot be independent of the 
preferences for (i , j), and (j, k).

The logit models, like the Bradley-Terry model, assume that

 P(i > j) / P(j > i) = Vi / Vj  (3) 
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and find the scale values by log linear regression. The probability of choosing 
alternative i over j is exp(ui) / (exp(ui) - exp(uj)) where ui is a "population utility" 
about which the individual utility values are distributed according to an extreme 
value distribution. Note the similarity with the Bradley-Terry model by putting ui = 
ln(Vi).

In conclusion we remark that the stakeholder preference method sketched above 
has no problem dealing with intransitive group preferences. With reference to the 
Bach, Beethoven, Mozart example, these alternatives would all receive the same 
scale value. Perhaps the main virtue of the stakeholder preference approach is that 
it enables standard checks on model fit and model adequacy. 

Finally, there are other approaches currently under development, of which one is 
worth mentioning here. Suppose each stakeholder in the population has a 
preference ranking. We could then ask, which distribution over preference rankings 
would produce the paired comparison data, if we sampled stakeholders randomly 
from the population and asked them to express their preference for each pair of 
alternatives? New mathematical techniques of probabilistic inversion can be used 
to determine the best fitting distribution over rankings. 
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Abstract

This study is devoted to the analysis of Artificial Marine Systems (AMS) and their 
optimisation with emphasis on their role of mitigating anthropogenic and 
technological threats to the environment. Historically, AMS were created and used 
to enhance fishing catches, protect coastal zones and maintain biodiversity. In 
recent years, great strides have been made in the understanding of AMS as multi-
functional tools to study, monitor and even influence the global warming processes. 
In fact AMS can serve as global bio-filters and controllable sinks of atmospheric 
carbon dioxide, in the long run mitigating global warming and enhancing 
sustainable preservation of marine resources. A fuzzy expert system based on the 
Mamdani-Sugeno modus operandi has been designed, enabling a risk/cost/benefit 
analysis to be performed, environmental risk to be minimised, and the optimal 
structure of an AMS (location, cost, size, geometrical forms, etc.) to be found. 
Special attention is given to the protection of the coral reef in the Eilat-Aqaba Gulf 
in the Red Sea.
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1. Introduction 

Artificial Marine Structures (AMS) and Marine Reserves (MR) have been used for 
over 200 years to enhance fishing catches, protect coastal zones and maintain 
biodiversity. Besides these applications, they are also of scientific and educational 
value In recent years, great strides have been made in the understanding of AMS 
and MR as multi-functional tools used to study, monitor, and even influence global 
warming processes.

There is an increasing number of terrestrial nature reserves to protect and study 
areas of natural beauty and biodiversity on the Earth's surface. Similarly, long-term 
sea observations and monitoring using AMS and MR offer unique possibilities for 
studying and protecting the marine biosphere. AMS, and in particular artificial 
reefs (AR), may serve as convenient long-term instrumental platforms for 
measuring and monitoring global warming processes and anthropogenic climate 
changes. They may provide systematic remote measurement of variables that play a 
crucial role in air-sea exchange and marine environment life, like atmospheric 
carbon dioxide, carbon cycle, aerosols and other chemical/biological parameters. In 
addition, AR may serve as bio-filters capable of significantly improving seawater 
quality, especially in the vicinity of fish farms and sea ports. AMS, and, more 
widely, national and international marine reserves may serve as controllable marine 
sinks of atmospheric carbon dioxide, in the long run mitigating global warming and 
enhancing sustainable preservation of marine resources.

Using various passive and active measurement methods, the health status of 
ecosystems can be investigated. Changes resulting from global warming, climate 
change, greenhouse gas emission and other factors can be consistently monitored 
over the long term (years to decades). While there is no way to accurately predict 
individual responses to the Kyoto Protocol, long-term marine observations can be 
used to identify key responses as well as "perverse reactions", such as rapid 
degradation of coral reefs, in the next few years. Such measurements and 
observations may ultimately be used as input data to prognostic biogeochemical 
computer models and as the response of bioscience to the Kyoto Protocol. 

Over 50% of AR programmes worldwide have failed due to poor site selection, 
inadequate planning, lack of monitoring, or because no proper management was 
put in place according to a set of suitability criteria [1-6]. This paper is devoted to 
the study of contradictory ecological effects related to the design, construction and 
maintenance of multi-functional AMS. Attention is given mainly to the 
comparative analysis of contradictory positive and negative effects related to the 
introduction of AMS into exploited marine ecosystems and finding optimal 
decisions related to the location, size, structure, maintenance and operation of AR 
aimed to minimise the evolved environmental risks and maximise the advantages 
of AMS for the regional mariculture and the environment. Special attention is 
devoted to the qualitative description of the role of multi-functional AMS in the 
Red Sea and the risk analysis of ecological benefits and rewards of large-scale 
AMS with respect to coral reef integrity. So far, the objective of this paper is to 
qualitatively and quantitatively estimate the role of AMS as bio-filters and 
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mechanical shields for preventing and mitigating the destructive effects of global 
warming and seawater pollution on the health of coral reefs; the main focus being 
on the estimation of the impact of counter-pollution activities on coral reef health 
and integrity. 

2. Integrated Management of AMS and Risks 

AMS, and in particular AR, are man-made or natural objects placed in selected 
areas of the marine environment in order to promote ecosystem conservation and 
biodiversity maintenance and thereby improve the health and integrity of the 
ecological system. Any form of AMS construction will cause associated ecological 
and technological risks. What is of a special interest is thatAMS and especially AR 
may affect associated risks in two completely opposite directions, either decreasing 
or increasing different associated risks. In what follows, we define the spectrum of 
potential risks and the problems experienced by the regional environment. We 
focus on the following damages and risks, which have greatest impact on human 
health, biodiversity and the environment: 

1. Risk of a loss in biodiversity, a loss of habitat and associated species. 

2. Risk for the fisheries' yield. 

3. Risk (danger) of beach erosion and destruction of the ecosystem equilibrium. 

4. Risk (danger) for the quality of life for the human population, including 
aspects related to human health, water quality, recreational diving and tourism, 
etc.

5. Risks related to a decrease in the quality of environmental research and 
education.

When a large AMS is placed on the seabed the associated risks are affected in 
different directions. On the one hand we can observe the negative aspect of the AR 
structure, since.invariably there will be a loss of habitat and associated species as 
well as a disturbance to an equilibrium in an ecosystem, but on the other hand there 
is also a positive aspect, as many species will adapt and take advantage of 
opportunities available, and environmental factors will influence the type of species 
that can live in the new environment and therefore the habitat may alter, thus 
leading to a new, enriched ecological equilibrium.

Similarly, when considering risks to human health, on the one hand, there is a risk 
of water and fish contamination from toxic materials from which AMS are 
constructed but on the other hand AR may increase the carrying capability of the 
marine ecosystem and thus improve the sea water quality. . Advantages and 
drawbacks of AMS related to fishery and mariculture production are evident and 
fully recorded, at least qualitatively, in the literature (see [1-6], among many 
others). The risks related to beach erosion and the equilibrium of the marine 
ecosystem are affected in a similarly contradictory way. For any AR, an associated 
technological risk representing its (un)safety and technical unreliability can be 
estimated; the unpredictable nature of the marine environment is taken into account 
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in these estimations. On the one hand, mistakes, inaccuracy, and ignorance in the 
technological risk estimations can lead to construction failures (and, unfortunately, 
disastrous AMS construction project failures have occurred for these reasons in the 
past). [1, 4] but on the other hand, AMS can considerably mitigate the risk of beach 
erosion and promote a (new) equilibrium of a marine ecosystem. This paper will 
produce an accurate risk estimate in order to identify the positive protective 
functions of the AMS and to find their potential effectiveness. 

Our main hypothesis, which is tested and verified in the paper, is that the positive 
effects of AMS can be more significant than the negative ones. Moreover, AR 
structures can be designed to optimise the capabilities of fisheries, to increase the 
carrying capability of the marine ecosystem, to decrease sea water pollution and to 
promote sustainable development of the regional fishing industry and beach 
economy (tourism, surfing, education, etc.). Our study will focus on the 
development and aplication of two mathematical techniques: 

Decision trees [10]

Fuzzy and interval-valued analysis and expert system assessment [7, 8, 11, 14] 

The following main parameters of AMS are worth considering: 

Location - mimic the biological, geographical and economic environment in 
which an AMS will be placed 

Length and size of AR 

Materials and structure of AR, maximising the total environmental impact 

Geometric forms most suitable for the production and maintanance of AR 

Particular interest is paid to finding optimal decisions that could benefit the 
economical and ecologic life of the region, including:

Feeding commercially important species, such as fish, crabs, lobsters, weeds, 
etc

Decreasing sea water pollution 

Monitoring and control of beach erosion 

Decreasing risks for human and coral health caused by seawater and beach 
pollution

The following advantages of AR, leading to possible mitigation of environmental 
risk, will be taken into account in the proposed computer models: 

1. Habitat provision for fish, shell fish, lobsters, oisters, corals, marine 
vegetation, etc. 

2. Coastal protection, including the dissipation of wave energy, reduction of 
beach sand losses, creation of wider beach salient, increased protection of 
beaches in stormy weather, etc.

3. Benefits for fishery and aquaculture 
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4. Benefits for human health 

5. Benefits for recreational and touristic activities, including diving, surfing and 
sport, etc. 

6. International cooperation, in particular in the Eilat-Aqaba Marine Park 

7. Water protection by bio-filtering and absorbing harmful gasses from the 
atmosphere

3. Ecological Risks: Main Definitions 

There are many definitions of environmental risk [9, 12, 18, 19]. Speaking 
informally, environmental risk is a quantitative measurement of ecological hazards 
taking into account their economic, social and related consequences. Following the 
U.S. Environmental Protection Agency (EPA) definition of ecological risk 
assessment [9, 18], we define environmental risk assessment as a quantitative 
appraisal of the actual or potential impact on humans, animals, plants and 
technological infrastructures of contaminants from a hazard. 

Before risk assessment is explained formally and in more detail, let us define the 
terms hazard and risk and how we understand these definitions in the present study. 
Hazard is the potential for harm. For example, sea waters may be polluted by 
materials from an AMS; a hazard here is the danger for human health. Other 
possible types of hazards are: 

Danger of damages to fish 

Danger of damages to shell fish 

Danger for marine vegetation 

Danger for lobsters, oisters, etc. 

Danger to coral reefs and other natural resources 

Danger of beach sand losses 

Danger of beach erosion and beach pollution 

Danger of sea waves and stormy weather 

Danger for fishery and mariculture industries 

Danger for the tourism industry 

Danger for divers, surfers and other beach visitors, etc.
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4. Mathematical Model 

4.1. DECISION TREE 

This section outlines the mathematical form of a risk minimisation model in terms 
of multi-criteria decision trees and fuzzy mathematical programming problems.

A decision tree is a flow chart or diagram representing a classification system or 
predictive model. The tree is structured as a sequence of simple questions, and the 
answers to these questions trace a path down the tree. The tree consists of nodes 
and arcs. The end node reached determines the final objective of classification or 
prediction made by the model, which can be a qualitative judgment (e.g., linguistic 
variables [7, 8, 11, 14]) or a numerical forecast (e.g., cost, risk, benefit, etc.). A 
square node of the tree represents a point at which a decision must be made, and a 
circular node represent situations where the outcome is uncertain. Each arc leading 
from a square represents a possible decision; while arcs leading from a circle 
represent a possible outcome and the probability of it occurring (see Figure 1).

In the multi-criteria situation, which is the subject of the present study, we shall 
construct several trees, each one corresponding to a single criteria, or an objective 
function. We will focus on two main criteria: the probability of the hazard and the 
amount of the expected damage.

The risk assessment procedure is based on using multiple decision trees. Each of 
the different decision trees is related to a single specific objective function (such as, 
for instance, the probability of a fatal ecological incident in the area, the impact of 
pollution on ecological losses and in particular the loss of natural corals, or the 
severity of ecological losses). 

The structure of each tree reflects the following ecological “supply chain”:

Type 1: 

Pollution_Sources  Stressors  Protection_Targets 

(this supply chain does not take counter-pollution activities into account) 

Type 2:

Pollution_Sources  Pollution-Mitigation_Activities 

Stressors_Mitigated  Protection_Targets 

(this supply chain takes counter-pollution activities of constant intensity into 
account)

Type 3: 

Pollution_Sources  Pollution_Mitigation_Activities _Strategies

Stressors_Mitigated  Protection_Targets. 

(this is a supply chain where counter-pollution activities are split into
several possible strategies of different contents and intensities) 
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Ports  Eilat and Aqaba 

Municipal and Hotel 

Wastewaters

Rainwater and  

Irrigation Water 

Sea  Transport  

Ecological Monitoring

Wastewater Treatment

  Clean Technologies

Ecological Monitoring

Clean technologies

Prevention/Remediation 
Measures 

Wastewater Treatment 

      Divers and Tourists

       Fish Farms 

Layer I. Pollution Sources       Layer II. Pollution Prevention Activities 

Divers and Tourists

Divers and Tourists

Figure 1: Decision tree: Layers I (pollution sources) and II (pollution prevention activities). 

The first layer represents the main pollution sources indicated at the end of the 
previous section. Each source is a basic element to which pollution prevention 
activities are applied. The second layer (in the second tree type that includes 
counter-pollution activities) represents the main activities for pollution prevention 
and measures for risk aversion such as: regular monitoring/prevention of all types 
of marine pollution; introduction and development of clean technologies; 
introduction of water/wastewater filters and other wastewater treatment facilities; 
technical reconstruction and reequipment of the pollution producers, preventive and 
remediation measures including construction of artificial reefs, and ecological 



168 E. Levner et al. 

literacy education. The third level represents different classes and subclasses of 
ecological stressors (physical, chemical, and biological sources of damages and 
environmental risks) whose impact is to be mitigated by using the activities listed 
in the second layer when imposed upon the hazard sources listed in the first layer. 
The arc leading from the node i in the second layer of the tree to a node j in the 
third layer may be split into several possible strategies (e.g., “adventurous”, 
“basic”, and “cautious”) with a set of corresponding probabilities pijt of the 
mitigation of a harmful stress and effects eijt of strategy i upon decreasing stress j (t 
= 1,2,…,T) assigned; here T is the total number of possible strategies (outcomes). 
Each third-level node representing a stress is assigned with a weight vj depicting
the importance or severity of the stress.

The fourth level represents different classes and subclasses of biological entities 
listed in Section 3 (fish, shellfish, corals, etc.) which are to be protected by 
mitigating harmful and toxic stressors listed in the third layer. The arc leading from 
the node j in the third layer to a node k in the fourth layer is assigned with a set of 
probabilities qjks of decreasing the harmful impact of stress j upon bio-organism k 
(where k = 1, 2,…, K) and the positive effect fjks upon organism k due to the 
decreasing of stress j (s=1, 2,…;S); here S is the total number of possible outcomes. 
Each fourth-level node representing an organism is assigned with a weight wk

depicting its size and importance in the ecological system. 

The values assigned to the fourth-level nodes represent experts’ evaluations of the 
expected results of using counter-pollution measures and strategies to decrease the 
stressors; these are expressed either numerically or in linguistic terms (for instance, 
“very strong”, “strong”, “medium”, “weak”, and “negligible”). The results of the 
fifth layer are the values and/or linguistic evaluations of an objective function.

Probability 
of Loss 

0.01
1

0.02 0.05

0.1

0.3

0.5

0.7

0.9

Impact = Loss of Biodiversity 

Figure 2: Qualitative risk matrix: loss of biodiversity and probability of the loss. 

The final stage of the multiple-tree procedure is an integrated (quantitative   and/or 
qualitative) estimation of the ecological risk based on the convolution of linguistic 
and numerical results provided by all decision trees in the risk matrix (see      
Figure 2).
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4.2. QUANTITATIVE RISK ASSESSMENT 

Ecological risk is the likelihood of harm occurring in an ecosystem and the severity 
of its outcome. There are many ways in which the evaluation of risks can be carried 
out [13]. These range from complicated numerical systems to a qualitative expert 
judgment of risk, such as, for example {low, medium or high}. This estimation 
depends on two criteria: the probability of the hazard and the amount of the 
expected damage (see Figure 3).

Most of the formal ways define risk R as the product of the weight w of a hazard 
(also called a risk factor) and the amount of damage, D caused by the hazard, in a 
monetary, material, or grade form:

R = wD. (1) 

A risk factor w (also called a risk weight, or a risk factor number) is the product of 
the likelihood (probability) p and severity s of harm arising from a hazard,

w = ps (2) 

A likelihood rating is based on the qualitative scale shown below. 

1. Not likely. There is really no likelihood of an accident or pollution occurring. 
Only under freak conditions is there a possibility of an accident or illness. All 
reasonable precautions have been taken. This should be the normal state of the 
water source or any other marine ecosystem under consideration. 

2. Possible. If other factors were present, pollution or illness might occur, but the 
probability is low and the risk is minimal. 

3. Quite possible. An accident or pollution may happen if additional factors 
precipitate it, but it unlikely to happen without them.

4. Likely.  

5. Very likely. If the situation continues as it is, there is almost a 100% certainty 
that an accident or pollution will happen at least once. 

Now let us establish a severity rating for the identified hazards using the following 
scale:

1. Nil. No risk of injury, contamination, or disease 

2. Slight. Causing minor injury or harm. 

3. Moderate. Causing moderate injury, harm or disease. 

4. High. Causing death or serious injury to an individual.

5. Very high. Causing multiple deaths and/or widespread illnesses to the 
population.
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SOURCES ACTIVITIES STRATEGIES STRESSORS TARGETS

Monitoring

-90

-90 -90

Fish Farms New Technnologies

3 40

0 300 40 40

Biofilters

300

300 300

Monitoring

0

0 0

Ports Eilat/Aqaba New Technologies

1 0

0 0 0 0

ReEquipment

0

0 0

COD

-80

-90 -80

0.5

Adventurous BOD

3 50

0 310 40 50

Nitrates

310

Montoring 300 310

0 160 0.5

Basic

10

0 10

0

Cautious

10

0 10

Fishes

-80

0 -80

COD Corals

1 -80

-90 -80 0 -80

Humans

-80

1 0.5 0 -80

300 Adventurous

3

0 310 BOD

50

40 50

Fishes

Municipal Wastewaters New Technologies 310

1 Nitrites 0 310

10 160 0 160 1

300 310

Corals

310

0 310

0.5

Basic

10

0 10

COD

-80

-90 -80

0.5

Adventurous BOD

3 50

0 310 40 50

New Equipment Nitrates

310

0 160 300 310

0.5

Cautious

10

0 10

New Standards

10

0 10

Monitoring

0

Sea Transport 0 0

1

0 0

New Techniligies

0

0 0

Monitoring

0

Tourism and 0 0

1

0 0

New Techniligies

0

0 0

Figure 3:  Decision tree for activities in the Eilat-Aquaba Gulf in the Red Sea. 
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A risk factor number is obtained by multiplying the likelihood rating by the 
severity rating. In the simplest case when the likelihood and severity are rated in 
numbers between 1 to 5, this will result in a number between 1 and 25. Such a 
rating enables the most serious risks to be considered first, i.e. the higher the 
number the higher the risk. 

Risk factor numbers may be classified as follows: 

16 – 25 Extreme  Risk level unacceptable. 

10 – 16 High  Undesirable. 

7 – 10 Medium  May be acceptable. 

1 – 6   Low   May be acceptable.  

The damage Dk to human or coral health caused by several toxic stressors, may be 
represented as

 Dk = v W
k= j=1,…,LxM vj(Wjk)Wjk, (3) 

where:

L : the number of stressors;

M: the number of pollution sources; 

vj = vj(Wj): the weight for the jth stressor; 

Wjk : the amount of harm to the kth object (i.e., protection target) caused by the jth
stressor;

W
k = (Wjk): the damage vector for the kth object caused by all stressors. 

The total damage to the ecological system consisting of K objects (protection 
targets) is defined as follows: 

 D = k=1,…,K uk Dk = k=1,…,K j=1,…,LxM vj(Wjk) ukWjk,  (4) 

where uk is the weight (importance of the kth target). 

According to the US EPA [18], a stressor is any physical, chemical, or biological 
entity that can cause an adverse response, such as a toxic chemical.

The number M of sources, fons et origo, of water pollutants causing damage to 
human health, as well as to the health of other biological organisms, can be defined 
by the experts. According to [13, 15], the major producers of high-risk hazards in a 
typical area such as the Eilat Gulf include: spills from maritime activity and oil 
transport in the gulf, chemical pollutants entering the sea during transport and 
loading of phosphates, potash, bromides and other cargoes, microbial pollution 
from municipal, industrial and hotel wastewater discharge, unregulated 
mariculture, litter thrown from vessels or left on beaches, ballast water from 
vessels, contaminated storm waters and irrigation waters in winter seasons, 
greenhouse gasses causing airborne acid pollution, global warming causing coral 
bleaching and other illnesses, and anchors and divers causing physical damages to 
the coral reefs. 
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Similar to damage D in (4), we define the mitigation of damage MD caused by the 
counter-pollution activities, a = 1,…, A.

 MD = a=1,…,A  MDka = a=1,…,A k=1,…,K j=1,…,LxM vj(Wjk) ukWjka, (5) 

where: MDka is the mitigation of damage to the kth target caused by the ath
counter-pollution activity;

Wjka  is the amount of the decrease in harm to the kth object (i.e., a protection 
target) caused by the jth stressor as a result of the ath counter-pollution activity. 

4.3. FUZZY EXPERT SYSTEM 

4.3.1. Main Components 

4.3.1.1. Inputs:  

1. Pollution_Sources  

2. Pollution_Mitigation_Activities 

3. Strategies (or Intensity) 

4. Stressors 

5. Protection Targets 

4.3.1.2. Outputs: 

1. Probability of damage 

2. Severity of damage 

3. Amount of damage 

4. Environmental risk decrease due to the counter-pollution activities.  

4.3.2. Rules 

The set of rules of the following pattern: 

If pollution mitigation activity A1 (e.g., construction of an AR biofilter) is 
adventurous and A2 (introduction of new dust filters at a port) is basic 
then stressor S1 (phosphates) will lie within the allowed standards. 

4.3.3. Rules Evaluation and Aggregation 

Performed according to the Mamdani-Sugeno procedure [8]. 

4.3.4. Defuzzification 

According to the centre-of-gravity rule. Results of computations are given in 
Figure 3. 
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Abstract

Oil spills present a chronic threat to the environmental security of most major ports.
While mitigation of the risk of oil spills should include prevention, major oil spills 
remain periodic occurrences. Consequently, spill preparedness and response are 
critical aspects of minimizing the damage caused by spills. Nonetheless, any major 
spill response engages multiple stakeholder and public groups that may have 
different objectives. Currently, spill managers must balance conflicts in the midst 
of a crisis using ad hoc or heuristic approaches that may be difficult to justify or 
communicate. Public expectations are particularly challenging to manage. In some 
cases, the spill response may be perceived as a failure despite the response agency's 
best efforts. A systematic approach to stating varied spill objectives and tracking 
progress may result in better management and communication and improve the 
credibility of spill managers. This research studies two separate spill incidents to 
reveal the different types of objectives held by engaged personnel and the ways that 
they assess the progress of the response. A total of 30 interviews are conducted and 
interpreted using a grounded theory approach to reveal salient objectives. Where 
possible, metrics relating to these objectives are elicited and the results for each 
spill compared. Although the quality of the study metrics is not examined in detail, 
we find that some spill objectives are more readily stated in terms of performance 
metrics than others, suggesting that spill managers may benefit from greater 
guidance on how to gauge progress or set goals in areas such as protection of 
public health and safety or mitigation of sociopolitical or economic impacts. 

1. Introduction 

Oil spill response is defined as encompassing all activities involved in containing 
and cleaning up oil spills in ways that achieve the following overarching goals [4]: 
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Maintaining safety of human life. 

Stabilizing the situation to preclude it from worsening. 

Minimizing adverse environmental and socioeconomic impacts by coordina-
ting all containment and removal activities to carry out a timely, effective 
response.

To achieve these goals, oil spill response efforts must include a variety of 
participants. They can include: federal, state, and local officials (e.g., US Coast 
Guard, US Environmental Protection Agency, US Department Of Energy, local fire 
chiefs, harbormasters, state environmental officials), the responsible party and its 
contractors, non-local clean-up crews hired by private contractors, environmental 
and community advocates at the national, state, and local levels, and community 
residents who have an important stake in the response, (i.e., business- and home-
owners, and beach associations). Because so many different and interested parties 
are affected, there is a potential for conflicting ideas about how a response should 
be organized and implemented to achieve these goals. Different groups may have 
different assessments of oil spill response success because they have different 
objectives and some may be in conflict with others. Response strategies are always 
dependent on the priorities placed on protecting specific resources in the context of 
a particular spill. Therefore, decisions made about priorities are to a very large 
extent political or social as well as technical. Consequently, measuring the success 
of any response (for example, in accordance with the Governmental Performance 
Results Act of 1993) is a significant challenge. To capture potentially disparate 
views and to facilitate management decisions, multiple performance metrics must 
be employed. However, good metrics for capturing the nuances of the decision 
process are not always available. 

This chapter addresses the question of what objectives and performance metrics are 
used by key stakeholders to assess two recent oil spill responses: 

1. The Bouchard-120 spill response that began on April 27th, 2003 as the tugboat 
Evening Tide ran its tanker aground and released No. 6 home heating fuel just 
at the entrance to Buzzards Bay, Massachusetts. (See www.buzzardsbay.org 
for further details.)

2. The Chalk Point spill response that began on April 7, 2000, when an intrastate 
pipeline that transports oil from the Potomac Electric Power Company’s 
(PEPCO) Chalk Point electrical generating facility to residents in Prince 
George’s County released No. 2 and No. 6 home heating fuel oil into Swanson 
Creek and subsequently the Patuxent River. (See www.darrp.noaa.gov/-
northeast/chalk_point/index.html for further details.) 

The full details of each case study are more completely described in Tuler et al. [6]. 

2. Oil Spill Response 

Within several hours of a reported spill, an Incident Command System (ICS) 
incorporating federal, state, and local authorities is mobilized at the scene. Among 
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the critical government participants in management of any major spill are 
representatives for the Responsible Party (RP), the Federal On-Scene Coordinator 
(FOSC), State On-Scene Coordinator (SOSC), and National Oceanic and 
Atmospheric Administration’s (NOAA) Scientific Support Coordinator (SSC). The 
role of an SSC is to provide the FOSC scientific advice and information (such as 
weather and spill movement forecasts). In the initial response, the SOSC is 
responsible for notifying local first responders by telephone about the spill. As a 
coastal spill, the Bouchard-120 fell under the jurisdiction of the USCG. By 
contrast, the Chalk Point spill was classified as an inland spill, over which the 
USEPA has jurisdiction. Other key players involved in the response and clean-up 
are various local, first-response officials; non-profit local advocacy groups; and 
contractors hired by the RP. Over a dozen government agencies may be involved in 
any major spill response. 

In both the case study spills, failure to immediately recognize the magnitude of the 
spill may have complicated or delayed response efforts. In addition, strong winds 
and rough weather forced oil past containment booms in both cases. Consequently, 
oil migrated to areas that responders initially thought could be protected. In the 
case of the Bouchard spill, oil was “blown back” onto shores that had at first 
avoided oiling or had been recently cleaned. 

Both response teams made extensive efforts to engage and inform the public, 
although these were not necessarily always perceived as successful. In the 
Bouchard case, summary briefings by various groups attending the incident 
command meetings were held several times daily initially and then twice daily once 
the situation was better under control. Both teams held public meetings over the 
course of the response, established call centers, and built or maintained websites.  
In the case of the Chalk Point spill, public meetings and briefings were 
supplemented by five issues of a newsletter that was circulated to over 27,000 area 
residents.

3. Research Methods 

Understanding how people assess spill response efforts requires understanding of 
their goals and objectives. To explore these issues in the context of the study spills 
and responses we conducted a series of interviews and investigated published 
reports to gather information about: 

Roles and experiences of key responders and other interested and affected 
parties.

Their concerns about spill impacts and response. 

Their views about the response. 

Their views about response performance metrics. 

The interviews were designed to be semi-structured and open-ended, but they were 
not designed to systematically elicit information about relative priorities among 
objectives or performance metrics. Instead, at this time we were more interested in 
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learning about the range of objectives and metrics among key participants.  Initial 
research interviewees were identified in articles about the spill. Subsequent 
interviewees were selected in a snowball sample on the basis of suggestions by 
others. Interviewees were selected to represent different points of view, their 
experiences with the spill, and willingness to be interviewed.

To identify the information relevant to study objectives, we used a grounded theory 
approach, in which important concepts emerge inductively during the data analysis 
rather than in advance of the investigation [1, 2]. In grounded theory, data are 
categorized with respect to relevant similar characteristics in a process called 
“coding.” At first, a relatively large number of categories are developed. Then, 
through iteration these categories are grouped into more abstract categories of 
conceptual relevance to the analysis; data and categories are grouped according to 
their relationships with each other. For example, all statements related to "reducing 
bird injuries" or "protecting nesting habitat" can be grouped into a category named 
"response should protect bird populations." This is referred to as axial coding in a 
grounded theory framework. In this way common themes among the coded 
objectives are identified. We then extracted all performance metrics expressed by 
the interviewees that were related to each of the objectives. In addition, we 
compiled all interviewee comments regarding appropriate uses of performance 
metrics for assessing oil spill response efforts and characteristics of “good” 
performance metrics, although we did not attempt to assess the quality of any of the 
suggested metrics either according to the interviewees own criteria for “good” 
metrics or other norms. (See Seager et al. [5] for a discussion of such criteria).

4. Results 

We found that many different objectives for the response to the oil spill were 
important to our interviewees. We grouped them into endpoint, process, and 
resource-based metrics (following Seager et al. [5]) related to the following broad 
categories identified in Tables 1 through 9: 

Table 1. Metrics related to protecting public health and safety. 

Endpoint

Number people killed or injured. 

Number of mishaps during hours worked . 

Presence of contaminants (e.g. PAHs) in water samples?

Concentrations of oil in fish tissues. 

Number life threatening situations to human health. 

Toxins in smoke plume if do in situ burning. 

Process (None identified). 

Resource Number of IRAC team members OSHA/HAZMAT trained. 
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Table 2. Metrics related to protection of environment. 

Endpoint

Number of oiled birds, eggs or other wildlife. 

Number of miles of shoreline impacted or cleaned. 

Amount of oil or globules on shore. 

No re-oiling or residual oil causing chronic toxicity to something. 

Number of fish, birds or other wildlife killed or injured (per unit search area). 

Number of “appropriate” (not exotics) animals rehabilitated and released. 

How far sheen at surface extended out [miles]?

How long oil stayed? 

Presence of odors of oil. 

How much grass was destroyed or acres of marsh were impacted.

Dead and stressed organisms found (rather than estimated).

Time to achieve background levels/concentrations of contaminant or clean-up 
standards and recover from clean-up related damage. 

Areas protected (e.g., by redirecting or containing oil). 

Observe water blowing over booms.

Degree of change to beaches and sandbars from clean-up actions. 

Types of animals and vegetation present after spill cleanup. 

Process

Did getting required permits delay response action?

Time for wildlife rehabilitation efforts to set up operations. 

Rate of bird handling at rehabilitation center.

Gallons of oil and pounds of contaminated debris recovered and disposed of.

Accuracy of cataloguing and enumeration of findings. 

Monitoring stations established. 

Time to deploy booming and double-booming in sensitive areas. 

Immediacy of rehabilitator organization’s response to call for assistance. 

Change of helicopter flight patterns in response to requests from biologists to not 
disturb nesting birds. 

Oil direct to sacrificial (rather than sensitive) areas.

Oil being captured in open water before it hits the beach. 

Area covered in search and recovery. 

Resource

Amount of oil containment boom deployed. 

Number of volunteers. 

Number of floating resources to pick up oil in open water oil. 

Number of bodies to manage different aspects of response, inc. SCATs. 

Is there a ‘bird searcher’ on each team?

Number sandbags deployed. 

Number people on cleanup crews to deal with oiled beaches 
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Table 3. Metrics related to economic impacts. 

Endpoint

Lost rental income, tourism dollars, property values, wages to fisher/watermen. 

Duration of beaches closures. 

Recreational opportunities that were lost that are now back to what they were? 

Acres and duration of shellfish areas closed or acres of closures reopened. 

Acres of shellfish beds lost and number of lost fishing days. 

Costs of laboratory work, other research studies and money spent on response. 

Increase in crime rate [in southern MD due to influx of people from cleanup crews]. 

Number of dead fish, ducks & geese. 

Process
Kept track of all costs.

Local municipalities reimbursed by responsible party?

Resource (None identified). 

Table 4. Metrics related to achieving legal regulatory requirements. 

Endpoint

Achieve termination endpoints? Shoreline back to conditions prior to spill? 

No oil should come off to the touch. 

Evaluate response with respect to endpoints achieved. 

For sandy beach no visible oil, no odor of oil. For marshes no sheen. 

For groin (jetties between properties), riprap no sheen or no oil available when 
touched.

Process
Number of days until endpoints achieved.

All procedures followed (e.g., NIMS). 

Resource (None identified). 

Table 5. Metrics related to protection of cultural resources (Chalk Point). 

Endpoint
Number of critical sites protected.

Soil concentrations, smell or residual presence of oil on artifacts. 

Process

Did trench digging affect sites?

Experts contacted early for input about sites potentially at risk? 

Command responsive to requests for protection of sites? 

Were less destructive response actions chosen (e.g., sorbents and booms rather than 
burning)?

Resource
Number of GIS, hard maps, laptops and accuracy of location information. 

Amount of boom deployed
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Table 6. Metrics related to effective and timely response. 

Endpoint

Number of days company (PEPCO) shut down. 

Presence/absence of sheen, oil in water, tarballs, oil on shoreline, oil in sediments. 

Areas impacted to be cleaned up to the ecological state the environment was before
the spill happened. Number of areas to be signed-off compared to total. 

Number of days until endpoints achieved?

Is oil being contained? Patchiness of oil? Solid sheet of heavy oil. 

What it looks like a year later.

Number of public meetings organized? Members of the public voice support?

Good working relationships with all parties involved?

Are response actions having the desired effect?

Process

How often beach is searched—both oiled and non-oiled?

Digging holes to look for oil on shoreline? 

Quarterly checks to see if oil is present or not on beaches

Breach of water over boom?

Protection equipment put in the right place at the right time?

Quality of contractor work. Number of times a orders were given but still not done.

Number of public meetings, newsletters published by RP.

Time it takes to get response in order. Lead resources mobilized? 

Number/frequency of fly-overs for real time aerial photography.

Clear chain of command established? Communication to appropriate people?

Accurate reporting and counting of crews in field. How quickly SCATs out in field? 

Are clean-up crews assigned effectively to do a good job?

Is all pertinent data gathered and recorded? Data sheets available and sufficient? 

Local officials set up task force for spill response? Muster all forces in town? 

Basic training for volunteers on bird collection and rehabilitation conducted? 

Cleanup of impacted areas organized to be manageable and able to monitor?

Access established for recovery and clean-up crews through private property?

Do efforts correspond to tides?

Recovery or rehabilitation of wildlife conducted? How soon have experts been
called and set up triage and rehab centers? 

Resource

Number of teams/people/supervisors in the field? Number of volunteers? 

Number of people working at one time. Hours worked. 

Number of monitors in field to give direction and warning to clean up crews

Resources adequate for planned tasks?

Cost of response. 

Types of skills represented on team? A ‘bird searcher’ on each SCAT? 

Pounds of sorbent material. Number of packets of baby oil for oil removal. 

Amount of oil containment boom. 
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Table 7. Metrics related to addressing public concerns, needs, and support. 

Endpoint

Public reimbursements for private property losses.

Number calls from public. Members of the public voice support?

Public comments from critics and local residents (re: response effort, not outcomes)?

Level of staining Complaints about stained rocks? Residual oil on shore (tar balls)?

Was spirit of state regulations for public involvement met? 

Level of public trust? 

Process

Relationships and trust with local officials developed? 

Immediacy of public meetings (number days after spill). Number of public meetings. 

People given examples of what was impacted and what kinds of cleanup was going 
on?

Number of fliers and informational packets delivered door to door, visuals for media. 

Public provided the kinds of information it wants? Incorrect information disclosed?

A timeframe for ending the cleanup established? 

Ongoing monitoring and addressing of issues post-spill?

People have a place or someone to go to with concerns?

Public receives assurances that beaches will be cleaned up to the level of their 
expectation?

Is a forum provided to public so they can hear what’s going on and give their 
feedback?

Feelings: level of conflict/anger or happiness. 

Establish and keep up to date website for public information.

Quality of questions from media

Able to ‘stay on message’ during public meetings, press conferences, etc.?

Unified Command accessible for public questions and comments? 

Amount of oil removed manually from shoreline.

Resource

Number hours agencies spent on public outreach (meetings). 

Number of pamphlets distributed to inform public of hazards. 

Number of stakeholders involved in setting clean-up standards. 

Number of dispatch teams arranged to reach-out to various stakeholders. 

Frequency of information postings on website. 

Table 8. Metrics related to mitigating social nuisances (Bouchard). 

Endpoint Presence of stained rocks, oil on beach and complaints?

Process (None identified). 

Resource (None identified). 
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Table 9. Metrics related to coordinated and effective response framework. 

Endpoint

Clear chain of command established and Incident Command System used? 

Are pre-identified areas potentially being affected?

Did we have information to keep Governor’s office and other state Senators and Reps 
abreast of what was going on?

Understanding of whether oil is still stored offshore re-contaminating cleaned up 
beaches?

Is oil coming on shore several days later?

Accurate accounting of volume oil spilled and on shore? 

Number areas cleaned as of today? Number of miles of shoreline impacted right now?

Bad feelings among locals responders toward the Unified Command staff?

Process

RP is responsive? 

Number of hours to set-up stable incident command center. Location easily accessible?  

Key people became involved early? Local and federal responders notified quickly?

Clear understanding of rights the state trustees have as a state agency? 

Is Incident Commander able to reach key people, does their phone number work, did 
they respond? Clear communication protocols and reliable technology working?

How quickly decisions made? Are decisions correct (in hindsight)?

Is there conflict or chaos in command center? Chauvinistic behavior? Cooperation? 

Did Unified Command resist information that did not conform to their expectations? 

Number and frequency of meetings, daily reports for morning meetings? 

Informed of meetings in advance (i.e., lead time)?

Presence of watchdog to see what’s going on?

Modelers able to get 24 hours ahead of spill with accurate projections?

Experts consulted for input on response strategies?

Are there clear protocols and schedules? Plans communicated day in advance?

Time it takes to implement tasks, such as boom deployment?

Are players familiar with each other? Frequency of resource and personnel changes. 
Time taken to re-staffing response people after contractor fired. 

Pick-up and shipping schedule for waste generated by clean-up organized?

Resources placed in the proper locations? Response organized by segments? 

System established to track progress? Are crews visiting hard hit areas every day and 
recording information in a unified way? Is all pertinent data gathered and recorded?

Ability to revise objectives and activities based on monitoring effort?

Accurate information obtained from the wildlife surveys and SCAT teams? 

Systematic, ‘non-political’ approach used to deploy clean-up crews. 

Attend to short, medium, and long term needs simultaneously?

Follow ‘best response’ protocol and integrated command system?

Coordination of volunteers performed appropriately and quickly? 

Clarity to all parties about stages of response effort? 

Equipment and personnel demobilized when no longer needed? 

Clear standards for sign-off established. 
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Resource

Number of supervisors, Spanish speaking supervisors assigned per section. 

Number of radios; availability of GIS and computers; phones available and working. 

Number of teams of trained observers walk coastline and make observations of extent 
and coverage area of oil

Number crews trained, hours worked. 

Type of oil. 

Interviewees in both cases wanted to protect sensitive habitats and populations of 
threatened and endangered species (although the methods were not designed to tell 
us about the relative importance or frequency within the respective case study 
populations). They were concerned with mitigating impacts from clean-up actions, 
including economic impacts related to lost recreation, tourism, fisheries, and to 
towns from their efforts during the response. Furthermore, they were concerned 
about the timely gathering and use of relevant, accurate, and credible information 
for decision making. Strong and flexible leadership that can learn from past 
experiences was important to them so that the response could be well-planned and 
implemented. And, they shared objectives related to addressing public concerns 
(e.g., providing accurate information to the public). 

At the same time, there are a few interesting differences, which are reflective of the 
particular contexts of each spill. First, mitigating impacts to cultural resources was 
identified in the Chalk Point case and not the Bouchard case. This reflects the 
presence of significant artifacts in the region affected by the Chalk Point spill. It 
may also be a reflection of whom we interviewed—or more accurately, did not 
interview in the each case. However, it is noteworthy that no one in the Bouchard 
case made mention of historical or other culturally significant artifacts.

The mitigation of social nuisance impacts was not a category of objectives that 
emerged from our analysis of the Chalk Point interviews. However, some factors 
that can be related to social nuisance impacts were raised in the context of other 
objectives. For example, addressing the potential for an “increase in crime rate [in 
southern MD due to influx of people from cleanup crews]” might be considered by 
some to be a social nuisance, but the interviewee was clearly talking about this in 
the context of economic impacts.

While people in both cases expressed objectives (and performance metrics) related 
to establishing a coordinated and effective response framework, there were some 
differences in emphasis. These differences suggest the importance of the particulars 
of experience that inform people’s views. Critical comments emerged about the 
integration of non-federal officials and responders into the response effort. In the 
Bouchard case this concern was raised about local officials and local first 
responders, but not in regard to state-level responders. In the Chalk Point case we 
found the opposite. 

In the Bouchard interviews, the roles and participation of local officials and local 
residents were a concern. In fact, the way in which local responders along Buzzards 
Bay were contacted and integrated into the response was a source of contention and 
criticism among those we interviewed. In addition, there was a concern with how 
local volunteers were brought into the response effort in the Bouchard case. On the 
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other hand, among the Chalk Point interviewees neither of these two concerns was 
strongly articulated; volunteers were not even mentioned in these interviews. 
Instead, there was a concern with whether expert input (e.g., about cultural 
resources) was obtained and how well federal and state agencies’ were coordinated 
(e.g., clarity about jurisdictions). In the Chalk Point case a federal official spoke of 
the importance of involving local stakeholders in decisions about clean-up goals, 
but the metrics suggested were about one-way communication and outreach to the 
public (e.g., number of pamphlets). However, there are some indications that 
involvement of local officials would have been useful in Chalk Point in terms of 
understanding local nuances, such as the effect of currents that would impact oil 
removal efforts. There was also a concern expressed from state officials about their 
involvement in the response effort and much said about the quality of leadership 
and the coordination and communication among responding federal and state 
agencies at Chalk Point. Another difference among objectives relates to the kind of 
people that expressed a concern with gaining public support for the response. Only 
state and federal officials spoke of this as an objective. This is a very instrumental 
perspective that one often finds from officials involved with hazard management.

Interviewees in both cases also expressed the importance of minimizing the costs to 
the responsible party, although this objective might conflict with others. All 
objectives identified as important during the interviews are related to the protection 
and promotion of what people value, such as protection of critical habitats and 
promotion of decisions based on the best information available. Why they value 
certain things can differ; they may value certain outcomes for intrinsic reasons 
(e.g., value of species for their own sake) or instrumental reasons (e.g., they allow 
other things to be accomplished) and the relative weights given to each may also 
differ. Overall, a large number of performance metrics were suggested by the 
interviewees. However, a number of interviewees also pointed out the 
shortcomings of some of them. For example, one interviewee noted that the number 
of volunteers taking part in the response may not be a good measure because there 
are constraints on using volunteers (e.g., OSHA regulations) and thought that a 
better metric might be the number of people calling to volunteer.

However, performance metrics are best defined with respect to specific objectives, 
which is why we have organized the elicited performance metrics with respect to 
each objective in Tables 1 through 9. By coding performance metrics in the context 
of particular objectives it is apparent that many metrics were discussed for some 
objectives (e.g., mitigating ecological impacts) and few in relation to other 
objectives (e.g., protection of public and worker health and safety). This should not 
be taken to mean that those objectives associated with more performance metrics 
are more important than those with fewer performance metrics; this conclusion is 
not justified based on the evidence available. Instead, some objectives may be 
easier to gauge than others or there may be consensus about which metrics to use. 
For example, protecting health and safety can be assessed by counting OSHA-
reportable injuries and fatalities and work-hours without accidents, whereas 
degradation of cultural resources may be difficult to capture quantitatively. Another 
reason may be an artifact of how we grouped objectives into larger categories. 
Furthermore, one might argue that many of the metrics suggested for assessing the 
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prevention and mitigation of ecological impacts and economic impacts could also 
be measures for whether or not public concerns were addressed. However, they 
were not always expressed as such. Instead, addressing public concerns was often 
measured in terms of what effort was made for public outreach and involvement: 
How many meetings? How many leaflets distributed? Our inability to 
systematically identify all performance metrics with respect to each objective is a 
shortcoming of using interviews. This shortcoming is to be addressed by further 
research; we are developing methods that will ask respondents to rank-order 
objectives and to rank-order performance metrics for each objective. 

5. Discussion 

When we consider the kinds of metrics elicited in the two case studies, one 
observation is that the performance metrics suggested for each case differed for 
some objectives. For example, making the best possible decisions with limited 
information, uncertainties, and time pressures was identified as an important 
objective by many people we interviewed for the Chalk Point case. While this 
category of objectives was also raised in the Bouchard interviews, it seems to have 
generated much more attention from the Chalk Point interviewees; this may be a 
reflection of their perceptions of inadequacies during the Chalk Point spill 
response. While they found it difficult to articulate specific measurable 
performance metrics for them, it is nevertheless important as they view clear chain 
of command, strong leadership, clarity about responsibilities, and organizational 
jurisdictions to be closely associated with good outcomes.

Some interviewees argued that it is not always useful to define performance in 
terms of endpoints because they are difficult to measure in the short-term. For 
example, one person stated that the point was whether a comprehensive effort was 
made to recover all the wildlife. Many of the proposed metrics have to do with 
process, as one way of measuring “good” decision making is by the way that 
decisions are made. In these cases much of the attention is on measuring the quality 
of the effort. Endpoints are related to effectiveness, but these cannot be measured 
directly. For example, the “quality of decisions” is difficult to assess on the basis of 
decision outcomes because there can be many intervening factors that affect 
outcome. However, how a decision was made or information gathered and 
validated can be more appropriate. It is also apparent with objectives that are 
associated with the conduct of response effort: establishing a well-coordinated 
response, meeting legal requirements, and implementing an effective and timely 
response. On the other hand, performance metrics related to mitigating economic 
impacts were almost entirely related to endpoints, rather than processes or 
resources related. This may be a reflection of the belief that economic costs are 
easier to measure than impacts to ecological impacts. In fact, estimating economic 
impacts can be very difficult. 

In some cases the endpoint metrics elicited assess indirect or interim indicators of 
the state of an ecological system, habitat, or population. For example, impacts to 
ruddy ducks were based on extrapolations of empirical field data. Similarly, some 
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performance metrics are direct measure of economic impacts, such as lost tourism 
dollars and lost fisherman income, while others are indirect measures: length of 
shellfish bed closures, acres of shellfish bed closures, number dead ducks and 
geese, duration of beach closures and presence of polyaromatic hydrocarbons 
(PAHs) in water samples. Furthermore, endpoints suggested to evaluate the 
effectiveness of response were often indicators of long-term impacts. A difficulty 
reflected by many of the suggested metrics is that measures of effectiveness or 
ultimate impacts can rarely be made at the time of response because the systems are 
dynamic. This is a challenge in assessing progress toward goals that take a long 
time to realize [3]. In the case of oil spills, a desire to assess the effectiveness of the 
response is really about wanting to know about long-term conditions and how they 
differ from pre-spill conditions. To gauge long-term impacts, indirect indicators 
observable in the short-term were suggested. 

Many of the suggested performance metrics are based on what can be counted or 
observed (e.g., did it occur or not occur). Metrics that are easy to measure may be 
more appealing from a bureaucratic perspective. How many gallons of oil and 
contaminated debris were removed? How many leaflets were distributed to local 
residents? How many birds were found dead or oiled? Were endpoints defined in 
plans achieved? Were state and federal standards for contaminants met? Of course, 
it might not be so easy to count such things accurately, claimed some of the 
interviewees. In fact, the focus was not always on quantitative metrics that some 
may assume can be accurately counted. For example, a state official in 
Massachusetts asked “was the spirit of state regulations for public involvement 
met?” which can only be answered subjectively. Problems raised by subjectivity 
and definitional clarity are also apparent in another example. One metric suggested 
was that “appropriate” response actions be used. However, the definition of what is 
appropriate is influenced by the type of oil spilled. For example, if the oil floats, 
there is less need to worry about it affecting nearby sunken ships. However, if the 
oil sinks, those sites may be of more concern. Appropriateness can also depend on 
the kind of artifacts or sites that are at risk. Chemical dispersants may not pose a 
risk to future research on the site when its age is already known, but they may 
make it difficult or impossible to use carbon dating for some sites (e.g., prehistoric 
sites). Similarly, effective oil removal techniques may impact the archeological 
integrity of a site, so what may seem appropriate with respect to one objective may 
be inappropriate with respect to another. 

Several interviewees observed that just because something can be measured does 
not mean it is relevant to understanding the success of a spill response or important 
to many stakeholders. For example, several interviewees in both cases suggested 
that the amount of boom deployed could be used as a metric to assess how well a 
shoreline was protected from oil contamination. While it is easy to measure, it may 
not be a good indicator of whether the shoreline is actually impacted. As we were 
told by many interviewees, deployed boom was not always effective when currents 
or winds were strong. Another stated that “we tried to prevent oiling by putting out 
booming, but it’s not a very accurate predictor of whether the outcome [of 
shoreline protection] will be achieved. Once any oil gets on a beach you still need 
to clean it up.” Furthermore, deploying booms may have been a good decision at 
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the time, but weather conditions can shift and cause them to fail. That is, the metric 
does not have a causal relationship between the state of the system and the 
variables that are under a decision maker’s control. Similarly, an interviewee 
suggested that the amount of money spent—for numbers of crew, manhours, and 
amount of boom deployed—may be very appealing politically as a measure of 
performance, but questioned whether that is “doing the job to the most effective 
way” and suggested “there may be more cost-effective ways to look at the whole 
picture. Money spent is not a good measure.” Nonetheless, assessment of short-
term success and long-term success can be very different in natural systems [3]. 
Therefore, interim gauges are essential to provide more immediate feedback to 
decision makers. Provided the causal linkages between the interim measures (such 
as effort or process efficiency measures) and endpoint measures (such as recovery 
of wildlife populations) are well understood, the interim indicators can be an 
improvement on endpoint measures. 

Accuracy, consistency, and reproducibility are frequently a problem—particularly 
with qualitative metrics. We learned that the amount of oil removed from beaches 
might be a relevant metric for assessing response, but some argued that the 
measurement is not meaningful because it is very difficult to quantify the actual 
amount of oil on the beach because it is mixed with sand and rocks and in sorbent 
material: “Especially in recovered number you are getting a mixture of oil and 
water…skimmers never perform as the manufacturers claim.” Similarly, different 
people may have different ideas about what is “impacted.” One way around this is 
training personnel so that “when they come back they say ‘we’ve got 200 yards of 
shoreline heavily impacted’ what one calls ‘heavily impacted’ is the same thing… . 
We try to get them to know what the shoreline types are so they can describe it in 
the proper terminology.” However, qualitative or semi-quantitative descriptions 
may present a moving target and personnel continue to learn on the job, as one 
subject explained: “Getting the shoreline reasonably back to where it should be…it 
was a subjective judgment call with each section of the shoreline based on the 
criteria and adhering to the criteria… We refined the process as we went along over 
time because you have more of a sense of perspective after you’ve seen a bunch of 
different segments of the shoreline.”

In several cases, objectives were posed as a “yes” or “no” question, such as “Are 
members of the public happy?” or “Was there trust from the public?” or “Are there 
good working relationships with all parties involved?” Some of the might be 
rephrased to suggest a more sliding scale, such as “What is the level of trust from 
the public?” However, spill managers would need new approaches to assessing 
such qualities in the midst of the response. In other cases, it maybe difficult to trace 
measures directly to the impact of the spill, such as number of lost fishing days 
suggested by a Chalk Point interviewee: are fishing days “lost” due to impacts of 
the oil spill or because of foul weather or other reasons? Similarly, natural 
mortality may be “tallied in as a result of the spill.” Typically, there is a paucity of 
accurate baseline data on which to base comparisons or assessments. For example, 
“there wasn’t an established criterion of how many ppm of hydrocarbons in 
shellfish is dangerous…There are spills here from these boats all summer 
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long…each municipality needs to know what the baseline is and what the safe 
baseline is…what’s allowable and what’s standard?” 

According to some federal and state responders, the cause-and-effect relationships 
between decisions and performance metrics can be very difficult to communicate to 
the public. This issue was raised repeatedly in regard to the impacts of clean-up 
efforts. Many interviewees from both case studies provided examples of when, 
according to them, it would have been better to cease clean-up actions because 
more severe impacts would result than if none or no further actions were taken. 
However, articulating these trade-offs to the public was difficult. There may be a 
disconnect between scientific metrics and measures of public perception: “We took 
sample after sample after sample [testing for presence of oil contaminants in fish] 
and everything was fine...the only problem was convincing people that everything 
was fine.” Similarly, the public may not understand the details of response actions. 
In one case, “people were reporting that clean-up crews [were] being negligent, 
because of throwing rocks back into the water. But that was what they were 
instructed to do after wiping them off—and here is the rationale for doing that. 
After we explained this to them they were accepting of that process.” Ultimately, 
some interviewees’ feelings could be summed up succinctly by the comment made 
by one that “a lot of what we get to judge spills by is how the public feels about it 
after the response… public perception is our reality.” 

The causes of good or poor performance may be multiple and difficult to 
disentangle. In other words, while measurement of a performance metric may 
suggest a poor response the response might have been “good” in the context in 
which the decision or action was made. For example, one person suggested that a 
relevant metric for assessing success is the amount of oil recovered in open water 
before it hits the shore. However, in the Bouchard spill response, very little was 
picked up in the open water because of 1) weather conditions and 2) poor 
coordination in the early stages. While the second reason might suggest a poorly 
organized response, the first reason is beyond the control of the responders; it 
would be unfair to judge the response as poorly implemented because of harsh 
weather conditions that prevented a higher rate of offshore recovery. Similarly, in 
the Chalk Point spill there was a concern about the amount of oil recovered or 
removed. Several interviewees thought that in situ burning might have been a better 
response option, but the time it would take to get all the permits and necessary 
information in place precluded its use. The problem was not the lack of 
coordination, but rather other external factors limiting this option.

We found that some people assessed the response to the Bouchard and Chalk Point 
spills on the basis of how well preparations such as planning workshops, clean up 
standards, spill training, pre-spill resource procurement, staging areas permissions, 
contingency and emergency plans, and call lists were made prior to the response. 
Their concern for preparedness was related to for a) gaining public support for the 
response and b) ensuring effective response effort and coordination.

Furthermore, some of the interviewees assessed the quality of the response based 
on how well it supported the needs of damage assessment and restoration related 
activities. For example, several interviewees in both case studies stated that an 
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important performance metric for the response effort was how well it developed the 
data necessary for damage assessment. 

These findings suggest that people do not necessarily consider “response” as 
distinct from preparation, damage assessment, and restoration. In fact, these 
activities can overlap in time. Activities considered as part of the response can 
extend for many years after the spill event and the initial clean-up. Such is the case 
in the Bouchard case, where several years after the spill occurred some activities 
related to “response” are still being conducted.

6. Conclusions 

The case studies of the Bouchard-120 and Chalk Point spill responses suggest that 
spill managers and interested and affected parties can have multiple objectives. 
They may also use multiple measures for assessing achievement of or progress on 
those objectives. By and large, they were cognizant of the usefulness of assessing 
response efforts both during and after a spill response. Although these case studies 
also illustrate that objectives may not be entirely shared among interested and 
affected parties, in general making objectives explicit and tracking performance 
metrics related to those objectives may improve spill management and public 
communication. While we did not interview many local residents (beyond those 
working for a local advocacy group or local officials) for these case studies 
(because we intentionally selected people who were engaged with the response), a 
number of people spoke of their experiences with members of the public. In 
particular, local residents were described as wanting to know very practical 
information that related to impacts and response: what were clean-up schedules? 
what were public health effects of consuming fish contaminated (or that might be 
contaminated) by oil? Although some of our interviewees characterized members 
of the public as wanting things that were impossible or that were not reasonable, 
e.g., remove all oil, a few members of the public can be characterized as quite 
sophisticated in their views.

We also found that while interviewees think performance metrics are important and 
useful, there may be differences about when they should be developed and used. 
For example, response performance metrics were developed by the Unified 
Command during the Bouchard spill when they “sat down as a group—three weeks 
into the spill—because first three weeks we are just responding… . We ask the bird 
wildlife and rehabilitation people, what are your success factors? They said we 
have a goal of 20% rehabilitated. We said OK, that is the objective of the bird 
people. We asked the safety people, what is your objective? They said, 
occupational safety and health said this many hours, no mishaps. So we started 
tracking that number and put them on a poster so people could track them… .”  The 
hypothesis motivating our research project is that better oil spill response can be 
achieved if performance metrics are defined prior to a spill in a systematic and 
collaborative process. Nonetheless, establishing metrics as part of the response 
process may be an improvement on management without any metrics at all. 
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Spill response metrics can drive which strategies are chosen and help officials gain 
the legitimacy and trust they hope for—if they can show that their efforts measure 
well on the chosen metrics. Spill response metrics can also drive learning. Most 
generally, a measurable understanding of the different objectives of the parties 
directly engaged in oil spill response and the communities impacted by the spill is 
likely to improve understanding, communication, response and ultimately reduce 
the risk of adverse impacts due to oil spills. 
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Abstract

Over the past several decades, environmental decision-making strategies have 
evolved into increasingly more sophisticated, information-intensive, and complex 
approaches including expert judgment, cost-benefit analysis, toxicological risk 
assessment, comparative risk assessment, and a number of methods for 
incorporating public and stakeholder values. This evolution has led to an improved 
array of decision-making aids, including the development of Multi-Criteria 
Decision Analysis (MCDA) tools that offer a scientifically sound decision 
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analytical framework. The existence of different MCDA methods and the 
availability of corresponding software contribute to the possibility of practical 
implementation of these methods. However, even though a great deal of work has 
been done in justifying the theoretical foundation of these methods, real-life 
applications are rare. The critical attitudes of different MCDA schools toward 
alternative approaches may have been an obstacle in the application of MCDA. 
Additionally, no MCDA method is theoretically appropriate for group decision 
processes, and all MCDA methods and tools necessarily use significant 
simplifications and assumptions to rank environmental policy alternatives. 
Nevertheless, this paper illustrates the application of three different MCDA 
methods in two case studies involving management of contaminated sediments. 
These case studies are based on real sediment management problems experienced 
by the US Army Corps of Engineers and other stakeholders in the New York/New 
Jersey Harbor and the Cocheco Superfund Site in New Hampshire. Our analysis 
shows that application of three different MCDA tools points to similar management 
solutions, no matter which tool is applied. MCDA tools and approaches were 
constructively used to determine the strengths and weaknesses of each method 
when solving the problem. 

1. Multi Criteria Decision Analysis Methods and Tools 

Environmental managers must decide what they wish to achieve through 
environmental management and how much they are willing to pay to achieve it. 
Controversy arises when managers (1) have different objectives with different 
priorities or (2) expect different outcomes from management decisions. Those 
affected and involved in the decision-making must also decide what they care 
about, how they prioritize those concerns, and how much they are willing to pay to 
achieve stated objectives. There are many alternatives for the management of 
contaminated sediments, and there are important tradeoffs among ecological, 
economic, technical, and societal objectives. As an example of a tradeoff, 
achieving significant benefits and minimizing cost are two conflicting objectives. 
As a consequence, a given alternative may not take clear precedence over other 
alternatives with respect to every objective. This may present a dilemma to a 
decision-maker trying to choose a single alternative.

The common purpose of MCDA methods is to evaluate and choose among 
alternatives based on multiple criteria using systematic analysis that overcomes the 
limitations of unstructured individual or group decision-making [1, 2].

The following main categories of problems are considered on the basis of MCDA 
[1]:

Sorting alternatives into classes/categories (e.g., “unacceptable,” “possibly 
acceptable,” “definitely acceptable,” etc.). 

Screening alternatives—eliminating those alternatives that do not appear to 
warrant further attention; i.e., selecting a smaller set of alternatives that (very 
likely) contains the ‘best’ alternative. 



Comparative Assessment of Several Multi-Criteria Decision Analysis Tools 197 

Ranking alternatives (from “best” to “worst” according to a chosen algorithm). 

Selecting the “best alternative” from a given set of alternatives. 

Designing (searching, identifying, creating) a new action/alternative to meet 
goals.

Some other categories of problems— e.g. description/learning problematique 
(analysis of actions to gain greater understanding of what may or may not be 
achievable) and portfolio problematique (choice of a subset of alternatives, taking 
into account not only individual characteristics of each alternative, but also their 
positive and negative interrelations)—may also be considered with the use of 
MCDA approaches.

Two key schools within the MCDA methodologies are considered in this paper. 
Each is based on the specific approaches to multiple criteria analysis and methods 
used:

Value function-based methods (see also a brief discussion below concerning 
the AHP method). 

Outranking methods.

Approaches that use value functions form the so called MAVT methods 
(multiattribute value theory). However, MAUT methods (multiattribute utility

theory) are also often used. There are several judgements concerning the 
interpretation of the differences between MAVT and MAUT. For example, a value 
function describes a person’s preference regarding different levels of an attribute 
under certainty. In contrast, a utility function is more general because it reflects the 
person’s attitude towards taking risk (e.g., risk averse, risk seeking, risk neutral), 
which cannot be captured by a value function. However, Winterfeldt and Edwards 
[2] do not recognize the principal differences between value and utility functions 
and consider utility as “a different set of elicitation methods intended to provide 
consistency checks on the construction of a value function.” Similarly, taking into 
account the Expected Utility Theory developed by von Neumann and Morgenstern 
[3], utility theory may be viewed as an extension/generalization of value 
measurement, related to the use of probabilities and expectations to deal with 
uncertainty [1]. Therefore, in most cases, when analyzing applied MCDA 
problems, authors do not distinguish MAVT and MAUT, indicating simply the 
implementation of MAVT/MAUT methods. 

The objective of MAVT is to model and represent the decision maker’s preferential 
system into a value function V(a),

V(a) = F( V1(a1),…,Vm(am )); (1) 

where alternative a is presented as a vector of the evaluation criteria a=(a1,…,am ), 

ai is the assessment of alternative a according to criterion i, and Vi(ai) is the value 
score of the alternative reflecting its performance on criterion i (as a rule, 
0 Vi(ai) 100). The most widely used form of function F( ) is an additive model: 

 V(a) = w1 V1(a1) +…+ wm Vm(am ), (2)
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wi > 0 ,  wi = 1, (3) 

where wi, i=1,…,n, are the weights reflecting the relative importance of criteria (or 
corresponding scaling factors, [1,2]). It should be stressed, however, that for a 
justified implementation of the additive model (2) some requirements/axioms of 
MAVT should be held (among them the key ones are the preferential independence

requirements, [1,2]). MAVT relies on the assumption that the decision-maker is 
rational (preferring more utility to less utility, for example), that the decision-maker 
has perfect knowledge, and that the decision-maker is consistent in his judgments. 
The goal of decision-makers in this process is to maximize the overall value V(a) of 
alternative a.

Various sophisticated methods for defining partial value functions Vi(x) and 
assessing weights wi have been developed both for quantitative and qualitative 
criteria. One of the most popular and simplest versions of MAVT is SMART 
(Simple Multi-Attribute Rating Technique), suggested by Edwards [4]; at present 
several versions of SMART are used [2,5].

One of the MAVT versions also used in this work is the PRIME method 
(Preference Ratios in Multiattribute Evaluation) developed by Ahti A. Salo and 
Raimo P. Hamalainen to assist multicriteria decision making process in case of 
incomplete information through the use of interval-valued ratio statements [16].

The preference elicitation consists of two phases: score elicitation and weight 
elicitation. For each attribute, score information is obtained through identification 
of the least and most preferred achievement levels, ordinal ranking of other 
achievement levels and elicitation of possibly interval-valued estimates for ratios of 
value differences (cardinal ranking). The PRIME method supports several 
approaches to the elicitation of attribute weights, including extension of the 
SWING method. The results of preference elicitation and synthesis consist of value 
intervals for the alternatives, weight intervals for the criteria, and dominance 
structures (absolute dominance and pairwise dominance) and decision rules 
(maximax, maximin, minimax and central values) for the comparison of 
alternatives.

PAIRS (Preference Assessment by Imprecise Ratio Statements) and SPAIRS 
(Simple PAIRS or Interval SMART/SWING), which we implement in our 
investigation, are also some extension of MAVT through the use of interval 
methods [17]. SPAIRS allows the DM to reply with intervals to the ratio questions 
to describe the possible imprecision in these. These intervals set constraints for the 
feasible weights of the criteria, and similar constraints can be set for the ratings of 
the alternatives. As a result, the overall values of the alternatives will also be 
intervals describing the possible variation in these due to allowed variation in the 
attribute weights and the ratings of the alternatives. 

Because poor scores on some criteria can be compensated for by high scores on 
other criteria, MAVT is part of a group of MCDA techniques known as 
“compensatory” methods. 

Outranking approaches imply forming an ordered relation of a given set of 
alternatives. Outranking methods are based on a pairwise comparison of 
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alternatives for each criterion under consideration with subsequent integration of 
obtained preferences according to a chosen algorithm. Among outranking 
approaches, the ELECTRE family of methods developed by Roy [6] and the 
PROMETHEE method developed by Brans [7] are most used.

PROMETHEE is based on the performance matrix {zi(a)} (where zi(a) is an 
evaluation of alternative a against criterion i) and a chosen preference function 

fi(x), 0 fi(x) 1, with specified indifference and preference thresholds. It determines 
the intensity of preference for alternative a over alternative b, Pi(a,b)= fi(zi(a) -

zi(b)), and the preference index, P(a,b),

 P(a,b) = wi Pi(a,b) (4)

where weights wi reflect the relative importance of criteria and meet the 
requirements of (3). According to the features of preference functions fi(x), if 
Pi(a,b)>0, then Pi(b,a)=0. Preference indices are used for determination of positive 
outranking flow Q+(a):

 Q+(a) = b P(a,b)  (5) 

and negative outranking flow Q (a):

 Q (a) = b P(b,a), (6)

summed over all alternatives b a.

According to the PROMETHEE 1 method, a outranks b if Q+(a)  Q+(b) and 

Q (a)  Q (b); a is indifferent to b if Q+(a) = Q+(b) and Q (a)=Q (b); a and b are 

incomparable if Q+(a)>Q+(b) and Q (b)<Q (a), or Q+(b)>Q+(a) and Q (a)<Q (b).
Thus, PROMETHEE 1, like some other outranking methods, does not presuppose 
that a single best alternative can be identified, since some alternatives may be 
incomparable.

The PROMETHEE 2 method is based on the “net flow” criteria Q(a):

 Q(a) = Q+(a) - Q (a) , (7) 

and it may be used for a complete ranking of alternatives (and alternative a

outranks b if Q(a)>Q(b)), though this approach is more disputed than 
PROMETHEE 1. 

PROMETHEE, like other outranking methods, is considered an attractive and 
transparent method, although both positive and negative flows depend on the 
complete set of alternatives under consideration [1]. However, a drawback of 
outranking is that “indifference” and “preference” thresholds are essentially 
arbitrary and the relationship representing which alternatives outrank which 
depends on selection of those thresholds. One way to analyze the robustness and 
check consistency between thresholds is to manipulate the thresholds. 
Alternatively, Monte Carlo simulation can be used for exploring parameter space 
and deriving robust conclusions; e.g., [8].

Outranking techniques allow inferior performance on some criteria to be 
compensated for by superior performance on others [3-6]. They do not necessarily, 



200 I. Linkov et al.

however, take into account the magnitude of relative underperformance in a 
criterion versus the magnitude of over-performance in another criterion. Therefore, 
outranking models are known as “partially compensatory.”

The Analytic Hierarchy Process (AHP), developed by Saaty [9], presents an 
integration of the additive model [1] with a distinctive determination of the 
decision matrix, Vi,a, and criteria weights, wi. Within AHP, instead of defining a 
value function Vi(x), a systematic pairwise comparison of alternatives with respect 
to each criterion is used based on a special ratio scale: for a given criterion, 
alternative i is preferred to alternative j with the strength of preference given by 

aij=s, 1 s 9, correspondingly, aji=1/s. Then, the same procedure is implemented 
for n(n-1)/2 pairwise comparisons for a problem with n criteria. The obtained 
matrices are processed (by extracting the eigenvector corresponding to the 
maximum eigenvalue of the pairwise comparison matrix) and yield the values Vi,a

and weights wi for subsequent use with the model, when preferences are aggregated 
across different criteria (2).

AHP may thus be considered an approach with an elicited value function (scoring) 
and criteria weights (weighting). However, taking into account different 
assumptions and approaches, proponents of AHP insist that it is not a value 
function method [1]. Additionally, AHP relies on the supposition that humans are 
more capable of making relative judgments than absolute judgments. 
Consequently, the rationality assumption in AHP is more relaxed than in MAVT.

We use in this work the INPRE as an interval-based AHP methods [17].

INPRE is based on preference programming that extends AHP by synthesizing 
interval preference statements in the hierarchy to derive intervals for the weights of 
alternatives.

Despite longstanding discussions on the correctness of AHP for analyzing and 
ranking alternatives (including specific issues such as the “rank reversal problem”) 
[1, 10], its transparency and relatively simple pairwise judgements make it a 
popular decision analysis method.

2. Cocheco River and NY/NJ Harbor Case Studies 

The two case studies selected for this research are representative of sediment 
management challenges faced by the US Army Corps of Engineers and other 
agencies. The Cocheco River, the first case study, is located in southeastern New 
Hampshire and flows toward the Gulf of Maine and the Atlantic Ocean. A section 
of the river, from below the dam in the center of the city of Dover to the Cocheco’s 
confluence with the Piscataqua River, was proposed for dredging. Plans to dredge 
have been in the works since approximately 1996. There are many motivations for 
the dredging, including the economic redevelopment of Dover and the overriding 
goal of maintaining a navigable channel for federal navigation. Because it is a 
navigable waterway, the US Army Corps of Engineers (USACE) has been helping 
the city of Dover to coordinate the process and will be performing the dredging. 
There has been much debate over the need to dredge and remove sediment from the 
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bottom of the Cocheco River. Approximately 45,000-60,000 cubic yards of 
sediment, some of which are contaminated with polyaromatic hydrocarbons 
(PAHs) and heavy metals, are planned for removal. The decision regarding what to 
do with the contaminated sediment was not an easy one. Regulatory constraints 
required secure disposal of contaminated materials (i.e., prohibiting ocean 
dumping). Other commonly used options (contained aquatic disposal, landfill) were 
not found to be useful for the site. After extensive negotiations, cement 
manufacture, flowable fill, wetlands restoration, and an upland disposal cell were 
identified as feasible alternatives for consideration (Table 1) [11].

Table 1: Alternatives under study. 

Technology Process and Hypothesis 

Wetland

restoration

Surrounding contaminated sediment core with clean material in new wetland 
cell may restore hydrologic function and ecological habitat to areas diked 
and/or drained. 

Cement

manufacture

Blending with conventional raw materials and firing in rotary kiln for 
manufacture of cement may destroy organic contamination; metals may be 
bound upon hydration of Portland cement concrete in normal construction 
applications.

Upland

brownfield

disposal cell 

Dewatering, compacting, and capping on site may prevent dispersion of 
contaminants to the environment and allow construction of recreation space on 
top of cell. 

Cement

stabilization in 

flowable fill 

Blending with pozzolanic material such as cement, fly ash, or blast furnace 
slag may bind contaminants upon hydration in normal structural applications 
such as trench backfilling or soil strengthening. 

In the second case study, contaminated sediment management issues within the 
greater New York/New Jersey (NY/NJ) Harbor area are considered [12-13]. 
Several million cubic meters of sediment must be dredged each year to maintain 
navigation channels for harbor access. Due to long-term human use of the harbor 
area, significant contaminant concentrations have been recorded in certain areas.  
Additional challenges in sediment management have been created by the limitation 
of ocean disposal to only clean sediments and plans for deepening existing 
channels to allow increased access for large transport vessels. New and innovative 
sediment management options, along with their associated risk and decision 
analyses, are required for contaminated sediments within the NY/NJ harbor area 
and need to be systematically explored for cost-efficient risk reduction. 
Recognizing that the objectives of different stakeholder groups differ and often 
conflict, many different alternatives and criteria were considered within the NY-NJ 
case study (Figure 1) [14]. 
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In both case studies, stakeholders in the decision making process have a wide array 
of concerns, some overlapping and others exclusive, about the management of 
contaminated sediments [11,14]. MCDA methods and tools provide a sound 
approach to sediment management that integrates economic and technical 
considerations (such as cost, human health risks, and environmental risks) with 
social factors (public acceptance, environmental justice, and others). 

3. Methodology 

To test the sensitivity of the ‘optimal’ management alternative to the specific 
MCDA method used, this project employs all three methods discussed above 
(MAVT, Outranking, AHP) and compares the resulting selection of a sediment 
management alternative for the two case studies.

The starting points for the analysis presented in this study were the performance 
matrices developed for the Cocheco and NY/NJ case studies. The performance 
matrix for the Cocheco case study (Table 2) presents an evaluation of four 
alternative policies using four criteria (cost, environmental quality, and impact on 
ecological and human health habitats) [11]. One of them, Environmental Quality, is 
a qualitative criterion. For this criterion, a three-level qualitative scale is 
considered: low, medium, and high. Other criteria are quantitative. 

Table 2: Performance table for the Cocheco case study [11]. "No change" means 0. 

Alternatives/Criteria
Cost

($/cy)

Environmental

Quality

Ecological Habitat 

(acres)

Human

Habitat (acres) 

Wetlands Restoration $75 High 10 add'l. No change 

Cement Manufacture $30 High No change No change 

Upland Disposal Cell $40 Medium No change 4 add’l. 

Flowable Fill $55 Medium No change No change 

The performance table for the NY/NJ case study (Table 3) presents an evaluation 
of eight alternative policies using seven quantitative criteria [14]. 
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Table 3: Performance table for the NY/NJ case study [14].

Criteria/ Alternatives 

Confined 

Aquatic 

Disposal

(CAD)

Island CDF 

(Confined 

Disposal

Facilities)

Near-

Shore 

CDF

Upland

CDF
Landfill

No 

Action

Cement 

Lock 

Technology

Manufactured

Soil

Technology 

Magnitude of Ecological Hazard Quotient 680.00 2100.00 900.00 900.00 0.00 5200.00 0.00 8.70 

Complete Ecological Exposure Pathways 23.00 38.00 38.00 38.00 0.00 41.00 14.00 18.00 

Complete Human Health Exposure Pathways 18.00 24.00 24.00 24.00 21.00 12.00 25.00 22.00 

Magnitude of Maximum Cancer Risk (Non-

Barge Worker) 
0.03 0.09 0.04 0.04 0.30 0.20 0.02 1.00 

Estimated concentration of contaminant of 

concern (COC) in Fish / Risk-based Conc. 
28.00 92.00 38.00 38.00 0.00 220.00 0.00 0.00 

Cost ($/CY) 5.00 25.00 15.00 20.00 70.00 2.00 75.00 60.00 

Ratio of Impacted Area to Facility Capacity 

(acres/MCY) 
4400.00 980.00 6500.00 6500.00 0.00 0.00 0.00 750.00 
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Tables 2 and 3 were transformed to fit input data formats for different software 
packages:

Decision Lab, which employs the PROMETHEE method. 

Expert Choice, which uses the AHP method. 

Criterium Decision Plus, which implements MAVT (using the SMART 
approach).

PRIME DECISIONS with realization of interval-based PRIME method. 

WINPRE (Workbench for Interactive Preference Programming) using INPRE 
(Interval AHP) and SPAIRS (Simple PAIRS or Interval SMART/SWING). 

All the indicated packages possess wide performance capabilities, including 
sensitivity analysis, presentation of various output tables, and graphic user 
interfaces.

Experts and stakeholders were involved in structuring the MCDA problems 
mentioned above for the Cocheco and NY/NJ case studies, developing the 
performance tables, and criteria weighting [11,14]. Four theoretical stakeholder 
groups, and the weights which might be elicited from them, were originally 
elaborated within the Cocheco case study [11] (Table 4).

Table 4: Criteria weights (%), Cocheco case study [11]. 

Scenario/Criterion Cost 
Environmental

Quality

Ecological

Habitat

Human

Habitat

Eco-Environmental 10 30 40 20 

Human Health 10 30 30 30 

Commercial 30 30 10 30 

Balanced 25 25 25 25 

Two of the groups (Eco-Environmental and Human Health) are considered in this 
work. Three scenarios for weights were proposed within the NY/NJ case study 
[14], and one of them (in which experts involved in the weighting process are 
envisioned to be affiliated with the EPA) is considered in the present investigation 
(Table 5). 

Table 5: Mean criteria weights (%) with standard deviation, NY/NJ case study [14]. 

Criterion/ Scenario EPA USAGE PB Meeting 

Impacted Area/Capacity 7.37 (4.87) 12.46 (7.50) 10.77 (6.45) 

Magnitude of Ecol HQ 20.29 (6.50) 14.72 (6.66) 16.58 (4.86) 
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Criterion/ Scenario EPA USAGE PB Meeting 

Ecological Pathways 15.36 (5.52) 12.40 (4.78) 15.87 (8.42) 

Human Pathways 12.81 (5.51) 14.79 (5.54) 12.63 (4.93) 

Magnitude of Cancer Risk 18.86 (4.53) 14.13 (7.86) 18.48 (6.26) 

Ratio of Fish COC/Risk level 15.33 (3.89) 11.82 (6.19) 13.00 (5.30) 

Cost 9.97 (4.15) 19.66 (7.38) 12.67 (6.08) 

For the MCDA analysis of the Cocheco case study, the software package Decision

Lab was originally used [11], and analysis of the NY/NJ case study was originally 
based on the Criterium Decision Plus package [14]. Implementation of other 
software packages for cross analysis of indicated case studies was based on 
performance tables (Tables 2 and 3) and corresponding criteria weights (Tables 4 
and 5).

The above data and comments were taken into account for comparison of ranking 
orders for indicated case studies and software packages. In all the scenarios linear 
value functions within MAVT, and linear (for NY/NJ case study) and U-shape (for 
Cocheco case study) preference functions within PROMETHEE were used.

Using PRIME DECISIONS and WINPRE with corresponding interval-based 
methods we have taken into account all the criteria weights for different scenarios, 
Tables 4 and 5, for subsequent forming intervals for weights of the criteria. 

4. Results 

We discuss below only the ranking order of the alternatives for the two case studies 
under consideration. However, we would like to stress that ranking alternatives is 
not the final step but only one of the steps in the implementation of MCDA for the 
analysis of applied problems [1,2]. 

Table 6 presents an alternative ranking for the Cocheco site using different 
software packages. The performance matrix presented in section 3 was used in the 
all indicated software packages.

All MCDA software packages used within this work predict that flowable fill is the 
least attractive alternative for both stakeholder preference scenarios. Wetland

restoration was ranked as the most attractive option by all methods for the two 
indicated groups of stakeholders. Cement manufacture and upland capped have 
ranks 2 or 3 depending on the method used (Table 6).
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Figure 2: Case study 1: alternative ranking and sensitivity analysis, AHP/Expert Choice (human health 
scenario).

According to sensitivity analysis, using the PROMETHEE and Human Health 
scenario, increasing the weight for the Human Habitat criterion from 30% (Table 5) 
to 35% changes the ranking orders of the cement manufacture and upland capped

alternatives, whereas doubling the weight of the cost criterion (from 10% to 20%) 
changes the ranks of wetland restoration and cement manufacture. Using the AHP 
method for the Human Health scenario of the Cocheco case study demonstrates that 
the difference between the cement manufacture and upland capped alternatives is 
negligible (Figure 2).

Table 6: Ranking alternatives for the Cocheco case study using different MCDA methods. Two criteria 
weighting scenarios were used: Eco-Environmentalists / Public Health. 

Alternatives

Software & Method
Wetlands

Restoration

Cement

Manufacture

Upland

Capped

Flowable

Fill

ExpertChoice, AHP; 1/1 2/2 3/3 4/4 

DecisionLab,

PROMETHEE

1/1 2/2 3/3 4/4 

CritDecPlus, MAVT 1/1 3/3 2/2 4/4 

PRIME DECISIONS, PRIME 1 2 3 4 

WINPRE, INPRE 1 3 2 4 



2
0

8
I. L

in
k

o
v

 et al.

Table 7: Ranking alternatives for NY/NJ sites using different MCDA methods. 

Alternatives

Software & Method 
CAD Island  

CDF

Near-Shore

CDF

Upland

CDF

Landfill Cement  

Lock 

Manufactured

Soil

No

Action 

ExpertChoice,

AHP 
3-4 8 6-7 6-7 1-2 2-1 3-4 5 

DecisionLab, 

PROMETHEE 1,2 
2 8 5 6 3 1 4 7 

CritDecPlus,

MAVT
2 7 4 5 1 3 6 8 

PRIME DECISIONS, 

PRIME 
1 6-7 4 5 2 3 7-6 8 

WINPRE, SPAIRS 1 5-6 4 4 2 3 6-5 7 
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Implementation of MAVT/CDplus demonstrates that wetland restoration is the 
most attractive option, then upland capped (second) and only then cement 

manufacture, Figure 3. The Eco-Environmental scenario gives the same result 
(Table 6). Thus, we may state that alternative rankings for the Cocheco case study 
are practically the same, taking into account sensitivity analysis, independent of the 
method/software used.

Figure 3:  Case study 1: alternative ranking and sensitivity analysis, MAVT/CDplus (human health 
scenario).

For the NY/NJ case study, cement lock and landfill and CAD were ranked as top 
choices by all three software tools (Figure 4, Table 7). The specific order of the 
first three alternatives, as well as of the subsequent ones, can change due to small 
changes in weights, according to sensitivity analysis on the basis of 
methods/software used (see Figure 4 and Figure 5). That CAD ranks 3 or 4 within 
the AHP method (Table 7) is a result of uncertainty influences when transforming 
data from the performance table (Table 4) into the AHP scale. Differences between 
rank 5 and 3 are negligible (Figure 5). In addition, a “rank reversal” effect for the 
AHP method was observed when decreasing the number of alternatives from 8 to 5 
(e.g., the rank ordering of CAD and manufactured soil changed). 
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Thus, despite a relative increase in discrepancies of rank ordering for the NY/NJ 
case study (Table 7, as compared to Cocheco case study, Table 6), the results of 
such an analysis lead to the finding that three alternatives indicated above can be 
considered for further analysis as the most justified within the MCDA methodology 
used.

Figure 6:  Case Study 1: Value intervals and decision rules, PRIME DECISIONS. 

Output forms for PRIME DECISIONS with implementation of interval-based 
methods are presented in Figure 6. Differences in ranking alternatives for interval 
methods (using PRIME DECISIONS and WINPRE) in comparison with other ones 
for case study 2 (see Table 7), are caused by the specificity of interval methods 
which were applied. Such differences in the resulting ranking can be considered as 
uncertainty involved by using of uncertain or interval-valued statements. 

5. Conclusion 

Certainly, if two different groups of experts analyze a given task using the same 
method (e.g., outranking), we cannot state that the resulting alternative rankings 
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will completely coincide (e.g., when groups suggest different criteria weights 
and/or ranking is sensitive to the preference functions or indifference/preference 
thresholds). And if two expert groups make their judgments under two facilitators 
who use different methods (e.g., MAVT and outranking), we cannot state that the 
ranking order should be the same even if these groups nearly coincide. In fact, if 
within a MAVT approach the criteria weights were elaborated as swing weights;
i.e., are the scaling factors (which relate scores on one criterion to scores on other 
criteria), then these weights may differ from weights elicited within an outranking 
approach based on ranking or rating methods. In addition, implementation of value 
functions Vi(x) and intensity of preference functions Pi(a,b) developed by expert 
groups may also increase differences in ranking order for alternatives, which are 

based on the overall value function V(a) and outranking flows Q+(a) and Q (a).

Specific differences in ranking order also occur if one of the expert groups makes 
its judgments working with a facilitator within the AHP method while another 
group does the same within MAVT or outranking. Moreover, in this situation there 
are no well-defined and unique rules for transforming both quantitative and 
qualitative criteria performances from a set of data developed under 
MAVT/outranking into the AHP scale. Although a pairwise comparison of 
alternatives against a quantitative criterion is effective, an automatic transformation 
of pairwise ratios based on numerical values of criteria (see, e.g., Table 3) as well 

as from interval (0, 100) into the standard AHP value scale (1 s 9 and 1/9 1/s 1)
may differ from corresponding judgments made by experts using the AHP method.

Our analysis shows that even though each MCDA method and its associated tools 
may use a unique theoretical background and calculation algorithms, they may be 
consistent in clustering environmental management alternatives. For example, the 
Cocheco case study shows that flowable fill is clearly the least appropriate 
alternative and can be safely removed from consideration. Three other alternatives 
may be ranked in the following order: wetlands restoration, and then cement

manufacture or upland capped.

For the NY/NJ case study, the top three alternatives (landfill, cement lock, and 
CAD) clearly outperform the remaining five, and the ranking order is sensitive to 
the methods implemented and to relatively small change of weights.

The overall utility of this consideration is the ability to focus on the top few 
alternatives and eliminate underperforming alternatives from consideration. A 
comparative analysis of results on the basis of different MCDA methods (MAVT, 
outranking, and AHP) demonstrates similar ranking orders for alternatives within 
the two case studies considered. At the same time, results obtained with the use of 
the AHP method, though it is relatively simple and suitable for practical 
implementation, may raise some doubts about their validity and robustness.

Although the ranking order of alternatives may change when using different 
MCDA methods, a cross-platform analysis of a multicriteria problem may play an 
effective role in the interactive and iterative process of problem understanding and 
eliciting key parameters and functions of the methods being implemented, and it is 
also valuable for subsequent decision making. Therefore, the benefit of using more 
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than one MCDA method in combination is an important lesson to be drawn from 
our results. The use of multiple methods can help managers think hard about a 
problem, develop a consistent set of preferences, and have confidence in their 
judgments. Also, although there is no such thing as a “right answer” within MCDA 
approaches [1], decision makers need a justified method which can be verified 
using other approaches (cross-validation in a broad sense).

Therefore, the cross-platform analysis presented in this paper may be useful both 
for screening purposes [15] and for the final choice of ranking order for 
alternatives, taking into account a wide range of both parameter and model 
uncertainties.

Certainly, there are questions concerning realization of such a cross-platform 
analysis; e.g.:

Is such a cross-platform analysis, realized by analyst(s), “correct” or it should 
it be carried out by non-overlapping groups of experts and stakeholders? 

Can a “cross-platform” analysis give more than sensitivity/uncertainty analysis 
on the basis of one method? 

Concerning the first question, there may be different points of view. However, we 
demonstrated in this investigation a positive answer regarding the second question. 

The findings of this paper emphasize not the difficulties in implementation of 
different MCDA methods/software when analyzing multicriteria objectives, but the 
necessity of including MCDA specialists in solving specific practical multi-criteria 
problems.
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Abstract

ELECTRE TRI is a multiple criteria decision aiding sorting method with a history 
of successful real-life applications. ELECTRE TRI requires as input several 
parameters, such as criteria weights, thresholds, category profiles, and lambda 
cutting level. We propose the SMAA-TRI method for analyzing the stability of 
ELECTRE TRI analysis and for deriving robust conclusions. SMAA-TRI is based 
on Stochastic Multicriteria Acceptability Analysis (SMAA), and it allows 
ELECTRE TRI to be used with imprecise, arbitrarily distributed values for weights 
and the lambda cutting level. The method computes for each alternative action the 
share of parameter values that have it assigned to different categories. We list some 
potential military applications. To demonstrate SMAA-TRI, we re-analyze a case 
study in the field of risk assessment and management. 
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1. Introduction 

Partitioning a set of objects into groups (clusters, classes, or categories) is among 
the most researched areas in various disciplines. The first contributions for 
grouping techniques came from statistical and econometric fields in form of 
discriminant, logit and probit analyses [18, 41, 3, 2]. Over the last three decades, 
the development of grouping techniques has been based on operations research and 
artificial intelligence. 

The groups can be defined a priori or a posteriori and they can be ordered or 
unordered. In the case of a priori defined ordered groups the problem is called an 
ordinal classification or sorting problem. In sorting problems the objects are 
assigned to categories based on upper and lower profiles, central objects or other 
norms [13]. 

ELECTRE TRI [45] is a sorting method that requires several parameters as input. 
The parameters can be divided into preference parameters (relative importance 
coefficients of criteria or weights, thresholds, and profiles) and the technical

parameter (lambda cutting level). The weight elicitation process in general is one 
of the most difficult problems in MCDA, because MCDA methods are supported 
by mathematical models and therefore the preferences need to be expressed in 
mathematical terms. There are numerous weight elicitation techniques proposed for 
ELECTRE methods, see e.g. [30, 20, 17, 38, 33]. The different techniques may 
produce different values for the weights, and therefore it is advisable to perform 
some kind of robustness analysis when they are applied [39, 40]. 

Important research has been done about parameter inference and robustness 
analysis for ELECTRE TRI, see e.g. [34, 35, 33, 9, 10, 12, 32, 31, 36, 11]. 

In this paper we introduce the SMAA-TRI method that can be used for analyzing 
the robustness of ELECTRE TRI analysis results based on parameter stability 

analysis. Parameter stability analysis consists of analyzing the space of feasible 
parameters values for possible changes in the output of the method. Stability 
analysis allows the model to include non-deterministic parameters and it provides 
the DMs with more output than parameter inference. SMAA-TRI is based on 
Stochastic Multicriteria Acceptability Analysis (SMAA) [23, 26] that is a family of 
decision support methods to aid decision makers (DMs) in discrete decision 
making problems. The SMAA methods for the ranking problem statement (see [23, 
26, 43, 24, 14, 25, 27]) are based on inverse weight space analysis that produces 
descriptive values characterizing the decision making problem. SMAA-TRI is the 
first SMAA method for the sorting problem statement. 

We also demonstrate the application of SMAA-TRI by re-analyzing a case study in 
the field of risk assessment. There have recently been numerous military decision 
support applications in the field of operations research [1, 4, 5, 6, 7, 8, 19, 21, 22, 
28, 37, 44]. SMAA-TRI is suitable for a large amount of military applications as 
well, for example: 

Recruitment. How to assign potential recruits to categories: accepted, rejected, 
and undecided that should be reanalyzed. 
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Resource allocation. Includes various problem types, for example, 
classification of projects. 

Land mine detection. Assigning land zones to risk categories, a problem 
similar to the case study re-analyzed in this paper. 

The rest of the paper is organized as follows: a comprehensive description of 
ELECTRE TRI is presented in Section 2. SMAA-TRI is introduced in Section 3. 
Section 4 contains the re-analysis of a case study. We end the paper with 
conclusions and avenues for future research in Section 5. 

2. ELECTRE TRI Modeling 

ELECTRE TRI was designed to assign a set of alternatives, objects or items 
(actions in general) to pre-defined and ordered categories. Each category is 
characterized by a lower and an upper profile. The assignment of an action to a 
certain category results from the comparison of the action with the profiles. The 
comparison is based on the credibility of the assertions “the action outranks the 
category profile and vice-versa”. In what follows, we will assume, without any loss 
of generality that the scales of the criteria are ascending (therefore, all the criteria 
are to be maximized). 

In this paper, we will use the following notation: 

F = {g1, …, gj, …, gn} is the set or family of criteria. Let J denote the set of 

criterion indices. 

A = {a1, …, ai, …, am} is the set of actions. Let I denote the set of action 

indices.

C = {C1, …, Ch, …, Ck} is the set of categories in ascending preference 
order (C1 is the “worst” category). Let C denote the set of category indices. 

B = {b1, …, bh, …, bk 1} is the set of profiles. The profile bh is the upper 

limit of category Ch and the lower limit of category Ch+1, for all h B, where B
is the set of profile indices. 

w = (w1, …, wj, …, wn) is the weight vector modeling the preferences of 

DMs. For the sake of simplicity, let us assume that j J wj = 1 (normalized 

weights).

gj(ai) is the evaluation of action ai on criterion gj for all i I and j J.

M is the evaluation matrix composed of gj(ai) for all i I and j J.

The following comprehensive binary relations are used that allow comparing ai

and bh:

P is the strict preference relation, i.e., aiPbh denotes the relation “ai is 
strictly preferred over bh”.
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I is the indifference relation, i.e., aiIbh denotes the relation “ai is indifferent 
to bh”.

Q is the weak preference relation, i.e., aiQbh denotes the relation “ai is 
weakly preferred over bh”, which means hesitation between indifference and 
strict preference. 

R is the incomparability relation, i.e., aiRbh denotes that action ai and bh are 
incomparable.

S is the outranking relation, i.e., aiSbh denotes that “ai is at least as good as 
bh”.

 is the preference relation (weak or strict preference). 

When the relational operator is subscripted (for example, Sj) it denotes that the 
relation holds with respect to the criterion indexed by the subscript. 

The thresholds are denoted as follows: 

qj is the indifference threshold for the criterion gj. q = (q1, …, qn) is the 
vector of indifference thresholds. 

pj is the preference threshold for the criterion gj. p = (p1, …, pn) is the vector 
of preference thresholds. 

vj is the veto threshold for the criterion gj. v = (v1, …, vn) is the vector of veto 
thresholds.

These thresholds can also vary along the scale of each criterion, and in ELECTRE 
TRI they are always defined on profiles. In what follows we will consider variable 
thresholds, i.e. qj(gj(bh)), pj(gj(bh)), and vj(gj(bh)).

2.1. THE CONSTRUCTION OF AN OUTRANKING RELATION 

The construction of an outranking relation requires the definition of credibility

indices for the outranking relations aiSbh and bhSai. Let (ai,bh) denote the 
credibility index of the assertion aiSbh. It is defined by using both a comprehensive 
concordance index, c(ai,bh), and a discordance index dj(ai,bh) for each criterion 

gj F (j J). The definition of (bh,ai) is similar, with the exception that the 

thresholds in ELECTRE TRI are always computed based on the criterion value of 
the profile bh. In what follows we only exemplify the computation for the relation 
aiSbh.

2.1.1. The Comprehensive Concordance Index 

The concordance index is computed by considering individually for each criterion 
gj the support it provides for the assertion aiSjbh. The partial concordance index is a 
fuzzy index measuring whether action ai is at least as good as profile bh on criterion 

gj. The partial concordance indices are computed as follows, for all j J , i I, and 

h B:
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2.1.2. The Partial Discordance Indices 

The discordance of a criterion gj describes the veto effect that the criterion provides 
against the assertion aiSjbh. The discordance indices are computed separately for all 
criteria. A discordance index is also a fuzzy index, and it reaches the maximal 
value when criterion gj puts its veto against the outranking relation. It is minimal 
when the criterion gj is not discordant with that relation. To define the value of the 
discordance index on the intermediate zone a linear interpolation is used. The 

partial discordance indices are computed as follows, for all j J , i I, and h B:
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2.1.3. Converting a Fuzzy Relation into a Crisp One 

After determining the credibility index, the -cutting level has to be defined. The 
cutting level is used to transform the fuzzy outranking relation into a crisp one. It is 
defined as the smallest credibility index value compatible with the assertion aiSbh:

(ai,bh) aiSbh (3) 

(ai,bh) < aiSbh (4) 

(bh,ai) bhSai (5) 

(bh,ai) < bhSai (6) 

The value of  should be in the range [0.5,1], and it describes the summation of the 
weights of the coalition of criteria that must support the assertion aiSbh.

2.2. THE EXPLOITATION PROCEDURE 

The objective of the exploitation procedure is to exploit the binary relations 
introduced in the previous sections in order to assign actions to categories. The 
action ai and the profile bh can be compared by using the obtained relations. Based 
on different combinations, an action ai can be preferred to a profile bh ( ) or vice-
versa, they can be indifferent (I), or they can be incomparable (R). The fuzzy 
outranking relation can be decomposed into these crisp relations as follows: 

aiIbh  aiSbh  bhSai (7)
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ai  bh  aiSbh  ¬bhSai (8)

bh  ai  ¬aiSbh  bhSai (9)

aiRbh  ¬aiSbh  ¬bhSai (10) 

The sorting procedure extends two well-known procedures, the conjunctive and the 
disjunctive [16]. Based on these logics, there are two possible exploitation rules: 
the pessimistic and the optimistic. Let us consider two more “profiles”, b0 (which 

every action is preferred to) and bk (which is preferred over all actions), and let 
denote the dominance relation. The profiles must be connected with the dominance

relation as follows: 

 bk bk 1  …. bh  … b1 b0. (11) 

These are two possible rules for assigning actions to categories: 

The pessimistic rule: In the pessimistic rule, an action ai is successively 
compared with bk, bk 1, …, until aiSbh 1. Then ai is assigned to the best 
category Ch such that aiSbh 1.

The optimistic rule: In the optimistic rule, an action ai is successively 
compared with b0, b1, …, until bh ai. Then ai is assigned to the worst category 
Ch such that bh ai.

3. SMAA-TRI Modeling 

The fundamental idea of SMAA is to use Monte Carlo simulation for exploring the 
weight space in order to provide DMs with values characterizing the problem. The 
SMAA methodology has been developed for discrete stochastic MCDA problems 
with multiple DMs. The SMAA-2 method [26] applies inverse weight space 
analysis to describe for each action what kind of preferences make it the most 
preferred one, or place it on any particular rank. In SMAA, the criteria evaluations 
can be generated based on arbitrary distributions, or they can be sampled from an 
external source. 

SMAA-TRI is developed for parameter stability analysis of ELECTRE TRI, and 
consists of analyzing finite spaces of arbitrarily distributed parameter values in 
order to describe for each action the share of parameter values that assign it to 
different categories. We analyze the stability of weights and the cutting level, and 
consider the remaining parameters to have deterministic values for easier 
comprehensibility. The method can easily be extended to consider non-
deterministic values for thresholds. Algorithms for SMAA-TRI can be found in 
[42].

For analyzing ELECTRE TRI, we will denote the input for ELECTRE TRI in 
SMAA-TRI as follows: 

1. The lambda cutting level is presented by a stochastic variable  with a density 

function fL( ) defined within the valid range [0.5,1]. 
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2. The weights are represented by a weight distribution with a joint density 
function fW(w) in the feasible weight space W. Total lack of preference 
information is represented in “Bayesian” spirit by a uniform (constant) weight 
distribution in W, that is, fW(w) = 1/vol(W). The weights are non-negative and 
normalized: the weight space is an n 1 dimensional simplex in n-dimensional
space:

 W = {w Rn: w 0 and 1
1

n

j jw }. (12) 

3. The data and the other parameters of ELECTRE TRI are represented by the set 
T = {M, B, q, p, v}. Recall that M is the criteria evaluation matrix and B is the 
set of profiles. These components are considered to have deterministic values. 

SMAA-TRI produces category acceptability indices for all pairs of actions and 

categories (ai,Ch). The category acceptability index h
i  describes the share of 

possible parameter values that have an action ai assigned to category Ch, and it is 
most conveniently expressed percentage-wise. It is a generalization of the rank 
acceptability index of SMAA-2 [26]. Let us define a categorization function that 
evaluates as the category index h to which an action ai is assigned by ELECTRE 
TRI:

 h = K(i, , w, T), (13) 

and a category membership function 

,otherwise,0
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which is used for computing the category acceptability index numerically as a 
multidimensional integral over the finite parameter spaces as 

1
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h
iW
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The category acceptability index measures the stability of the assignment, and it 
can be interpreted as a fuzzy measure or a probability for membership in the 
category. Evidently, the category acceptability indices are within the range [0,1], 
where 0 indicates that the action will never be assigned to the category, and 1 
indicates that it will be assigned to the category with any combination of feasible 
parameter values. For each action, the acceptabilities for different categories sum to 
unity. If the parameters are stable, the category acceptability indices for each action 
should be 1 for one category, and 0 for the others. In this case the assignments are 
said here to be robust with respect to the imprecise parameters. 

The category acceptability indices provide a measure of uncertainty for the results 
of the sensitivity and robustness analyses as they were considered in ELECTRE 
TRI. While traditional way to perform sensitivity analysis in ELECTRE TRI is to 
consider the extremes of what can be considered possible values for the imprecise 
parameters [29], the category acceptability indices consider the whole space which 
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can be determined with arbitrary joint probability distributions. Therefore, while 
robustness analysis for ELECTRE TRI [12] provides a result such as “depending 
on the parameter values, the actions is assigned either to category 2 or 3”, the 
SMAA-TRI provides the result as “the action is assigned to category 2 with 5% of 
the feasible parameter values, and to category 3 with 95% of the feasible parameter 
values”.

There are three advantages gained with the additional information: 

4. The cognitive effort required in determining the extremes of the parameters 
considered in the sensitivity analysis is reduced, because the space can be 
determined to be, for example, uniformly distributed and thus small changes in 
the interval do not change the results dramatically. 

5. Quantifying the amount of parameter values that result in “unstable” 
assignment determines the risk related with imprecise parameters. This will 
later be demonstrated in the re-analysis of the case study. 

6. Weight elicitation techniques provide different weight values, and thus it 
seems more relevant to elicit the weights as imprecise values rather than 
deterministic ones (see [43]). 

In addition to providing parameter stability analysis, SMAA-TRI also allows 
ELECTRE TRI to be applied when multiple DMs with conflicting preferences 
participate in the decision making process. The method allows arbitrarily 
distributed weights, and therefore they can be defined, for example, as intervals 
containing the preferences of all DMs [26]. In this case the results of the analysis 
(the category acceptability indices) can be used to find assignments accepted by 
majority of the DMs. Also the extremes of parameter combinations that assign 
actions to certain categories can be computed simultaneously with the parameter 
stability analysis. 

4. Case Study: Experiments and Results 

In this case study we re-analyze the recent real-world application of ELECTRE 
TRI in the field of risk analysis. The original analysis is presented by Merad et al. 
[29]. The study concentrates on France’s Lorraine Region, where iron has been 
mined for more than a century. The underground mining tunnels have caused land 
subsidence, which has caused buildings to collapse. The object of this study was to 
partition land into zones and assign these zones into predefined risk categories in 
order to decide which zones need constant surveillance. We will re-analyze the 
assignment procedure by using the data provided in the case study. 

The assignment phase consists of 10 homogenous zones (actions), a1, …, a10 that 
are evaluated in terms of 10 criteria, g1, …, g10. The criteria are not presented for 
brevity. There are 4 risk categories where the zones are to be assigned, Category 1 
is for zones with highest risk and Category 4 for lowest. The risk categories are 
separated by the three profiles b1, b2, b3. Performances of the zones together with 
profiles and thresholds are not presented for brevity. The authors used the revised 
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Simos’ procedure by Figueira and Roy [17] to elicit the criteria weights. These 
(non-normalized) weights are presented in Table 1. 

Table 1:  Weights in the case study. 

Weights w1 w2 w3 w4 w5 w6 w7 w8 w9 w10

Non-normalized 5 1 1 1 5 1 1 20 1 10 

The authors of the original case study used lambda cutting level of 0.65, but also 
analyzed the sensitivity of the results by altering the lambda to 0.7, 0.75, 0.8, and 
0.85. In the sensitivity analysis also different profiles were applied, but the authors 
did not provide them in the paper. The results including the sensitivity analysis are 
presented in Table 2. 

Table 2: Original results of the case study and sensitivity analysis. 

Zones Results Sensitivity Analysis 

a1 Category 1 Categories 1 and 2 

a2 Category 1 Categories 1 and 2 

a3 Category 2 Stable 

a4 Category 2 Stable 

a5 Category 4 Categories 3 and 4 

a6 Category 1 Categories 1 and 2 

a7 Category 3 Categories 3 and 4 

a8 Category 4 Categories 3 and 4 

a9 Category 1 Categories 1 and 2 

a10 Category 4 Stable 

Table 3:  Weight constraints for the re-analysis. 

Weights Lower bounds Upper bounds 

w1 3 7 

w2 0 2 

w3 0 2 
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Weights Lower bounds Upper bounds 

w4 0 2 

w5 3 7 

w6 0 2 

w7 0 2 

w8 15 25 

w9 0 2 

w10 7 13 

We performed stability analysis to this case study with SMAA-TRI. We chose 
cutting level to be represented by a stochastic variable uniformly distributed in the 
range [0.65,0.85]. The feasible weight space was defined with constraints provided 
in Table III. These constraints are not probably the best constraints possible, as 
quantifying the imprecision should have been done along with the original case 
study.

SMAA-TRI was executed with 10 000 Monte Carlo iterations. The resulting 
category acceptability indices are presented in Table IV. Visualization of the results 
is important in SMAA methods, especially if there is a large amount of actions 
and/or criteria. Because the categories are ordered and therefore upwards inclusive, 
they are visualized with stacked columns in Figure 1. 

The results of the re-analysis show the usefulness of SMAA-TRI. Although the 
stability analysis results are quite different from the ones by Merad et al. [29], 
SMAA-TRI provides more information. For example, compare the sensitivity 
analysis results for Zone 5 in Table II and the category acceptability indices for the 
same zone in Table IV. The original sensitivity analysis gives information that 
Zone 5 can be assigned to risk categories 3 or 4, and with this information the DMs 
(especially if they are risk-aware) should treat the zone as it would be assigned to 
risk category 3, which is of higher risk than category 4. But with the information 
provided by the category acceptability indices more informed decision can be 
made: regarding our imprecise and uncertain information about the parameters, we 
can quite safely (98% acceptability) place the zone in risk category 4. 

Table 4:  Category acceptability indices. 

Zone Category 1 Category 2 Category 3 Category 4 

a1 100 0 0 0 

a2 100 0 0 0 
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Zone Category 1 Category 2 Category 3 Category 4 

a3 0 100 0 0 

a4 0 100 0 0 

a5 0 0 2 98 

a6 100 0 0 0 

a7 0 34 54 12 

a8 0 34 10 56 

a9 100 0 0 0 

a10 0 34 21 45 

In this re-analysis using imprecise weights provides some interesting results. The 
original sensitivity analysis considered the assignment of Zone 10 stable, but by 
considering the weights imprecise (±30%), the assignment of the zone is quite 
unstable. With only 45% of the feasible parameter values the zone is placed in risk 
category 4, and a quite large share of the feasible values (34%) places the zone in 
risk category 2. If the original case study had been performed with imprecise 
weight values, the actions chosen based on the assignment would probably have 
been quite different. 

Figure 1:  The category acceptability indices. 
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5. Conclusions and Avenues for Future Research 

Defining parameter values for ELECTRE TRI model is not an easy task. Moreover, 
if there are multiple DMs with conflicting preferences, it might be impossible to 
reach consensus about weight values. With our approach the possibility to define 
the model by using stochastic variables “solves” these problems: the lambda 
cutting level can be defined with imprecise value, and the weights can be defined 
as intervals containing the preferences of all DMs. 

In this paper we presented the SMAA-TRI method that allows ELECTRE TRI to 
be applied with stochastic values for lambda cutting level and weights. The 
SMAA-TRI analysis results in category acceptability indices for all pairs of actions 
and categories, and these can be used to analyze the stability of the parameters. The 
indices can be used also to derive robust conclusions, or if not possible, to quantify 
the “amount of instability” in the results induced by the imprecise parameter 
values.

We presented a re-analysis of the case study in which the usefulness of SMAA-TRI 
was demonstrated. By visualizing the category acceptability indices with stacked 
columns the uncertainty related with each assignment decision can be presented to 
the DMs in a comprehensible way. We hope that decision analysts can in the future 
apply SMAA-TRI for deriving robust conclusions with ELECTRE TRI both in 
civil and  military applications. Potential military applications of SMAA-TRI are 
numerous, including recruitment, resource allocation, and land mine detection. 
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Abstract

Environmental planning and decision-making processes are difficult, because they 
involve the evaluation of several alternatives in terms of multiple non-
commensurate criteria, and a choice must be made considering the points of view 
of many different stakeholders with conflicting preferences. Much of the associated 
information can be highly imprecise or uncertain. Successful multicriteria decision 
aid (MCDA) methods for such problems should be able to represent explicitly not 
only the criteria and preference information, but also the associated uncertainty. 
We describe how to represent imprecise and/or uncertain criteria measurements and 
stakeholder preferences through probability distributions, and how to efficiently 
aggregate this information using stochastic simulation. As an example, we re-
analyze the problem of choosing among different options for developing the 
Helsinki general cargo harbor. We perform the analysis by using the Stochastic 
Multicriteria Acceptability Analysis (SMAA-2) method with multivariate Gaussian 
distributions.

1. Introduction 

Environmental planning and decision-making processes involve conflict analysis 
characterized by sociopolitical, environmental, and economic value judgments. 
Evaluation of several alternatives in terms of multiple criteria, results into a large 
body of inaccurate or uncertain data. Often the process is complicated further by 
the large number of decision-makers (DMs) and other stakeholders with conflicting 
preferences. Still, early participation of different stakeholder groups is important, 
because it can guarantee that all relevant points of view can be identified and 
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considered. Early participation also makes it possible for the different stakeholders 
to understand the process and easier to accept the final solution as a compromise of 
many conflicting goals. [16] 

Multicriteria decision aiding (MCDA) methods can be used successfully in such 
processes. The MCDA methods define the phases of the process through their data 
requirements, and provide a framework for collecting, storing and processing all 
relevant information. This makes the decision process traceable and transparent, 
and makes it is possible to understand and explain why, under several conflicting 
preferences, a particular decision was made. The MCDA framework also makes the 
requirements for new information explicit, thus supporting the allocation of 
resources for the process. 

Stochastic Multicriteria Acceptability Analysis (SMAA) methods have been 
developed for discrete multicriteria problems, where criteria data is uncertain or 
inaccurate and where it is difficult to obtain accurate or any weight information 
from the DMs [14]. In SMAA uncertain or inaccurate criteria measurements are 
represented (as in MAUT) through probability distributions. In addition, partial or 
missing preference (weight) information can be modeled through probability 
distributions. This makes it easy to model e.g. mixed ordinal and cardinal criteria 
and preference information. 

SMAA methods are based on exploring the weight space in order to describe the 
preferences that would make each alternative the most preferred one, or that would 
give a certain rank for a specific alternative. Related ideas have been presented e.g. 
in [1], [3], and [2]. In the original SMAA method [10] the weight space analysis is 
performed based on an additive utility or value function and stochastic criteria data. 
The SMAA-2 method [14] generalizes the analysis to a general utility or value 
function, to include various kinds of preference information and to consider 
holistically all ranks. The SMAA-3 method [15] is based on so-called 
pseudocriteria as in the ELECTRE III decision-aid (see e.g., [4], [20], [23]). The 
SMAA-O method [13] extends SMAA-2 for treating mixed ordinal and cardinal 
criteria in a comparable manner. The multivariate Gaussian distribution was first 
applied in conjunction to SMAA in [12]. For applications of different SMAA 
methods, see e.g., [6], [7], [8], [17], [18], [19], and [22]. 

SMAA methods provide detailed information to describe what kinds of preferences 
correspond to the choice of each alternative. SMAA provides this information in 
the form of so-called acceptability indices that measure the variety of different 
preferences supporting each alternative, and central weights describing the 
preferences of a typical DM supporting a certain alternative. SMAA can identify 
good compromise alternatives that are acceptable to many stakeholders with 
different preferences. Such alternatives are likely to remain good solutions also in 
the future, subject to changing preferences, new stakeholders, and changing or 
more accurate criteria. 

This paper is organized as follows. In Section 2 describes briefly the SMAA 
methods. Section 3 describes the decision problem of a new general cargo harbor 
for Helsinki. Section 4 re-analyzes the problem using the SMAA-2 method. 
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2. The SMAA-2 Method 

The SMAA-2 method [14] has been developed for discrete stochastic multicriteria 
decision making problems with multiple DMs. SMAA-2 applies inverse weight 
space analysis to describe for each alternative what kind of preferences make it the 
most preferred one, or place it on any particular rank. The decision problem is 
represented as a set of m alternatives {x1, x2, …, xm} to be evaluated in terms of n
criteria. The DMs’ preference structure is represented by a real-valued utility or 
value function u(xi,w). The value function maps the different alternatives to real 
values by using a weight vector w to quantify DMs’ subjective preferences. 
SMAA-2 has been developed for situations where neither criteria measurements 
nor weights are precisely known. Uncertain or imprecise criteria are represented by 

a matrix of stochastic variables ij with joint probability density function (PDF) f( )

in the space X Rm n. The SMAA-2 method does not impose any restrictions on the 
shape of the distribution. Criteria measurements can be represented, for example by 
independent uniform or normal distributions, or a multivariate Gaussian 
distribution to model dependent (correlated) uncertainties. 

The DMs’ unknown or partially known preferences are represented by a weight 
distribution with joint PDF f(w) in the feasible weight space W. Total lack of 
preference information is represented by a uniform weight distribution in W, i.e., 
f(w) = 1/vol(W). The weight space can be defined according to needs, but typically, 
the weights are non-negative and normalized, i.e., 

W = {w Rn | w 0 and 1
1

n

j jw }. (1) 

The value function is then used to map the stochastic criteria and weight 

distributions into value distributions u( i,w). Based on the value distributions, the 
rank of each alternative is defined as an integer from the best rank (=1) to the worst 
rank (=m) by means of a ranking function 

 rank(i, ,w) = 1 + 
m

k 1
(u( k,w)>u( i,w)), (2) 

where (true) = 1 and (false) = 0. With a fixed realization of the stochastic weight 

vector w and stochastic criteria matrix , this formula computes the rank of 
alternative xk as one plus the number of alternatives xk that are strictly better than xi.
SMAA-2 is then based on analyzing the stochastic sets of favorable rank weights 

)(W
r

i = {w W | rank(i, ,w) = r}. (3) 

Any weight vector w )(W
r

i results in such values for different alternatives, that 

alternative xi obtains rank r. Figure 1a shows the feasible weight space with 
missing preference information in the 3-criterion case and Figure 1b illustrates the 
favorable (first rank) weights with a linear value function and precise criteria 
measurements.
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Figure 1a & b: a) Feasible weight space W in 3-criterion case. b) Favorable weights Wi for alternative. 

The first descriptive measure of SMAA-2 is the rank acceptability index r

ib , which 

measures the variety of different preferences that grant alternative xi rank r.  It is 
the share of all feasible weights that make the alternative acceptable for a particular 
rank, and it is most conveniently expressed in percent. It is computed numerically 
as a multidimensional integral over the criteria distributions and the favorable rank 
weights using 

X W
ww

)(
)()(

r
i

ddffbr

i . (4) 

The most acceptable (best) alternatives are those with high acceptabilities for the 
best ranks. The rank acceptability indices are in the range [0,1] where 0 indicates 
that the alternative will never obtain a given rank and 1 indicates that it will obtain 
the given rank always with any choice of weights. For comparing how different 
varieties of weights support each rank for each alternative, graphical examination 
of the rank acceptability indices is useful. Alternatives with high acceptabilities for 
the best ranks are taken as candidates for the most acceptable solution. On the other 
hand, alternatives with large acceptabilities for the worst ranks should be avoided 
when searching for compromises - even if they would have high acceptabilities also 
for fair ranks. 

The first rank acceptability index is called the acceptability index ai. The 
acceptability index is particularly interesting, because it can be used for classifying 
the alternatives into stochastically efficient ones (ai>0) and inefficient or “weakly 
efficient” ones (ai = 0 or near 0). The acceptability index not only identifies the 
efficient alternatives, but also measures the strength of the efficiency considering 
the uncertainty in criteria and DMs’ preferences. 

The central weight vector c

iw  is the expected centre of gravity (centroid) of the 

favorable first rank weights of an alternative. It is computed numerically as a 
multidimensional integral over the criteria distributions and the favorable first rank 
weights using 
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The central weight vector represents the preferences of a hypothetical DM 
supporting this alternative. Of course, the actual preferences of the DMs may be 
more or less incompatible with the central weight vectors. Still, presenting the 
central weights of different alternatives to the DMs may help them to understand 
how different weights correspond to different choices with the assumed preference 
model. This information may also aid the DMs to elicit their preferences in terms 
of weights. 

The confidence factor c

ip  is the probability for an alternative to obtain the first 

rank when the central weight vector is chosen. It is computed as a multidimensional 
integral over the criteria distributions using 

 .)(
)(: 1WwX

dfp
i

c
i

c

i  (6) 

Confidence factors can similarly be calculated for any given weight vectors. The 
confidence factors measure whether the criteria data are accurate enough to discern 
the efficient alternatives. 
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Figure 2a & b: Weight restrictions due to a) interval constraints for w1 and

b) a priority order for criteria w1 w2 w3.

Specifying the weights as a probability distribution allows very flexible modeling 
of different kinds of preference information. For example, the DMs can specify 
precise weights, weight intervals, intervals for weight ratios, a priority order for the 
criteria, or arbitrary linear or non-linear constraints for weights. Figure 2a shows 
how the feasible weight space is restricted due to interval constraints for weights, 
and Figure 2b similarly due to a priority order for the criteria. 
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3. Helsinki Harbor Case 

As an example we re-analyze the decision problem of constructing a new general 
cargo harbor in Helsinki, Finland [7]. The rapid growth of the City of Helsinki and 
the increase of goods traffic in its harbor had resulted in a situation where 
development of the existing harbor operations was not sufficiently responsive. For 
instance, it had been necessary to impose restrictions on the land conveyances of 
the harbor, which was located in the center of the city. There was no space for 
expansion of the existing harbor structure to raise the capacity to the level of 
predicted needs. Therefore, a new harbor was planned to be located in Vuosaari 
(see Figure 3). 

Figure 3: Transfer plans for the harbors of Helsinki. 

3.1. THE ALTERNATIVES 

The problem involved also the construction of navigation channels (I, II), roads (A, 
B, C) and railway connections (1, 2, 3, 4) leading to the harbor. As required by the 
Finnish Act on Environmental Impact Assessment (EIA) Procedure, a ‘ZERO’ 
alternative consisting of developing the existing harbors instead was included in the 
analysis. In the ZERO-alternative the City of Helsinki or its neighboring 
municipalities should find new locations for residential areas planned in the West 
harbor and North harbor districts. 

The Vuosaari-alternatives entail constructing the new harbor in a present dock area, 
and its surroundings. Of the harbor's total surface area of 159 hectares (ha), 36 ha 
consist of the former dock area and 30 ha of other land area. A total of 93 hectares 
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will consist of man-made ground in the sea. According to the plan, the harbor will 
be constructed in three phases. The total general cargo traffic capacity of the first 
and second phases will be about eight million tons. The third phase will be carried 
out if necessary to yield an annual capacity of 12 million tons. 

Figure 4: Project alternatives. 

The draft of the present navigation channel leading to the Vuosaari dock is 7.5 
meters deep, making it necessary to build a new navigation channel for the harbor. 
The draft of the new sea-lane will be 11 m. Road connections will be developed by 
extending the Kehä III-road to the harbor area, and by constructing a further 
collector road within the Vuosaari street network. In sections of the impact area 
protection of the environment is important, the roads can be conducted on bridges 
or into a tunnel. A new railroad connection to the main railway will be constructed. 
This connection can be built using a bridge across the Porvarinlahti bay, whose 
environmental protection is important, or Porvarinlahti can be circumvented by 
digging a tunnel through the Mustavuori hill. This results into three possible 
road/railroad combinations (A, B, C) for crossing/circumventing the Porvarinlahti 
bay. After this, the railroad will have four possible alternative connections, 
Koivukylä, Heli-rata, Tikkurila, and Kerava (1, 2, 3, 4). The original problem 
consisted thus of 25 alternatives as illustrated in Figure 4. Because alternatives 
associated with the first navigation channel (I) were excluded early in the process, 
m = 13 alternatives remained. 

3.2. STAKEHOLDER  PARTICIPATION 

The Finnish EIA legislation requires the assessment of the direct and indirect 
effects, inside and outside Finnish territory, of a project or operations on human 
health, living conditions and amenity - soil, water, air, climate, vegetation, 
organisms and the interaction between them. Also included are effects on the 
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natural diversity - community structure, buildings, landscape, townscape and the 
cultural heritage, as well as the utilization of natural resources. Results of the 
assessment are compiled into an assessment report. The coordinating authority 
gives a public announcement of the report with an invitation to the citizens and 
stakeholders to present their statements in the report. The EIA procedure is 
concluded when the coordination authority has given its own statement on the 
assessment report. The aim is that the coordination authority should take into 
consideration all statements received from the different groups involved. After this, 
the data are transferred to the actual decision-making process. In this project the 
DMs consisted of the members of the Helsinki City Council. 

Before comparison of the actual alternatives, the following activities were 
performed:

1. On the basis of interviews and inquiries, the interest groups and citizens of the 
affected area were informed of the factors that were significant for decision-
making (i.e., the proposed criteria). 

2. From the above-mentioned factors, a criterion hierarchy was constructed for 
comparison of the alternatives. To avoid overlapping measurement, each 
aspect was described by only one criterion. 

The impacts were divided into effects on the natural environment, people, the 
community structure, and utilization of natural resources. Since the project did not 
involve any specific utilization of natural resources (e.g., forests, ores), these 
effects were not included. 

To investigate which factors were important for the different interest groups and 
residents in making their comparisons between the alternatives, eight public 
meetings were arranged and 11 experts and authorities were interviewed. About 
250 people participated in the public meetings. The participants were also given the 
opportunity, by a special questionnaire, to state those factors that should definitely 
be taken into consideration in comparing the alternatives. 154 replies were 
returned.

In addition to the questionnaires presented in the public meetings, a random sample 
of 1800 residents of the affected area was interviewed via a survey questionnaire. 
This survey was done to identify resident opinions regarding the project. It thus 
asked people to specify those factors by which the alternatives should be assessed 
and compared. Another reason for this additional survey was that participation to 
the public meetings was biased towards those who opposed the new harbor. 496 
replies were returned. 

3.3. DEFINITION AND QUANTIFICATION OF THE CRITERIA 

As a result of the participatory planning process, a total of n=11 criteria were 
identified. The criteria are described below in some detail. 

3.3.1. The Sea 

Impacts on the sea-area caused by the construction and use of the harbor can affect, 
for example, the physical and chemical properties of the water, as well as 
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organisms such as fish and zoobenthos. The dredging and filling work of the 
harbor, excavation of sea sand and piling of the masses cause turbidity of water in 
the operation areas and their surroundings while the work is in process. Permanent 
disadvantageous effects will likely be caused to fishing in the neighborhood of the 
harbor as well as in the sea-lane district. The impact on the sea area was estimated 
by using a scale in which 0 = no effects, 1-2 = mild effects, 3-4 = moderate effects, 
and 5-6 = strong effects. This scale has traditionally been used for measuring 
impacts on the sea in Finland. The uncertainty of the impact assessment was 
estimated to remain at a level no greater than ±1, at the most, on the applied scale. 

3.3.2. Ground Water  

The different impact levels estimated for the ground water effects were measured 
on a scale from 0 to 5, where 0 means that no impact on ground water is created 
and 5 indicates that the operation probably affects the level and quality of ground 
water permanently. Assessment of the significance of the effects was not at the 
level of certainty since the soil and bedrock conditions of the ground transport 
alignment alternatives were not known in detail. The uncertainty was smallest 

( 0.5) in the road bridge alternatives (A) and greatest ( 1 unit) in the road tunnel 
alternatives (B,C). 

3.3.3. Emissions into Air 

Harbor activities, mainly traffic, create several air pollutants, such as nitrogen and 
sulphur oxides, carbon monoxide, hydrocarbons and dust. It is typical of the above-
mentioned emissions that they correlate strongly with each other. The nitrogen 
dioxide emission (ton NOx /a) was chosen to for the comparison level to represent 
all emissions to the air. Predictions of the development of emissions from harbors 
and traffic were based on the initial concept that specific emissions will not 
increase, but, rather, tend to decrease. According to experts, the degree of 
uncertainty in the estimates can, however, be as large as ±25 %. 

3.3.4. Fauna 

Effects on the fauna of the region were examined on the basis of estimated change 
in the avifauna. The avifauna is very well known in this district and has been 
frequently used to indicate the ecological effects caused by changes brought about 
by man. Moreover, the avifauna reflects changes in other natural conditions, such 
as aquatic conditions, small fauna and vegetation [5], [9]. The score of the 
protective value of wetland avifauna in the area was used as the criterion value. 
Each nesting species was assigned a certain number, according to the extent of its 
occurrence in the natural geographic area in question and depending on how well it 
represents typical bird waters. The uncertainty in the resulting score was estimated 
as ±10 points. 

3.3.5. Flora 

In terms of vegetation and flora, the most valuable areas in the project's range of 
impact consist of the still rather unspoiled natural areas near the intended harbor. 
The dock-area proper, the railway yard, and the traffic lanes starting from the 
harbor spread over one part of the valuable vegetation areas. Effects on vegetation 
and flora were measured by a score of points based on the number of occurrences 
of vascular plants that are endangered in the province of Uusimaa and in Helsinki. 
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Every occurrence of each species was given points by applying the scale used by 
Ohenoja [21] for the valuation of mushrooms. Experts evaluated the uncertainty of 
the score to be ±10 %. 

3.3.6. Noise 

The Council of State has defined guideline values for outdoor noise levels in 
residential districts: 55 dB(A) during daytime and 50 dB(A) at night. The number 
of people residing permanently in the noise zone of daytime was chosen as an 
indicator of the noise effects. The noise zones caused by harbor operation and the 
traffic generated by the harbor were determined by measurements and model 
calculations. The number of residents was calculated in the noise areas on the basis 
of the 1994 census. Accurate calculation of the number of "noise area" residents in 
the original city is very difficult. Uncertainty of assessment was defined as ±500 
inhabitants in the Vuosaari-alternatives, and ±100 inhabitants in the ZERO-
alternative.

3.3.7. Housing and Services 

The housing and services criterion refers to the possibilities provided by the 
different alternatives for housing and the development of the service structure in 
Helsinki. The construction of Vuosaari harbor creates the opportunity for building 
990 000 floor square meters in West and North harbor districts and in Pasila. This 
would provide apartments for approximately 25 000 inhabitants. At that time, 154 
500 people lived in the old city of Helsinki, and, since the number of residents is 
decreasing in the 2000s, without new residential areas the change offered by the 
Vuosaari-alternative is quite important. The change in the number of residents can 
also be used to describe the increased demand for services in the old city area. The 
change is so significant that it can prevent discontinuation of key services. The 
greatest uncertainties were connected with the implementation schedule and the 
economic situation. The uncertainty was set at ±20 %. 

3.3.8. Employment 

The employment criterion refers to the employment effect of the project. This was 
considered important because of the high unemployment level in Finland at that 
time. Differences between the alternatives were estimated by experts on a scale 
from 1 to 5, where 1 is the current situation and 5 corresponds to the employment 
effects when the new harbor operates at its maximum capacity (12 million tons per 
annum). The uncertainty was set at ±1. 

3.3.9. Recreational Possibilities 

Recreational possibilities refer to people's possibilities for recreation in areas 
specifically reserved for this purpose, or in land and water areas to which they have 
public right of access. The changes that would likely occur in the present situation 
were used as the starting point for the comparison. Construction of a new harbor 
means that the harbor areas of the city centre are partly released for recreational 
use. On the other hand, in Vuosaari, and in some other areas that are target of the 
construction activities, recreational use will be either totally prevented, or 
obstructed to various degrees. Experts estimated the significance of change linked 
to the different alternatives on a scale from 1 to 10 where higher values indicate 
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better recreational possibilities. The adopted expert opinion for the uncertainty 
degree on the applied measure was set at ±0.4. 

3.3.10. Landscape 

The landscape criterion refers to the number of negative landscape effects caused 
by the project. On the basis of public meetings, and the resident survey, the 
landscape impact of container harbors was envisioned as clearly negative. 
Consequently, from the viewpoint of the old city, transfer of the harbor would 
represent a positive change, while, from the point of view of Vuosaari, rejection of 
the project would be positive. The landscape impact will affect those areas where 
the harbor activities (harbor, overland traffic connections) are visible. Comparison 
of the alternatives was conducted on the basis of the surface areas of the visibility 
zone, in square kilometers, weighted by the inverse distance to the harbor. On the 
basis of calculations carried out by means of map pictures, aerial photographs and 
observation pictures, the uncertainty degree was estimated to be ±20%. 

3.3.11. Economy 

The alternatives were compared by means of socio-economic benefit-cost 
calculations in accordance with directions on standardizing the impact assessments 
of traffic lane projects issued by the Ministry of Transport. A 30-year investment 
period with a 6% real interest rate and 30% residual value was applied. Based on 
sensitivity analysis of the value changes of those most critical variables (transfer 
value of land-areas, construction savings, construction costs, benefits of the transfer 
project, capacity need) the uncertainty of the economy criterion was determined to 
be ±0.02. 

4. Criteria Measurements 

Table 1 summarizes the mean criteria measurements xij and their uncertainties ij.
The uncertainties of the criteria measurements are not all independent. For example 
in the Sea-criterion, the uncertainties of all alternatives associated with the same 
navigation channel (II) will be correlated, because the same channel will be built in 
all of them, and the uncertainties in the sea-effects will depend on the environment. 
In contrast, the uncertainty of the Sea-criterion value for the ZERO-alternative does 
not significantly correlate between the other alternatives, because the existing sea-
channels will be used in that alternative. The following uncertainty dependencies 
were identified: 

Table 1: Criteria measurements xij and uncertainties ij for the alternatives. 

Alt. Sea GWater Air Fauna Flora Noise Housing Employ Recreation Landscape Economy 

IIA1 4 1 985 30 166 705 25000 4.5 4.2 15.1 1.75 

IIA2 4 2.5 985 30 166 765 25000 4.5 4.1 15.3 1.69 

IIA3 4 1.5 985 30 166 705 25000 4.5 4.3 12.7 1.75 
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Alt. Sea GWater Air Fauna Flora Noise Housing Employ Recreation Landscape Economy 

IIA4 4 1.5 985 30 166 705 25000 4.5 4.3 12.2 1.65 

IIB1 4 1.5 985 35 177 705 25000 4.5 4.4 15.1 1.68 

IIB2 4 2.5 985 35 177 765 25000 4.5 4.3 15.3 1.62 

IIB3 4 2 985 35 177 705 25000 4.5 4.5 12.7 1.68 

IIB4 4 2 985 35 177 705 25000 4.5 4.5 12.2 1.58 

IIC1 4 1 985 35 166 705 25000 4.5 4.6 14.8 1.72 

IIC2 4 2.5 985 35 166 765 25000 4.5 4.5 15 1.66 

IIC3 4 1.5 985 35 166 705 25000 4.5 4.7 12.4 1.72 

IIC4 4 2 985 35 166 705 25000 4.5 4.7 11.9 1.62 

ZERO 1 0 1300 50 266 4200 0 2 1 18.8 1 

Uncer-

tainty
1

0.5,

1, 0*
25% 10 10%

500,

100**
20% 1 0.4 20% 0.02

* 0.5 for bridge alternatives (A), 1 for tunnel alternatives (B,C), and 0 for the ZERO-alternative. 

** 500 for Vuosaari-alternatives and 100 for the ZERO-alternative. 

Sea Correlation between II-alternatives. 

Air Correlation between Vuosaari-alternatives. 

Fauna Correlation between A-alternatives and between B&C-
alternatives.

Noise Correlation between 1,3&4-alternatives and between 2-
alternatives.

Housing Correlation between Vuosaari-alternatives. 

Employment Correlation between Vuosaari-alternatives. 

5. Multicriteria Analysis by SMAA-2 

In the original decision problem, the DMs refused to provide preference 
information. This led into developing and applying the SMAA-1 method. Uniform 

distributions in the given uncertainty intervals [xij- ij, xij- ij] were used for all 
criteria. Uncertainty dependencies were treated by applying the same random 
number for each set of correlated measurements. This approach can represent only 
perfectly correlated and non-correlated measurements. 



Treating Uncertain Criteria and Stakeholder Preference Information 245 

In this re-analysis we use the SMAA-2 method without preference information, and 
represent the criteria measurements, their uncertainties and uncertainty correlations 
by a multivariate Gaussian (normal) distribution. The mean of each criteria 

measurement xij is given in Table 1. The standard deviation ij is defined so that the 

stated uncertainty ij forms the 90% confidence interval, i.e. ij = ij/1.96. Using 
the multivariate Gaussian distribution for criteria measurements allows specifying 
an arbitrary correlation (in the range [-1,1]) between any two measurements. 
However, here we apply the multivariate Gaussian distribution only with perfect 
and no correlation, which is consistent with the original analysis. 

Table 2: Confidence factors and rank acceptability indices (%). 

Alt pc b1 b2 b3 b4 b5 b6 b7 b8 b9 b10 b11 b12 b13

IIC3 30 18 15 12 11 9 8 7 6 5 4 3 2 1 

IIC1 28 16 12 10 9 9 8 8 8 7 5 5 4 1 

IIB3 17 12 11 10 10 10 9 8 8 7 6 5 4 1 

IIB4 13 9 10 10 10 9 9 9 9 8 6 5 4 1 

IIC4 14 8 10 12 11 11 11 10 8 8 6 4 3 1 

ZERO 94 8 2 1 1 1 1 1 2 2 2 3 5 70 

IIB1 12 7 9 8 8 9 9 10 9 9 9 6 5 1 

IIA3 10 7 9 10 10 10 10 9 9 8 7 5 4 2 

IIA4 9 6 8 9 9 10 9 9 9 8 8 7 5 2 

IIA1 12 4 7 8 8 9 9 10 10 9 9 9 7 2 

IIC2 4 2 3 4 5 5 6 7 8 11 12 15 15 6 

IIB2 4 2 3 4 5 5 6 6 9 10 13 16 17 4 

IIA2 2 1 1 2 3 3 4 5 7 9 13 18 27 9 

Table 2 presents the confidence factors (pc) and rank acceptability indices (br) for 
the alternatives. The rank acceptability indices are also shown in Figure 5. Based 
on the first rank acceptability index, we can see that many alternatives can be 
considered as the most preferred choice, depending on the preferences. Alternatives 
IIC3, IIC1 and IIB3 obtain the highest first rank acceptability indices, and also 
quite high indices for the following ranks. In the absence of preference information, 
these alternatives can be considered as potential choices, because they are 
acceptable under a large variety of different weights. Still, under suitable 
preferences, also the following alternatives could be chosen. Only the few last 
alternatives can be eliminated, because they are unlikely most preferred by any DM 
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or stakeholder, and very unlikely most preferred by a majority. The acceptability 
profile of the ZERO-alternative is interesting. It receives fair acceptability for the 
first rank, very high acceptability (70%) for the last rank, and practically no 
acceptability for the intermediate ranks. This means that the Zero-alternative is 
probably not a very suitable compromise alternative – it divides people into those 
who love and those who hate it! 
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The central weights shown in Figure 6 reveal what kind of preferences favor each 
alternative. We can see, for example, that the Zero-alternative would be the most 
preferred if much weight is assigned to the Sea, Fauna and Flora criteria, and very 
little weight on the Air, Noise, Housing, Employment, Recreation and Economy 
criteria. A DM who is uncertain about his/her preferences can use the central 
weights to see if his/her preferences could agree with some of the central weighs. 

The relatively low confidence factors for the Vuosaari-alternatives indicate that the 
information is not accurate enough to reliably discriminate between them. For 
example, the 30% confidence factor for IIC3 indicates that even if the DMs could 
adhere to the central weights of that alternative, it would, considering the 
uncertainty in the criteria measurements, only have a 30% chance of being the most 
preferred one. This would be serious, if there were strong confrontations between 
the different Vuosaari-alternatives. However, in this case, the different Vuosaari-
alternatives were rather similar – most of the DMs supported building the new 
harbor but did not have strong feelings about which of the top-variants was chosen. 
In this situation it was possible to make the decision to build a new harbor based on 
the current, rather imprecise information. 

6. Conclusions 

SMAA was initially developed for aiding DMs who may not always be willing or 
able to express trade-off information for criteria. Some of the non-commensurate 
criteria may be just too difficult for the DMs to compare, they may be unwilling to 
reveal their preferences, or they may anticipate that preferences may change in the 
future, and it is therefore not wise to fix themselves to specific weights. The inverse 
analysis can make providing weight information easier: instead of the question, 
“What are your weights?” it allows asking, “Could you adhere to these weights that 
favor that alternative?” However, the SMAA approach can also be used with 
imprecise and partial weight information provided e.g. as precise weights, as 
intervals, as a priority order for criteria, or as arbitrary probability distributions. 

Because SMAA treats both criteria and preference information symmetrically 
through various probability distributions, the method can be used efficiently in 
processes, where initial analyses are performed rapidly with very rough criteria 
measurements and with less accurate or non-existent preference information. Later 
on, the analysis can be repeated with more precise information. The confidence 
factors can be used to find out if the information is accurate enough for making an 
informed decision, or if more accurate information is needed. The analysis can 
cause significant savings if costly and overly accurate measurements can be 
avoided, but also justifies additional measurement efforts, when necessary. 
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Abstract

Coastal zones are dynamically evolving systems comprising three components, i.e. 
the marine, the coastal, and the land subsystem. This is a typical division of a 
coastal zone and the only common feature that two different coastal zones may 
present. Concerning other features such as landscape morphology, ecological 
habitats, land uses, residential development and economic activities, etc., coastal 
zones present a multivariate environment with various characteristics. In general, 
there may be three different typologies of coastal zones based on morphological 
criteria. However, the number of coastal zones types is extremely increased when 
the specific conditions met in each one of these types are taking into consideration. 
Several types of human settlements and habitats along with various processes of 
human and natural origin render an environment with many interdependencies and 
risks.

The purpose of this paper is to investigate the risks in relevance to human and 
natural processes, in all three subsystems of a coastal zone. This is an intermediate 
task before examining the appropriateness of two methodological approaches for 
risk treatment, i.e. the probability and the fuzzy theory. The two theories are 
presented and compared in brief to decide their applicability and effectiveness in 
risk assessment in the different subsystems. This paper contributes to the discussion 
of integrated risk assessment of coastal zones and provides clear arguments for risk 
analysts to select the appropriate risk assessment methodology. 

1. Introduction 

A common definition for coastal zones is the following: “A strip of land and sea of 
varying width depending on the type of the environment and its management 
needs” [1]. This is a generic definition that, however, only partially presents the 
nature of a coastal zone. For example, there is no implication about the causes of 
the declared variety of width of coastal zones. “A strip of land and sea” may extend  
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from some meters to some kilometers and there is no reference in the above 
definition on how this width is defined. Moreover, there is no reference about any 
other features that characterize a coastal zone – e.g. living organisms – but only a 
generic statement of “environment and management needs”. 

Defining the coastal zone appropriately is very important to manage, efficiently, 
the complex issues associated with it. Coastal zones are dynamic systems of 
different typologies that evolve through the interaction of the physical elements, i.e. 
air, water, and land, both between themselves and with natural and human 
processes. This definition is much more complex but also accurate concerning the 
real nature of a coastal zone. 

An initial classification of coastal zones can be based on morphological criteria. A 
second set of criteria that differentiates even more the classes of coastal zones is the 
one consisted of natural and human processes occurring in these areas and resulting 
to a multivariate typology in terms of characteristics and needs. These processes do 
not, only, define a coastal zone’s identity but, furthermore, they generate various 
risks. Therefore, there are certain risks associated with certain typologies of coastal 
areas and, of course, with various impacts on the environment and the society. 

The assessment of these risks requires appropriate techniques that need to be 
comprehensible not only by experts of certain disciplines (e.g. engineers) but from 
a wider audience involving several disciplines and people living in coastal zones. 
The establishment of a methodology that will foster a synergy between different 
disciplines in coastal risks treatment is a requirement that is gradually recognized 
as very important in order to, successfully, assess risks and efficiently manage 
coastal environment and development [2]. 

This paper contributes to the discussion of implementing an integrated approach for 
coastal risks assessment in many ways. The coastal zone system is presented and 
analyzed in the constituent subsystems with emphasis on the processes occurring in 
each subsystem and their impact on the environment. This analysis reveals the 
interaction between the subsystems and the need to be treated uniformly in terms of 
risk assessment and management. Moreover, the complexity of a coastal system in 
reference to different typologies and natural and human processes is investigated. 
This is a prerequisite in order to understand the nature of risks before addressing a 
specific risk assessment methodology. The election of the most appropriate one is a 
critical issue of the whole coastal risk treatment process and should respond to all 
the requirements mentioned so far, i.e. appropriate for complex and interacting 
systems, comprehensible and simple for risk analysts emanating from different 
disciplines.

A comparison between probability and fuzzy theory is conducted to investigate the 
suitability of each approach for assessing coastal risks. These theories, although 
extensively discussed concerning risk analysis on other fields are not yet 
adequately compared regarding their applicability on coastal risk assessment. Here 
the advantages and disadvantages of both theories on assessing risk of coastal 
zones are discussed and the joined application of both approaches is suggested and 
argued.
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2. Coastal Systems 

The definition of the coastal zones suggested in the introduction refers to dynamic 
systems of different typologies. The standard features of these systems are the 
constituent subsystems as presented in Figure 1.

Figure 1:  A schematic presentation of the coastal zones subsystems (Source of original photo: [3]). 

The distinction presented in this figure between marine, coast, and land subsystems 
should not be considered as geographical or morphological but more as a systemic 
one for the reasons below:

1. The morphological constraints of each subsystem are evolving in the long 
term. Natural and human processes may significantly alter the area covered by 
each subsystem and create formations where one subsystem “enters” inside the 
other (e.g. alluvial deposits in the sea as extensions of the coast); therefore, the 
definition of each subsystem in spatial terms is not consistent from time to 
time and between different coasts. 

2. The external limits of the marine and land subsystems are vague. Even if a 
formal definition of the limits between the coastal zones’ subsystems could be 
suggested based on morphological or geographical criteria, the width of the 
marine and the land subsystems from the coast, would be different from case 
to case. 

The distinction in the three subsystems should be considered in terms of basic 
features, important processes and respected risks identified for each zone of the 
coastal system. Basic features should, primarily, reflect the physical and 
morphological characteristics of each subsystem. Important processes should 
include both natural and human processes occurring in each subsystem, while 
respected risks represent the possible risks in the framework defined by the groups 
of characteristics and processes. Due to the heavily dependence between these 
parameters a more detailed view is required upon these characteristics of the 
coastal zones. 
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2.1. COASTAL PROCESSES 

A generic classification of coastal processes should include natural and human, i.e., 
mainly socioeconomic processes that are linked to each other in a network of 
reciprocal influence. The natural resources are being exploited and eventually 
overexploited with the purpose of demographic and economic growth. The reckless 
disregard for the environmental capacity in resources leads to the degradation of 
the environment and the consequent loss of ability to support future growth. From 
this point on, the reverse course is taking place due to disturbance of the 
environmental equilibrium. This course involves the occurrence of intensified 
natural processes that jeopardize the socioeconomic status of coastal communities. 
Such processes are: climate changes, rises in sea level, floods, and changes in 
storminess, rainfall, evaporation, and freshwater unavailability. A preview on the 
natural and human processes that occur in the coastal systems is provided in the 
next subsections. 

2.1.1. Natural processes 

Natural processes may be of physical, chemical or biological nature. Examples of 
such variable natural processes and resulting impacts, as presented in [1], are: 

Coastal currents and sediment transport leading to coastal erosion or accretion

Storm and wave conditions affecting coastal profiles

Dispersion, degradation, adsorption and sedimentation processes affecting 
water and sediment quality

Ecological succession leading to changes in habitat types and biodiversity

Energy and material cycles affecting biological productivity.

Many of the above natural processes are affected by features of climate change, 
such as changes in temperature, rainfall and sea level. Climate impact may lead to: 

Higher temperatures

Melting glaciers and land ice

Thermal expansion of ocean water

Sea level rise

Changes in the intensity, frequency and direction of storms

Changes in rainfall and evaporation

2.1.2. Socioeconomic processes 

The impact of the overall global growth in population is expected to be such that by 
the year 2025 the total coastal population will be equal to the present world 
population [1]. In this setting, coastal zones require special attention because of the 
increasing pressures due to imperative demands for space and resources. Table 1 
summarizes manmade pressures as identified in the EU’s official information 
brochure on Integrated Coastal Zone Management [4].
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Table 1:  Manmade pressures on the coastal zone in the EU. 

Problem Impact 

Increasing
urbanisation

Huge increase in the number of second homes built in EU coastal regions. 

Destruction of fragile natural habitats. 

Overloading of the natural environment’s ability to absorb pollutants due 
to waste disposal systems and septic tanks of houses. 

Badly planned 
tourist
developments

Huge strain on local supplies of fresh water. 

Inadequate facilities for disposal of solid waste. 

Consume of large amounts of fossil fuels for cooking, heating, vehicles, 
and pleasure crafts. 

Detrimental effect on existing local industries and on the social fabric of 
local communities. 

Washing of inland 
generated pollution 
into the sea via 
streams and rivers 

Pollution.

Poorly conceived 
transport networks 

Pollution, overcrowding, and habitat destruction. 

Poor accessibility to tourist resorts and destinations. 

Maritime accidents 
(oil slicks and 
chemical spills) 

Pollution.

Careless treatment 
of the natural 
habitats

Alterations of the sea floor, beaches and shorelines. 

Destruction of wetlands. 

Dramatic reductions in fish stocks due to over-fishing. 

Reduction of water resources and coastal erosion. 

Erosion
Loss of land of ecological and economic value. 

Loss of property. 

Risk to human lives. 

Destruction of natural sea defences. 

Undermining of artificial sea defences. 

This table should also include uncontrolled coastal construction, which is an 
important issue for many countries (e.g. Greece). 

2.2. COASTAL SYSTEMS’ MORPHOLOGICAL TYPOLOGIES 

The processes presented in the previous section are not met in all coastal systems. 
Different morphologies of coastal systems provide with a different framework for 
each case. Human settlements and, therefore, activities are confined by spatial 
constraints, i.e. the coastal morphology is an important factor for the level of 
human presence and development of a coastal zone. Furthermore, the impact of the 
occurrence of two processes differs between two coasts with different 
morphological criteria. This means that the respective risks associated with these 
processes also differ. Therefore, morphology of a coastal system plays an important
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role that should be considered in the coastal risk analysis process. In the following 
subsections, a short presentation of the three main types of coastal zones identified 
based on morphological criteria – i.e. deltas, islands, and continental coasts – is 
provided.

2.2.1. Deltas 

A delta is a relatively large, flat land area dissected by one or more branching 
rivers, which most often hosts both human settlements and unique habitats [1]. 

Delta plains suffer the most from natural processes such as flooding and storms, 
while human activities increase their vulnerability. For example, the construction of 
flood prevention structures reduces sedimentation and accelerates erosion and 
subsidence, while extraction of hydrocarbons and groundwater, uncontrolled land 
reclamation and inadequate land use planning jeopardizes these fragile but valuable 
systems [1]. 

2.2.2. Islands 

Islands are characterized by: (a) long coastline compared to their land, (b) limited 
area, (c) geographic dispersion, (d) relative isolation from the continental land, (e) 
limited and hardly renewable natural resources. Island ecosystems may include 
coral reefs, sandy beaches, mangrove forests or hard, rocky cliffs. The main human 
activities on islands are related to fishery, agriculture and tourism. Population and 
economic activities are heavily concentrated in the coastal zones and this fact 
increases pressure and vulnerability regarding water pollution and dredging, sand 
and coral mining, uncontrolled coastal construction and inadequate land use 
planning. Natural processes with a serious impact on island subsystems are sea 
level rising, coastal erosion, and increased flooding. 

2.2.3. Continental Coasts 

Continental coastal zones present a wide range of bio-geographic features and 
functional uses. In most of cases continental coastal plains have an adequate 
elevation from the sea level that prevents from suffering due to floods. Moreover, 
they present a more stable shoreline compared to the respective of an island’s. 
Although normal natural processes have a low impact on continental coastal zones, 
the effect of manmade pressures is extremely increased due to large population 
density. All kinds of human activities are taking place in continental coasts: 
housing, fishery, agricultural, industrial, transportation of people and goods, 
tourism, natural resources exploitation, and, of course, waste discharges. The 
respective environmental pressure from these activities may have all possible forms 
with the most predominant being the pollution and natural resources reduction. 

3. Complexity of Coastal Systems 

The analysis of coastal systems, presented above, clearly indicates that each one of 
these systems is prone to a different degree of complexity that results from the 
interaction of natural and human processes and morphological features. A 
hierarchical presentation of the increasing complexity of a coastal system is given 
in Figure 2.
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Complexity

Coastal Morphology:

Deltas

Islands

Continental Coasts

Various morphological 

features in types

Settlements:

Habitats
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Population

differentiate

increase

differentiates

increases

Processes:

Natural

Human

Organization

Development growth 

Culture

differentiates

increases

Impact:

Strong

Mild

increases

Figure 2:  Parameters of increasing complexity in coastal systems. 

The original parameter of complexity is the morphology of the coast. Furthermore, 
there may be special morphological features that differentiate significantly the 
degree of complexity between two coastal systems of the same morphology. A 
second parameter is the presence of any settlements in the coastal system. Such 
settlements may differ in terms of nature (i.e., human or animal settlements) and 
amount of population. The presence of settlements determines the nature of the 
processes occurring in the coastal system. Natural and human processes are also 
different due to the various degrees and modes of the organization of the 
communities in the coastal systems, the level of development they enjoy and the 
will for further development, the cultural background, and a numerous other 
parameters. Different processes have different impact on the coastal system; even if 
the same type of impact is expected, the severity of it is not the same. Finally, a last 
issue that increases complexity in a coastal system is the interaction of the 
parameters discussed above. The possible combinations of the different facets of 
each one of these parameters comprise a large amount of contingencies with 
uncertain result that intensifies complexity and justifies the urgent need for the 
adoption of an appropriate, integrated risk assessment approach for coastal systems. 

4. Risk Assessment Approach 

The nature and complexity of the coastal systems is a very important factor to 
consider prior to initiation of a risk assessment effort. The analysis conducted so far 
is particularized in Table 2, where physical characteristics, natural and human 
processes and risks are presented with reference to each coastal system. The details 
included in Table 2 represent the one prerequisite for a successful selection of the 
appropriate risk assessment methodology. The second prerequisite is the 
understanding of the following critical issues that, also, result from the previously 
presented analysis: 
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1. Coastal zones are not static but dynamic systems with interactions between the 
constituent subsystems. 

2. There is a wide range of natural and human processes with varying severity of 
impact occurring in coastal systems of different typologies. This increases 
complexity and provides with a numerous number of risk scenarios to be 
investigated in a coastal system. 

3. The nature of the above processes is dynamic and, furthermore, they are 
related in between through interactions and cause and effect relations (e.g. a 
disastrous tidal flood triggers flood defense works that in turn alter the 
sediment transport in the sea, etc.) 

The joint consideration of all the above issues facilitates the evaluation of the 
available risks assessment approaches in order to adopt the most appropriate one 
for a coastal system. Here, the focus is on the use of probability and fuzzy theory to 
assess risks. The initial evaluation of these two theories and a comparison between 
them is required because they both represent appropriate methodology frameworks 
for coastal systems’ risk assessment. This appropriateness lies in the basic concepts 
behind these theories, i.e., the stochastic or statistic nature of probabilities and the 
subjective judgment of possibilities of occurrence (for probability and fuzzy theory 
respectively). A thorough study of the information included in Table 2 and the 
critical issues mentioned before reveals that the nature of the coastal risk 
assessment could be, adequately, treated in the concepts of these two theories; 
therefore, this is the reason to present and compare them in brief hereafter. 

4.1. BASICS OF PROBABILITY THEORY 

Although probability is calculated in a standard way, its interpretation varies 
according to the theoretical context where it may be perceived [5]. Good [6] 
suggests as the most prominent probability interpretation frameworks the classical 
theory, the priori (or logical) theory, the relative frequency theory, and the 
personalistic or subjective theory. Depending on which interpretation framework is 
the most appropriate for the analyst, there is a different methodological approach 
and treatment of data. Table 3 roughly summarizes the comparison of these four 
popular views of probability as presented by Singpurwalla, Booker, and Bement in 
[5]. As it can be observed from the table, there is important criticism and strong 
arguments against and in favor of all four prominent probability interpretations. 
However, the main struggle is between the relative frequency and the subjective 
approaches of probability theory. While, the subjective theory is more flexible and 
applicable in cases of limited data, information, and knowledge, its scientific 
consistency is well arguable compared to the robust structure of the relative 
frequency theory. 
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Table 2: The physical characteristics, occurring processes and possible risks of coastal subsystems.

Subsystem Marine Subsystem Coast Subsystem Land Subsystem 

Definition The band of sea wherein the evolution of 
natural and human processes has a direct 
impact in the tangent strip of land.

The narrow and dynamic transitional zone 
between the marine and land subsystems. It 
includes the foreshore, the beach area and 
natural coastal protection systems such as 
dunes and mangroves.

The inner part of a coastal system, which is 
adjacent to the coast subsystem and its width 
depends on the impact to the land 
development of the processes taking place in 
the marine subsystem. 

Physical

Characteristics 

Water depth  

Water and sediment movement

Seabed composition

Waves and tide 

Marine habitats 

Typical coastal profiles 

Hydraulic regime (storm surge water-
levels)

Wind and wave climate 

Coastal habitats, e.g. dunes and 
mangroves 

Topography

Soil types 

Aquifer structure 

Groundwater resources and salinity 

Surface water resources  

Land-related habitats, e.g. wetlands 

Natural

Processes 

Coastal currents and sediment transports

Storm and wave conditions affecting 
coastal profiles

Ecological succession leading to 
changes in habitat types and biodiversity

Energy and material cycles affecting 
biological productivity 

Higher temperatures 

Thermal expansion of ocean water 

Sea level rise 

Changes in rainfall and evaporation 

Storm and wave conditions affecting 
coastal profiles

Dispersion, degradation, adsorption and 
sedimentation processes affecting water 
and sediment quality

Ecological succession leading to 
changes in habitat types and biodiversity

Energy and material cycles affecting 
biological productivity 

Higher temperatures 

Changes in rainfall and evaporation 

Ecological succession leading to 
changes in habitat types and biodiversity

Energy and material cycles affecting 
biological productivity  

Higher temperatures 

Changes in rainfall and evaporation
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Subsystem Marine Subsystem Coast Subsystem Land Subsystem 

Human

Processes 

Fishery

Exploitation of oil and gas reserves 

Navigation

Tourism and recreation 

Waste discharges 

Sand extraction

Water extraction from dune aquifers 

Exploitation of wood resources 
(mangroves),  

Aquaculture 

Human settlement 

Tourism and recreation  

Land reclamation  

Port development 

Transportation of people and goods  

Industrial activities 

Use of land resources  

Agriculture and aquaculture 

Human settlement 

Land reclamation

Infrastructure facilities 

Irrigation

Hydropower 

Industrial exploitation 

Risks Disturbance and destruction of marine 
habitats due to fishing, mining, diving, 
anchoring, dredging and dumping 

Depletion of fish stocks

Pollution due to oil spills

Deterioration of coastal water quality 
due to waste discharges 

Sediment transports due to breakwaters 
and other marine works 

Disturbance and destruction of coastal 
habitats by mining, water extraction, 
woodcutting, settlement and 
infrastructure development

Degradation and loss of beaches by 
accelerated coastal erosion 

Degradation of natural flood protection 
by mining and woodcutting 

Spatial conflicts for land uses 

Deterioration of coastal water quality 

Alteration of the landscape due to flood 
defense structures 

Destruction of land habitats 

Irrigation

Flooding

Shortage of freshwater resources 

Salinization of freshwater resources 

Deterioration of groundwater and 
surface water quality 
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Considering the use of probabilities for assessing risks in coastal systems it 
becomes evident that the theoretical context of probability should include the 
following aspects: (a) stochastic behavior, (b) appropriateness to deal with limited 
data, (c) incorporation of all appropriate information, (d) appropriateness to deal 
with one-of-a-kind events. For these reasons the subjective probability theory is 
elected as the most appropriate probability context to focus on for coastal risk 
management. An additional reason lies in the fact that subjective probability theory 
is the closest to the notions adopted in the fuzzy theory context [5]; hence it is the 
most appropriate probability facet to use for comparison. 

4.1.1. Subjective Probability Theory and Risk Assessment  

Subjective probabilities are based on stochastic activities, random, discrete or 
continuous variables, and probability distribution (density) functions. Probability 
distribution functions are used to represent the physical problem and are generated 
through data elaboration or use of uncertain information. In complicated situations, 
stochastic modeling, which introduces subjective probabilities and experts’ 
judgments, is used to incorporate uncertainties and validate complex assumptions, 
parameters, and probability density functions to assess risk [7]. Equation 1 provides 
the simpler risk definition in the probabilistic framework. 

                  pF = P (L > R) =   (  fLR( , r) dr) d (1)

                                                                       0      0 

In equation 1 the probability of failure (load exceeds resistance), pF, depends on the 

joint density probability function, fLR ( , r), where L and R, are random variables 
for loads and resistances of the system respectively. Due to great difficulty in 

defining the fLR( , r) a usual simplification is to assume statistical independency 
between load and resistance [8]. 

4.2. BASICS OF FUZZY THEORY 

Fuzzy theory is the framework for dealing with imprecision and vagueness of 
linguistic information or situations where there is no availability of data for 
statistical inference. The most important feature in fuzzy logic is the unclear 
boundaries of sets and the membership of elements in these sets. Fuzzy theory 
provides with the mathematical background to model intermediate areas between 
the binary “is” - “is not”. 

Fuzzy theory is not presenting variations in terms of definition or basic notions. 
The critical measure is the membership function, which represents numerically the 
degree of an element’s belonging to a set. The whole mathematical context is an 
extension of the crisp set mathematical structure enriched with additional relations 
associated with the fuzzy theory framework. 
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Table 3:  A comparison between the prominent probability theories. 

The Classical Theory The Relative Frequency Theory The Personalistic or Subjective Theory 

Definition 

The ratio of favorable cases to the number of 
equipossible or equally likely cases 

Probability is a property of a collective, i.e., a 
long sequence of observations for which there is 
sufficient reason to believe that the relative 
frequency of an observed attribute will tend to a 
limit if the observations are indefinitely 
continued

Probability is a degree of belief of a given person (behaving 
normatively) at a given time that is measurable and 
conforms to other beliefs in certain ways. 

Basic

notions of 

theory

There is no such thing as chance  

Probability is a measure of an individual's 
partial knowledge 

Probability is a measure of an empirical, 
objective, and physical fact of the external 
world, independent of human attitudes, 
opinions, models, and simulations 

Probability is never relative to evidence or 
opinion but determined by observations on 
the nature of the real world 

All probabilities can only be known a
posteriori, i.e., only through observation 

A prerequisite to calculate probability is 
the existence (actual or conceived) of 
repetitive events 

Subjectiveness in defining probability 

Criticism

Equipossible cases are also equiprobable

There is difficulty in dividing up 
alternatives

There are conceptual difficulties in the 
context of rare and unobservable events

Involves personal judgment about the 
equally likely nature of events

Collectives are difficult to construct in real 
life

It is impossible to prove physically a 
relative frequency probability 

Rare and one-of-kind events do not have 
probabilities

Personalistic probabilities are not consistent with 
scientific inference

Declared probabilities may not reflect true beliefs

There is no coherence in personalistic probabilities in 
complex real situations 

There is no ensuring that two persons with identical 
background information will declare identical 
probabilities

Subjective probabilities are not following the dictates 
of the standard calculus of probability 
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4.2.1. Fuzzy Theory and Risk Assessment 

Risk assessment based on fuzzy theory presupposes that the risk parameters are 
considered by means of fuzzy logic. Therefore, if R and L are fuzzy numbers 

representing resistance and load on a system, then a risk measure of failure for this 
system is given in Equation 2 [7]: 

LRM  (2) 

In this equation M may take both negative and positive and values indicating 

respectively the degree of failure or non-failure of the system. Figures 3 and 4 
provide an example of the basic fuzzy risk assessment process. 

x

1

6 117 163 9 13

R

L

M = R – L : failure µX (x)

-1-13 -9

(b)

Figure 3: Fuzzy risk assessments of a system: Total Failure [7]. 

In Figure 3 the extreme contingency of total failure is presented following a fuzzy 
subtraction between the values of the minimum limit of resistance to the maximum 
limit of load (and the opposite for the second limit of the dashed triangle) of the 
triangular shape fuzzy numbers that express resistance and load [7].

x

1

1

6 117 1654 9 13

L

R

M = R – L : safetyµX (x)

(a)

Figure 4:  Fuzzy risk assessments of a system: Total Safety  [7]. 
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In Figure 4 the extreme contingency of total safety is presented following a fuzzy 
subtraction between the values of the respective limits of the triangular shape fuzzy 
numbers that express resistance and load [7]. The subtraction operation is based on 
the h-level intervals (a-cuts elsewhere), which are not explained further due to 
space limitations. 

5. Comparison Between Probability and Fuzzy Theory Regarding 

Coastal Risk Assessment 

The decision for the most appropriate coastal risk assessment approach lies in the 
understanding of the nature of the risks and the availability of consistent data 
associated with them. Tables 1 and 2 present a clear view of these risks in 
association with coastal subsystems and processes occurring there. An observation 
of these risks reveals the following: 

1. Inside a subsystem, some risks maybe mostly quantitative in nature (e.g. 
depletion of fish stocks), while others can be mostly qualitative (e.g. alteration 
of the landscape due to flood defense structures). There are also risks where 
both quantitative and qualitative measurements are necessary (e.g. 
deterioration of coastal water quality due to waste discharges). This 
observation is critical because the predominant nature of the risk (quantitative 
vs. qualitative) implies or not the use of subjective judgment in the risk 
assessment process. Probability theory fits more with quantifiable risks (e.g. 
flooding) while fuzzy theory conceptualizes more efficiently qualitative risks 
(e.g. deterioration of coastal water quality). Even though quality is measurable 
(therefore quantifiable) by using several indicators, it also depends on human 
perceptions and intuition and therefore, fuzzy theory is most appropriate to 
address subjective parameters in risk assessment [9], [10], [11]. 

2. Where available data are consistent, credible and statistically admissible, a 
probability density function is the most persuasive tool to assess future risks. 
Natural processes, especially in the marine subsystem, are repetitive and 
periodical in nature (e.g. wave conditions, natural erosion, etc.) and their 
interaction with human interventions (e.g. breakwaters, land reclamation) can 
provide with data that through statistical analysis render probabilities of risk 
occurrence. In cases, however, where data are inconsistent (i.e., scarce or 
imprecise), fuzzy theory is most appropriate for risk assessment. As Suresh et 
al. indicate [12]: “Fuzzy methods may be the only resort when little 

quantitative information is available regarding fluctuations in the 

parameters”.

3. Human processes with a severe impact on the coastal environment are not prone 
to probabilistic forecasting. Although, there are statistical data such as 
demographic growth, rate of development, rate of urbanization, etc., which can 
be used for probabilistic risk assessment, these reflect past conditions that are 
highly doubtful to have the same impact in the future. Therefore, the use of 
probabilities that are generated based on past incidents and conditions is well 
questionable. This is a generic issue concerning probabilities, i.e. what is the 
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credibility of an assessment that is based on past data and refers to future 
conditions where the situation can be completely different? An example is the 
sand extraction in the coast subsystems. In this case a period in the past of 
increased construction activities would provide information of large amounts of 
extracted sand and would generate a high probability of repetition of the 
phenomenon in the future, even though future construction activities could be 
very limited. 

4. The coastal system is very complicated. There are significant interactions 
between human and natural processes with different impact on each coastal 
subsystem and different cause and effect relations among them (e.g., land uses in 
the land subsystem affect decisively the economic activities in the coast and the 
marine subsystems). Therefore, a probabilistic approach should introduce many 
conditional probabilities in a dynamic framework full of uncertainties. The most 
complex is a system the less appropriate is the use of probabilities. On the other 
hand fuzzy theory facilitates modeling of complexity because of its nature that 
provides with a simpler platform of understanding a complex system behavior.

6. Conclusions and Future Work 

The comparison between the two approaches for coastal risk assessment is very 
revealing. The complexity of the coastal system due to interactions between human 
and natural processes in its marine, coast, and land subsystems does not justify the 
dominance of the probability-based approach for risk assessment. This dominance 
may be the result of focus on the marine subsystem, where the repetitive and 
periodic nature of natural processes, along with the gradual human interventions, 
allow for the collection of data that can be statistically treated and generate 
probabilities. However, the other two subsystems—equally important in an 
integrated risk assessment approach—have features that inherently render 
probability-based approaches ineffective. These features are imprecise and scarce 
qualitative data as well as non-repetitive processes necessitating the incorporation 
of subjective judgment and intuition to assess risks and plan for the proper 
mitigation measures. Human-driven processes are difficult to model with 
probabilities; yet they generate the most dangerous risks in the coastal 
environment. Therefore, a proper treatment should incorporate fuzzy theory tools to 
introduce complexity and uncertain outcome of human-driven processes. The 
integration of fuzzy and probabilistic risk assessment outputs is difficult because 
they have different logical backgrounds and conceptualizations. Moreover, an 
integrated risk assessment should incorporate the dynamic interactions between the 
risks in different subsystems, and therefore incorporate, in some way, results from 
fuzzy and probability analysis into a single output. Developing an appropriate 
integrated approach for coastal risk assessment calls for confronting these 
limitations and the concurrent use of probabilistic and fuzzy measures. 
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Abstract

The management and rehabilitation of contaminated sites is a complex process 
encompassing environmental, technological and socioeconomic aspects.  In this 
paper, two decision support systems (DSSs) are briefly reviewed.  DESYRE 
(DEcision Support sYstem for REhabilitation of contaminated sites) provides an 
integrated platform for the management of complex information, including 
consideration of actual risk, selection of best technological options for site 
remediation, socioeconomic drivers, time, and costs.  ERA-MANIA aims to 
improve ecological risk assessment and support expert decision making for 
assessment and management of contaminated sites.  Both systems demonstrate the 
value of Multi Criteria Decision Analysis (MCDA). 

1. MCDA for Environmental Problems  

Environmental decision problems are usually characterized by a high level of 
complexity. In such a context, Multi-Criteria Decision Analysis (MCDA) 
represents an important and crucial step [16]. MCDA consists of one or more 
procedure to assist the decision maker(s) (DM) during the phases of the decision 
process, and takes into account possible sources of uncertainty and/or different 
utility functions. Sometimes the problem is expressed in the form of a decision 
table connecting benefit or cost criteria and alternatives. Despite the Multiple 
Objective Decision Making (MODM) in the MCDA problems, only a finite number 
of criteria and alternatives are considered. After having eliminated all the 
dominated alternatives (if any), the problem consists of selecting the best

alternatives (optimal choice problem), or ranking all the alternatives (ranking 
problem). Moreover, we could consider both stochastic and deterministic 
approaches, but in what follows only the deterministic approach will be considered. 
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The literature about MCDA problems and methods is very rich, and cannot be 
discussed here. Even now, some theoretical items are still not deeply analyzed, and 
some confusion exists. MCDA methods are usually classified as MAUT (Multi 
Attribute Utility Theory), outranking (like ELECTRE), and interactive methods 
[25]. Another distinction regards compensatory and non-compensatory methods; in 
the former case interaction among attributes is possible, as in the Choquet integral 
[11]. A lot of MCDA methods are available at the actual state of the art, but a 
complete scenario is impossible to compress in a few pages.

In the context of outranking approaches we quote the PROMETHEE and 
ELECTRE algorithms. Other diffuse approaches in real-world applications include 
the family of OWA operators, fuzzy ranking methods (sometimes using inference 
rules), and a lot of other approaches. The most popular MAUT method is the 
Weighted Average  aggregation operators (WA) method. In the WA method, all the 
criteria values are multiplied by a weight, a real number defined offline. Even if 
some mathematical methods exist to assess the values of the weights, the meaning 
of the weights is today much debated. A popular interpretation considers the weight 
as a relative importance coefficient (as greater the weight is, as more important its 
contribution), but this idea is quite controversial. In fact, starting from the 
Economic Theory, some authors interpret the weights as substitution rate.
Regardless, the debate about the weight's meaning is not only a pure theoretical or 
linguistic problem, but is strictly connected with the method used to compute their 
value. Moreover, even when a simple method can be applied to obtain such values 
from the DM’s opinion, particular care must be taken: otherwise the method can 
lead to paradoxical consequences. This can be the case of a incorrect use of the 
AHP methodology (and even with SMART and other methods), if the substitution 
rate among the criteria is not taken into account. The local weight ratio is nothing 
other than a relative measure of two alternatives with respect to some criterion. But 
if the global weights measure the relative importance of the criteria, really no 
information is given about the (relative) importance of the best, alternative, for 
instance (or any other one) for one criterion, and the best alternative for another 
one. Such information cannot be obtained from the global weight assigned offline. 
The substitution rates are case-dependent, and should be assessed comparing the 
criteria in the current case. Of course, such a problem does not arise in the absolute

version of AHP [17]. Only a few authors have pointed to this important feature, see 
[21], [26], but most users continue to use AHP without concern about this. Another 
undesired item in the original additive AHP was the rank reversal phenomenon not 
appearing in the multiplicative version [13]. 

Nevertheless,  given its simplicity, the WA method is very often used, not only for 
environmental problems. This is due to its simplicity and to the ease of 
interpretation. Moreover, a user-friendly hierarchical structure can be easily 
defined and used, partitioning the criteria into subcriteria and so on, generating a 
decision tree which can structure and simplify the complex original nature of the 
problem. Conversely, the WA method is characterized by a serious drawback, since 
no interaction among the attributes is possible. In fact, the preferential

independence axiom is required. Other methods do not require such 
characterization—for instance, the OWA operators [27, 28], and the Choquet 



Decision Support Systems for the Management of Contaminated Sites 269 

integral [11]—but they are more complex to understand and to apply. The Choquet 
integral, in particular, despite its appealing theoretical features and properties, 
requires a lot of parameters to be identified, and its use can be restricted to decision 
problems characterized by fewer criteria.

Other approaches are based on data mining method, where the knowledge of the 
decision structure can be directly obtained by the data. We quote the local 
approximation algorithms (based on kernel functions), the neural nets, some 
clustering algorithms, the decision tree (CART, ID3, etc.), etc.; see among other 
ones [4]. They are statistical methods, that can be applied also to solve MCDA 
problems. Nevertheless, their use is limited to the cases where a sufficiently great 
number of input-output collected data exist, or if simulated data can be easily 
obtained. This is difficult in the environmental application, and very often it is 
quite hard to create a sufficiently wide set of simulated data that the DM should 
analyze. A real MCDA system implies an user-friendly tool that requires the 
minimum (but necessary) information and data from the DM. Otherwise, the 
probability of erroneous answers strongly increases. Moreover, the user-friendly 
characteristic requires a less complex system, with an inferential motor that can be 
easily understood by the user(s). 

Another important item regards the participative nature of the decision. Is the 
process characterized by only a single DM or by a team? In the latter case, where a 
group of Experts or DM are involved, we speak about Group Decision Theory. In 
this case the MCDA algorithm has to take into account suitable consensus

measures, showing how much the group of decision makers agree or disagree about 
the alternative ranking; see for instance [5]. Very often, conflicting targets exist in 
a real environmental problem, given the different utility function of the different 
stakeholders involved in the decision process. If a consensus is not reached, or one 
DM disagrees with all the other ones, the System Manager has to be advised, and, 
if necessary, activates a feedback loop to reach a satisfying degree of consensus. 
The measurement and the management of the Group consensus is quite important, 
and needs to be carefully designed by analysts. 

In the WA approach the consensus measure is based on some norm-based distance 
functions, easily computable and explainable to the users. All the above mentioned 
reasons convinced us to use the WA aggregation approach1, in conjunction with a 
suitable value function to convert the criteria value on a common scale. In such a 
way, the WA method is no more completely compensative. This is important for 
environmental applications because toxic pollution, introduced by a new industry, 
cannot be compensated by economic development.

Thus most of the MCDA applications developed by us are based on the WA 
approach with a value function for the criteria. Other aggregation operators may be 
implemented, aiding the DM with a more complete choice of aggregation tools. 

                                                          

1 Even if the preferential independence axiom is to be a priori assumed. 
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2. Application of MCDA in Two Decision Support Systems for the 

Management Of Contaminated Sites 

The management and rehabilitation of contaminated sites is a complex process 
encompassing environmental, technological, and socioeconomic aspects. In order 
to facilitate this complex decision process, several attempts have been made to 
codify specialist expertise into decision support systems (DSSs) [2]. In the 
proposed DSS, Multi Criteria Decision Analysis (MCDA) plays a key-role to help 
both experts and decision makers. In some sense, the MCDA tool is the core of the 
DSS; its importance in the overall decision process is universally accepted, 
especially for environmental decision problems [15]. 

In order to manage the complex decision-making process for the rehabilitation of 
large contaminated sites, two DSSs called DESYRE and ERA-MANIA will be 
briefly described, emphasizing the role played by MCDA. 

2.1. THE DESYRE DECISION SUPPORT SYSTEM 

The GIS-based software DESYRE (DEcision Support sYstem for REhabilitation of 
contaminated sites) provides an integrated platform for the management of a 
heterogeneous volume of information, encompassing the consideration of the actual 
risk, the selection of the best technological options for site remediation, the 
socioeconomic drivers or constraints at the site of interest, and the time and cost 
perspective. Moreover, it allows active participation of both experts and 
stakeholders. The system provides a user-friendly and easily accessible tool which 
guides the user during the whole application, divided into five modules: four 
analytical (socioeconomic, characterization, pre- and post- risk assessment, 
technological) and a decision one. 

In the DESYRE framework, the MCDA is applied in the definition of the pool of 
suitable technologies and in the comparison of alternative scenarios. During the 
technologies selection, a score is assigned to each technology on the basis of key-
criteria, including cost, development time, efficiency (or performance), reliability, 
flexibility, public acceptability, and so on. The AHP method is used in this phase to 
weight the different criteria, whose values are then evaluated by a pool of experts. 
In the decision module, during the scenarios construction and comparison, the 
MCDA is used to derive the values of the different options. In fact the analytical 
steps previously performed allow to create different indices (socioeconomic, risk, 
technological, cost, time and environmental impact indices); these indices can be 
aggregated into a final index for each scenario and used to compare and rank the 
remediation options. The aggregation of indices is performed by experts through 
WA methodologies and decision makers can adjust the weight of each index 
according to their preferences. 

2.2. THE ERA-MANIA DECISION SUPPORT SYSTEM 

The ERA-MANIA DSS is a decision support system that aims at improving the 
Ecological Risk Assessment procedure (ERA) and supporting the expert/decision 
maker in the assessment and management of contaminated sites. It was developed 
according to the Weight of Evidence [3] and the TRIAD [19] approaches, where 



Decision Support Systems for the Management of Contaminated Sites 271 

the results provided by a set of Lines of Evidence (LoEs) are gathered and 
compared to support the assessment and evaluation of the ecosystem impairment 
caused by the stressor(s) of concern. The developed DSS consists of two modules: 
“Comparative Test Tables” and “Integrated Ecological Risk Indexes”. The former 
aims at comparing the different tests or LoEs belonging to three investigated 
experimental areas (chemistry/bioavailability, ecology and ecotoxicology) to guide 
the expert/decision maker in the choice of the most suitable set of tests to be 
applied to the case study. Both numerical and non-numerical criteria need to be 
considered and, using an ad-hoc data entry system, all those are converted into a 
common numerical scale. Two categories of actors are required. The first category, 
the System Experts (SE), assign the criteria and other parameter weights offline 
(the objective criteria), while the second category, the Data Experts (DE), insert 
numerical judgments for the non-numerical criteria (subjective criteria) based on 
their own experience. In both cases, the Direct Assignment method (DA) is applied 
and the final score is obtained by the subsequent application of the WA operator. 
Group Decision Theory (GDT) methods are applied to measure the consensus 
among the weights and the other numerical data inserted by the SE and the DE. The 
system provides some checks to detect the presence of a too-low consensus or if 
one expert disagrees with most others about some data. Thus a feedback data entry 
loop can be provided. 

Finally, the “Integrated Ecological Risk Indexes” module provides qualitative and 
quantitative tools that allow assessment of the terrestrial ecosystem impairment 
(i.e., the impairment to the biodiversity and functional diversity of the terrestrial 
ecosystem) by integrating the heterogeneous information obtained by the LoEs 
application. The test results are initially converted into a common scale using a 
value function, whose parameters are previously defined offline by the DE, and 
then aggregated using the GM operator. 
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Abstract

This paper describes environmental applications of a multi-objective decision aid 
method based on interactive visualization of the Pareto frontier. The method 
provides an opportunity to explore the Pareto frontier, that is, the criterion 
tradeoffs, for three and more criteria. The knowledge about criterion tradeoffs helps 
stakeholders to better understand the problem, specify the preferred combination of 
the criterion values (the goal), and compute the associated decision alternatives. 
The method is introduced on the basis of an example related to coastal water 
pollution. Then, real-life applications of the method are described in short. Possible 
applications of this method in the case of risk and uncertainty are discussed. A new 
Web version of the method can be used for informing lay stakeholders about 
environmental risks. 

1. Introduction 

The need for a holistic view of the problem and the involvement of ordinary people 
(lay stakeholders) in the decision process are two of the most important features of 
the modern environmental decision process. For example, the European Water 
Framework Directive [1] that specifies guidelines for the integrated river basin 
management requires implementation of the holistic view of the problems and 
improvement of public participation in the river basin management planning. A 
holistic view can be supported by the application of multi-criteria decision aid 
(MCDA) methods. The requirement of public participation means, however, that 
these methods must be understandable for lay stakeholders. Moreover, application 
of these methods on the Internet for educating lay stakeholders seems inevitable. 

This paper is devoted to a new MCDA technique that satisfies these requirements. 
The technique, known as Interactive Decision Maps, provides interactive and 
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animated visualization of the Pareto frontier in a form that proved to be 
understandable for computer-literate people. It was implemented on the Web and 
used in real-life problems.

To discuss the main features of the Pareto frontier methods and, in particular, of  
the Interactive Decision Maps techniques, we start by classifying the MCDA 
methods according to the role of the decision maker (DM). The current form of 
such a classification is provided in [2]. Four groups of methods are considered (see 
Figure 1):

1. No preference methods 

2. a priori preference methods 

3. Interactive methods 

4. a posteriori preference (Pareto frontier) methods 

Figure 1: Classification of the MCDA techniques according to the role of the decision maker. 

In the no preference methods, where the DM’s preferences are not taken into 
account, the multi-objective problem is somehow converted into a single 
optimization problem and solved (see, for example, [2]). The DM (if exists) may 
either accept or reject the solution. Such methods can be used in situations where 
the DM is absent.

The a priori preference methods are based on modeling the DM’s preferences 
before a particular variety of feasible decision alternatives is considered. Utility 
functions are often used for modeling the preferences. A brilliant Multi-Attribute 
Utility Theory (MAUT) was developed in this field [3]. However, to apply MAUT, 
one needs to satisfy rigorous assumptions. Moreover, the theoretically sound 
preference modeling techniques are based on boring procedures, during which the 
DM has to compare multiple pairs of criterion points. For this reason, the scope of 
real-life application of the MAUT-based methods is fairly narrow. Instead, 
heuristic simplified preference-based procedures are used, such as weighting the 
criteria, the AHP method, outranking approaches, goal programming techniques, 
etc.
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One can pose a general question, whether the DM has got preferences before a 
particular problem is considered. In the interactive methods [2] that combine a 
step-by-step exploration of the variety of feasible decision alternatives with a step-
by-step development of a preference model, one does not need to answer this 
question. However, the interactive methods use in general the comparison of a 
large number of criterion points, too. Therefore, they meet the same difficulties as 
the a priori preference methods. 

It is extremely important that both the a priori preference and interactive methods 
require consistent behavior of the DM. Modern psychology has proved 
experimentally that human beings are often not consistent in preference-related 
procedures (see, for example, [4,5]). The situation is usually met in the case of 
weighting and other techniques that make use of linear compensations [6]. To 
explain the human behavior, modern psychology applies the concept of mental 
models, which help human beings to anticipate the future and make their decisions. 
It is assumed [7] that a mental model comprises several levels (Figure 2): 

Figure 2: Levels of a mental model. 

1. The upper, rational (logical) level is based on logical inference;  

2. The second level includes images, relations of which (in contrast to the upper 
level) may be not consistent; and

3. The third level contains vague subconscious relations.  

All the levels interact, and processes of coordinating them are permanently under 
way, especially in sleep. However, certain discordance between the levels is a 
natural feature of human thinking processes. Mental decision processes incorporate 
activities of all the levels, and it is very complicated to determine, which level is 
responsible for the result of the comparison of decision alternatives. One has to 
take into account that the imaginary and subconscious elements of the decision 
process are usually camouflaged by a logical inference that is used to justify a 
decision after it has been made. Therefore, inconsistent answers are met fairly often 
in the preference modeling procedures.
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Goal programming based on the single-shot identification of a goal (introduced in 
[8]) can be considered as an example of the preference modeling approach that is 
psychologically simple for a human being. For this reason, the approach has found 
broad real-life applications. However, the users meet certain difficulties in the 
process of setting the goal without knowing the feasibility frontiers and the 
criterion tradeoffs. 

In this paper we concentrate on the a posteriori preference methods that are 
gradually obtaining a broader recognition. For example, a large number of 
engineers have discovered and started to develop such methods during the last 
decade [9]. In the a posteriori preference methods, the basic role is played by the 
Pareto frontier, which is comprised of the nondominated criterion points, that is, 
such points that cannot be improved in one criterion without worsening at least the 
value of one of the remaining criteria. Approximating the Pareto frontier is carried 
out before the DM is involved into the decision process. Then, the DM is informed 
on the Pareto frontier. Note that the DM does not need to answer questions on 
his/her preferences. Often, a free search among the nondominated criterion points 
is applied. In the last case, the DM loosely obtains knowledge on feasible criterion 
values. Then, he/she can express his/her preferences by identifying a preferred 
point of the Pareto frontier. 

The a posteriori preference methods were initiated in 1950s by S. Gass and T. 
Saaty [10]. The form of presentation of the Pareto frontier to the DM plays a 
crucial role in the methods of this group. Most of the methods provide information 
on the Pareto frontier in the symbolic form of a list of nondominated criterion 
points. If the number of criteria is greater than two, it is extremely complicated to 
assess such information.

Computer visualization has substantially improved the situation. Visualization of 
information—i.e., transforming symbolic data into geometric figures—can support 
human beings in better understanding the problems. Successful applications of 
computer-based visualization techniques are met permanently. Visualization can be 
used in the framework of the Pareto frontier methods, too. Visualization of the 
Pareto frontier for supporting environmental decision making for two decision 
criteria was introduced in [11]. This paper is devoted to a new technique for 
visualization of the Pareto frontier for three and larger number of criteria. By 
supporting the DM’s identification of the goal point we shift the single-shot goal 
programming from the a priori group of MCDA methods to the a posteriori group 
of methods. 

In what follows, we introduce the Interactive Decision Maps (IDM) method for 
visualization of the Pareto frontier and discuss its application in environmental 
decision problems. In Section 2 the mathematical formalization of IDM is 
provided. Section 3 is devoted to an example problem of ocean waste disposal. In 
Section 4 the IDM-based Reasonable Goals Method (RGM) is introduced and its 
environmental applications are described. Section 5 is devoted to real-life 
applications of RGM/IDM in Web. In Section 6 the application of RGM/IDM for 
supporting decision making under risk and uncertainty is discussed. Finally, we 
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show that the Web version of the technique can be used for informing lay 
stakeholders of possible risks. 

2. Mathematical Formulation of the Interactive Decision Maps 

We assume that the feasible decisions x belong to a compact set X of the linear 

metric space nR  and that the vector of criterion values y is a point of the linear 

metric space mR . The criterion vector y is assumed to be given by the vector 

function f: nR mR . Then, the feasible set of criterion vectors is given by 
Y=f(X), that is,

XxxfyRyY m ,: . (1) 

Let us assume that the decrease of the values of the criteria is desirable. Then, a 

point y mR  is preferred to a point y mR  ( yy , that is, y dominates

y ) if y  y  and y y . In this case, the Pareto (nondominated) frontier P(Y)

of Y is defined as 

yyyyYyYyYP ,::  (2) 

In visualization of the Pareto frontier, an important role plays the Edgeworth-Pareto 
Hull (EPH) of the feasible criterion set, which is defined as

 Yp = Y + mR = {y* mR : y*=y1+ y2, y1  Y, y2
mR }, (3) 

where mR  is the nonnegative cone of mR . In Figure 3 the frontier of the set 

Y=f(X) is given by the solid line. One can easily identify the points of the Pareto 
frontier, which is given by the bold line, by using the following rule: the cone of 

points y : yy  does not intersect with the set Yp for a nondominated criterion 

point y . The frontier of the set Yp is given by the bold and dashed lines. 

Importantly, P(Yp) = P(Y). In other words, the set Yp is the largest set that has the 
same Pareto frontier as the set Y. It includes, along with the feasible criterion 
points, all criterion points dominated by the feasible points. By proceeding to Yp,
we get rid of the dominated frontier of Y, which usually make the display too 
complicated.

In contrast to various techniques for approximating the Pareto frontier developed 
since 1955, we approximate the Pareto frontier for its subsequent visualization. The 
first ideas known now as IDM were introduced about 30 years ago [12]. Its 
concepts, methods and real-life environmental applications are summarized in the 
book [13]. The main feature of IDM consists of the direct approximation of the 
EPH. An approximation of the EPH is used for fast interactive visualization of the 
Pareto frontier as the frontiers of two-criterion slices (cross-sections) of the EPH.
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Figure 3:  Illustration of Y=f(X), P(Y) and Yp.

A two-criterion slice of Yp passing through a point y* mR  is defined as follows. 
Let us consider a pair of criteria, say u and v. Let z* be the values of the remaining 
criteria in the point y*. Then, a slice of the set Yp, which passes through the point y*

and is related to the pair (u, v), is defined as (we do not care about the order of the 
criteria)

pp YzvuvuzYG *,,:),(*, . (4) 

The slices of the Pareto frontier are displayed as frontiers of the slices of the EPH. 
A collection of such frontiers, for which the value of only one of the remaining 
criteria can change, constitutes a decision map. Therefore, a decision map can 
provide information on criterion tradeoffs between two criteria, depending on the 
values of the third criterion. The influence of other criteria is displayed in the 
framework of the IDM technique by animation. Since the EPH has already been 
approximated, modern computers require only a few seconds for computing and 
displaying hundreds of decision maps. Due to it, animation is possible by 
successive demonstration of decision maps associated with monotonically changing 
the values of the fourth criterion.

Methods for approximating the EPH used in the framework of IDM depend on the 
model. In the linear case, they are based on the combination of the single criterion 
optimization with the Fourier convolution of the linear inequality systems [13], and 
the EPH is approximated by a polyhedral set. In the nonlinear case, the random 
search and the statistical evaluation of approximation quality are combined with the 
local optimization, and the EPH is approximated by a collection of domination 
cones with vertices located in points, which are close to the Pareto frontier. A 
detailed description of the approximating algorithms is given in the book [13].

Applications of IDM include national economic planning, environmental planning, 
water management, national energy planning, machinery design, etc [13]. We 
provide an example of its application in the problem related to pollution abatement 
in a sea bight.
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3. Case Study: Ocean Waste Management Decisions 

In this section we illustrate the application of IDM with an ocean waste disposal 
example, requiring difficult decisions concerning cost and resulting pollution. We 
reconsider the old problem of choosing sewage sludge disposal sites in the New 
York Bight [14].

In the 1980s, contamination of the New York Bight (Figure 4) was a concern of the 
US Environmental Protection Agency (EPA). In 1985, the EPA ordered New York 
City and the remaining users of the inner Bight region to begin shifting their 
dumping operations to the 106-mile site. However, the decision turned out to be too 
expensive. For this reason, allocation of sludge between three different disposal 
sites was proposed: a 12-mile site, a 60-mile site, and a 106-mile site. The problem 
was modeled by T.M. Leschine (University of Washington) and W.A. Verdini 
(Arizona State University). They developed a multi-layer stochastic pollution 
transport model that helped to evaluate the pollution at several important 
monitoring stations inshore and offshore for a given waste dumping at the three 
possible disposal sites. On the basis of the stochastic model, an influence matrix 
was constructed [14] to reexamine the EPA decision in a way that permits 
simultaneous multiple-site dumping.

Figure 4:  Map of the New York Bight region. 

In the model, all sludge was assumed to be produced in New York City (52%), 
New Jersey (41%), and Long Island (7%). Production of sludge was assumed to be 
constant from year to year. Two types of vessels were used for the transportation of 
the sludge: towed barges and self-propelled barges. The decision variables included 
the number of self-propelled and towed barge trips from sources to possible sites. 
Constraints related to the ocean’s assimilative capacity and to the annual dumping 
capacity of barges were taken into account. 

In [14], three decision criteria were used to evaluate different sludge disposal 
strategies:

Total cost of sludge disposal operation (in millions of US$) 
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Pollution concentration at inshore monitoring station (percentage) 

Pollution concentration at offshore monitoring station (percentage) 

This problem was reexamined once again in [15] using IDM. We provide first a 
particular slice and the decision map drawn by hand. Then we provide a gray copy 
of the decision map produced by IDM.

To begin with, let us restrict the total cost by some value, say $15 million. Then all 
feasible values of inshore pollution and of offshore pollution are given by the 
variety of feasible criterion vectors on the criterion plane (see Figure 5 where the 
variety is shaded).

Figure 5:  The variety of feasible criterion vectors and its EPH, which frontier is depicted
by the dashed line. 

Since it is preferable to decrease both inshore and offshore pollution, we are 
interested in its southwestern frontier [P, M], which is the Pareto frontier. The 
frontier of the EPH is depicted by a dashed line. As usual, the variety of feasible 
criterion vectors and its EPH have the same Pareto frontier. Note that in the 
neighborhood of point M, a small decrement in the offshore pollution requires a 
substantial increment in the inshore pollution. On the contrary, in the neighborhood 
of point P, just a small rise in the inshore pollution (say, the movement from P to 
N) results in a sharp decrement in offshore pollution. One can easily understand 
how the offshore pollution is transformed into the inshore pollution if efficient 
strategies are used. In other words, the criterion tradeoff for inshore and offshore 
pollution is displayed in a clear way in Figure 5.

In Figure 6, a decision map is provided. It is a collection of two-dimensional slices 
of the EPH for the three criteria, where several tradeoff curves for inshore and 
offshore pollution are related to different constraints imposed on values of total 
cost. These values are given directly in Figure 6.
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Figure 6: A decision map for several fixed costs. 

The decision map helps to understand the influence of an increment in the total cost 
for the improvement of the environment (i.e., a reduction in the inshore and/or the 
offshore pollution). The costs are constrained between $10.1 million and $50 
million. The tradeoff curves in Figure 6 are drawn with bold lines. They have the 
following important feature: there is a conflict between inshore and offshore 
pollution, except for the $10.1 million and $50 million frontiers, which consist of 
just one point. The criterion tradeoff changes while it is moving along the tradeoff 
curves, and also depends on cost. 

Now let us consider a gray copy of the color computer display (Figure 7) that 
informs the user of relations among five criteria (two additional criteria are 
introduced – the number of self-propelled barge trips to the 106-mile site from the 
New York City and the number of towed barge trips from the New Jersey).

To display such information, decision maps with scroll-bars are used. The decision 
map displays tradeoff information for the first three criteria (in the gray copy, cost 
is given by shades of gray, pollution is given on axes), and the scroll-bars provide 
information about two additional criteria: their sliders inform on constraints 
imposed on the associated criteria. In Figure 7, the sliders describe constraints on 
the number of barge trips the to the 106-mile site from the New York City and from 
the New Jersey. The user can move the sliders manually, changing by this one of 
the constraints imposed on the number of trips. Automatic monotonic movement of 
a sliders results in the animation of the decision maps. Using these tools, the user 
can explore the influence of the fourth and fifth criteria on the tradeoffs among cost 
and pollution. In addition, snapshots of the animations can be displayed in the form 
of a decision map matrix. However, this topic is beyond the scope of our paper   
(see [13]). 
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Figure 7:  Gray copy of a decision map with scroll-bars that specify the constraints on barge trips. 

Usually we advise users to restrict themselves to five criteria. Indeed, 
psychological studies prove that seven is the maximum number of objects a normal 
human being can deal with. Since the criterion tradeoffs are fairly complicated, 
restricting to five criteria seems to be natural for human beings. However, since the 
users apply our technique without our control, they often violate this 
recommendation and manage to study up to nine criteria simultaneously. 
Technically, the software provides such an opportunity (additional scroll-bars are 
displayed for any reasonable number of criteria).

The user can identify a preferred feasible combination of criterion values (the goal) 
at one of the frontiers by the computer mouse click. By this way, his/her 
preferences are expressed. Since the identified goal is feasible, the computer finds a 
decision alternative, which provides achievement of the goal. Note that, in contrast 
to the other goal methods, the user identifies the goal on the basis of the tradeoff 
information. It is very important that the goal is feasible. Due to it the problem of 
infeasibility of the goal, which is usually met in other goal methods, vanishes here. 
For this reason, IDM can be considered as the tool for visualization of the goal 
identification procedure. This IDM application is called the Feasible Goals Method. 
It can be considered the new visualization-based form of the goal approach. 

The study of the sludge dumping is an example application of FGM/IDM. Real-life 
environmental applications of the technique for water quality planning on the 
request of the Russian Federal Program “Revival of the Volga River” are described 
in [13] and [16]. These studies use an interface between IDM and GIS.
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Note that the sludge dumping problem is linear, and so the EPH is convex. 
However, the FGM/IDM can be applied in the case of nonconvex models and 
criteria, too. Such applications are described in [13]. 

4. RGM/IDM Method 

As was shown in Section 3, FGM/IDM is used for studying the Pareto frontier and 
selecting a preferred decision using linear mathematical models. In contrast, 
RGM/IDM,  introduced in 1990s (see, for example, [17]), is aimed at screening-
aimed visualization of decision alternatives given in the form of decision matrices 
that may contain a large number of alternatives. Several numerical attributes that 
contain performance indicators must be specified as the selection criteria. Due to it, 
the alternatives are associated with the points in the criterion space. Then, the EPH 
of the convex hull of the criterion points is approximated and IDM is applied to 
support the identification of the goal at the Pareto frontier. However, this time the 
goal is not feasible, but only reasonable (that is, close to feasible criterion points). 
Therefore, this method is known as the Reasonable Goals Method.

Let us consider the mathematical formulation of RGM/IDM. We consider a 
decision matrix (table) that contains N rows (alternatives) and several columns, any 
of which is related to an attribute. Let us assume that m attributes are specified to 
be the selection criteria. Then, each alternative can be associated to a point of the 

m-dimensional linear criterion space 
mR . Criterion values for the alternative 

number j are described by the criterion point 
jy
, which coordinates are 

j
y1 ,…,

j
my

. Since the decision matrix contains N alternatives, we obtain N feasible 

criterion points 
1y
,

2y
, ..., 

Ny
. RGM/IDM is based on enveloping the feasible 

criterion points, i.e. on considering the convex hull of them denoted by YC and 
exploration of its Pareto frontier by approximating the EPH of YC denoted by 
YC*. An approximation of the set YC* has the same form as the EPH considered 
in the previous section, so it can be explored with the help of IDM as in the 
previous section.

Let y* be the goal identified by the user. In contrast to FGM/IDM, now the goal is 
usually not feasible. For this reason, screening of the database is applied, that is, 
selecting a relatively small number of feasible criterion points, which are close to 
the identified goal, and providing the associated rows to the user. Various concepts 
of proximity can be applied in this case. Details of the screening process are 
discussed in Chapter 4 of the book [13].

Let us consider several environmental applications of RGM/IDM. One of the 
studies was carried out on the request of Russian Ministry for Agriculture. In the 
framework of this study, RGM/IDM was used in the decision support system for 
water quality planning in a small region. The DSS was adapted to a small region in 
the basin of the Oka River, which is the second largest tributary of the Volga Rive. 
Eight sources of wastewater discharge were specified in the region. A large, but 
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finite number of decision alternatives were prepared by environmental engineers. 
These alternatives (namely, 390,625 alternatives) were given as rows of a decision 
matrix, which columns contained decision information that included the cost of the 
alternatives as well as resulting pollution concentrations.

Three pollutants were taken into account: nitrates, phosphates, and BOD. 
Conventional units were used to measure pollutant concentration, in the framework 
of which concentration equals to one in the case the environmental requirements 
are satisfied precisely. The maximal concentrations (in the river) of these three 
pollutants were used as the screening criteria. The fourth criterion was the cost of 
the project measured in millions of US$. The studied problem was fairly artificial 
since the environmental engineers failed to collect data concerning the most 
important sources of pollution discharge. However, the study gives an idea how the 
decision maps may look.

For example, Figure 8 contains a gray copy of a decision map that describes all 
390, 625 described by four criteria. Cost is given in horizontal axes, BOD (p3) is 
given in vertical axes, and nitrate concentration (p1) is given by shading. It turned 
out that phosphate concentration does not influence the decision map. For this 
reason it was excluded from the study. The cross represents a potential goal point. 
By its fixation, the user can get 11 decision alternatives as it is said in the decision 
map. Detailed information on the study is given in [13] and [18]. The selected 
alternatives can be displayed in geographic maps. 

Figure 8:  A gray copy of the color decision map for about 400 K decision alternatives.

Another environmental application of RGM/IDM is related to national energy 
planning at the Israeli Ministry of National Infrastructures (see [13] and [19]). A 
number of alternative strategies for long-term development of Israeli electricity 
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production were created. All the strategies were considered as the plans for 
reduction of air pollution level, too. The following attributes were considered: 
percentage of carbon dioxide discharge reduction, percentage of nitrogen discharge 
reduction, additional total abatement cost, marginal abatement cost, and average 
cost of electricity. RGM/IDM was used for exploration of the Pareto frontier and 
selecting a small number of interesting strategies for subsequent final decision 
making.

Other applications of RGM/IDM are possible, too [13]. They include selecting 
from large lists of environmental, technical, financial, medical, personal, and other 
decision alternatives. Several of them are interfaced with GIS. 

5. Web Applications of RGM/IDM 

Experimental application of IDM on the Web began in 1996. A refined version 
based on Java was started in 2000 in the form of a web application server [13, 20]. 
The web application server implements multi-tier architecture and consists of the 
calculation server, web server application, and graphical presentation layer. The 
structure of user interaction with the web application server is given in Figure 9. 

The calculation server is actually an executable module coded in C++. It processes 
given table data and approximates the set YC*. It can be compiled and executed on 
any platform. The Pareto frontier visualization window is a Java applet executed 
inside the user’s browser. MS Internet Explorer, v. 4.0 or higher may be used to 
display it. The web application is coded in Java and JSP and serves several 
interfacing purposes: it helps user to prepare a table with alternatives, invokes the 
calculation server to process it, transmits the applet with calculated data, and 
handles the goal point identified by the user to generate selected alternatives. The 
web application can be executed on any web server that supports JSP and Java 
servlets. The web application server is located at http://www.ccas.ru/mmes/-
mmeda/rgdb/index.htm.

The user has first to input the table to be explored and submit the query. Then, the 
server envelops the criterion points and sends the Java applet along with the set 
YC* to the computer of the user. The animated decision maps look like the 
decision maps for a stand-alone computer, and so there is no need to discuss them 
specially. Then, the applet transmits the goal identified by the user to the server, 
and the server returns the selected rows to the user.

The first real-life application of the Web application server is related to supporting 
remote negotiations and decision making in regional water management in the 
Werra River project, Germany. The research is funded by German Federal Ministry 
of Education and Research. Several hundreds of alternative strategies were 
elaborated that describe the environmental development of the Werra River basin 
during five years. The users are water engineers who use computers in their offices 
in the city of Eisenach, Germany, and the calculation server is located in Berlin at 
WASY, GmBH. The engineers have to select a strategy by using IDM, Web GIS, 
produced by ESRI and other decision support techniques (see [21] for details). It is 
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planned that ordinary people from the Werra River basin will get an opportunity to 
explore the totality of the prepared alternatives and to individually select the one 
they prefer most through the Internet.

It is clear that a wide range of Web-served applications can be considered. If 
needed, they can interfaced with various Web GISs. 

Figure 9:  Scheme of user interaction with the demo Web application server. 

6. Pareto Frontier Visualization in Decision Making with Risk 

RGM/IDM can be used in the case of decision making under risk, that is, with 
stochastic information. In this case, the decision matrix must describe all 
performance indicators needed for decision support. For example, mathematical 
expectations and  probabilities of important events may be included. Let us imagine 
a decision matrix that describes a finite number of alternative designs of a dam on a 
river that helps to avoid , at least partially, the negative consequences of floods. 
Assume that any alternative is described by three performance indicators that are 
used as the decision criteria: expected losses because of flood plus annual 
construction and maintenance cost, in million US$); the probability of a certain 
high losses (in percents); and the probability of the catastrophic losses (in 0.01 of 
percent). It is assumed that the meanings of high and catastrophic losses were 
specified by experts. Surely, it is desirable to minimize the values of all three 
criteria.

Figure 10 contains a gray copy of the color decision map.
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Figure 10:  Decision map for decision support under risk. 

The values of expected losses are given on the horizontal axis, and values of 
probability of high losses, denoted by P_h, are given on the vertical axis. The 
Pareto frontiers among expectation and P_h for several constraints imposed on the 
probability of catastrophic losses denoted by P_c are given (southwest frontiers). 
The relation between shading (color) and the values of P_c are given in the palette 
under the picture. One can see that probability of the catastrophic losses P_c

changes from 0 to 1 in steps of 0.2. One can easily note an important feature of the 
variety of alternatives under study—if the probability of high losses P_h is less 
than about 15%, then all Pareto frontiers are very close. This means that, for these 
values of P_h, increasing P_c from 0 to 1 requires a very small increment of 
expectation of losses and costs. Further, for low values of P_h, the Pareto frontiers 
display linear dependence of P_h on expectation of losses. Therefore, the decision 
maker inevitably has to make a difficult tradeoff among P_h and expectation. For 
this reason, the point marked by the cross may be preferable and may be identified 
as the reasonable goal. The precise position of the cross is given in the tablet: 
expected losses equal to $3.1 million, P_h = 15%, P_c = 0. The computer finds a 
small number of alternatives that are close to the goal.

It is important that the subjective preferences and experience of the DM are used in 
selecting the goal. Using decision maps, the DM can inform other stakeholders and 
general public about the reasons why he/she prefers a certain decision. In turn, lay 
stakeholders can use the same decision maps to criticize the decision maker.

Let us mention that RGM/IDM can be applied in the case of uncertain information 
(by enveloping criterion boxes instead of points) and in the case of uncertain 
futures (robust decision making). However, these topics are beyond the scope of 
the paper. 
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7. Conclusion 

RGM/IDM supports exploring large varieties of alternatives (decision matrices that 
include costs, benefits, risks, etc.) in a simple graphic form. Web application of 
RGM/IDM can help multiple lay stakeholders use the Internet to study feasibility 
frontiers and criterion tradeoffs. As a result, individual specification of risks by lay 
stakeholders is possible. In this way, they can select preferred feasible decision 
alternatives. Therefore, IDM can be used in the framework of a democratic 
paradigm of environmental decision making, which is based on the desire to 
involve lay stakeholders in the process of decision making. It is clear that lay 
stakeholders usually have minimal knowledge of how to solve environmental 
problems. This knowledge gap may be extremely dangerous. IDM-based web tools 
can help lay stakeholders study environmental problems and base their actions on a 
better understanding of the issues.

Long-time systematic application of IDM in the computer laboratory works for 
university students and sporadic application of IDM-based computer games by 
people without university education (including schoolchildren) makes us hope that 
the software can be used by any computer-literate lay stakeholder in the process of 
preparing political actions related to the final choice.
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Abstract

Many approaches exist for modeling the response of animals to environmental 
condition and change.  Regardless of the model selected, uncertainty is a major 
component in the modeling of complex physical-biological relationships.  
Structured methods exist for handling uncertainty in these modeling studies, and 
can facilitate decision-making among stakeholders with differing values. We 
describe two different approaches for modeling population response to 
environmental pattern. Then, we propose a simple means for incorporating 
uncertainty into the modeling process using structured and transparent means.  
First, a model formula is selected and applied with a structured uncertainty analysis 
during parameterization. Second, Monte Carlo simulation is applied to propagate 
the uncertainties in the model outputs induced by the uncertain inputs.  Finally, 
multi-criteria decision analysis (MCDA) is applied to prioritize model forecasts 
(i.e., of the likely input conditions) according to perceived value, relevance, 
accuracy, and uncertainty.  The structure discussed is simple and can be modified 
in many ways to meet the demands of a particular study.  This paper provides (1) a 
brief look at alternatives for modeling animal populations and (2) how these types 
of models can be applied within a structured and transparent framework for 
handling uncertainty that saves time, money, and effort. 
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1. Introduction 

Modeling is a critical tool for understanding complex ecosystem function.  
Modeling helps synthesize information in the effort to gain insight into system 
structure, processes, pattern, and likely response to alternative management 
strategies.  The complexity needed in an ecological model depends on the range of 
scales of important system dynamics under study and whether the model is to be 
used as a screening tool or as a method for decoding process dynamics at a first 
principles level.  This chapter briefly describes two models for modeling the 
movement dynamics of individuals and how output from these models can be used 
within a structured decision analysis for management decision-support.  This 
chapter is divided into four sections: (1) a brief review of spatially explicit 
modeling concepts, (2) description of an integrated frameworks approach for 
decoding and forecasting 3-D fish movement behavior response to hydrodynamic 
and water quality pattern, (3) an integrated cattle/hydrological/nutrient model for 
estimating non-point source pollution, and (4) a simple decision-analytical 
approach for incorporating uncertainty and prior belief networks into the decision-
making process that, inevitably, modeling is meant to support. 

2. Overview of Spatially-Explicit Modeling Concepts 

Spatially-explicit models are increasingly being used to understand and forecast 
animal movement and spatially important population dynamics [11].  Models range 
in complexity from describing the number of patch habitats occupied by a 
population to complex individual/agent-based models describing spatial habitat 
occupancy at the individual level.  Meta-population models describe the 
movements of clusters of individuals between habitat patches that are either 
isolated from one another or have limited exchange of individuals [2].  Meta-
population models can be spatially structured so they incorporate information about 
habitat relationships and the characteristics of the landscape in which the meta-
population exists [3]. 

In an individual-based model, the behavior, growth, reproduction, and other 
important characteristics of each individual are tracked through time.  These 
models provide ecologists with an effective way to explore the mechanisms 
through which population and ecosystem ecology arises from how individuals 
interact with each other and their environment.  Individual-based models can take 
the form of agent-based models when individuals and characteristics of the 
environment are treated as interacting agents [40].  Multi-agent systems (MAS) are 
influenced by computer sciences and social sciences [7] and give more prominence 
to the decision-making process of the agents and to the social organization in which 
these agents are embedded.  Ferber [13] has defined a multi-agent system being 
composed of the environment, objects, agents, and relations and operations.  MAS 
has been effectively used in a variety of cases such as modeling sheep’s spatial 
memory [10], prediction of duck population response to anthropogenic cases [26], 
and forecasting the effects of alternative water management scenarios in South 
Florida on the long-term populations of white-tailed deer and Florida panther [1]. 
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3. Modeling Impact of Hydropower Dams on Fish Movement Behavior 

Sustainable water resource management requires an understanding of the 
relationship between the physicochemical environment and habitat utilization by 
target aquatic biota.  This understanding is the critical foundation upon which 
forecasting tools are developed that accurately forecast how habitats (and 
ultimately the aquatic populations they support) change in response to alternative 
water resource management plans.  Two related questions must be answered to 
develop this understanding: 1) what are the hydrodynamic, water quality, and other 
cues used by aquatic biota to move through the habitat mosaic and 2) what are the 
criteria they use to either select or reject one specific habitat of the many they 
encounter.  Unfortunately, relatively little is known about these cues and dynamics, 
which impact the success of management actions. 

Development of simple animal movement models is confounded by the different 
theoretical approaches used in the analysis of animal movement and aggregation: 
Eulerian (biomass flux), Lagrangian (individual movement), and agents (discrete 
rules) simulation [33].  Model power and simplicity are achieved by coupling the 
theoretical treatments in a manner that maximizes the utility and minimizes the 
liability of each approach [29].  The Numerical Fish Surrogate uses a Eulerian-
Lagrangian-agent method (ELAM, [17]) for mechanistically decoding and 
forecasting movement patterns of individual fish responding to abiotic stimuli. An 
ELAM model is an individual-based model (IBM) coupling a (1) Eulerian 
framework to govern the physical, hydrodynamic, and water quality domains, (2) 
Lagrangian framework to govern the sensory perception and movement trajectories 
of individual fish, and (3) agent framework to govern the behavior decisions of 
individuals.

In general, animals have a multitude of time-varying streams of information and 
must select between numerous behaviors. The Lagrangian particle-tracking 
algorithm, supplemented with a game theoretic agent-based, event-driven foraging 
behavior algorithm [5], tracks individual movements within a hydraulic and/or 
water quality model.  Abiotic information at the location of the individual is 
transformed into streams of information, systematically organized, and then 
evaluated as motivations, or utilities.  A mathematical hierarchy is developed 
representing the integration of information from various sensory modalities that 
may take varying precedence during the changing phases of a behavioral sequence 
[38; 31].  In each increment of time, using the cues on the presence or absence of 
the agents characterized by stimuli being above or below a threshold change level 
(Figure 1), the fish tracks the expected utility of each behavior and elicits the 
behavior with the maximum expected utility. The expected utility (Ui) from 
behavior Bi depends on the behavior’s maximum or intrinsic utility (ui) times the 
probability (Pi) of obtaining the utility, minus the bioenergetic cost (Ci) of the 
behavior as: 

 Ui(t) = Pi(t) · ui – Ci(t) (1) 
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The probability of obtaining the utility depends on the previous probability and 
whether or not the fish encounters the agent in increment t-1 to t and is expressed 
as:

 Pi(t) = ( 1 - mi ) · ei(t) + mi · Pi(t-1) (2) 

where mi is a memory coefficient weighting the present event and past probability 
Pi(t-1), and ei(t) is a Boolean measure equal to unity if the stimulus change 
threshold is exceeded in increment t-1 to t and zero otherwise.  Perceived change in 
the strength of a stimulus may be treated using log, e.g., I(t)/Ia(t) in Figure 1, linear, 
e.g., d(t) – da(t) in Figure 1, or other means for calculating change.  Subscript a 
indicates the strength of the stimulus to which the individual is already 
acclimatized.

Figure 1:  Illustration of virtual (yellow/red) and observed (black) juvenile salmon (Lagrangian) 
movement tracks at Lower Granite Dam.  BGS is a suspended steel wall in the forebay.  CFD model 
(Eulerian) mesh highlighted for a portion of the modeled physical domain.  Plot of fish perceptions and 
decisions in black box for time t=4650 sec to 4716 sec corresponds to red portion of the yellow virtual 
track.  Perceived change in each stimulus (agent) illustrated with the white line.  Thresholds illustrated 
in upper two plots as solid horizontal colored lines. Utility for each agent-behavior couplet is calculated 
based on Boolean events triggered when the perceived change in a stimulus exceeds the corresponding 
threshold thought to induce a response behavior.  Observed fish tracking data from Cash et al. [8]. 
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The Numerical Fish Surrogate has been applied to determine the impact of (1) 
pump-storage and release operations on the movement of blueback herring 
responding to water quality and hydrodynamic patterns [16; 30] and (2) hydraulic 
structures to effectively attract and collect outmigrating juvenile salmon for bypass 
around hydropower dams [17].  For both applications, model output consists of 
individual fish tracks, which can be grouped, converted, or rescaled so as to be of 
the same form as observed fish data.  In the blueback herring model, virtual gillnets 
and boat-mounted hydroacoustics were used to sample the virtual fish population 
as it moved within the 2-D laterally-averaged hydrodynamic and water quality 
model CE-QUAL-W2.  Virtual fish data were compared to fish distributions as 
measured by actual gillnets and hydroacoustic instrumentation deployed on the 
reservoir.  In the juvenile salmon model, the number of virtual fish passing into 
each turbine unit, spillbay, and bypass structure was counted as they moved within 
a 3-D computational fluid dynamics (CFD) model of the hydropower dam forebay.  
Virtual fish passage proportions were compared to the proportions of actual fish 
measured by instrumentation deployed at the dam, and virtual fish tracks were 
compared to tracks of acoustically-tagged juvenile salmon [8] (Figure 1).  In both 
cases, the modeler could adjust behavior rules until the movements of virtual fish 
approximated observed fish.  Once accuracy of the model was deemed sufficient, 
managers could assess the impact of alternative management strategies by running 
the fish model using forecasted hydrodynamic and water quality conditions. 

4. Modeling Cattle for Estimating Non-Point Source Pollution 

Interaction of animals with their surrounding environment is a complex aspect of 
ecology.  These interactions often produce complex movement patterns that pose a 
challenge to ecological modelers.  Herbivore dynamics have been modeled using 
classical predator-prey relationships [32] and energy balance relationships that 
account for the balance between energy required for herbivore body maintenance 
and the amount gathered by foraging [20; 12].  A number of models have been 
developed for describing animal responses to environmental inputs, including 
GRAZE [34], SPUR2 [18], and SAVANNA [9].  The SAVANNA ecosystem 
model is a spatially-explicit, process-oriented modeling system developed to 
simulate ecosystems occupied by ungulate herbivores.  The model is composed of 
several submodels, which describe various processes and vary in complexity.  The 
herbivory submodel simulates forage intake by diet selection, forage abundance, 
and forage quality.  An energy balance submodel simulates body weight of the 
mean animal of each species based on differences between energy intake and 
energy spent.  Stafford Smith [39] described a detailed mechanistic model in which 
they added a behavioral submodel to simulate the ecology of an arid zone sheep 
paddock in pastoral areas of South Australia. 

High-density animal operations are especially of interest as it can potentially be a 
cause of concern with regards to its impact on the environment [6]. Pastureland and 
dairies can become an important source of diffuse or nonpoint source pollution if 
adequate practices are not implemented or in cases when livestock is allowed to 
approach or enter surface waters.  In regions such as south Florida where cattle-
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ranching and dairy-farming are important agricultural activities there is concern of 
increases in nutrient loadings from these agricultural lands.  Phosphorus loading 
from rangelands and its subsequent movement into the drainage waters (Lake 
Okeechobee) is a major environmental concern [4].  The primary source of 
phosphorus has been non-point source agricultural runoff, particularly from beef 
cattle ranching and dairy farming, the two primary land uses in the Lake 
Okeechobee watershed [15].  Best Management Practices (BMPs) can reduce 
nutrient losses in drainage waters to an environmentally acceptable level, while 
simultaneously maintaining an economically viable farming operation for the 
grower [6].  Regulatory agencies such as the South Florida Water Management 
District (SFWMD) are currently assessing the efficiencies of water quality BMPs 
such as fencing, nutrient management, and water retention in wetlands to reduce 
phosphorus loads to Lake Okeechobee from cow-calf operations in the Okeechobee 
basin [41]. 

Since cattle defecation is of major concern, it is evident that in order to develop a 
complete understanding of the animal-plant-soil system in a ranch system, 
spatiotemporal dynamics of grazing cattle must be understood. This information 
will aid in developing a comprehensive understanding of ecological interactions. At 
the MacArthur Agro-ecology Research Center (MAERC), Buck Island Ranch 
(BIR) in Lake Placid, Florida, a 4,168-ha full-scale commercial cattle ranch, Global 
Positioning Services (GPS) collars were placed on grazing cattle to track their 
movements. Movement behavior patterns of individual cattle in the pasture domain 
at BIR (Figure 2) are decoded so the impact of different management practices on 
cattle movement and, therefore, non-point source pollution and water quality can 
be evaluated.

Modeling of such movement is particularly challenging as movement patters are 
highly complex and span all across the domain (Figure 2). Development of animal 
movement sub-model is purposed which will represent cattle movement and 
behavior. This model will be an add-on component, which in combination with 
existing ACRU2000 agrohydrological model will provide a more integrated picture 
of the animal-plant-soil system. The ACRU agrohydrological modeling system [37] 
is a multi-purpose and multi-level integrated physical conceptual model that can 
simulate streamflow, total evaporation, and land cover/management and abstraction 
impacts on water resources at a daily time step. The original ACRU model, 
developed in FORTRAN, was restructured entirely with an object oriented 
programming language (Java) and the version was re-named to ACRU2000 [23]. 
The advent of ACRU2000 made the model more compliant with spatial 
hydrological aspects and addition of newer modules.  Research efforts into 
development of ACRU2000 have made it compatible to the unique Florida 
hydrology i.e. high water table, Flatwood soils (sandy), flat topography and plenty 
of isolated wetlands [25; 42]. The model will consist of a movement submodel 
coupled to ACRU2000 [23], an object-oriented agrohydrological model that 
simulates stream flow, total evaporation, land cover/management, and abstraction 
impacts on water resources. 
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Even though ACRU has been extensively tested within the BIR system, it is 
expected not be free from uncertainty in its predictions. Predictive uncertainty from 
mathematical models can be problematic for stakeholders who rely on model-based 
decision support. The following section discusses uncertainty in model predictions 
and its use within structured decision analysis.

Figure 2: Map of three GPS-collared cattle tracks during one day at the BIR experimental pasture. 
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5. Handling Uncertainty in Population Modeling 

Uncertainty is part of modeling populations and is introduced by, among other 
sources, (a) conflicting patterns in and alternative sources of observed data and (b) 
alternative model formulations and parameterization.  A structured means is needed 
to handle the four distinctive types of uncertainty in modeling efforts [36]: 

Temporal – uncertainty of future or past states, 

Structural – uncertainty due to complexity, 

Metrical – uncertainty in measurement, and 

Translational – uncertainty in explaining results. 

Decision-support modeling is best undertaken with a structured approach for 
handling uncertainty [28; 35; 27]. 

Uncertainty can be incorporated into the modeling process using a structured and 
transparent means as follows: 

1. Selection of model parameters and application of a structured uncertainty 
analysis for parameterization 

2. Propagation to calculate the uncertainties in the model outputs induced by the 
uncertain inputs 

3. Application of MCDA to rank model forecasts of management impact based 
on perceived value, relevance, accuracy, and uncertainty 

5.1. STEP 1 

Since the mathematical model is nonlinear, it is important to explicitly consider 
uncertainties in model inputs and parameters.  Mathematical models may include 
hundreds of parameters.  It is not practical to consider uncertainties in each and 
every one.  We must decide which parameters are the most important to the overall 
model’s output and what uncertainties should be propagated.

The simplest way to screen for important uncertain parameters is a first order 
analysis [28]. Uncertainty importance is defined as a product of a normalized 
parameter’s sensitivity and its normalized uncertainty (coefficient of variation).

The following equation shows a dimensionless index of uncertainty importance for 
parameter [28].

 UI ( ) =[(dx/d )( / x)] [  / ] (3)
   

where = nominal value (e.g., mean value) for parameter ,

 = standard deviation for parameter , and

x = model output.  The most interesting model variable, x can be chosen 
for this test, or several can be considered.
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The first squared bracketed term on the right-hand-side represents a normalized 
sensitivity (or “elasticity” the percent change in outcome x induced by a 1 percent 
change in model input  ) and the second squared bracketed term represents 
normalized uncertainty (or “coefficient of variation”) of the parameter.  UI can be 
used  to rank the model parameters.

The uncertainty importance method is a local approach that considers output 

sensitivity at a nominal value  of the input.  If the model is highly nonlinear and 
there is a large uncertainty in , this procedure may distort the relative importance 
of different uncertainties, as the index may change considerably if different values 
of are considered.  An alternative approach is the tornado diagram.  The latter 
approach allows us to compute the effect on the outputs by changing each 
parameter from its lowest value to highest value while other parameters are fixed at 
nominal value.

5.2. STEP 2 

Once the important parameters are selected, the question is: how can we use 
assumed distributions of input parameters  to estimate the distribution of model 
outcomes (i.e., uncertainty propagation)?  A quantitative risk analysis method, the 
Monte Carlo method, is often used to approximate model output distributions [14].  
The Monte Carlo simulation is used to propagate these uncertainties through model 
to derive a discrete distribution for the model outcomes.  Monte Carlo simulation 
draws a value at random from the distribution for each input, then one for each 
input defines a scenario.  The entire process is repeated many times producing 
independent scenarios with corresponding output values. These output values 
constitute a random sample induced by the input distributions.  Because of sample 
error, the Monte Carlo method is only an approximation to the exact distribution of 
outcomes.  Therefore the accuracy of the method can be improved by increasing 
the number of independent samples [28].  Alternatively, during the Monte Carlo 
process, the Latin Hypercube Sampling (LHS) Method in variance reduction 
techniques is used to reduce the standard error of the mean (i.e., the standard 
deviation of the sampling distribution of the mean), improving computation 
efficiency [21]. A description of these various techniques is beyond the scope of 
this brief chapter. 

5.3. STEP 3 

Multi-criteria decision analysis (MCDA) provides a means for scientists and 
managers to collaboratively prioritize, a priori, observed data available for different 
species, life-stage, season, and environment, all of which have varying levels of 
relevance, accuracy, and uncertainty with regard to the target issue.  Collaborative 
decision-making ensures that stakeholders are aware of the tradeoffs made in using 
specific data to develop the decision-support model. 

MCDA uses utility functions to develop a scalar index of performance rather than 
monetary measures. MCDA has been increasingly recommended for integrating 
ecological, social, and economic objectives in order to evaluate alternatives. It has 
two major roles [19]): 
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To provide information on trade-offs by displaying the relative performance of 
alternative strategies. This allows decision makers to understand the relative 
advantages and disadvantages of each alternative.

To help decision makers systematically apply their values to the management 
problem in such a way as to rationally and efficiently document their process 
and recommendations for a preferred alternative. 

The steps of a MCDA are (1) to identify the fundamental objectives (criteria) and 
alternatives; (2) to quantify the impact of the alternatives on the stated fundamental 
objectives to be achieved; (3) to examine trade-offs; (4) to elicit and apply the 
value judgments that result in a ranking of alternatives; and (5) to amalgamate step 
integrates all the values, weights, and criteria into an overall score that allows the 
alternatives to be ranked in a manner that reflects the objectives and values of the 
decision-makers [24].

The value judgments consist of two parts; value scaling and weighting judgment.  
First, value scaling is the creation of a utility function for each criterion. These 
functions describe a person’s preferences regarding different levels of each 
criterion. The functions translate the physical criterion into a measure of value, and 
are scaled between 0 and 1, representing the worst and best values, respectively.  
Utility functions can take various shapes: linear, nonlinear, or a stepwise shape 
reflecting how an individual's degree of satisfaction changes as the score for a 
particular criterion changes.

Second, weighting represents differences in value attached to different criteria.  
Essentially, the weights assigned to each criterion represent the rate at which 
people are willing to trade off portions of the criterion range among the criteria.  
Therefore, the relative importance of criteria and weights should be determined by 
considering the full range of possible performance of each alternative in terms of 
each criterion. There are several approaches to eliciting the weighting structure for 
a decision model, including direct weighting, the analytic hierarchy process (AHP), 
the swing method, and the trade-off method. A description of these various 
techniques is beyond the scope of this brief summary of MCDA.

While we present these elements in the form of a sequential list, iterations among 
these steps are necessary.  As a part of this process it is critical to determine who 
the stakeholders and participants in the decision process are, since the MCDA 
process depends on an assessment of their beliefs and preferences in order to 
establish the objectives to be achieved, the alternatives to be examined, and the 
weights that reflect the participants’ priorities among these objectives.

One important thing is that the uncertainties are important and can change the 
decisions due to human’s perception about risk. Decision-makers and stakeholders 
commonly have different attitudes toward risk and uncertainty as reflected in their 
views about risk outcomes and the distribution of those outcomes. Decision-makers 
are often observed to be risk averse because they want to achieve their objectives 
with more certainty.  For a given expected value of predicted outcomes from a 
model, people generally prefer lower variance.  As a result, the expected 
performance for a management alternative being considered by a given decision is 
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determined by the combined effect of the expected value of the alternative and its 
variance [22]. 

The key benefits of MCDA are its emphasis on the importance of the values of 
decision-makers and stakeholders in the course of establishing criteria, the explicit 
incorporation of these values into the decision-making process, and the ability the 
method offers to evaluate the contribution of specific values and criteria to overall 
ranks or decisions through a form of sensitivity analysis  Thus, MCDA can 
improve the quality of decisions that involve multiple criteria by making a decision 
more explicit, rational, and efficient. 

6. Discussion 

Myriad approaches exist for tackling the issue of individual and population 
movement behavior response to environmental condition and perturbation.  While 
uncertainty is a major component in any forecast of complex system dynamics, 
structured methods for approaching and describing uncertainty facilitate decision-
making among stakeholders with differing values.  We have attempted to describe 
two different approaches to modeling population dynamics and then how 
information from these models can be incorporated within a structured framework 
for handling uncertainty. 

The structure we proposed is simple and can be modified in a variety of different 
ways.  Forging consensus in complex environmental problems represents a 
considerable challenge due to the fact that people may have different and 
sometimes irreconcilable views, different priorities, different objectives, and 
different beliefs about outcomes. MCDA and uncertainty analysis provide the 
means to identify the reasons and causes for disagreements among parties that 
hinder cooperation and negotiation.  Through interviews and group discussions 
within the MCDA process, the stakeholders and decision makers can facilitate a 
reexamination of their values, reflect on their implications, and resolve 
inconsistencies.  We believe that the use of decision analysis provides a formal 
structure within which stakeholders and decision makers can think more 
consistently about their values, communicate them to each other, document the 
process, and explicitly consider important uncertainties that are currently 
disregarded or treated simplistically. 

Uncertainty will inevitably be addressed in variety of different forms depending on 
the focus of the study.  Time, effort, and money are used most efficiently when a 
structured and transparent means is employed for handling uncertainty in a 
decision-support modeling effort. 
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Abstract

The terrorists are seeking ways to attack the supply line of important goods and 
may cause damage to the environment, food, and the neighboring sea life. To 
prevent such an attack, the developing countries are doing major work in research 
and development of systems to detect such chemicals/explosives, which may be 
used by the terrorist groups to attack the developed nations. Risk assessment in 
detecting and preventing terrorist attacks is used to determine the accident 
sequences that lead to system failures, to remove weak links of the system, and also 
to help those who regulate the shipping and port establishments.

1. Introduction  

There will never be a 100 percent guarantee of security for our people, the 

economy, and our society. We must resist the urge to seek total security—

it is not achievable and drains our attention from those things that can be 

accomplished.

James S. Gilmore III is the former governor of Virginia and was in office when the 
Pentagon was attacked on Sept. 11, 2001. Those involved in such acts of terrorism 
have a different culture, languages, and mindset.

The purpose of Risk Assessment (RA) in detecting and preventing terrorist attacks 
is to determine the accident sequences that lead to system failures, to remove weak 
links of the system, and also to help those who regulate the shipping and port 
establishments [1]. We plan to discuss the safety and security of specific maritime 
assets and strategic target points in the face of potential terrorist attacks. Protective 
and responsive measures which may have to be taken to reduce the risk and 
mitigate the consequences of these attacks. The attacks may be very diverse in 
nature and unpredictable. The attack may come from the air, sea, or land and may 
include a variety of weapons, explosives, etc. Their target may be populated areas, 
bridges, shipper, tanker, cruise ships, and waterways. Preparing for all these 
unknowns calls for a risk management approach.
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RA is a systematic, analytical process to consider the likelihood that a threat will 
harm an asset or individuals and to identify actions that to reduce the risk and 
mitigate the consequences of an attack or event. Risk Management (RM) principles 
acknowledge that while risk generally cannot be eliminated, enhancing protection 
from unknown or potential threats can reduce it.

An effective RM approach includes a threat assessment, a vulnerability assessment, 
and a criticality assessment. A threat assessment identifies and evaluates threats 
based on various factors, including capability and intentions as well as the potential 
impact of an event. It will never be known whether every threat or event has been 
identified and complete information about the threats identified are available. The 
other two approaches—vulnerability and criticality—are essential for being better 
prepared against threats. A Vulnerability Assessment (VA) is a process that 
identifies weaknesses that may be exploited and suggests options to eliminate or 
mitigate those weaknesses. A Criticality Assessment (CA) is a process to 
systematically identify and evaluate an organization's assets based on a variety of 
factors, including the importance of its mission or function, where people are at 
risk. CAs are important because they provide a basis for prioritizing which assets 
require higher or special protection. The national Command Control 
Communication and Intelligence (C3I) system will provide help to those who are in 
need.

Acts of terrorism have increased greatly since the terrorist attack of September 
2001. They are associated with illicit trafficking of explosives, narcotics, chemical 
weapons, hazardous chemicals, radioactive materials, and human beings. The 
terrorist would like to strike vulnerable civilian or military targets in nontraditional 
ways. They don’t want to have a direct confrontation with any superpower or their 
military forces as they are confident that they will never win so these nations face a 
diffuse threat. Their aim is to inflict heavy human, environmental and economic 
losses and create fear, chaos, and harassment in people's minds. Civilian maritime 
assets are considered attractive targets as world trade heavily depends on maritime 
transportation of energy and other goods. It is easy to attack a cruise ship, an oil 
tanker, liquid gas carrier, or nuclear waste ship passing through narrow waterways 
and straits including those with bridges across them or important ports and harbors 
especially those adjacent to densely populated areas.

The world’s total movement in containers is estimated to be about 75 million 20-
foot equivalent units (TEU). The oil transported worldwide is over 5 M tons per 
day.  The oil passes through narrow straits and pipelines which are target points 
due to their potential for closure. The disruption of oil supplies through these target 
points could have a significant impact, at an international level, on world oil prices, 
stability and security, and locally on environment, economy, security, and peace. A 
single typical ship can carry up to 6000 TEU. Although the container has become 
indispensable to world commerce, it has also turned out to be a convenient way to 
smuggle drugs, contraband and illegal immigrants. About 10 million containers 
enter the USA alone each year and only about 2% of these are being inspected. The 
most general shipping routes are shown in Figure 1 [2]. 
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Figure 1: Arrows show the most general shipping routes [2]. 

To face this significant smuggling risk, different sized portal monitors are being 
used to screen containers for radioactive material and other substances. This paper 
will discuss different types of inspection systems. Modern cargo inspection systems 
are noninvasive imaging systems. The systems use penetrating radiation scanning 
(gamma and x-rays) to detect objects. They provide no information on the nature of 
the object. A new technique, neutron activation analysis, detects and identifies 
small volumes of threat materials such as explosives and drugs hidden in large 
containers. The neutrons produce a reaction in the object which allows the 
elemental composition to be identified, so as to tell whether the material is a 
harmless object, or an explosive, drugs, etc. The project is being developed at 
Rudjer Boskovic Institute, Zagreb, Croatia, and the Institute of Physics, Padua, 
Italy [3]. 

The explosive detection system, developed locally at the US DOE operated Idaho 
National Laboratory (INL) and some other national laboratories in the United 
States, is a nonintrusive, noncontact inspection technique that can—within 
seconds—identify explosives hidden in a small cargo truck or similar vehicle. It 
can scan the chemical makeup of a truck’s load to quickly determine whether it 
contains explosives or drugs. The systems have been designed for reliable 
operation by technicians with minimal training. Other developing countries are not 
behind—they are actively working in developing such modalities according to their 
resources, need, and some support from developing countries. Still in many 
underdeveloped countries where labor is cheap, they do all such checking by hand 
and get good results. In developing countries where the labor is not available or is 
very costly and they have modern technologies and resources available, they are 
looking for scientific means to address these harsh challenges. 

1.1. EXPLOSIVE DETECTION SYSTEM  

The same technology is being developed to detect illicit trafficking of radioactive 
material at the Idaho National Laboratory (INL) located in Idaho, USA. INL has 
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designed and manufactured an Explosive Detection System. It is a simple, 
nonintrusive, noncontact inspection technique that can within 300 seconds identify 
explosives hidden in a small cargo truck or similar vehicle. The system uses 
neutron activation technology in a portal-type configuration. Trucks or automobiles 
entering a building parking garage, military base, or embassy grounds would be 
required to stop within the system's inspection zone. After the driver exits the 
vehicle, the process would begin. Using a technique called Pulsed Thermal Neutron 
Analysis, high-energy neutron output causes nuclear excitation of materials within 
the vehicle. The patent-pending system uses detectors to identify elements within 
the targeted cargo that indicate the presence of explosives. The whole process takes 
about five minutes and—like an X-ray taken in a dental office—it leaves no lasting 
radiation effects on the inspected truck, cargo or facility in which the system is 
used. The system is quick, inexpensive, and reliable, due in part to its simple, yet 
robust design that incorporates few moving parts that can break down. The system 
also monitors the health of its individual components, which allows an operator to 
quickly pinpoint potential problems and make adjustments. The graphical user 
interfaces—what the operator sees on the computer screen—are easy to understand 
and eliminate potential for ambiguous interpretation. The Explosive Detection 
System is designed for reliable operation by a technician and requires minimum 
training [4]. 

1.2. CONCEALED WEAPONS DETECTOR  

For small, concealed weapons, the INL-designed concealed weapons detector was 
installed at a local courthouse in 1998. Over the years it has stopped scores of 
weapons from entering the courtrooms and the building. The next-generation 
INEEL concealed weapons detector is now commercialized and marketed as 
SecureScan 2000 by View Systems, Inc. The sensors detected a student trying to 
sneak a razor blade in his mouth in a local school. The system is a passive device 
that senses disturbances in the eaerth's ambient magnetic field—disturbances such 
as those caused by a weapon passing through the aperture of the portal. The 
scientists have further enhanced to the process to increase system sensitivity, 
reduce false alarms, and recognize evolving weaponry. The latest detector is 
sophisticated enough to discriminate between threat and no threat items such as 
keys and coins. It can identify threat items such as a box cutter or a razor blade [5].  
They are very well suited for offices at the seaport and other terminals.

1.3. AIRBORNE BOOST-PHASE INTERCEPTORS (ABIS) 

A single robotic flying dragonfly could easily detect enemy troops or an ambush 
waiting over the next hill or around the next corner [6]. ABI carrying 90-kg 
Kinetic-kill vehicle (KKV) may be used to challenge intercontinental ballistic 
missiles (ICBMs). INL is also developing hand held instruments—a gamma-ray 
spectrometer with improved sensitivity and resolution to detect low level of 
radioactivity due to fallout. Unmanned Vehicle program is another emerging and 
rapidly expanding program with a focus on supporting a wide variety of defense 
and national security needs. The current program is used by various defense 
agencies in development of a wide spectrum of capabilities, including the next-
generation counter-mine robots. 
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Figure 2:  The new INEEL weapons detector. 

2. Promoting Nuclear Security 

The IAEA's nuclear security plan of action has three main areas of focus: 
Prevention, Detection, and Response.

Prevention. This involves preventing any illicit or nonpeaceful use of nuclear 
or other radioactive materials — including acts of terrorism. This includes 
identifying and reducing risks by:

Physical protection of nuclear materials in use, storage, or transport.

Physical protection of related nuclear facilities.

Return of high energy uranium (HEU) from research reactors to countries 
of origin, and converting those facilities to use low enriched uranium 
(LEU).

This often involves partnering—with the IAEA, with the host country, 
with a donor like the US government or the Global Threat Reduction 
Initiative (GTRI) operated by the US Department of Energy, and with the 
country to which the HEU will be returned [7].
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At a time of growing concern over threats of terrorism, the security of 
nuclear and radioactive material is an urgent and serious issue [8]. In 
August 2002, a coordinated transport of fresh fuel was conducted from the 
research reactor at the Vinca Institute of Nuclear Sciences, in Yugoslavia, 
to Russia, the country of origin. The removal of 1.8 tons of uranium 
enriched to a level 2.6 percent, another 6.6 pounds of low-enriched 
uranium and approximately 1000 highly radioactive sources had been 
moved to safe place in the USA in June 2004 from an IAEA safe vault in 
Baghdad, Iraq [9]. Very recently, six kilograms of HEU were safely 
returned to Russia Federation from Czech Republic [7]. 

Interim protection measures at these vulnerable locations (e.g. research 
reactors).

Control of radioactive material—the recovery of lost or "orphaned" 
sources was done in Georgia with international cooperation. They had 
conducted surveys and searched to recover and secure highly radioactive 
sources . 

Management and control of materials through effective Source Selection 
Advisory Council (SSAC) and adherence to the Code of Conduct on 
Radioactive Sources.

The IAEA is continuing to help former Soviet Union (FSU) states with 
Design Basis Threat (DBT) assessments, which are vital for the 
identification, categorization and security of radioactive sources, as well 
as risks to nuclear facilities [10].

Detection. This involves putting systems in place to help countries detect any 
illicit activity:

Includes border patrols, better equipment at border crossings.

Training of customs officials.

Increased cooperation between law enforcement officials. 

IAEA maintains the Illicit Trafficking Database (ITDB), contains 
information on 576 confirmed cases of illicit trafficking in nuclear and 
other radioactive materials as of April 2004. The ITDB has recorded 29 
such cases so far in 2004 and 60 cases occurred in 2003 [11].

Response. This involves providing rapid assistance to governments, on 
request, to respond to emergencies:

To date, most incidents have involved helping with the recovery and 
securing of radioactive sources.

Also put plans in place for responding to acts of sabotage or acts of 
terrorism involving nuclear or radioactive materials [12]. 

What you should do: Leave the immediate area on foot, do not panic, do 
not take public or private transportation such as buses, subways or cars 
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because if radioactive material (RAM) was involved, they may 
contaminate cars or the public transport, go inside the nearest building and 
stay inside as it will save your exposure to any RAM from a DB that may 
be on dust at the scene, remove clothes as soon as possible, place them in 
a plastic bag, and seal it. Removing clothes will remove most of the 
contamination caused by external exposure to RAM. Saving the 
contaminated clothes will allow testing. Take a shower or wash. Washing 
will reduce the amount of RA contamination on the body and will 
effectively reduce total exposure, be on the lookout for information—use 
a radio, TV or phone. After emergency personnel can assess the scene and 
the damage, they will tell you if radiation was involved [13]. 

3. Conclusions 

Risk assessment in detecting and preventing terrorist attacks should be a routine 
practice to determine the accident sequences that lead to system failures, to remove 
weak links of the system, and also to help those who regulate the shipping and port 
establishments. To prevent a terrorist attack, the developing countries are doing 
major work in research and development of new systems to detect chemicals and 
explosives that may be used by terrorist groups to attack the developed nations. The 
terrorist have no cities that can be bombed nor they are focused on self-
preservation so the nuclear deterrent is ineffective against terrorist groups, as they 
are constantly shifting targets and modes of attack demands a more cooperative and 
flexible international response. There will never be a 100 percent guarantee of 

security for our people, the economy, and our society. We must resist the urge to 

seek total security—it is not achievable and drains our attention from those things 

that can be accomplished. With fear, we avoid challenge and with confidence we 
conquer them. 
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Abstract 

Needs in practical use of health risk (HR) assessment and analysis in Russia began 
to rise at the end of the 80s. They came from decision making on the radiation and 
social protection of population on the territories that suffered from Chernobyl and 
other radiation accidents, nuclear weapon tests, etc. The current ecological and 
public health protection regulation concerning the development of hazardous 
industries, especially the fuel-power complex, appeal also to HR analysis. In recent 
years, the growing need for HR assessment has been observed in the activity 
connected with utilization of nuclear submarines and rehabilitation of the 
corresponding contaminated territories. According to the preliminary results of HR 
assessment, chemical contamination can produce a higher impact on population 
and occupational workers' health than ionizing radiation (IR).

RRC “Kurchatov Institute” has been involved in the development of HR 
assessment tools (methodology, computer modules, and data bases) and the 
regulatory aspects of the use of HR analysis in decision making, case studies, etc. 
One of the directions of this development is to produce a common and transparent 
basis for HR assessment of different sources of risk and the basis for complex 
decision making. 

A number of factors create the complexity of HR analysis and decision making. 
Series of different risk indices are needed in HR assessment and their aggregation 
continues to be an intractable problem. HRs competition principally makes 
nonlinear any decision-making task. The necessity for economic evaluation of 
population health damage in the decision making adds an additional dimension.

Current different approaches in risk assessment and establishing safety standards, 
developed for IR, chemicals, and other sources of harm, are analyzed.  Some 
recommendations are given to produce a common approach. A specific individual 

risk index  has been proposed for safety decision making: establishing safety 
standards and other levels of protective actions, comparison of various sources of 

risk, etc. The index  is defined as the partial mathematical expectation of lost 
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years of healthy life due to exposure during a year to a risk source considered. The 
more concrete determinations of this index for different risk sources derived from 

the common definition of  are given. Generic safety standards (GSS) for the 
public and occupational workers have been suggested in terms of this index. 
Secondary specific safety standards have been derived from GSS for IR and a 
number of other risk sources including environmental chemical pollutants. Other 
general and derived levels for decision making have also been proposed. 
Recommendations are given on methods and criteria for comparison of various 
sources of risk. Some examples of risk comparison are demonstrated in the frame 
of different comparison tasks.

1. Introduction 

Decision making in environmental projects can be complex and seemingly 
intractable, principally due to the inherent existence of tradeoffs between 
sociopolitical, environmental, and economic factors. Health risk (HR) assessment 
gives part of the data for this decision making. But HR assessment itself can be the 
case of multi-dimension and multi-criteria decision analysis.

Needs in practical use of HR assessment and analysis in Russia began to rise at the 
end of the 80s. They came from decision making on the radiation and social 
protection of population on the territories that suffered from Chernobyl and other 
radiation accidents, nuclear weapon tests, etc. The current ecological and public 
health protection regulation concerning the development of hazardous industries, 
especially the fuel-power complex, appeal also to HR analysis. In last years the 
growing need in HR assessment has been observed in the activity connected with 
utilization of nuclear submarines and rehabilitation (U&R) of the corresponding 
contaminated territories.  There are two different harbors and coastal areas in 
Russia, where such activity has taken place: the Northwest  (Archangelsk and 
Murmansk regions) and Far East regions. This activity began many years ago. But 
political changes in the USSR and Russia and subsequent economic difficulties 
prevented the proper and timely performance of U&R activity. This circumstance 
complicated the U&R problems. Russia has longstanding environmental problems 
in the Northwest and Far East regions, which create national and international 
concern. Now U&R work is carried out in Russia with the technical assistance of 
the EU and other countries. In HR assessment for decision support of U&R works, 
radiation as well as nonradiation protection aspects should be considered.

According to the preliminary results of HR assessment in the frame of U&R 
activity, chemical contamination can produce a higher impact on population and 
occupational workers health than ionizing radiation (IR).

A number of factors create the complexity of HR analysis and decision making: 
different risk sources, different approaches and series of different risk indices used 
for risk assessment, etc. Different risk indices are needed in HR assessment and 
their integration continues to be an intractable problem. HRs competition 
principally makes nonlinear any decision-making task. The necessity for economic 
evaluation of population health damage in decision making adds an additional 
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dimension and level of complexity. In some important cases the complexity stems 
partly from the imperfectness of the HR assessment methods. 

To meet practical needs in HR analysis, the development of HR assessment means 
and regulation began in the frame of a few research state programs. RRC 
“Kurchatov Institute” has been involved in these R & D. The directions of this 
activity are: development of HR assessment tools (methodology, computer 
modules, and data bases), regulatory aspects of the use of risk analysis in decision 
making, case studies, etc. Both radiation and nonradiation HR, including risk from 
chemical contamination of the environment, have been considered. The tool 
includes methodology and a computer module for HR assessment. The module is 
called BARD: bank of data for assessment of risk. The tool has been continuously 
developed using new achievements and responding to practical demands [1-5]. One 
of the objectives and directions of this development is to produce a common, 
unified, and transparent basis of HR analysis for different sources of risk. 
Application areas of the tool are:

Assessment of the radiological and nonradiological consequences of radiation 
accidents and nuclear weapons tests. 

Assessment of the radiation risk from any source of radiation exposure 
(natural, medical and technogenic). 

HR assessment and comparison for different energy systems. 

Analysis of the public health in terms of risk and health-demographic indices. 

Assessment of HR from other technogenic sources (if input data are available, 
e.g.  risk from chemical air pollution). 

The paper is based on some results of R & D mentioned above. 

2. Common Methodical Basis 

In the past, much attention was paid to radiation risk. Now, due to achievements in 
epidemiological studies and methodology development, HR assessment can be 
used for chemical contamination of the environment and other sources of harm. 
The aggregation or comparison of HR assessment data for decision making is 
possible primarily when using a common basis for HR risk assessment. This 
common basis should include: 

1. General method of HR assessment. 

2. ERF (for a risk source considered) produced in the form of   age-cause-specific 
mortality or morbidity rate. 

3. Country or regional health-demographic data (HDD).  

Only all three parts allow the calculation of any necessary set of specific or general 
HR indices in all possible dependencies and to make some aggregating or 
averaging.
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Point 1 is well known in the methodology of risk assessment. HDD can be easily 
received from a state statistic department or from WHO database. All difficult 
problems are connected with point 2. 

Health effects of ionizing radiation and many chemical contaminants are 
nonspecific. ERF can be obtained only by carrying out epidemiological studies. As 
a rule, such studies for low exposures are very complicated, long-term, and 
expensive.  In many cases they have a limited statistical power. 

An important factor in HR quantification is how to transfer site-specific risks 
across populations. In other words, how risk coefficients estimated for one 
population apply to another population with different HDD. For IR and some 
limited number of chemical pollutants, ERFs were obtained on the basis of results 
of epidemiological studies and were presented in the form mentioned above (point 
2).

The most part of these ERFs are of multiplicative risk mode dependence: excess 
incidence rate of health effects is proportional to baseline rates (“spontaneous” 
rates). In this case, the transfer across populations is made not of ERF total, but 
only relative risk coefficients. If such dependence is not only a methodical 
approach and it reflects the medical-biological nature of formation of the health 
effect, it can be a good argument for the validity of the transfer. If risk assessment 
is made for some specific population and the results are presented in an averaged 
form it is not generally valid to transfer these results to another population.

The multi-criteria approach in decision making with HR assessment data is partly 
inevitable and partly comes from methodical imperfectness or lack of knowledge. 
In HR assessment from different sources of harm we have deal with a variety of 
health effects (different diseases and mortality with different damage expressed in 
LLE) and correspondingly with sets of risk indices. In decision making, an 
aggregation of HR assessment data should be done to the necessary and possible 
extent. Two methods of aggregation have been studied in HR assessment research. 
The first one is producing common aggregated risk index and then monetary 
evaluation of its unit. In literature there are proposals of such values as DALY 
(disability-adjusted life years) or QALY (quality adjusted life years)—see, e.g. 
[8]—which are candidates for the common aggregating index. Another way 
consists in using all specific HR risk indices and separate monetary evaluation of 
all their units. The integration is made in the final stage of risk assessment: the 
monetary evaluation of human health damage. 

A good example of the aggregated HR index is given by ICRP with its effective 
dose concept [6]:  one radiation risk index integrates different health effects (fatal, 
nonfatal cancers, and hereditary effects). But this index is specific only for the 
radiation risk assessment. One should note that the first way might in some aspects 
contradict the economic damage evaluation due to not quite properly taking the 
time factor into account.

Usually the second way is used in HR assessment. Now the newest draft regulation 
document on the monetary evaluation of HR has been elaborated in Russia in this 
way.
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3. Special Risk Index and Decision-Making Levels 

Up to now there is no common approach in establishment of health protective 
levels for different sources of risk. To protect population or personnel from 
dangerous industry activities, the risk limits are usually established in the terms of 
individual mortality rate r. It is obvious that such limits can’t be properly used for 
the risk sources with delayed health effects (ionizing radiation, impact of some 
chemicals especially with carcinogenic or hereditary effects, etc.).

In radiation protection the generalized risk index RE is constructed and used to 
produce such quantity as the effective dose for establishing safety standards [6]. It 
is not so simple to use this index for comparison of HR for ionizing radiation and 
other risk sources and to compare radiation and nonradiation safety standards. Now 
the use of HR assessment in establishing safety standards for some chemical 
contaminants is in progress. What risk index could be used in this case? 

Cases of death from different sources of risk can differ considerably by the damage 
expressed in the loss of life expectancy (LLE). For chemical and radiation 
carcinogenesis there is a relatively large latent time interval Tl (between an 
exposure and appearance of a cancer): for solid cancers the minimal value of Tl is
equal to 5-10 years, averaged one –  40 – 50 years. Due to this the averaged LLE  

(L
..

.

cl

av ) for one lethal radiogenic cancer is considerably less than averaged LLE 

(L
..

.

di

av ) due to immediate death from an accident or adverse effect. Analogous 

situation is for the chemical carcinogenesis. 

In the accordance with the ICRP estimation [6] the global values of these quantities 
are equal to

L
..

.

cl

av   =   15 years ,     L
..

.

di

av =   35 years . (1) 

Values of LLE (specific or averaged) from sources of risk can be estimated for the 
population of any country or region using a computer code like BARD. The risk 
coefficient of the effective dose gE [6] (the globally averaged specific LLE for 
ionizing radiation), which includes all health effects (cancer mortality and 
morbidity, hereditary effects), is equal to 

 1 man yr /man Sv  for public,

         gE =   (2) 

 0.8 man yr /man Sv for professional exposure. 

After analyzing the aspects of establishment of safety standards, decision making 
levels, the risk indices and ways of their integration for different risk sources, 
especially ICRP recommendation [6], the proposal was made concerning the 

special risk index  for the risk standardization and comparison [1,3,5]. is
quantitatively defined as LLE caused by the annual exposure to the risk source 
considered:
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    =  annual exposure  damage (LLE) from the exposure unit.   (3) 

For different risk sources, the exposure can be measured with different quantities. 
For immediate death due to an accident or an adverse effect, the exposure is 
expressed in terms of the probability of death.  In this concrete case

   = r gr .  (4) 

Here r  is the individual death rate (in other words, annual probability of death), gr

is LLE due to a death in the year considered.

For ionizing radiation dose D (absorbed, equivalent, or effective – in the 
dependence of the type of radiation and an application area) is used as a measure of 

exposure. For this case   is expressed as 

  = di.r.  gi.r. ,  (5) 

where di.r.  is the ionizing radiation dose rate, gi.r.  is LLE from the dose unit. 

As a rule, ERFs for chemical contaminants are referred to exposure ch - the time 
integral of a concentration of a contaminant in the air or water. The dimension of 

ch is [yr g/m3]. The expression (4) for should be rewritten in the following 
concrete form: 

  = . ech  gch ,  (6) 

ech is the exposure rate (the annual exposure); its dimension is  [(yr g/m3)/yr];
gch is LLE from the exposure unit. 

The meaning of can be seen from  Eqs. (3) – (6). It is relative LLE: LLE in 
years referred to 1 year under the exposure to a risk source. The dimension of this 

value is  [yr(LLE)/yr]. In a statistical sense  is conditionally the share of the year 

which is lost due to the exposure to a risk source during this year. In this sense 
can be called the relative damage. Really lifetime years are lost after the exposure. 

Taking into account this comment, can be in some conditional sense considered 
a dimensionless quantity. 

The definitions (3) – (6) can be also generalized for morbidity.

In establishing the health protection standards and levels it is reasonable to use the 
averaged values in Eqs (4) – (6) as it was done, e.g., in the radiation protection for 

radiation risk coefficients [6]. In average through age gr  = L
..

.

di

av =  35 years, see 

Eq. (1). In Eq. (5) the effective dose and its coefficients can be used:

 =  dE · gE ,    (7) 
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where dE  is effective dose rate (annual effective dose), gE is well-known LLE risk 
coefficient for the ionizing radiation, see Eq. (2).

From the literature one can find some important examples for the chemical airborne 
pollutants  [7,9]: 

  0.0006 yr  / yr · g/m3  for PM2.5 and EU population , 

gch. =   0.0008 yr  / yr · g/m3  for PM2.5 and Russia population ,   (8) 

  0.002 yr  / yr · g/m3  for As and global population . 

Cancer is considered a health effect of air pollutant As. For PM2.5, health effects are 
diseases of respiratory and circulatory systems and possible death from them. 

Using risk index the universal safety standards (risk limits n) can be 
established. To have them equivalent to radiation safety basic standards [6]

1 mSv/yr for public,

              dE, n =                                                                                    (9) 

20 mSv/yr for personnel. 

and taking into account that some precaution was laid in these ICRP effective dose 
limits,  the following universal risk limits are proposed for consideration by the 
specialists in health risk analysis and members of regulatory bodies (see Eqs (7), 
(2) and (9)): 

 0.0007   for public,

n =         (10)

 0.01      for personnel.

Based on these general risk limits (safety standards), derivative limits for different 
risk sources can be obtained. For risk sources with nondelayed health effects 
(accident and adverse effects) the derivative risk limits in the terms of death risk 

rate r are equal ( rn= n / gr , gr = L
..

.

di

av , see Eqs (10), (1), (4)) 

 2.0 10-5 / yr      for public,

                rn  =         (11)  

 2.9 10-4 / yr    for personnel.
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For the chemical air pollutants considered above the derivative health protection 
standards in the term of the annually averaged air concentration cn should be  (cn =

n / gch , see Eqs (8) and (10)): 

 1.2 g/m3  for PM2.5 and EU population, 

        cn  =  0.9 g/m3  for PM2.5 and Russia population,                           (12)

 0.4 g/m3  for As  and global population.

It is also simple to calculate the derivative chemical safety standards for personnel 
in the terms of maximum permissible concentration cn from the definitions (8) and 
(10).

“De minimus” level d.m. is proposed to be established as d.m. = 10-5. Accordingly 

the secondary “de minimus” levels should be rd.m.. = 3 10-7 /year (risk sources with 

nondelayed health effects) and 20 Sv/year (ionizing radiation). 

One should note the effect of competition of different risks. A man dies only once. 
This manifests itself in the fact that the total lifetime risk is equal to unity. A 
change in one of the death causes automatically leads to a change (renormalization) 
in the lifetime risk indices of other sources in action, even though they are 
statistically independent. These risk indices, like many others, are not additive. 
Annual risks considered mutually compete with themselves, decreasing each other. 
However, for impacts on the level of health protection standards, the effect of risk 
competition can be ignored. Moreover, this ignorance gives an element of 
precaution (a reserve of reliability) in the establishing the safety standards, 
although it is rather insignificant.

4. Risk Comparisons 

There are several different tasks for risk comparison, which can be met in papers 
published.  The following ones have been met more often: 

1. Comparison of the individual risk rate from different risk sources, e.g., risk 
from transports, nature disasters, risk from hazardous industrial plants, etc.

2. Comparison of safety standards for risk sources, approved on the basis of 
different approaches, e.g., radiation and chemical protection standards.

3. Comparison of risk sources by the total risk (damage), e.g., different power 
production systems.

4. Comparison of population health risks from different diseases or any other 
sources of risk for different regions of Russia, different countries, etc. 

The proper risk indices have not always been chosen for such comparisons; e.g., 
individual death rate (annual probability of death) often used is not valid for 
radiation exposure: annual exposure in a current year can cause a radiological 
cancer few decades later, but annual probability of death in a current year can be 
caused by an exposure during previous years. As it was explained above, the 
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number of deaths can be an improper damage index for comparison of different 
sources. In such a comparison, LLE is more suitable.  In ExternE project 
comparisons, LLE is usually used [10].

Here is an example of the individual risk comparison  (task 1) is given. It is known 
that in Russia the probability of death caused by lightning blows and motor-

transport accidents is on average equal to 10-7/yr and 2 10-4/yr, respectively. Annual 
effective dose outside the protection zone of a nuclear power plant (NPP) is not 
higher than 0.01 mSv/yr. Then the individual risk from these sources of risk in the 

terms of quantity  , proposed above, is equal to

 4 10–6    -  lightning blows; 

=  7 10-3    -  motor-transport accidents; (13)

 10-5  -  living near the NPP protection zone . 

Let one consider the comparison of health risk, e.g., from spontaneous fatal cancers 

for France and Russia (task 4). As it follows from data available values of (a) - 

age-cause-specific cancer mortality rate – are rather close to each other in France 
and Russia: the differences are not higher than 20 – 30%.  What HR index can be 
properly used for the comparison ?

Let it be the lifetime risk R . The calculation (using BARD) gives the following 
results: the value of R for Russia in 1.5 – 2 times less (in dependence upon the 
cancer type), than for France. The same results would be obtained for radiological 
cancers and with other averaged or lifetime risk indices.  The reason for such 
results is the following: the life expectancy in Russia is considerably less then in 
France (for males the difference is more than 10 years). In other words this fact can 
be explained by risk competition. If some risk factors begin to increase (in Russia 
they are the circulatory system diseases and mortality from accidents and adverse 
effects), then value of R for the risk source considered will decrease under the 

condition that its (a) is not changed.

If the comparison is made in the terms of the standardized annual mortality ms

(averaged through the standard age distribution), then rather close results are 

obtained for France and Russia: for males of France and Russia ms  300 (per 105

people), for females ms  150 (Russia) and 170 (France). In the calculation with 
BARD the European age distribution standard, adopted by WHO, is used.

It should be clear that the last comparison is more valid than the previous one. 
Quantity ms is the one of the principal indices of the health – demographic analysis. 
But this quantity is not also a universal index for comparisons. It has its own 
limitations. Its value depends upon the choice of the standard.

The shortcoming of the HR indices connected with the effect of risk competition 
can have an influence upon the possibility of finding the optimal protection against 
the complex of risk factors [1].
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Several other demonstrative examples of risk comparison were presented in [3]. 

5. Conclusions 

One of the objectives and directions of our research activity is to improve decision 
making by producing a common, unified basis for complex health risk assessment 

of different sources of harm. Along this direction, the special risk index is
proposed for safety decision making. General safety standards for public and 
occupational workers are suggested in terms of this index. Secondary safety 
standards have been derived for ionizing radiation and a number of other risk 
sources. Using this and some other risk indices in different tasks of risk comparison 
is analyzed. The averaged values of risk indices are usually taken in establishing 
decision-making levels. In particular, the coefficients of the effective dose, which 
are used in the definition of the effective dose itself and the radiation safety 
standards, are based on the globally averaged lifetime risk indices.  These averaged 
values are also used in the secondary safety standards proposed in the paper. 
However, in the consideration of issues of risk comparisons it was noted that the 
averaged and lifetime risk indices do not always properly reflect the real impact of 
the risk sources due to the effects of risk competition. It is necessary to critically 
analyze the use of averaged and lifetime risk indices in the different safety decision 
levels adopted.  The proposal for a special standard population has been elaborated 
to overcome this problem.  Some ideas along this line can be found in [1]. 

6. References 

1. Demin, V.F. (1999). Methodological Aspects of Health Risk Assessment.  Atomnaya Energiya 86

(1): 46-63. 

2. Demin, V.F. (2000). Health risk assessment and management: some directions of R & D and 
practical use in Russia. Proceedings of the intern. conf.  «PSAM 5 – Probabilistic Safety Assessment 
and Management”, 27.11 - 1.12.00, Osaka, Japan, ed. by S.Kondo and K.Funita, Universal Academy 
Press, Tokyo, Japan, V. 1, 281–287.

3. Demin, V.F., Golikov, V.Ya., Ivanov, E.V., et al. (2002). Standardisation of different risks. Hygiene

& Sanitary (6):30-35.

4. Demin, V.F., Krylov D.A. (2004). Estimation of positive ecological consequences of “gas pause” in 
the heat and electricity generation of Russia. Energonadzor & Energoeffectiveness (2):37-45.

5. Demin V.F. (2004). Common basis for health risk assessment and safety decision making concerning 
exposure to ionizing radiation and other sources of harm In the proceed. of the international conference 
ECORAD-2004 (The scientific basis for environment protection against radioactivity), 6 – 10 
September 2004,  Aix-en-Provence, France; IRSN, France, p. 01/06. 

6. ICRP, Recommendations of the Commission - 1990 (1991), ICRP Publication 60, Ann. ICRP, 21.

7. Leksell, I., Rabl, A. (2001). Air Pollution and Mortality: Quantification and Valuation of Years of 
Life Lost. Risk Analysis 21(2):35 – 47.



Complex Health Risk Assessment and Analysis from Exposure to Ionizing Radiation 327 

8. Murray, C.J.L. (1995). Weighted estimation of morbidity: a conceptual basis for the method of 
assessment of DALY (disability-adjusted life years), Harvard Center for Population and Development 
Studies, Cambridge, USA. 

9.  Novikov, S.M., Rumyantsev, G.I., Zoldakova, Z.I., et al. (1998) Problems of cancer risk assessment 
foe chemical contaminants of the environment. Hygiene & Sanitation  (1):12-19. 

10. Externalities of Fuel Cycles: "ExternE Project". (1994 – 1998). Volumes 1 - 8, European 
Commission, DG XII. 



ROLE OF RISK ASSESSMENT IN ENVIRONMENTAL SECURITY 

PLANNING AND DECISION-MAKING 

R.J. WENNING 
ENVIRON International Corporation 

6001 Shellmound Street, Ste 700, Emeryville, CA, 94608  USA 

S. DELLA SALA 
Autorita Portuale di Venezia (Venice Port Authority) 

Zattere 1401, 30123 Venice, Italy 

V. MAGAR 
ENVIRON International Corporation 

123 North Wacker Street, Ste 250, Chicago, IL, 60606  USA 

Abstract

This chapter explores the role of risk assessment in environmental security 
planning and decision-making at commercial shipping ports and harbors.  
Environmental risk assessment is a discipline that has matured over the past nearly 
50 years, evolving from assessment of chemical exposures on human health and 
wildlife to comparative analysis of the net risks and benefits to the environment 
associated with the implementation of different remedy alternatives at contam-
inated land and sediment sites.  In recent years, partly due to the events of 11 
September 2001, escalating tensions in poor and under-developed countries, and 
increasing scarcity of natural resources, several countries and international 
organizations have raised concerns about environmental security.  For commercial 
and industrial shipping ports, which are often located in heavily populated urban 
areas and sensitive coastal environments in both developed and developing 
countries, the application of risk assessment methods is an important first step 
towards protecting critical industrial, environmental and utility infrastructure and 
understanding environmental response and prevention requirements and 
capabilities. In the context of environmental risk assessment, there are at least three 
security challenges that must be overcome.  First, quantitative prediction is needed, 
with a high degree of confidence, of the range of possible damages and potential 
threats posed to both human health and the environment.  The nature of this work 
itself poses a security challenge because of the potential sensitivity of the 
information that must be compiled and evaluated.  Second, the information and risk 
predictions generated by environmental risk assessment to describe the outcome of 
different possible disaster events and environmental scenarios must be realistic and 
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plausible.  And, third, the results of an environmental risk analysis must inform 
decision-makers of different disaster prevention/response action plans, their 
associated capital investments, and net impact on risk. Ultimately, the risk 
assessment process can provide port authorities and local or national government 
authorities the appropriate tools to prioritize prevention/response actions must be to 
minimize or prevent scenarios most likely to adversely impact the environment, 
cause injuries or fatalities to port workers and residents in surrounding 
communities, and result in short or long-term economic impacts.

1. Introduction 

Quantitative environmental risk assessment has evolved considerably over the past 
50 years from a predominantly retrospective tool for analysis of exposures to 
chemicals in the workplace, radioisotope effects on human health, and assessment 
of potential threats to wildlife and human health posed by chemical releases [13; 
25] to include vulnerability analysis of critical infrastructure and comparative 
analysis of environmental risks posed by different environmental cleanup options at 
contaminated land and sediment sites [5; 22; 20; 33].  At present, risk assessment is 
used increasingly in the U.S. and other countries to evaluate the life cycle of new 
chemical substances and to weigh the net risks, costs and benefits to the 
environment associated with different environmental management strategies [21; 
16; 19].  The evolution of risk assessment as a discipline coincides with our rapidly 
expanding knowledge of chemical environmental fate, ecology, geochemistry, 
human and wildlife toxicology and exposure modeling [24]. 

More recently, the application of quantitative environmental risk assessment has 
expanded to include environmental security.  Applications of risk assessment 
include analysis of environmental disaster scenarios at chemical manufacturing 
plants and in heavily populated urban areas, coastal ports, and harbors where 
commercial shipping activities, power plants and chemical or petroleum transfer 
and storage facilities may be vulnerable to natural disasters, industrial accidents or 
terrorism [11; 35].  The different methods proposed to identify and rank 
vulnerabilities to critical infrastructure are based on risk assessment [1].  
Radiological weapons and bioterrorism have also renewed interest in risk 
assessment as a means to evaluate and respond to public health threats [17; 26].  
The U.S. Environmental Protection Agency requires a risk management plan and 
“Consequence Analysis” at industrial facilities to describe “worst case” and 
“expected” environmental release scenarios as part of the permitting process [32].  
Similarly, the United Kingdom requires submittal of “Safety Cases”, which are 
intended to demonstrate the level of risk associated with offshore oil and gas 
production facilities [9]. 

This chapter explores the emerging use of environmental risk assessment in 
environmental security, including its application to disaster prevention planning 
and its usefulness to decision-making when faced with weighing the risks, costs 
and benefits of different or competing security needs and environmental threats. 
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2. Defining Environmental Security 

At present, several definitions of environmental security have been proposed 
without a clear consensus of its meaning [23; 2; 3].  In the context of human health 
and ecological risk assessment, environmental security arises from activities that 
protect, prevent and anticipate events that may harm the environment (including its 
natural and biological resources), local inhabitants, and government at any scale.  
The level of security achieved at a coastal port and harbor is proportional to the 
level of investment in programs and infrastructure that protect industrial plants and 
municipal facilities from intrusion and undesirable threats; prevent the exploitation 
of identified vulnerabilities at such facilities that are capable of disrupting 
operations and services, thereby endangering local inhabitants and the 
environment; and are capable of responding to threats and incidents when they 
occur.

A broader definition of environmental security that is not addressed herein and 
deserves recognition concerns the challenges to human populations posed by the 
depletion or limitation of critical resources and the conflicts that may arise to 
acquire, replace or defend the affected resources.  In this context, environmental 
security revolves around the central idea that environmental problems – in 
particular, resource scarcity and environmental degradation – may lead to violent 
conflict between and among states and societies [7].  Environmental concerns such 
as ozone depletion, chemical pollution, loss of arable land and water, and food 
scarcity are increasingly part of international political discourse and policy 
initiatives focused on improvement of the standard of living for peoples in poor and 
under-developed countries [6; 4; 30].  There is little debate that these are, indeed, 
environmental security challenges that will grow in importance over the coming 
decades.

Setting aside the question of whether adopting a broad or narrow view of 
environmental security is appropriate, five common elements of environmental 
security identified by Glenn et al. [8] are relevant regardless of either perspective.  
Environmental security entails considerations of (1) public safety from 
environmental dangers caused by natural or man-made processes due to ignorance, 
accident, mismanagement or design; (2) amelioration of natural resource scarcity; 
(3) maintenance of a healthy environment; (4) amelioration of environmental 
degradation; and (5) prevention of social disorder and conflict (i.e., promotion of 
social stability). 

These five elements of environmental security are applicable to industrial ship 
ports and commercial harbors.  Environmental security considerations for ports and 
harbors focus on: protection, prevention and response planning activities that 
preserve the functions of industrial and municipal tenants; and protection, 
prevention and response planning activities that maintain or preserve the 
environment, public health and safety from the potentially adverse effects posed by 
waste streams and catastrophic events (e.g., accidents, spills releases and 
terrorism).  Actions or events that jeopardize environmental security and disrupt 
services provided by port facilities and other critical infrastructure may also elicit 
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indirect, secondary impacts that result in environmental contamination and impose 
immediate and/or long-term damages on ecological resources and to public health.  
It is evident that chemical or material releases (either accidental or purposeful, in 
the context of terrorism) to the environment and the environmental alterations 
caused by such releases can result in actual or perceived human health and 
ecological risks.  Additional security issues may arise in the event of conflicts 
between different stakeholder groups due to different perceptions of the 
significance of the environmental perturbation or potential threat. 

3. Defining Risk 

According to Belluck et al [2], there is an unavoidable convergence of what 
previously seemed disparate concepts - critical infrastructure, environmental 
security, risk assessment and risk management - and a need for tools that explicitly 
identify risks and provide a basis for making decisions that blend the relevant 
environmental, political, social and economic considerations. 

In the context of environmental security at shipping ports and in coastal 
environments, risk is broadly defined as the possibility, or threat, of damage or 
destruction of shipping facilities, supporting infrastructure, the environment or the 
local population.  Consistent with the different types of risks identified by Rowe 
[27], there are four important types of security risks that should be considered as 
part of an environmental security assessment process: (1) mission or function risks; 
(2) asset risks; (3) human health risks; and (4) ecological risks.  Mission (or 
function) risks are the vulnerabilities that exist and have the potential to prevent a 
facility or organization from accomplishing its stated purpose.  Asset risks are the 
vulnerabilities that exist and have the potential to damage critical infrastructure and 
other tangible physical assets such as buildings and equipment.  Human health risks 
are well-defined in both the scientific and regulatory literature and reflect the 
vulnerabilities that have the potential to affect the health and safety of the local 
population and workers employed at shipping facility.  Ecological risks are the 
vulnerabilities that exist and have the potential to degrade water, sediment, soil, air 
and biological (i.e., non-human) resources.  In each case, the security risks posed 
by a threat may be acute and short-lived, or chronic, imposing longer-term affects 
on facilities, infrastructure, human health, and the environment. 

The U.S. Department of Homeland Security has characterized the risk assessment 
paradigm for addressing environmental security [31].  Risk assessment precedes 
decision-making on environmental security and the management of potential 
threats.  According to USDHS [31], risk is mathematically expressed as: 

Risk [R] = Consequences [C]  x  Likelihood [L] 

where, likelihood [L] is further defined in terms of a specific vulnerability [V] that 
is exploited by a specific threat [T].  The likelihood of a breach in security is a 
conditional probability and can be expressed mathematically as: 

Likelihood [L] = probability of Threat [T]  x  probability of Vulnerability [V] 
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A threat is defined as any indication, circumstance, or event with the potential to 
cause loss or damage to shipping facilities, supporting infrastructure or the local 
population.  Vulnerability is a weakness that can be exploited to gain access to a 
facility or critical infrastructure.  For example, vulnerabilities at ports and harbors 
might include, but are not limited to, building characteristics, petroleum storage 
tanks, power generating plants, waste storage and removal equipment and security 
practices and procedures. 

In this context, risk is defined more fully as the product of consequences (or 
impacts) caused by loss or damage to a valued asset and the likelihood (or 
probability) that the asset may be damaged or destroyed by a particular man-made 
(e.g., terrorism, over-fishing or exploitation of a different natural resource) or 
naturally occurring event (e.g., earthquake, global warming or extreme weather 
event).  To determine the relative degree of risk, the probability, or likelihood, of 
occurrence of the undesirable event (either man-made or naturally occurring) must 
be estimated.  The assets and their vulnerabilities judged using the USDHS [31] 
paradigm to be at greatest risk become the basis for deciding where and how to 
focus protection and prevention measures. 

It is important to keep in mind, however, that defining acceptable levels of risk are 
rarely determined successfully by a mathematical formula.  Risk levels will vary 
with time, circumstances, social and political values, and management attitudes 
toward risk to the human safety and the environment.  The managers or owners of 
critical infrastructure must ultimately decide what constitutes an acceptable level of 
risk based on a blending of qualitative considerations and quantifiable criteria.  
Several recent advancements in decision analysis provide new paradigms for 
making judgments made regarding impact, threat, and vulnerability that help 
determine risk priorities [18]. 

4. Determining Environmental Vulnerabilities and Risks 

The terrorist attacks of 11 September 2001 prompted the U.S. and several countries 
and international organizations to renew their focus on security issues, primarily 
the protection of critical infrastructure and measures to safeguard the general 
population.  The U.S. Congress, for example, enacted legislation that required the 
Department of Homeland Security to analyze vulnerabilities and to suggest security 
enhancements for "critical infrastructure."  The two key legislative actions that 
emerged following this mandate, the Public Health Security and Bioterrorism 
Preparedness and Response Act of 2002 (P.L. 107-188) and the Maritime 
Transportation Security Act (MTSA, P.L. 107-295), require vulnerability 
assessments, security plans, and incident response plans for chemical facilities that 
supply drinking water or are located in ports.  The MTSA, in particular, calls for 
numerous wide-ranging and narrowly focused studies of the shipping industry, 
emphasizing U.S. ports and ships entering U.S. ports.

The events of 11 September 2001 also prompted a concerted international effort to 
address security concerns at industrial shipping ports.  Members of the 
International Maritime Organization [14] adopted a series of resolutions and 
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guidelines comprising a comprehensive security regime for international shipping, 
culminating in the International Ship and Port Facility Security Code (ISPS).  The 
ISPS specifies a series of security measures that were adopted in July 2004 by 
international shipping companies and ports of Contracting Governments [15].  
Under ISPS, performing a security and threat assessment was the first required step 
towards protecting critical industrial, environmental and utility infrastructure and 
understanding environmental response and prevention requirements and 
capabilities [15].  In the context of ISPS requirements for the international ports 
and maritime communities, three important steps to performing an assessment of 
environmental security risks included: (1) identification of plausible threats; (2) 
determining the potential impact of plausible threats; and (3) balancing the 
potential impacts of plausible threats with the implementation of safeguards such as 
prevention measures and response plans.

At approximately the same time, the American Bureau of Shipping (ABS) 
developed several recommendations on the approach to performing risk 
assessments relevant to the evaluation of maritime activities and shipping ports 
[36].  The risk assessment process (Figure 1) could be approached either 
qualitatively or quantitatively.  ABS [36] identified several analysis techniques and 
models that could aid in conducting risk assessments (Figure 2).  According to 
ABS [36], the key to successful risk analysis was choosing the right method (or 
combination of methods) that best fit the needs and mission of each port or 
maritime facility.  Although Figure 2 lists each method only under its most 
common step, to avoid repetition, some methods could be used for more than one 
step in the risk assessment process. 

The ABS [36] approach applied an environmental risk assessment paradigm to 
environmental security and disaster decision-making and prevention planning 
comparable to the U.S. paradigm to evaluate the human health and ecological 
consequences of chemical contamination.  Consistent with the U.S. risk assessment 
paradigm, the ABS [36] approach recommended a four-step process: 

1. Hazard Identification 

2. Frequency Assessment 

3. Consequence Assessment 

4. Risk Evaluation 

The value of risk assessment in performing an environmental security assessment 
at port and maritime facilities is evident in the ABS paradigm.  The elements of a 
risk assessment are briefly described in each step of the ABS [36] four-step 
process.
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Figures 1 and 2: Risk assessment process and methods. 
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4.1. HAZARD IDENTIFICATION 

The first step toward identifying potential hazards involves the development of a 
baseline understanding of current facility functions and surrounding environmental 
(air, soil, surface water, sediment and ecology) conditions, and includes 
consideration of disaster prevention and response measures already in place.  This 
step is accomplished through various detailed facility infrastructure and 
environmental surveys.  The information developed from these surveys is used in 
the subsequent steps to evaluate and prioritize the seriousness of different 
environmental disaster scenarios.  In some cases, after establishing and 
understanding baseline facility and environmental conditions and identifying 
potential hazards, qualitative methods of assessing frequency and consequence are 
sufficient to proceed directly to the risk evaluation step.  In other cases, a more 
detailed quantitative analysis is required.

4.2. FREQUENCY ASSESSMENT 

The next step in the risk assessment process is to estimate the frequency at which 
either man-made or naturally-occurring disasters may occur.  Risk assessment 
models can help estimate an incident frequency (e.g., frequency and severity of 
naturally occurring events, human error, or mechanical or structural failure) using 
historical records and readily-available databases (e.g., Bureau of Labor Statistics, 
NOAA storm, severity, and duration statistics; and U.S.G.S. earthquake data).

4.3. CONSEQUENCE ASSESSMENT 

The third step involves the development of operations scenarios describing the 
range of possible disaster events and potential environmental outcomes associated 
each event.  Consequence assessment typically involves detailed environmental 
fate and exposure models to predict spatial and temporal scales of the consequences 
of natural or man-made disasters.  An appropriately applied model, coupled with an 
uncertainty analysis of the factors used in the model, may be used to evaluate 
appropriate response actions or preventative measures and the probabilities for their 
success.  Several environmental fate models such as atmospheric dispersion 
models, blast and thermal radiation models and hydrodynamic models are reviewed 
in the literature and may be useful for this effort [10]. 

The use of environmental fate and exposure models in risk assessment typically 
involves four activities: 

1. Characterize the source of materials or substances potentially released as a 
consequence of the man-made or natural hazards 

2. Measure or estimate (using site-specific models, correlations to similar 
situations or observations reported elsewhere) the release and transport of 
materials to the environment and surrounding human population as a 
consequence of the event 

3. Identify the effects of materials or substances on the environment and 
surrounding human population 
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4. Quantify the health, safety, environmental and/or economic impacts of the 
release

Considerable efforts have been invested researching the toxicological effects of 
exposure to toxic substances on human health and wildlife; several empirical 
databases are available describing both acute and chronic effects of exposures on 
humans and animals [28; 12; 29; 34].  Engineering databases are also available 
describing the effects of fires and explosions on structures and equipment (see e.g., 
www.nist.gov/srd/), and large, sophisticated experiments have been performed to 
validate computer algorithms for predicting groundwater, surface water, and 
atmospheric dispersion of toxic substances from both point releases and non-point 
sources.  These and other resources are helpful for predicting the consequences of 
unforeseen spill events or accidents. 

The result from the consequence assessment step is an estimate of the statistically 
expected exposure of the target population to the hazard of interest and the 
safety/health effects related to that level of exposure.  Consequences are usually 
stated in the expected number of injuries or casualties in the surrounding human 
population or, in some cases, exposure to certain levels of toxic materials or 
substances released to water or air.  Consequences also may be stated in terms of 
ecological damages such as the reduction in animal populations, loss of ecological 
habitat and impairment of soil, sediment, water, and air quality.  In both cases, the 
estimates derived from predictive environmental fate and exposure models 
customarily account for either average or worst-case meteorological conditions and 
population distribution and may even include mitigating factors, such as evacuation 
and sheltering. 

Consequence estimates will typically have large uncertainties owing to the absence 
of detailed site-specific information and the inherent unknowns with regard to the 
disaster or accident scenario itself.  The uncertainties are typically associated with 
several individual assumptions embedded in the algorithms used to develop the 
environmental fate and exposure models and can be accounted for through the use 
of statistical methods such as Monte Carlo analysis.  It is not uncommon for 
estimates to vary by several orders of magnitude.  The level of uncertainty reflects 
basic uncertainties such as chemical/physical properties, differences in average 
versus time-dependent meteorological conditions, and differences in acute and 
chronic toxicological or ecological responses to toxic exposures.  The outcomes are 
statistically based to give some frequency of occurrence, and a probability of 
impact.  Because government environmental regulatory agencies often operate 
under (or are driven by) worst-case scenarios, it is necessary to highlight both 
likely and worst-case outcomes.  The likely outcomes of consequence analyses, 
which are generally more realistic and less dramatic and improbable, are more 
useful in communications with the general public about the probabilities and 
consequences of a disaster or accident scenario. 

4.4. RISK EVALUATION 

The fourth and final step in the risk assessment process involves the evaluation of 
the relative risks associated with different disaster scenarios.  Information is 
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generated to identify, prioritize, select, and implement response actions and 
prevention planning.  Several qualitative and quantitative methods of risk 
evaluation are available (Figure 2). 

At present, advanced assessment tools such as multi-criteria decision analysis 
(MCDA) and comparative risk analysis (CRA) are emerging as integral 
components of both risk evaluation and decision-making.  A review of MCDA and 
CRA methods is available elsewhere [18].  Briefly, the approach combines the 
probabilities associated with different threats (either man-made or natural), the 
various consequences of the threats, and the mission, asset, human health and 
ecological risks posed by the threats.  The approach provides information on the 
value of different response actions and preventative measures, and the probabilities 
for successful mitigation or prevention of threats posed by man-made events 
(e.g., terrorism) and natural disasters (e.g., extreme weather events).  In the absence 
of this approach, planning the best possible responses to contain a man-made or 
natural disaster, mitigating the environmental effects and, more importantly, 
preventing events from occurring will likely continue to challenge decision makers 
involved in environmental security issues.   This is due to the quantitative and 
qualitative information developed from environmental modeling and risk 
assessment, cost and benefit analyses, opinion polls and other data-generating 
methods that contribute to ranking different environmental security threats and 
associated decision-making alternatives.  MCDA and CRA also have the additional 
advantage of visualizing tradeoffs among multiple, conflicting criteria and 
quantifying the uncertainties necessary for comparison of multiple response actions 
and preventative measures. 

5. Risk Assessment Challenges and Path Forward 

In the context of environmental risk assessment, there are at least three challenges 
in environmental security and disaster decision-making and prevention planning.  
The first security challenge that must be addressed includes quantitative prediction 
with a high degree of confidence of the range of possible environmental damages 
and the potential threat posed to both human health and ecology.  The nature of this 
work itself poses a security challenge because of the potential sensitivity of the 
information that must be compiled and evaluated. 

The second, and perhaps equally important, security challenge is the use of the 
information and environmental risk assessment to describe the outcome of different 
possible disaster events and environmental scenarios.  A closely related security 
challenge addresses the choice of risk assessment tools, including air, 
hydrodynamic and ecological models and the assumptions that populate the 
different models, and costs required to undertake an appropriately detailed and 
realistic risk analysis and investments necessary to reduce uncertainties in the 
model.

A third security challenge involves the use of the results of comprehensive 
environmental risk analysis to inform decision-makers of different disaster 
prevention/response action plans, the capital investments associated with each 
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action plan, and the expected outcome of the plan as compared to the status quo.  
This information will allow decision-makers to prioritize capital investments to 
minimize or prevent adverse impacts to the environment, injuries or fatalities to 
port workers and residents in surrounding communities, and socioeconomic 
impacts.

The path forward clearly entails proposing a widely-acceptable framework for 
evaluating environmental security in both developed and developing countries, 
perhaps under the auspices of the United Nations and other international 
organizations.  At present, there is not a single method accepted by regulatory 
agencies and risk experts for performing an assessment of environmental security 
risks at industrial and other non-military facilities, including commercial shipping 
ports and harbors.  For example, a preliminary evaluation of vulnerability 
assessment methods conducted by the U.S. Department of Homeland Security 
found 24 different risk assessment methods [31].  In some cases, risk assessment 
methods were relevant to only a single critical infrastructure (e.g., water supply), 
while other methods were more broadly applicable to several types of critical 
infrastructure.  Given the broad range of critical infrastructure (e.g., power 
generating facilities, port facilities, government centers, etc.), it is probably 
necessary to develop more than one security assessment framework that 
incorporate subjective semi-quantitative methods or numerical models that generate 
results based on unique assumptions and other specific considerations.  By using 
our standardized assessment and audit approach, we can help organizations 
uncover and understand potential risks to their people, facilities, local communities, 
transportation systems, the environment, and other physical and intangible assets. 
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Abstract

Humic substances are considered to be a necessary component of terrestrial and 
aquatic ecosystems and the most persistent part of the decomposing organic matter. 
In marine environments about 90% of the dissolved carbon, as well as a major part 
of the sedimentary organic carbon, is humic matter. In the salt marsh estuaries, in 
addition to the humic matter brought about by rivers, a predominant autochthonous 
vascular plant Spartina alterniflora serves as a source of humic substances. 
Estuarine humic substances consist of C, N, and O, containing functional groups 
that can interact with inorganic elements and organic compounds. In this way 
humic substances apparently affect the bioavailability and toxicity of different 
pollutants. Although they could be used and  structurally transformed by natural 
assemblages of microorganisms in some way, a considerable part of estuarine 
humic substances persist, apparently because of their adsorption on mineral 
components of estuarine sediments such as clay minerals. Due to their specific 
characteristics, including natural longevity in ecosystems, humic substances 
represent a natural factor apparently lowering ecological risk in salt marsh 
estuaries.

1. Introduction 

In the last decades coastal areas have attracted still more attention worldwide 
because of human overpopulation, extensive industrial and commercial activities, 
and consequently increasing risk of environmental pollution. Due to this 
development, some coastal areas have lost their long-time attributed natural 
characteristic as an eternal “ultimate sink” for any kind of discharged material. On 
the contrary, they have been recognized as sensitive areas that require care, 
thorough management, and sometimes even remedial treatments, due to manmade 
contamination by hazardous substances. Linkov et al. [15] presented a complex 
framework for managing contaminated aquatic sediments, based on multi-criteria 
decision analysis and including ecological health, human health, public acceptance, 
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and costs as four basic factors. The authors divided the actual efforts to be applied 
to: (i) Remediation of contaminated sediments and aquatic ecosystems (whenever 
necessary); (ii) Reduction of contaminants introduced into aquatic ecosystems (a 
basic requirement); and (iii) Optimum use of water and coastal resources (a 
preventive measure).  Broad international cooperation appears imperative to realize 
this complex strategy in a broad scale. 

In spite of growing anthropogenic pressure, sedimenting shorelines exist in 
temperate latitudes that show rather stable natural environments. Salt marshes at 
the coastline of Georgia in the southeastern USA may serve as an example. They 
receive input from five differently polluted rivers, which drain some 89,500 km2 of 
extensively used uplands, and bring vast amounts of both natural and 
anthropogenic organic and inorganic matter. Nevertheless, these salt marshes 
maintain a high rate of primary plant production; approximately 1400 g C m-2 y-1,
of which about 85 % is incorporated into stands of a smooth cordgrass  Spartina

alterniflora.  Thus, a recent sediment of the marshes is likely to contain a high 
percentage of organic matter derived from the cordgrass growing there. Humic 
substances usually represent the major components of the organic matter in marine 
sediments [16, 24], and they are also known largely to react with inorganic and 
organic pollutants [9, 22, 23, 18, 25].  We attempted to elucidate their origin in a 
salt marsh, and also their ability to react with some metals and organics that are 
known as pollutants. In this report we summarize our experimental data obtained 
and published individually some years ago [1, 2, 5, 6, 12], in order to indicate the 
important role of  humic substances as a factor affecting quality and functions of 
salt marsh sediment as a part of the marine environment. 

2. Comparison of Humic Ssubstances from Salt Marsh Sediment and 

S. alterniflora Plant Material 

Sediment was sampled from a depth of 0-15 cm in the salt marshes of Sapelo 
Island (Georgia), and after removing coarse particles (> 2 mm) it was dried and 
finely ground.  Samples of live (fresh) and standing-dead leaves and culms of S.

alterniflora were collected from plants of intermediate-height (0.5 m) growing at 
the same site. Plants were treated similarly to sediment; i.e., dried at 60°C and 
finely milled. Portions of the sediment and plant material were extracted under N2

with an alkali (0.1 M NaOH + 0.1 M Na4P2O7 mixture 1:1) for 24 h. Details can be 
found elsewhere [12]. Obviously, sediment produced the highest amount of humic 
substances (Table 1); the yield ratio being approximately 1:2:15 for the fresh plant 
material, the dead plant material, and sediment on an ash-free basis. Based on an 
elemental composition of original samples (not shown) it was  calculated that 
0.64% of the C of the fresh S. alterniflora was extracted as humic substances, and 
in the dead S. alterniflora and in the salt marsh sediment this part increased to 
1.42% and 9.38 % of C, respectively.
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Table 1: The yield and elemental composition of humic substances from sediment and S. alterniflora..

Sample Humic substance 

 (g dry wt./100 g) 

Element (ash-free %) 

C  H N O 

  Ash (%) 

Sediment 2.17 40.4 4.5 2.5 52.2 21.9 

S. alterniflora    

Fresh 0.56  46.0 5.9 5.8 42.3 20.2 

 Dead 1.09  40.4 5.6 3.6 33.8 4.7 

Humic substances extracted with alkali from salt marsh sediment and the fresh or 
dead biomass of S. alterniflora contained several biologically as well as 
environmentally important trace elements. Some metals bind more strongly with 
humic material than with other components of the plants or sediment (Table 2). 

Table 2: Concentration of some elements in sediment, fresh and dead S. alterniflora, and in the derived 
humic substances (µg g-1 dry matter). 

 Sediment Fresh S. alterniflora Dead S. alterniflora

Element whole 

material

humic

substance

whole

material

humic

substance

whole

material

humic

substance

Cd < 1 1.3 0.1 0.2 < 0.2 0.2 

Cr 42.0 48.0 0.3 0.8 2.5 1.5 

Cu 26.0 30.0 0.5 33.0 8.0 6.0 

Mo 5.0 61.0 0.3 5.0 0.3 3.0 

Sn 1.3 0.9 0.03 0.7 0.1 0.3 

Pb 15.0 12.0 0.2 0.1 0.8 4.0 

Zn 44.0 25.0 12.0 48.0 20.0 15.0 

The humic substances have been found to consist of 50-70% rather single-
structured organics such as phenols, monosaccharides and amino acids [7]. 
According to Huljev [13], however, the stability constants for metal-humic 
complexes are one or two orders of magnitude higher than those for metal-amino 
acids, -carbohydrates, or –phenol complexes. This could also apply for Cu, Pb, and 
Zn in our study, although there is no consistent behavior through the samples. 
Raspor et al. [20] also reported the contents of aliphatics less pronounced in the 
interactions of trace metals with humic substances isolated from estuarine 
sediments.  For some metals (Cd, Cr, Pb) detected in our humic substances there 
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was an increasing concentration in the order fresh plants < dead plants < sediment, 
and this reflects the same trend in the whole material. In the experiments by 
Kerndorff and Schnitzer [14] the sorption of trace metals tended to increase with 
rise in pH, decrease in metal concentration and increase in concentration of humic 
acids in the equilibrating solution. There were indications of competition for active 
sites (COOH and phenolic OH groups) on the humic acids between the different 
metals.

The FTIR spectra (Figure 1) reveal an insight into structural similarities and 
differences of the humic substances.

Figure 1 :  FTIR spectra of humic substances extracted from (A) fresh S. alterniflora, (B) dead
S. alterniflora, (C) salt marsh sediment.

Strong bands are evident near 3400 and 2900 cm-1 and correspond mainly to H-
bonded OH and aliphatic C-H groups. The band at 2859 cm-1, which also reflects 
C-H stretching from both methyl (-CH3) and methylene (C-H2) groups in aliphatic 
compounds, becomes weaker in the order fresh plant > dead plant > sediment. The 
sediment humic substances show an additional OH-double band at 3698 and 3620 
cm-1 which is probably related to clay moieties. A (C-H2) groups in aliphatic 
compounds, becomes weaker in the order fresh plant > dead plant > sediment. The 
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sediment humic substances show an additional OH-double band at 3698 and 3620 
cm-1 which is probably related to clay moieties. A shoulder at 1725 cm-1 indicates 
the presence of carbonyl and free carboxyl groups. A broad band at 1665-1660 cm-1

which is characteristic of the amide linkages of proteins is also somewhat 
diminished in the order fresh plant > dead plant > sediment-related humic 
substances. Peaks which could be the C-O stretching of carbohydrates appear at 
1037 and 1034 cm-1 for the dead plant and sediment humic substances respectively. 
In the sediment humic substances, however, Si-O vibrations of clays may also 
participate in absorption at the same wavelength range. Several bands in the region 
913-429 cm-1 and a high ash content suggest that clay minerals and other silicates 
are present. 

3. Metals and Organics Binding Capacity in Estuarine Humic Substances 

Humic substances are known to bind numerous metals and affect their 
bioavailability and toxicity as well as geochemical transport and fate [26, 23]. In 
our experiments [3], we concentrated on copper binding with estuarine humic 
substances as a probe by which differences could be followed in binding with 
various competing elements such as Ca2+, Mg2+, Al3+, and Fe3+. These elements can 
be found in most aquatic environments. FTIR spectroscopy was used to 
characterize the isolated humic matter-metal complexes and attempt to deduce 
types of binding sites for specific metals. The copper binding capacity (CuBC) 
ranged from 0.171±0.047 to 0.239±0.026 µg atm Cu2+ mg-1 humic matter (Table 3), 
and demonstrated an increase in the order of humic substances from fresh plant < 
dead plant < sediment. Aluminium (III) and iron (III) had a greater effect on 
blocking the CuBC sites in humic substances than did the divalent alkaline earths; 
up to 28% of the CuBC sites in sediment humic substances were blocked by these 
elements.

Table 3: Copper binding capacity (CuBC) of salt marsh humic substances, and influence of competing 
ions.

Humic substances 

 Sediment Dead S. Alterniflora Fresh S. alterniflora

CuBC 0.239±0.026 0.190±0.009 0.171±0.047 

Competing ions2

Ca2+ 100 100 92 

Mg2+ 100 93 83 

Al3+ 85 58 78 

Fe3+ 72 57 78 

1CuBC reported as µg atm Cu2+ mg-1 humic matter corrected for ash content 

2Reported as percent of original CuBC remaining 
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There are structural differences between protonated (H+), and metal (Cu2+)
complexed  humic substances (Figure 2). The FTIR spectrum of protonated humic 
substance (2,A) show pronounced peaks at 1716 cm-1 and 1221 cm-1, which are 
typically assigned to the C O and C O stretching in protonated carboxylic acids. 
Complexation with Cu2+ did not result in removing but shifting the peak of C O to 
1724 cm-1. However, the peak at 1221 cm-1 disappeared. New peaks appeared in 
the copper-humic complex spectrum at 1539 cm-1, 1265 cm-1, and 1230 cm-1. The 
peak at 1539 cm-1 is assigned to mono-substituted amides, while the doublet at 
1265 and 1230 cm-1 has been assigned to symmetrical bending of coordinated N H
groups with Cu2+ in the N-bonded biuret complex.

Figure 2 : FTIR spectra of humic substances extracted from salt marsh
sediment (A) protonated; (B) complexed with Cu2.

Thus, there appeared to be FTIR spectral evidence for partial copper complexation 
through nitrogen groups in this humic-copper complex. The FTIR spectra of the 
Ca2+, Mg2+, Al3+, and Fe3+ complexes with humic substances (not shown in a 
figure)  had no distinguishable peak in the 1715-1725 cm-1 region nor was there a 
significant peak at 1539 cm-1.  Furthermore, the region between 1265 and 1230 cm-

1 also lacked an indication of coordinated N H groups. Thus, it appeared that these 
ions bind to humic substances rather through carboxylic functional groups. 

Besides oxygen and nitrogen containing functional groups that can interact with 
inorganic elements, humic substances are relatively large molecules which contain 
considerable aliphatic and aromatic organic carbon groups. These structural units 
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can interact with different organic molecules, including hydrophobic ones such as 
polycyclic aromatic hydrocarbons (PAH) through electrostatic or van der Waals 
bonding to form organic-organic Complexes [17]. PAHs are ubiquitous in nature, 
and as carcinogens they represent a health risk. In our experiments [1] we used 
anthracene, phenanthrene, and pyrene. Despite the increase in ring size from 
anthracene to pyrene, the three PAH compounds demonstrated almost identical 
values of a binding constant (Koc) with sediment humic substance; i.e., 4.97 
(anthracene), 5.00 (phenantrene), and 5.03 (pyrene). Using a  benzo(a)pyrene (BaP) 
we could demonstrate a decrease of the octanol-water partitioning coefficient  
(log10Kow) from ~6.0-6.5 to ~ 4.2 in complexes with salt marsh-related humic 
substances which indicates that the presence of humic substances enhances the 
solubility of BaP in aqueous solution [5]. It has been found that metabolites from 
PAHs react with functional groups of humic substances by condensation processes 
to form stable chemical bonds; i.e., the bound moieties may be stabilized against 
degradation [21]. However, our studies have shown that sedimentary fulvic and 
humic acids could be affected by exposure to natural sunlight. The effects result in 
cleavage and loss of smaller organic compounds which consequently may affect 
the binding capacity of remaining humic substances towards pollutants [4]. 

4. Complexation of Estuarine Humic Substances with Minerals 

River waters transport large quantities of sedimentary materials into the estuaries, 
about 30% of which are clay minerals, particularly montmorillonite and kaolinite. 
In addition, these tidally influenced water bodies also receive an important influx 
of clays from shoreline erosion and bottom scouring. The bottom muds of Sapelo 
Sound, for example, contain a clay fraction composed of 30-45% kaolinite and 50-
60% expandable clays [19].  Different southeastern USA salt marsh sediments were 
found to consist of 91% silt and clay fraction; others to contain up to 82% quartz 
sand [8]. In our experiments, we investigated adsorption and transformation of salt 
marsh-related humic substances by quartz and clay minerals [10]. The amounts of 
adsorbed humic substances did not differ substantially for the individual humic 
preparations (Table 4). All of them were adsorbed from 9.4% to 11.8% on quartz, 
from 80.2% to 84.6% on kaolinite, and 79.9% to 89.9% on montmorillonite. Since 
the amounts adsorbed on kaolinite and montmorillonite were quite similar, very 
little interlayer adsorption apparently occurred on montmorillonite. 

Table 4:  Adsorption of estuarine humic substances (in mg TOC1 l-1) on quartz and clay minerals. 

Humic

Substances

Original

TOC

Adsorption

on Quartz 

Adsorption

on Kaolinite 

Adsorption on 

Montmorillonite

Sediment 98.4 9.3 (10%) 83.2 (84.6%) 88.5 (98.9%) 

Dead S.

Alterniflora
89.9 9.9 (11%) 72.1 (80.2%) 71.8 (79.9%) 

Fresh S.

alterniflora
95.8 11.3 (12%) 77.3 (80.6%) 80.7 (84.2%) 
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Figure 3:  FTIR spectra of (A) humic substances extracted from salt marsh sediment; (B) 
humic substances fraction remaining in solution after adsorption on kaolinite; (C)  humic 
substances fraction re-extracted by 0.1 M NaOH + 0.1 M Na4P2O7 from kaolinite; (D) 
humic substances fraction re-extracted as (C) from montmorillonite. 

An attempt was made to remove the adsorbed humic substances from the 
complexes with quartz and clay minerally by acidic or alkalic extraction.  When 
using 0.1 N H2SO4, up to 20.2% of humic substances bound on quartz but only up 
to 6.7% of those bound on montmorillonite were recovered.  The desorption of 
humic substances was more complete when using a mixture of 0.1 M NaOH + 0.1 
M Na4P2O7. A maximum yield of 42% of humic substances was extracted from 
quartz-humic complexes, and, surprisingly, the relative amount of sediment humic 
substances extracted from montmorillonite was higher (47%). 

In the FTIR spectra of sediment-related humic substances before and after 
complexation with clay minerals (Figure 3), transformation of humic substances 
apparently was caused by their contact with and adsorption on clays. This indicates 
that aliphatic chains such as in alkanes and some primary and secondary amides 
with their carbonyls, and further carboxyl and OH groups are responsible for the 
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humic-clay interactions. Simultaneously, an increase in aromacity in humic 
substances remaining after adsorption on montmorillonite was indicated, e.g., at 
803 cm-1 (C H groups in aromatics).  Humic substances re-extracted from 
kaolinite and montmorillonite complexes contained a large proportion of the 
respective clays, and this could also be clearly recognized from the FTIR spectra 
(Figure 3 C,D). In fact, the individual preparations contained between 50% and 
89% ash, which was composed of kaolinite and montmorillonite, respectively. For 
this reason, in humic substances extracted from the humic-montmorillonite 
complex, the organic structures were completely overshadowed by the respective 
clay mineral (Figure 3 D). 

All this indicates that in presence of clay minerals the preparations of “free” humic 
substances were transformed in a fraction of humins which is known to be highly 
stable in natural environments. Nevertheless, we could also demonstrate that 
original humic substances obtained from salt marsh sediment can be effectively 
utilized by the natural microbial assemblage indigenous to the same sediment [11].  
An average utilization amounted to 65% (w/w), and the humic substances served 
preferentially as sources of nitrogen.  Simultaneously, distinct changes in elemental 
and structural characteristics occurred (e.g., carbon content increased by 14% and 
the same was true for the proportion of phenolic structures as indicated in the 
respective FTIR spectra).  These features are characteristics of diagenetic 
transformations that apparently occur to sedimentary humic substances due to the 
activities of autochthonous microbial populations. 

5. Conclusions 

Humic substances originating in the S. alterniflora stands have been estimated to 
represent about 56% of C that is included in the surficial salt marsh sediment per 
annum [1]. These substances have significant potential as biological nutrients, as 
sites binding different inorganic and organic anthropogenic pollutants, and also as 
basic structural components of organic-mineral complexes. There is no doubt that 
the indicated interactions exert influences to both lower and higher organisms 
inhabiting salt marsh estuaries. It appears also that humic substances comprising 
the major organic components in recent sediments contribute to long-term 
ecological stability in these extended coastal environments. 
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Abstract

The first technological risk assessment in the Republic of Croatia was 
accomplished in 1994. Since then, this procedure has been applied in various fields 
with different goals and according to different methodologies. However, it can be 
stated that the total number of assessments performed so far is limited. 

In the majority of cases the basic objective of technological risk assessment 
implementation was to meet legal obligations. According to the valid legislation of 
the Republic of Croatia, the risk assessments have to be made within the scope of 
the emergency planning, with the objective of reducing unacceptable risks in the 
company's manufacturing, processing, storing, or transporting hazardous 
substances and within the framework of environmental impact assessment (EIA). 
The minor part of the risk assessments has been executed on the initiative of 
operators of the potentially hazardous facilities, on the encouragement of local 
authorities or under the pressure of the local population. The results of the 
implementation of these assessments have been used to optimize allocations for 
operational safety, for needs of spatial planning, and with the objective of setting 
safety priorities in large industrial areas. 

In the paper examples of risk assessment applications in the Republic of Croatia are 
given. The examples are related to the industrial zones located near major 
population centers, development of plans and procedures for off-site nuclear 
emergency preparedness, oil and gas processing and crude oil transport by pipeline. 
The examples include the objectives of implementation, the descriptions of applied 
methodology and the main results. 

According to the opinion of the authors, in the Republic of Croatia the procedure of 
technological risk assessment has not yet been recognized as a useful decision-
making support tool. Such opinion is based on the number of performed 
assessments as well as on their effects. Some of the main reasons for the adverse 
state are undoubtedly the following: lack of information, unfavorable economic 
situation, low level of safety culture, modest possibilities of education, and distrust 
of the profession. 
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One of the steps directed towards the improvement of the situation could be the 
founding of a nonprofit institution called “Risk Analysis Institute.” Establishing of 
the Institute should facilitate knowledge transfer concerning the field of risk 
analysis to interested parties in the Republic of Croatia. The Institute should cover 
the area of technological and other kinds of risks, and among other things it should 
have a promotional, educational, and advisory role. The projects of the Institute 
would be carried out in cooperation with the economy, state institutions, and 
nongovernmental organizations. In accordance with the plans, the Institute could 
start work in 2005. 

1. Introduction 

The risk assessment related to the technological facilities has been performed in the 
Republic of Croatia for the last ten years in different fields, with different motives 
and in accordance with different methodologies. The basic motive for 
implementation of the majority of assessments is meeting legal obligations. The 
technological risk assessment nowadays represents a legal obligation in the 
following fields: 

Off-site emergency planning 

Process safety management of highly hazardous substances 

Environmental impact assessment (EIA) 

Laws regulating risk assessment have been taken over for the most part from US or 
EU legislation or a combination of the two. At the moment, harmonization of the 
legislation between the Republic of Croatia and the EU is being worked on because 
of preparations for the full membership. This process is expected to result in stricter 
legal requirements; i.e., the risk assessment implementation is expected to become 
obligatory in some additional fields. 

Aside from meeting legal obligations, risk assessments are also performed on the 
initiative of operators of potentially hazardous facilities, or under the pressure of 
local authorities or local population. The usual motives for implementation in such 
cases are to optimize allocations for operational safety or to set criteria for spatial 
planning.

2. Application Examples 

Within this chapter, four short examples of risk assessment implementation are 
presented. The examples include the scope and main objectives of the assessment, 
basic information about the methodology, and the most significant results. In the 
first example, the first technological risk assessment performed in Croatia (at least 
for what the authors know) is described. The assessment was implemented within 
the framework of the UNEP, UNIDO, IAEA, and WHO Inter-Agency Programme, 
and concerns large industrial zones. In the second and third example, risk 
assessments performed with the objective of meeting legal obligations in the field 
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of emergency planning and environmental impact assessment (EIA) are described. 
The fourth example concerns the assessment performed on the common initiative 
of the technological facility management and the local community with the 
objective of defining criteria for spatial planning. 

2.1. EXAMPLE 1: SETTING SAFETY PRIORITIES IN LARGE 
INDUSTRIAL AREAS 

The Case Study Zagreb Project was an attempt to introduce an integrated approach 
to assess and manage risks associated with industrial complexes in the City of 

Zagreb 1 . The main tasks of the project were (1) to identify and assess risks to the 
public due to major industrial accidents with off-site consequences in fixed 
installations handling, storing, or processing hazardous substances and (2) to 
classify those installations on a risk-priority basis. 

The assessment was performed by applying Rapid Risk Assessment Methodology 
to obtain a preliminary, general and quantitative overview of risks from various 
production facilities in a particular industrial and urban area, in order to identify the 
priorities for further detailed risk analyses. Consequently, the results obtained can 
be used only for a relative comparison of risks and not at any rate for absolute 
assessment, or management of risks for individual facilities. 

The methodology is based on the set of basic data (such as type of activities, type 
and quantity of hazardous substances, population density in the vicinity of 
facilities, meteorological data, etc.). The series of successive elimination criteria 
(i.e., presence of maximum quantities of hazardous substances that can participate 
in an accident, boundary distances from the inhabited area, and spatial range of the 
accident effects respectively) was applied, eliminating facilities of negligible risk 
from further analysis. 

In order to specify risk priorities (and only for that purpose), societal risk 
acceptability criteria were introduced. As an upper acceptability level of societal 
risk of maximum 10 fatalities per accident the value of 10-4/year was assumed, 
whereas the threshold of negligible risk under the same conditions was 10-6/year.
The area between these two values was considered the risk reduction area. The n-n2

rule has been used for other values of societal risk, saying that if the number of 
fatalities in an accident is increased by n times, the probability of an accident 
should be reduced by n2 times. 

The results obtained, combined with the risk acceptance criteria (straight lines) are 
illustrated in an F-N diagram on Figure 1. As it is shown, altogether 9 storage 
facilities have fallen within the unacceptable risk area (2.5% of the total number of 
the facilities surveyed). Also, 17 facilities (storage and process) have been 
recognized as the facilities in which the level of safety has to be improved. 
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Figure 1:  Graphical presentation of the Case Study Zagreb Project results. 

2.2. EXAMPLE 2: NUCLEAR EMERGENCY PLANNING ON THE 
NATIONAL LEVEL 

Efforts to improve emergency response plans to be undertaken in case of nuclear 
accident have recently been made in the Republic of Croatia. Special emphasis has 
been placed on Krsko NPP in Slovenia and Paks NPP in Hungary, these two being 
the plants nearest to the territory of the Republic of Croatia. However, one could 
ask whether planning and preparation would be conducted in the same way if, 
instead of distance, a more comprehensive criterion would be adopted: risk. 

In order to demonstrate possibilities of using risk assessment in development of 
nuclear emergency preparedness, individual risk was estimated for citizens of the 

four biggest population centers (Zagreb, Osijek, Rijeka and Split) 2 . The 
assessment referred to all power reactors located at a distance up to 1,000 km that 
were in operation during the data collection phase. Distances between power 
reactors included in the assessment and the population centers in the Republic of 
Croatia are 40 km or more. For that reason, only nuclear accidents that can cause 
significant consequences at greater distance; i.e., accidents that include release of 
larger quantities of radioactive substances, have been taken into account. 

The assessment was performed using the newly developed methodology. 
Assessment of consequences; i.e., the received radioactive doses, was composed of 
three individual analyses: source term analysis, atmospheric dispersion analysis, 
and exposure analysis. Source term analysis was based on the release assessment 
method developed by the U.S. Nuclear Regulatory Commission (NRC).  
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Atmospheric dispersion was analyzed using the Lagrange “puff” model. The 
exposure analysis was limited to the early phase exposure pathways: (1) exposure 
to direct radiation of the radioactive cloud, (2) inhalation of aerosols, particles and 
gases coming from the radioactive cloud, and (3) exposure to radiation of 
radionuclides deposited on the ground. Frequency assessment was based on results 
of the conducted probability safety analyses (PSAs) and on assessment of 
“probability of unfavorable direction” (probability for the radioactive cloud, 
formed out of the substances released from the nuclear power plant during the 
accident, to pass over the selected point of exposure). With assessed consequences 
and frequency, the risk of nuclear accident was calculated as a mathematical 
product of two parameters. 

The results demonstrate that, when dealing with emergency preparedness 
development, risk assessment proves to a be very useful and widely applicable 
technique. If risk would be taken as basic criterion in emergency planning, the 
results shown in Figure 2 would directly indicate the necessary preparation level 
for each of the four population centers.
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Figure 2:  Contributions of individual power plants to total individual risks. 

Furthermore, the assessment of risks from individual power plants (Figure 2) and 
power plant types (Figure 3) indicates to which facilities the greatest attention 
should be paid. Risks from groups of power plants formed in accordance with their 
respective distance from exposure location (Figure 4) shows what kind of tools for 
determining consequences and protective actions during a nuclear accident should 
be made available and used. 
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Figure 3:  Contributions of particular power plant types to total individual risks. 
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Figure 4:  Contributions of groups of power plants to total individual risks. 

2.3. EXAMPLE 3: CRUDE OIL PIPELINE TRANSPORT 

In this example the quantitative risk assessment performed for the pipeline 

transport system is described 3 . The system is used to transport crude oil from the 
Croatian-Hungarian border to the port Omisalj in the North of the Adriatic. It 
consists of three terminals, two pump/relief stations, and 289 km of pipeline with 
the belonging block stations. The performed risk assessment is a part of the 
environmental impact assessment (EIA), the document made with a goal of 
estimating the social acceptability of the proposed technological solution. 



Risk Assessment Applications in Croatia 361

The risk assessment for the oil transport system has been performed in accordance 
with eight relevant accident scenarios. They are: 

1. Construction fault 

2. Materials fault 

3. System malfunction 

4. Human error 

5. External corrosion 

6. Internal corrosion 

7. Natural hazard 

8. Third-party activity damage 

The scenarios above cover all sorts of accidents that have already happened within 
the system and also those that have been happening in the Western European oil 
pipeline systems in the last 30 years. The assessment did not cover the accidents 
resulting from malicious acts; i.e., vandalism, sabotage, or terrorist attacks. 

Frequency assessment, as well as the assessment of the consequences of accident 
scenarios, was based on the analysis of the data from the CONCAWE database. In 
this database, data related to the accidents in the Western European oil pipeline 
systems have been stored since 1971. The main results of the frequency assessment 
are shown in Figure 5. 
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Figure 5:  Frequency assessment results. 

The goal of the consequence assessment was to define the magnitude of expected 
crude oil releases related to the realization of particular accident scenario. For this 
purpose, four spill categories were defined and then their relative contributions to 
each of the accident scenarios were assessed (see Figure 6). 
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The final result of the assessment consisted of (1) health risks for the oil pipeline 
system workers and other persons that might find themselves in the vicinity and (2) 
environmental risks. The human health risks were expressed as loss of life 
probabilities due to a technological accident, and the environmental risks as (1) the 
expected average annual quantities of crude oil released into the environment, (2) 
the expected average annual surface pollution (agricultural, forest, and other), and 
(3) the probabilities of groundwater or surface water pollution. An example of the 
final assessment results is shown in Figure 7. The figure refers to the environmental 
risks expressed as the expected average quantities of crude oil to be released from 
the pipeline per year of operation. 
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Figure 7:  Risks expressed as expected average annual releases. 

2.4. EXAMPLE 4: GAS REFINING WITHIN URBAN AREAS 

ETAN is a plant constructed for recovery of valuable substances found in natural 
gas before it is distributed to consumers. It consists of process facilities, storage 
facilities, and truck/train loading facilities. The plant is located on the outskirts of a 
town of 8,000 inhabitants. So far, spatial planning related to areas surrounding 
ETAN has been based on a worst-case consequence assessment carried out almost 
20 years ago. The main goal of the assessment performed now was to give more 
objective estimation of the level of risk that ETAN poses to the neighboring 

community 4 .
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ETAN plant risks are primarily related to high quantities of energy contained 
within various flammable substances. That energy can be released in case of fire or 
explosion. Hazard identification results demonstrated that only accidents related to 
instantaneous or continuous releases from storage facilities, followed by immediate 
or delayed vapor cloud fire or vapor cloud explosion, could cause serious 
consequences beyond the boundary fence. 

Within consequence assessment, releases to the atmosphere; atmospheric 
dispersion; fires; and explosions of propane, butane, pentane, and condensate have 
been modeled. Releases and atmospheric dispersion have been analyzed using a 
heavy gas model included in ALOHA computer code. The code was developed by 
the U.S. Environmental Protection Agency (EPA). Vapor cloud ignition positions 
for various atmospheric transport directions have been defined by applying the 
method proposed by the Center for Chemical Process Safety (CCPS). Explosion 
effects have been estimated using TNT equivalency model developed by the U.K. 
Health and Safety Executive (HSE). 

Frequency assessment was carried out using Event Tree Analysis (ETA). The 
initial data for the analysis; i.e., the data related to the components' reliability, were 
taken from literature published by the U.S. Federal Emergency Management 
Agency (FEMA). Results obtained have been compared to ETAN plant historical 
data.

Individual risks posed to the members of the neighboring community were 
presented as risk profiles (transects) and risk contour plots (see Figure 8).

Figure 8:  Individual fatality risk contours (annual risks). 
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Societal risks have been presented as F-N curves. In order to facilitate future spatial 
planning activities, acceptable risk values from various sources have been collected 
and compared with assessment results. 

Using the ETAN plant as an example, it has been shown that quantitative risk 
assessment can be applied to support informed decision making related to spatial 
planning. The results obtained by such assessments can be especially valuable in 
cases where spatial planning criteria are not imposed by the law or recommended. 

3. Discussion 

Although it has been implemented for a longer period of time and in different 
areas, according to the judgment of the authors the technological risk assessment 
has not yet become recognized as an important decision-making aid tool in Croatia. 
Such an estimate is based on a relatively small total number of performed 
assessments and on the fact that the assessment results are often used in an 
unsatisfactory way. Misapplication of the results can be shown on the examples 
from the previous chapter. As mentioned, one of the basic goals of the Case Study 
Zagreb Project (Example 1) was to identify technological facilities for further 
detailed analysis. Although the facilities have been identified, a detailed analysis 
has never been carried out. The risk assessment for the ETAN plant (Example 2) 
has been made for the purpose of setting criteria for spatial planning. However, fact 
is that the building of some controversial objects in the vicinity of the plant had 
been started before the assessment was finished and the results presented to the 
local authorities. 

Figure 9 shows an attempt to identify and systemize the causes of the 
unsatisfactory conditions of risk assessment applications in Croatia. It can be 
noticed that nine causes have been connected with a small number of performed 
assessments and four causes with modest effects; i.e., with misapplication of the 
assessment results. It can also be noticed that the biggest number of causes is 
connected with a lack of information and education, which refers to the state 
institutions and local government, as well as to the economy, media, 
nongovernmental organizations, and the public. To a significant degree, this 
unsatisfactory condition results from a difficult economic situation and the general 
level of social development. 

The founding of the Risk Analysis Institute, which is now going on, is considered 
to be an important step towards the improvement of the condition. The Institute is 
going to work as a nonprofit institution and cooperate on its projects with 
governmental institutions, the economy, and nongovernmental organizations. The 
staff of the Institute is going to establish contacts with professional institutions and 
organizations abroad and in that way facilitate knowledge transfer to interested 
parties in the Republic of Croatia. 

The institute, which should start work by the end of 2005, is going to have a 
promotional, educational, and advisory role. In Figure 9 it can be noticed that it is 
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expected to have a positive effect on the elimination of a large number of identified 
causes of the current unsatisfactory condition. 

Figure 9:  Unsatisfactory condition causes and links to the roles of the Institute. 

4. Conclusions 

Imposition of legal obligations is not sufficient for risk assessment to become 
recognized as a useful tool to support informed decision making. Aside from the 
clear motive for its implementation (which can be, but is not necessarily connected 
with the meeting of legal obligations), additional preconditions such as certain 
levels of information, education, economic, and social development have to be met. 
At the moment, in the Republic of Croatia, a large number of important 
preconditions are not fulfilled, which results in the infrequent application of risk 
assessment and the use of the results in an unsatisfactory way. The Risk Analysis 
Institute is being founded as one of the steps towards the improvement of the 
condition. It will be a nonprofit institution that is going to deal with technological 
and other risks and is going to have a promotional, educational, and advisory role. 
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Abstract

The coastal aquifer, one of Israel’s major water resources, is becoming increasingly 
polluted. Several wells in major urban areas were closed down because they 
contained contaminants at levels considered harmful to human health. Groundwater 
contamination is exacerbated due to irrigation with treated effluents and 
underground water quality has become a major concern regarding future supply of 
water in the country. While secondary and tertiary wastewater treatment processes 
can decrease most pollutants including nitrates, salinity level is higher in effluents 
than in influents and should be treated. Desalination processes can be applied to 
saline aquifers, to National Carrier water, or to unconventional water sources 
including wastewater or seawater. 

Our work examines different options of treating water supply sources. The 
assessment procedure was based on a multidisciplinary approach, including 
economic, hydrological, technological, agricultural, social, political, and 
environmental criteria. The economic criteria include the size of the initial 
investment and cost-benefit analysis. The hydrological criteria include the derived 
aquifer salinity through time. The technological criteria include the relevant 
treatment processes and their adaptation to the region's conditions. The agricultural 
criteria include the effect on crops. The social criteria include the effect on the 
employment rate. Finally, the environmental criteria include the effect on soil 
salinity and energy use that may causes greenhouse gas emissions. Other criteria 
include the effect on Israel’s image in the world and on its ability to export 
agricultural products. 

These criteria were combined using multi-criteria decision analysis to arrive at a 
risk assessment of the various treatment processes and to decide on the optimal 
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water treatment option that will ensure the health of the population as well as the 
quality and safety of the coastal water and the environment. 

1. Background 

The annual water resources in Israel are limited and amount to 2,000 MCM 
(Million Cubic Meter). Agricultural water use is approximately 1,300 MCM, which 
is 65% of the total water use. With the future increase of population, domestic 
demand for water will increase and reduce the freshwater supply available for 
agriculture. The Israeli Water Commission is planning to supply part of domestic 
water demand with desalinated seawater, and several seawater desalination plants 
are already in various stages of operation.

Agriculture will be based on marginal water sources, mainly on treated effluents. 
Reuse of treated effluents in agriculture provides an unlimited and cheap water 
source. Urban wastes should be treated and discarded anyway; hence, agricultural 
reuse of effluents serves also as environmental quality agent. A drawback to using 
wastewater for irrigation is that domestic and industrial effluents carry pollutants, 
including micro and macro organic and inorganic matter. These can be treated 
through appropriate secondary and tertiary treatment processes. Another drawback 
is that the salinity level is higher in effluents, causing potential soil and 
groundwater damage as well as reduced crop yield and quality from irrigation with 
saline water. Regular treatment processes do not get rid of salinity, unless the 
treatment process includes a relatively expensive desalination processes [4]. 

Pollution in Israel’s coastal aquifer is increasing. Groundwater contamination is 
exacerbated due to irrigation with treated effluents. The groundwater quality has 
become a major concern regarding future supply of water in the country. 

2. The Hydrological Model 

We compared several scenarios regarding water supply alternatives for town and 
agriculture. The water supply alternatives included local groundwater, National 
Carrier water, and wastewater. The hydrological model predicts the flow of 
chlorides through the unsaturated zone of the subsoil, into the groundwater below.

The model is based on the following three assumptions. First, pumping capability is 
influenced by amount of leaching to groundwater. Second, desalination of 
groundwater and/or imported water is applied when reaching a predetermined 
threshold of chloride concentration in drinking and/or irrigation water. And third, 
part of the treated water source is then desalinated to a given salinity level and 
diluted with other water sources until reaching the permitted level. 

2.1. APPLICATION TO A CASE STUDY 

The hydrological model was applied to a specific case study in central Israel 
composed of eight hydraulic cells in the coastal aquifer. Region A, with an 
agricultural area of 8,000 ha, partly irrigated by wastewater, has an aquifer salinity 
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higher than 230 mgl Cl. Region B has a big city, with 150,000 citizens and a 
wastewater treatment plant, and aquifer salinity of 75-164 mgl Cl. 

Agriculture in Region A uses 24.5 MCM of irrigation water; of this, 61% is 
wastewater, 38% is from the local aquifer, and less than 1% comes from National 
Carrier water. Agriculture in Region B uses 34.9 MCM of irrigation water; of this, 
31% is wastewater, 56% is from the local aquifer, and 34% comes from National 
Carrier water (Table 1). Region A needs very little water for urban use, which 
comes mostly from the local aquifer, and Region B's urban area uses water mostly 
from the National Carrier.

Table 1: Water supply sources (MCM). 

 Region A Region B Total 

Agriculture 24.46 34.88 59.34 

National Carrier 0.22 11.96 12.18 

Local aquifer 9.41 19.39 28.81 

Wastewater 14.82 3.53 18.35 

Town 2.57 24.71 27.29 

National Carrier 0.02 21.76 21.78 

Local aquifer 2.55 2.95 5.50 

Initial salinity mg/l 239.82 179.64 192.17 

3. Desalination Alternatives 

Desalination processes can be applied to saline aquifers, to National Carrier water, 
or to unconventional water sources including wastewater or seawater. We 
examined the following desalination alternatives:

Brackish groundwater

National Carrier 

Treated wastewater 

Seawater

3.1. EVALUATION OF DESALINATION ALTERNATIVES 

Decisions on major issues such as water supply are often made using Multi-Criteria 
Decision Analysis (MCDA). According to Linkov et al. [6], this relies on 
multidisciplinary information, incorporating natural science, physical science, 
economics and other social sciences, medicine, politics, and ethics. MCDA 
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includes different methods to use information from different fields to reach a 
decision. Varis et al. [8] considered the trade-off of the environmental risks and the 
economic and social utility in evaluating river water quality. Wastewater treatment 
methods should be analyzed using a broad set of criteria, including social, 
economic, and environmental criteria. Bradley et al. [1] used social, economic, and 
environmental criteria to evaluate methods of wastewater treatment systems and to 
examine ways to reduce shortcomings through technological advancements and 
changes to management of the systems.

While in Haruvy [5] we focused mainly on economic considerations, in this 
research we combine scientific, technological, environmental, economic, social, 
and political considerations in choosing the optimal desalination method. For 
example, we consider the influence on unemployment as well as groundwater 
salinity in choosing a desalination method. This was done by quantitatively 
assessing the alternatives through a modified Delphi method of questionnaires 
eliciting responses from experts on desalination and water quality and supply. 

Using questionnaires for experts to evaluate water resources according to multiple 
criteria was done by Stone et al. [7], Ghanbarpour et al. [2], and many others. The 
method in this paper is based on Wolf and Murakami [9]. They used a 
questionnaire given to water experts to evaluate desalination and other water 
supply methods for each measure (economic investment, economic cost-benefit, 
etc.), and rank them from 0 to 100; these measures were in turn given a relative 
weight to reach a general comparative ranking of water supply methods by 
multiplying the rank for each measure with its assigned weight. In our 
questionnaire, each expert ranks each scenario on each criterion from 0 to 100, and 
assigns a weight to each criterion. The weighted results were used to evaluate each 
scenario. The highest ranking is the most desirable, so that alternatives with higher 
cost have a lower ranking, and alternatives with higher benefit cost ratio have a 
higher ranking.

3.2. THE CRITERIA USED FOR EVALUATION 

3.2.1. Economic criteria 

The size of the initial investment and cost-benefit analysis. Lower costs receive 
higher ranking. We hypothesized that seawater desalination has a high initial 
investment, so it would receive a low ranking. Low-level wastewater desalination 
is the least expensive, in terms of initial investment, so it would get the highest 
ranking (Table 2). The possible range for the initial investment: from 1 (no 
investment) to 100 (extremely high investment), and for the cost-benefit analysis: 
from 1 (very low benefit/cost ratio) to 100 (extremely high benefit/cost ratio) 

3.2.2. Hydrological criteria 

The aquifer salinity through time. Higher grade represents lower groundwater 
salinity. Higher level desalination (desalination to a higher quality level) means that 
the water will be less saline, and therefore have a lower impact on groundwater 
salinity. Therefore, we hypothesized that higher level desalination will receive a 
higher rank as a more groundwater-friendly method (Table 2).
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Table 2:  Desalination cost and salinity. 

Process Investment 

Cent/CM

Total cost 

Cent/CM

Groundwater

Salinity-year 100 

Groundwater 13.0 36.0 716 

National Carrier 14.6 29.4 453 

Wastewater 3.3 41.6 357 

Seawater 32.5 54.2 182 

3.2.3. Technological criteria  

The amount of water available (water quantity), quality, and reliability of supply. A 
ranking of 100 for water quantity would mean this method can provide a virtually 
unlimited amount of water; for water quality it would mean the method provides a 
very high water quality, and 100 for water source reliability would signify a 
completely reliable source of water supply. Seawater can potentially supply a high 
quantity, so we hypothesized it would get a high rank on quantity. Wastewater 
desalination is limited to the supply available, so it would get a low rank on 
quantity. The quality of desalinated seawater is high, while that of wastewater is 
low. The reliability of the supply source is high in seawater (always available), and 
lower in wastewater. 

3.2.4. Environmental criteria 

Energy use and greenhouse gas emissions; a high rank means very low energy use 
and very low greenhouse gas emissions. Seawater desalination is energy intensive 
and is associated with more greenhouse gas emissions, so we hypothesized it would 
receive a low rank. Lower quality desalination involves less energy use and emis-
sions, so it would receive a higher rank as a more environmentally friendly method.

3.2.5. Agricultural criteria  

The effect on the crop yield and quality. Higher grade represents better crop yield 
or quality. We hypothesized that as higher quality desalination is assumed to be 
better for crops, it will therefore receive a higher grade. 

3.2.6. Social criteria 

The effect on the employment rate. The employment in some peripheral areas of 
the country, where there are few alternatives available, is influenced by the cost of 
water supply to the agricultural sector. Higher grade represents lower negative 
impact on employment rate. This criterion has some correlation with economic and 
agricultural criteria—methods that have lower costs will have a lower impact on 
water price. A lower impact on water price means lower impact on agriculture, and 
less likelihood of people losing their jobs as farm workers due to increases in the 
price of water. 

3.2.7. Other criteria 

The effect on Israel’s image in the world and on its ability to export agricultural 
products. Higher grade represents lower negative impact on marketing image. We 
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hypothesized that irrigation with wastewater may have a negative image in export  
market and that therefore wastewater irrigation will receive a low rank on this 
measure.

4. Results and Discussion 

Questionnaires were disseminated among experts dealing with water issues to 
examine the effectiveness of the questionnaire and the level of feedback. This 
questionnaire is still in the process of being disseminated, and further work is 
needed to increase the number of respondents. This paper presents the preliminary 
results of the questionnaire, which shed light on decision making regarding the 
allocation and treatment of water resources. 

A major criteria for evaluation, the potential effect of water quality on human 
health, was omitted from the survey. Gurjar and Mohan [3] examined the short-
term and chronic health effects due to water contamination. This subject should be 
added to future surveys regarding water treatment.

Table 3 shows the ranking according to the economic criteria. 

Table 3a: Ranking of desalination alternatives according to economic criteria: treatment. 

Process Investment Cost/benefit Total 

Weight 30% 70% 100% 

Groundwater 66 73 71 

National Carrier 61 82 76 

Wastewater 80 51 60 

Seawater 23 38 34 

Table 3b:  Ranking of desalination alternatives according to economic criteria: supply. 

Process Domestic threshold Agricultural threshold Total 

Weight 40% 60% 100% 

Groundwater 83 87 85 

National Carrier 45 39 41 

Wastewater 35 74 58 

Seawater 43 27 33 
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This should be compared to the supply cost of desalinated level at the domestic 
water quality threshold and the agricultural water quality threshold (Table 4). 

Table 4: Supply cost of desalinated water (million NIS). 

Process Domestic threshold Agricultural threshold 

Groundwater 380 404 

National Carrier 

Wastewater  710 

Seawater 385 828 

The cost of seawater desalination is higher than the cost of groundwater 
desalination, and the ranking of seawater desalination is therefore lower on this 
criterion, although not in the same proportion as the real cost. 

The ranking according to technological criteria is presented in Table 5. 

Table 5:  Ranking of desalination alternatives according to technological criteria. 

Process Quantity Quality Reliability Total 

Weight 23% 35% 42% 100% 

Groundwater 19 60 68 54 

National Carrier 32 85 75 69 

Wastewater 56 27 41 40 

Seawater 89 81 80 82 

Seawater desalination is the highest ranked alternative, providing the greatest 
quantity and reliability of water, while wastewater is the lowest ranked alternative. 

The ranking according to hydrological criteria is presented in Table 6. 
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Table 6: Ranking of desalination alternatives according to hydrological criteria. 

Process Salinity level Additional salt Total 

Weight 34% 66% 100% 

Groundwater 16 75 55 

National Carrier 52 49 50 

Wastewater 76 80 79 

Seawater 86 31 50 

Wastewater and groundwater desalination are ranked as the highest, providing the 
lowest amount of additional salt to the groundwater aquifers. 

The ranking according to environmental criteria is presented in Table 7. 

Table 7:  Ranking of Desalination alternatives according to environmental criteria. 

Process Energy use Greenhouse gas 

emissions

Total

Weight 57% 43% 100% 

Groundwater 79 68 74 

National Carrier 83 62 74 

Wastewater 67 74 70 

Seawater 48 25 38 

National Carrier and groundwater desalination are ranked as the most 
environmentally friendly—the National Carrier water desalination as requiring the 
lowest amount of energy in the process, and wastewater desalination as causing the 
lowest amount of greenhouse gas emissions. 

Table 8 presents the agricultural, social, and other rankings; the summary of the 
results of all criteria; and the final weighted rankings. 
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Table 8: Summary of all criteria and weighted average. 

 Weight Groundwater National Carrier Wastewater Seawater 

Economic

treatment

13% 71 76 60 34 

Economic

supply

11% 85 41 58 33 

Technological 16% 54 69 40 82 

Hydrological 20% 55 50 79 50 

Environmental 29% 74 74 70 38 

Agricultural 4% 67 80 37 60 

Social 6% 52 61 65 43 

Other 1% 76 88 24 71 

Total 100% 66 65 62 48 

It can be seen that wastewater is ranked highest on the social criteria, but National 
Carrier water is the highest ranked alternative in combination of the last three 
criteria.

5. Conclusions and Recommendations 

We presented a method in water allocation and treatment decision making. This 
should be based on assessing the various dimensions including economic, 
technological, hydrological, environmental, agricultural, and social. Other 
dimensions should also be taken into account including health and applicability. 

Preliminary results in Table 8 show that the optimal alternative is brackish 
groundwater desalination. This alternative receives the highest rating, mainly due 
to the low cost of supplying the water, hydrological benefits from improving 
groundwater quality, and low negative environmental impacts. Desalination of 
National Carrier water desalination is second: its main comparative advantage is 
the low cost of treatment. Wastewater desalination is third: its environmental and 
economic advantages offset the hydrological and agricultural advantages of 
seawater desalination. Seawater desalination receives the lowest ranking and 
should be adopted only to supplement the quantity available from the other 
alternatives.

The results of the survey lead to the conclusion that desalination should start by 
exploiting brackish groundwater, which will provide a very limited quantity of 
water. Then desalination of National Carrier water and wastewater should be 
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applied, and, finally, seawater desalination should be used only as a last resort. 
Other criteria can be taken into account, including the applicability and task of the 
relevant water source in the future planning of national water sources. We 
presented a comprehensive framework for decision making while increased survey 
is needed to get recommendations.
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Abstract

The choice of the area under investigation takes into consideration several 
important aspects: heavily populated villages; type of drinking water as 
groundwater; its situation on the west side of the Nile near the intersection point 
between the Nile and its Delta; its neighborhood to the desert of Giza governorate; 
and its closeness to highly industrial and agricultural activities. The present study is 
an extension of an early study on drinking groundwater in the southern part of the 
area under investigation, namely Kafr Hakim village. The current paper covers an 
area from Kafr Hakim in the south to Nekla in the north, surrounded by the Moheet 
drain in the east and the Mansourya canal in the west. 

Twenty ground and surface water samples were taken from some wells of depths 
from  20 – 100 m and from some surface water drains in the same area. The exact 
positioning of each sample was precisely determined using GPS instruments. The 
samples were analyzed and environmentally characterized through various 
important cations such as Na, K, Ca, Mg, Cd, Zn, Pb, Fe and Mn, using atomic 
absorption technique. The anions determined using either spectrophotometric or 
ion-chromatographic methods; they included bicarbonate, sulphate, acetate, 
chlorides, nitrates, nitrites, and phosphates. All above-measured parameters were 
presented using the newly developed geographic information systems (GIS), which 
facilitates the presentation of final results. This manuscript sheds light on the 
evaluation of these water samples as potable according to international and the 
Egyptian regulations. Also a trial is made to explain any unusual and abnormal data 
with some recommendations for remediation. 

1. Introduction 

The Egyptian people have become very aware of the impact of the environment on 
drinking water. Needless to say, the relation between water quality and the is very 
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obvious. In an earlier study on the quality of the drinking water at Kafr Hakim 
village [1], the Giza governorate showed that the groundwater used for this purpose 
indicated the presence of some heavy element pollutants with concentrations above 
the allowable limits. When the problem was discussed with the decision makers in 
this area, they immediately abided with our recommendation at the time, namely 
increasing the depth of the source of the potable groundwater. This was carried out 
for three wells in this same village and the new depths were in the range of 60 – 
90m. Also, they changed the general drainage line from an open type to a covered 
one.

Therefore, we decided as a research team to restudy the quality of the water after 
these new modifications. We also decided to extend our study to other geographical 
areas taking into consideration other parameters causing the source of possible 
pollution as well as the direction of such pollutants. Therefore we extended our 
monitoring  to areas like Ghidan village, Abd EL Samad village, Mansouria 
village, Qumbera, Manchiat Radwan, Berkach, and Nekla.

The area under investigation is a part of Greater Cairo, west of the River Nile, Giza 
governorate (Figure 1).

Figure 1:  Study area of Greater Cairo, west of the River Nile, Giza governorate. 

It covers an area of about 42.00 Km2 . The southern part of the study area is very 
close to the nearby desert, namely, the pyramids plateau and Abu Roash hills. The 
concerned rural areas are located in a floodplain that has a relative elevation of 17-
21m. This floodplain occupies the banks of the River Nile. The surface of the 
floodplain consists of the fertile top clay-silt layer underlain by sand and gravel 
forming the alluvial aquifer. 
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2. Geologic Setting 

According to the geology of Greater Cairo described by Shata [2], our study area is 
located on the southern tip of the Nile Delta. The Nile floodplain is formed by a 
tectonic depression, and probably bounded by faults. Cretaceous and Tertiary strata 
and Tertiary volcanics are exposed at the border of the floodplain. They are part of 
the uplifted Hing belt (Figure 2). 

Figure 2: Modified block diagram showing the subsurface sequence in the study area (modified
from [2]).
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3. Groundwater Hydrology 

In Greater Cairo, the main aquifer system consists of coarse massive sand and 
gravel intercalated by clay lenses, belonging to the late Pleistocene. The aquifer is 
covered by a layer of salty clay and/or fill deposits. This layer acts as a 
semipervious aquitard of thickness ranging from 5m to 20m and vanishing near the 
eastern edges of the floodplain. The aquifer thickness ranges from 20m to 140m. 
The real extent of the aquifer is bounded to the east and west by limestone 
escarpments of the Eocene and Cretaceous age [3, 4]. 

The general groundwater flow for the Quaternary aquifer in northward and 
westward directions is shown in Figure 3. 
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Figure 3: Modified groundwater flow map (from [3]). 

The isopiesometric levels show a gradual decrease in the northward and westward 
directions. Two cones of depressions are locally developed, one to the north of 
Heliopolis and another one close to the Pyramids on the western side. The 
Pleistocene aquifer in the Cairo area is of infinite areal extent, as it is connected 
hydraulically with the same aquifer, both in the Nile valley in the southward 
direction and in the Delta in the northward direction [2]. The regional flow pattern 
in this aquifer is in the northern direction. A local anomalous flow pattern is, 
however, noticed within the Cairo area between Heliopolis and the Pyramids, and 
is either related to fault structure or to fold structure. In the study area, groundwater 
flows in a westward direction. 
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3.1. RECHARGE AND DISCHARGE 

The aquifer underlying Greater Cairo is replenished through various means, 
depending mainly on land use. The most important sources consist of: 

1. Seepage from the river and the main distribution canals. 

2. Deep percolation from irrigation of agricultural lands. 

3. Seepage from the drinking water supply network. 

4. Infiltration/seepage from the sewage trenches/pits in unsewered regions. 

On the other hand, discharge occurs as: 

1. Groundwater return flow to the river. 

2. Interception by the sewage system. 

3. Groundwater withdrawals. 

This regime affects the flow of groundwater, regionally as well as locally. 
Monitoring groundwater heads is thus an important means for the determination of 
the balance components, and direction of groundwater flow in relation to the other 
components of water. 

3.2. GROUNDWATER USE 

Groundwater, both shallow and deep, is intensively used in the Greater Cairo 
region. Public deep wells are generally owned by the Cairo potable water 
organization or local units, while private wells are used for both drinking and 
irrigation purposes. The private drinking wells are generally shallow and operated 
by hand pumps, while irrigation wells are deeper. 

3.3. GROUNDWATER POLLUTION 

Groundwater pollution is a result of surface as well as internal reasons. Internally, 
the pollution can increase due to the vulnerability of pollution and contamination 
by minerals. On the other hand, surface activities include various types of human 
activities.

3.4. INDUSTRIAL POLLUTION RISK 

About 120 industrial activities and gas filling stations occupy about 1% of total 
Cairo land use [5]. The major industries existing in the region determine the 
expected pollutants in the effluent. 

3.5. AGRICULTURAL POLLUTION RISK 

The agricultural area covers about 15% (while the desert area and turtle back cover 
about 24%). The west bank of the River Nile is considered the main agricultural 
part of Greater Cairo together with the northern part. These agricultural zones are 
the main supply of vegetables for Greater Cairo. The main source of irrigation 
water is the Nile, while the groundwater irrigation amount is limited. As a result of 
agricultural activities, deep percolation from the water table to the groundwater is 
expected. Such water contains salts (result of evapotranspiration), fertilizer, and 
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pesticide residues. From the water table to the groundwater, a change in the 
chemical content of the water occurs as a result of dilution and chemical reaction. 

3.6. URBAN POLLUTION RISK 

The urban area covers about 60% of the total area. The major urban areas are 
confined to the banks of the river and are generally served with an old sewerage 
system. The remaining urban areas are represented by scattered and unplanned 
settlements which are either served or unserved with a local network or by septic 
tanks.

4. Literature Review 

A large number of papers have been written about Greater Cairo in general. In 
particular, the study area is discussed by many authors among them Hefny and 
Khalil [6]. They studied the hydrogeological and hydrochemical conditions of the 
Greater Cairo area and assumed that groundwater in the Quaternary aquifer is 
generally fresh to highly saline. The increase in salinity eastward is mostly due to 
the leaching of the older marine and fluriomarine strata located in the eastern cliffs. 
This is in addition to the high rate of seepage from the old sanitary network at the 
densely populated areas. 

Awad [7] studied pollution of groundwater resources in the southern part of the 
Nile Delta, and its impacts on development plans. Pollution of groundwater with 
trace elements, especially iron, manganese in most of wells and lead in some wells 
was detected. 

Diab [8, 9] studied groundwater occurrence in the southern sector of Alexandria-
Cairo desert road. The same author studied the groundwater pollution of the 
Quaternary aquifer under the Nile Delta area. He found that this pollution is partly 
the result of agricultural fertilizers, manure, and biocides. Wastewater disposed in 
canals can diffuse in groundwater. The main pollutants include nitrates and 
phosphates, where their concentrations in the groundwater of the Quaternary 
aquifer are less than in surface water resources. Denitrification may be responsible 
for the flow concentration of nitrate in groundwater. 

Lasheen et al. [10] studied the concentration of Cd, Zn, and Pb in the wastewater of 
the abu Zaabal fertilizer factory. Cd ranges from 2.3 to 600µg/ . Zn between 4.6-
646µg/ , and Pb ranges from 16.2 to 600µg/  were found. In the water of the 
Ismailia canal, the total content of Zn ranges from 1.36 to 10µg/  with a mean 
value of 4.06µg/  and Pb ranges from 0.5 to 6.9µg/  with a mean value 0.76µg/ .
The Northwest Cairo area between Abou Rawash and Gebel Hamza area was 
studied by Ahmed [11] hydrogeochemically to detect the relation between surface 
water and groundwater in this area. 

The chemical characters of surface water (represented by E-Mansouria Canal) 
revealed that the total dissolved solids (TDS) is 318mg/ , which lies in the fresh 
water category. The dominant anions for this canal are in the order: HCO3

- > Cl- > 
SO4

--, while the dominant cations are in the order of Na+ > Ca++ > Mg++. Therefore 



Evaluation of Drinking Groundwater for the Rural Areas Adjacent 385

the dominant water chemical type is Na+ + HCO3
-. For groundwater, the majority 

of the collected samples (east and northeast of the study area) reflect the fresh 
water category. The southwestern part of the study area reflects the brackish water 
category while the rest of the southern samples belong to the saline water category. 
This higher salinity may be attributed to leaching and solubility processes. 
Moreover, ionic exchange mixing and evaporation are also considered. 

5. Aim of the Present Work 

The present work is mainly devoted to evaluating the groundwater as the main 
source of drinking water. GIS technique is the main tool to achieve this goal. 

5.1. FIELD WORK: 

5.1.1. Sampling 

Groundwater samples: Seventeen groundwater samples have been selected from 
Qumbera Kafr Hakim, Ezbet Ghidan, Ezbet Abd El Samd, AI Mansouriya, 
Menshat Radwan, Berqasha and Nekla in May 2004 (Figure 4).  Five other 
groundwater samples were obtained for duplicate checks in January 2005. 

Figure 4:  Well location map. 
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Surface water samples: Three surface water samples from the drains and canals 
were taken.  The anions were analyzed using Ion Chromatography and the trace 
heavy elements were analyzed using Atomic Absorption Technique.  All other 
determinations were carried out according to AOAC methods. 

5.1.2. Instrumentation 

pH and conductivity were analyzed using instruments (WTW Wissenshaftlich- 
Technische werkstatten G mb H  Ion lab Multi Level 1, ba 12237 de) for measuring 
pH, conductivity, salinity, and dissolved oxygen. Other analytes were measured 
using with either an Atomic Absorption Spectrophotometer (Aurora, Canda) or an 
ion-chromatograph (D-120 Ion chromatograph [Dionex Ion pac]). 

5.1.3. Procedures 

The water samples were analyzed as received. The cations were obtained through 
wet method, spectrophotometry, or atomic absorption technique. All methods were 
recommended by USEPA, Egyptian EEAA, or AOAC methods. 

5.1.4. Groundwater Samples 

parameters is the average of  two or
 three different measurements. The standard deviation within each reading is within
 the already available experimental error of the corresponding method. In general
 the errors in each case never exceeded 1 to 2%.

5.2. DISCUSSION OF RESULTS 

All the above-measured parameters were presented using the new Geographic 
Information System (GIS). Arc GIS software was used to create the spatial 
distribution maps and analyze the different data obtained. 

In order to handle remote geographic data with other geological and 
hydrogeological data, GIS was applied. GIS is a computer software package that 
allows the user to handle large amounts of spatially distributed data by combining a 
database management system with digital mapping capabilities. The ability to 
analyze and manipulate data in both spatial and tabular form makes GIS more 
powerful than a traditional tabular data system [12]. 

5.3. GIS AND DECISION MAPS: 

5.3.1. GIS Map of Cadmium Concentration

We paid special attention to Cd as a trace element due to its environmental hazards 
and potential risk to human health. The previous study [1] on the southern part of 
investigated area (Kafer Hakim) revealed a high concentration above the allowable 
limits (0.005 ppm according to EPA and WHO). Cd concentration is ranged 
between 0.002 and 0.01 ppm. The first survey, in May 2004, indicated high 
concentrations at both Qumbera (in the east southern part of the study area) and 
Berkash (located in the west southern part). Kafer Hakim showed no increase in 
this very toxic element, (Figure 5), which leads to renal and liver failure. 

 Multiple water samples obtained  from the  study  area. For each  sample, 33 

parameters were reported and each of  these 
were
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Figure 5:  Distribution of cadmium (May 2004). 

In Kafer Hakim, the governmental responsibles drilled three wells in the same area 
in response to community demand. Analysis of the groundwater for these three 
wells unexpectedly revealed worse results than for surface water (Figure 6). 

Figure 6: Groundwater cadmium results. 
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Concentrations of Cd [13, 14] as a trace element along the whole area show some 
differences. To the south, faulting and folding structures as well as Tertiary aged 
basalts exposed at Abou Rawash, which are very close to Quaternary aquifer, may 
be responsible for high Cd concentration in Qumbera. Although the sudden 
increase of Cd concentration in Berkash seems obscure, there are many reasons that 
may combine to explain this increase. Fertilizers and pesticides, open drainage and 
sewage, and leaching from the aquifer body strata itself, where Cd may be 
associated with alluvial deposits, all may give a convenient explanation especially 
this are generally represented as a meeting point of Nile River with its Delta. The 
idea of throwing down the alluvial load by Nile River when it loss its velocity and 
strength may enhance the deposition of heavy metals in alluvial deposits. 

5.4. GIS MAP OF NITRATE CONCENTRATION 

Nitrate concentration ranges between 0 and 32.9 ppm, with the highest value 
recorded at Ghidan village (Figure 7). This may be attributed to the presence of a 
canal linking El Muheet drain and El-Mansouria Canal. In addition, parallel drains 
(El-Libini and El- Muheet), which receive all both agricultural drainage and 
sewage drainage from Zenien plant, represent a dangerous source of possible 
nitrate contamination across percolation to the ground aquifer system.  The 
allowable limit for nitrate is 10 to 50 ppm (according to WHO and EPA). 

Figure 7:  Distribution of nitrate. 
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5.5. GIS MAP OF MANGANESE CONCENTRATION 

The southern part of the investigated area, which includes Qumbera, Kafer Hakim, 
and Ghidon villages, recorded the highest values for manganese (Figure 8).

Figure 8:  Distribution of manganese. 

The range of manganese concentration is 0.058 to 2.78 ppm and the allowable limit 
is 0.05 ppm (WHO and EPA). An increase has been observed beside the 
complicated drain network where the three villages of Qumbera, Kafer Hakim, and 
Ghidan are located.

5.6. GIS MAP OF IRON CONCENTRATION 

The iron concentration value lies within the range of 0.141 and 1.704 ppm 
(Figure 9) while the allowable limit is 0.3 ppm according to WHO and EPA. The 
highest values of iron are observed at the southern part of the study area (Qumbera, 
Kafr Hakim, and Ghidan) and the El Mansuria well.

Figure 9:  Distribution of iron. 
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This increase may be ascribed to the complicated drain network that feeds the 
aquifer with iron through a penetration process many long years ago. Also, we can 
add: the movement of contaminants during the up-down flow and south-north flow 
where industrial activities are conducted in the southern part of the Giza 
governorate.

5.7. GIS MAP OF LEAD CONCENTRATION  

The recorded values of lead concentrations are found to be up to 0.15 ppm, while 
the allowable limit is 0.01 ppm. The highest value was recorded at Abd El-Samad 
village (Figure 10).

Figure 10:  Distribution of lead. 

5.8. GIS MAP OF TOTAL DISSOLVED SOLIDS 

Distribution of TDS along the investigated area shows an observed high 
concentration along the southern part of the investigated area (Figure 11).

The range of TDS values lies between 363 and 1169 ppm while the allowable limit 
is 500 ppm. Structural geology and nearness from Eocene limestone may play a big 
role in increasing TDS values.
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Figure 11:  Distribution of total dissolved solids (TDS). 

The circular diagram in Figure 12 shows an increase in Cl- and SO4 in the southern 
part of the investigated area, where the aquifer thickness decreases and the effect of 
marine deposits increase under the Quaternary aquifer. Figure 12 shows the 
proportional relationship between the TDS and the summation of trace elements 
concentrations (Cd, Mn, Pb, and Fe). 

Figure 12:  Relation between TDS and sum of selected toxic trace elements (decision map). 
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5.9. DECISION MAP 

The integration of individual maps forms the decision map (Figure 13). The sum of 
Cd, Mn, Pb, and Fe is presented in the map to illustrate that the more risky area is 
the southern part. This may lead the scientific team to start water treatment in that 
area. Additionally, the governmental decision maker is urged to supply these rural 
areas with more healthy water till the treatment is carried out.

Figure 13:  GIS decision map.

6. Conclusions 

Evaluation of drinking groundwater quality as illustrated by GIS maps showed that 
cadmium, manganese, lead, iron, nitrate, and total dissolved solids concentrations 
in some wells are over the recommended limits. 

The southern part of the study area (Kafr Hakim and Ezbet Ghidan) is the more 
risky area. This area is close to the structural plateau of Abu Roash, where basaltic 
flows could be having an effect, impacting the water-bearing formation in relation 
to aquifer thickness as well as water quality. Leaching of water with faulted limy 
rocks as well as extrusive rocks such basalt may also affect the water quality. High 
concentration of sulphate and chloride in these areas may be attributed to the limy 
formations in such areas. Trace elements such as cadmium, manganese, lead, and 
iron may be affected by the subsurface and structural situation for this area. 
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Industrial activities, wastewater drains, and fertilizers are the main sources of 
surface water and groundwater pollution. Hand pump and governmental drilled 
wells are situated in almost porous and permeable water bearing formations of 
Quaternary aquifer.  This condition is accelerating the migration of pollutants 
within the study area. 

7. Recommendations 

This work prompted several recommendations to local authorities to improve 
environmental conditions and to implement an effective monitoring program.  The 
recommendations included the following: 

Drilling sites in Kafr Hakim should be approved before drilling using the 
results of piesometer measurements other than those from more costly 
productive wells. 

The Zenien water treatment plan to drain its water to the open channel drain 
should be abandoned and not implemented. 

Under drainage system for the severe wastewater drains should be constructed. 

Treatment of drinking groundwater for the areas of Kafr Hakim and Ezbet 
Ghidan is strongly recommended. 

Complete periodic measurement of soil, plant, and water parameters as well as 
an environmental plan covering all medical and social surveys are 
recommended.

Reconstruction of the sanitary system should be conducted using the tube 
system instead of drains to avoid water contamination. 

Villagers should be instructed to substitute groundwater with pure water until 
water purification methods are available. 

Screening tests should be used for early detection of diseases to avoid 
complications.
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Abstract

The Lithuanian continental seaside track is not long but there are plenty of 
wonderful places where people cut themselves from the daily life in city, to have a 
rest and spend their leisure. This region is strategically important for Lithuania 
from an economic point of view, as well as from a recreational and environmental 
perspective. In Lithuania there is only one state seaport and the B ting  Oil 
Terminal. Most pollution incidents happen in these two places and, therefore, it is 
easier to make controls and find polluters. Environmental monitoring on Lithuania 
Baltic Sea coastal waters is carried out by two different types of monitoring 
programs: the National Environmental Monitoring Programme and the monitoring 
programs of Economic Units.

1. Introduction 

The coast of Lithuania along the Baltic Sea extends 99 kilometers. There are well 
preserved sandy beaches that kept their primeval origin. 50 kilometers from the 
seacoast, the depth is 50 meters and the sea is shallow in comparison to the deepest 
places that reach up to 200 meters. Administratively, it is a dependency of Klaip da
region. The Lithuanian continental seaside track is not long but there are plenty of 
wonderful places where people cut themselves from the daily life in city, to have a 
rest and spend their leisure.

This region is strategically important for Lithuania from an economical point of 
view, as well as from a recreational and environmental perspective. The following 
factors could be identified as important for the environment and value of this 
region: water pollution, improvement of shipping and oil transportation, invasive 
species, and tourism. There are two especially environmentally important and 
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governmentally protected areas: Kurši  Nerija national park and Seaside regional 
Park (Figure 1).

Figure 1:  Lithuanian Baltic seacoast. 
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According to the Law of Protected Areas in the Republic of Lithuania, Kursiu 
Nerija National Park is protected by the state. In the classification of IUCN (The 
World Conservation Union), KNNP has been recognized as Category II. Kursiu 
Nerija National Park has been a member of EUROPARC federation since 1997. In 
2000, the Kursiu Nerija National Park was included on the UNESCO World 
Heritage List as a valuable cultural landscape. There are 16 conservational areas, 
including two strict nature reserves and four nature conservation reserves. An 
estimated 900 plant species grow in the Kursiu Nerija National Park, with 31 of 
them on the Red List of Lithuania. 

The Seaside Regional Park is governmentally protected territory of the Lithuanian 
seaside from Klaip da city to Old Palanga. The park takes up 5,033 ha overland 
and 30 km in the water area of the sea. Seaside (Karkle) Regional Park was 
established in order to protect beautiful landscapes of the seaside, natural and 
cultural values, and biological Baltic Sea diversity; re-establish destroyed or broken 
natural and cultural values; and at the same time make conditions for cognitive 
tourism and lounge development. 

Specific economic features of Klaip da region are mostly conditioned by Klaip da
port, which is the only distant port in the North and which never freezes all year 
round in the East side of the Baltic sea. 

Klaip da port has big shipment capabilities in comparison to other ports nearby. Its 
capacity reaches 25-30 million tons per year. In the near future, the establishment 
of a modern logistics center next to Klaip da port together with flexible multimodal 
transport operations, packing, and categorizing services, will turn the port into one 
of the best strategic economic engines in the northern part of the Baltic sea. 

The B ting  Terminal is the newest facility of Mazeikiu Nafta, situated in a year-
round ice-free area of the Baltic Sea. Its history started in 1995, when the company 
B ting s Nafta was established for the purpose of constructing and operating the 
terminal. In 1998, B ting s Nafta was merged into Mazeikiu Nafta. The terminal 
can export up to 14 million tons of crude oil a year. As an import and export 
terminal, it is capable of not only exporting crude oil but also accepting import 
cargoes.

2. Pressure on Environment 

Every year, there are increases in crude oil and oil production transportation.  New 
oil terminals were constructed in the Baltic Sea; B ting , Primorsk, and Vysock 
extend oil terminals in the main East Baltic ports. Navigational risk assessments are
very important for finding legal and organizational solutions to decrease 
navigational and environmental risk. 

Keeping in mind that every year the number of incoming ships to the B ting
Terminal is increasing and that the volume of oil loading is growing, the B ting
Oil Terminal is a rather risky business in terms of pollution. Analysis of annual 
reports indicates problems that need to be solved: improvement of ship inspections 
and development of technical control possibilities. 
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The Baltic Sea at the Port of Klaip da is in the zone of direct impact of continental 
runoff, where dissolved and particulate matter from the Curonian lagoon disperses. 
This water area is distinguished for active mixing of different chemical types of 
water, high input of organic matter, nutrients, oil products, heavy metals, and active 
biogeochemical processes.

The more dangerous risk for the environmental stability of Lithuanian Baltic Sea 
waters and beaches arises from water pollution by oil products.

Another very important impact factor on the marine environment is soil dumping in 
the Baltic Sea. Investigations revealed increasing deformations of the sea bottom in 
the dump sites. The concentrations of total organic carbon and total hydrocarbons 
are 1.2 and 2.2 times and heavy metals of nickel 2.3 times as high in the dumpsites 
as in the surrounding areas. 

3. State of Environmental Monitoring on Lithuanian Baltic Sea Coast 

The system of environmental monitoring on Lithuania Baltic Sea coastal waters are 
carried out along two different types of monitoring programs: The National 
Environmental Monitoring Programme and monitoring programs of Economics 
Units. Observations of the Baltic Sea along the National Environmental Monitoring 
Programme carried out for more than two decades enabled selection of the optimal 
network of monitoring stations, covering Lithuania’s coastal waters and the open 
sea.

The Baltic Sea Monitoring Programme is closely connected with the Helsinki 
Commission (HELCOM) Programme carried out by the countries of the Baltic 
region and is maximally adjusted to national and international requirements, 
although general optimization of the marine monitoring system is still necessary. 
The goals of the National Environmental Monitoring Programme in this region are 
to:

Collect and provide information on the natural processes in the coastal zone of 
the Baltic Sea and in the open sea. 

Collect and provide data on eutrophication levels and impact on the biota. 

Establish concentrations of the pollutants in the water and the sediments as 
well as their accumulation in the aquatic organisms. 

Establish biodiversity of animal species and population status. 

Prepare models for the assessment of long-term changes. 

The monitoring stations and the selected oceanological, hydrochemical, and 
hydrobiolological parameters ensure the observations of natural processes and 
the impact of human activities.  The stations are distributed so that they 
provide comprehensive information on the status of the sea, the coastal zone, 
and the most polluted sites within the sea.  Marine monitoring is based on 32 
stations (Figure 2).
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Figure 2: The network of National environmental monitoring stations in Lithuania's Baltic Sea zone. 
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Twenty-eight of them belong to the national monitoring network (1, 1b, 2, 2b, 2c, 
3, 4, 4c, 5, 5c, 6, 6b, 6c, 6d, 7, 16, 20, 20a, 20b, 43, 46, 46a, 64, 64a, 65, 1K, 4K, 
7K), and four to the international HELCOM Programme (J2-65, J1-37, K1-49a, 
L1-55).  The national monitoring network includes: 

Ten open sea stations (46, 46a, 2c, 64a, 5b, 5c, 6b, 6c, D6, 43). Sampling rate: 
four times a year (once per season.) 

Fifteen coastal zone stations (1, 1b, 2, 2b, 3, 4, 4c, 16, 64, 5, 6, 7, 20, 20a, 
20b).

This part of the network also includes: 

Four dumping stations (16, 20, 20a, 20b). Sampling rate: six times a year. 

Three stations of the recreational zone or "hot spots" (1K, 4K, 7K).  Sampling rate: 
16 times a year. 

The monitoring system of Baltic coastal zone dynamics consists of the network of 
measuring stations covering Lithuania's Baltic seacoast.  The stations are set to 
represent fragments of the coastline that have the same morpholitological 
characteristics.

4. Pollution by Oil Products 

Oil products are considered one of the most common polluting substances. In the 
natural environment they form thousands of organic compounds with different 
characteristics and different impacts on the marine environment: from nonharmful 
aliphatic to toxic and partly poisonous polycyclic aromatic and heterocyclic 
compounds.

In Lithuania there is only one state seaport and the B ting  Oil Terminal. Most 
pollution incidents happen in these two places and, therefore, it is easier to make 
controls and find polluters. For almost all of the pollution incidents in Klaip da
State Seaport, the polluters are identified. 

Till now the situation with oil pollutants in Lithuanian Baltic Sea zone is quite 
good. In 2003 pollution of the Baltic Sea region with oil hydrocarbons fluctuated 
from 0.00 mg/1 to 0.16 mg/1. The highest concentrations exceeding the maximum 
allowable limits (0.05 mg/1) were observed in spring near Nida, Smiltyne, 
Melnrage, and Sventoji. Higher amounts of oil hydrocarbons were observed in the 
ground dumping site in the winter and summer. No difference was observed 
comparing the littoral zone with the open sea and the dumping region. Higher 
concentrations of pollutants were found only episodically with no major impact on 
the state of environment. 

Basically, in the last 10 years, water pollution with oil hydrocarbons in the Baltic 
Sea remained the same. Increased concentrations of oil hydrocarbons were only 
observed in 1996-1997 (Figure 3).
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Figure 3:  Concentrations of oil hydrocarbons in the Baltic Sea water in 1992-2004. 

There was no pollution of the Baltic Sea bottom sediment with oil hydrocarbons in 
spring and autumn (<20 mg/kg of dry soil) (Figure 4). Based on the amounts of oil 
hydrocarbons observed in the bottom sediment of the dumping region in summer 
(20,61-40,48 mg/kg of dry soil), the soil in this region can be assigned to the 
second class of pollution.
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Figure 4:  Amount of oil hydrocarbons in bottom sediments in 1992-2004. 

In 1993-2002, bottom pollution with oil hydrocarbons remained the same in the 
dumping region and the littoral zone, and decreased in the open sea. Nevertheless, 
according to the results of chemical analysis, the amounts of oil hydrocarbons 
exceeding MAC and noncharacteristic to the eastern coastal zone of the Baltic Sea 
were observed in some areas of oil collection and drift of oil slick These amounts 
are caused by pollution due to anthropogenic impact and provides an assessment 
that operation of B ting  terminal has direct connection with these pollutants 
reaching the marine environment. In addition, unlikely small concentrations of oil 
hydrocarbons in the surface water layer of the buoy area prove that oil dispergents 
were used. Assessment of impact of these materials to the environment is very 
contradictory. Pollution with oil is most often noticed in places where there is an 
intensive human activity, which is connected to shipping, shipbuilding, and repair 
and in places where there are many ships. There are three large dockyards and 
seven stevedoring companies in Klaip da seaport territory. From 2000 to 2003, 187 
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reports of Baltic Sea pollution in the Lithuanian coast and Klaip da seaport area 
were recorded. It is worth mentioning that the number of registered pollution cases 
has decreased: from 76 in 2000 to 12 in 2003. 

4.1. INTRODUCED SPECIES 

According to the data base of introduced species in the Baltic Sea, three 
zooplankton species acclimatized in the Baltic Sea: Acartia tonsa, Ameira divagans 

and Cercopagispengoi. These species were brought into the Baltic Sea with ballast 
water. According to zooplankton monitoring data of the Marine Research Center, 
only two introduced zooplankton species have been observed in the waters of our 
coastline: A. tonsa and C. pengoi. A. tonsa is a representative of euryhalinic waters 
mostly developing in estuaries. Firstly, this type of species was observed in 
zooplankton in of the Baltic Sea in 1925 and in 1952 A. tonsa was observed in 
Aistmares. Today A. tonsa is very abundant in the Baltic Sea, including bays and 
estuaries. It has perfectly acclimatized and has taken its ecological niche among 
zooplankters-filtrators. Due to certain difficulties in identification of this species, A.

tonsa was described in the Lithuanian zone for the first time in 1999. Since 1999, 
during all seasons A. tonsa is constantly observed in small quantities (about 1% of 
total abundance) in zooplankton samples. A. tonsa constitutes from 0.09 to 5.1 
thou. units/m3 in aquatory of the littoral zone and 0,7 to 2,3 thou. units/m3 in the 
open sea. There were no special changes observed in the Baltic Sea ecosystem in 
terms of the introduction of such species. The summer organism of zooplankton C.

pengoi is an alien species from the Caspian Sea. It appears in phytoplankton when 
the water temperature reaches 17°C and disappears when the water temperature 
drops down to 13°C. This species was first observed in the Baltic Sea region in 
1992 in Riga Bay, and in September 1999 in the littoral zone new B ting  of the 
Lithuanian territorial waters. The density of C. pengoi organisms in this aquatory is 
so large that it obstructs the nets with individuals of this species and stops the 
fishery. Since 1999 C. pengoi is a constant element of the summer zooplankton 
association at the Lithuanian coast, and its abundance is close to 54.8 to 79.7 thou. 
units/m3 in zooplankton monitoring stations located in the regions of littoral zone, 
and 0.06 to 0.09 thou. units/m3 in the open sea. During the past two years 
Cercopagis pengoi has taken a stable position in the summer zooplankton — it 
constitutes 4 to 5% of the total abundance of mezozooplankton. 

Seventeen introduced species of bottom fauna have been observed in the waters of 
the Lithuanian coastline: one species of hydroids and one of multi-bristle worms, 
11 species of crustacean and four species of limpets. Most of the introduced 
benthos species at the Lithuanian coast originated in much earlier times: the 18th,
19th, or even 13th centuries. Some species originated at the beginning of the 20th 
century, 1 r — Marenzelleria viridis, from the Polychaeta class, originated in about 
1985 in Lithuanian waters. Most of these species came to the Baltic region from the 
Ponto-Caspian basin attached to the hulls of ships or ballast waters. 
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5. Ship Control 

B ting  Oil Terminal in Lithuania (about 7 km from the coast line) does not have 
ship waste and ship cargo residue reception facilities. Therefore, prior to heading to 
B ting  Oil Terminal tankers have to confirm that wastes and ship cargo residues 
were disposed of at the last port of call and/or that ship waste and ship cargo 
residues reservoirs are within 25 percent of total capacity. 

A major reason for the practice of illegal dumping at sea, especially of fuel 
residues, is that considerable cost is incurred by disposal in port and that such cost 
is borne by ship operators. To create an incentive for disposing of the wastes in port 
reception facilities in spite of the costs incurred, the costs of disposal are not 
charged to any single ship but apportioned to all ships entering the port. 
Recommendation 19/8 of the Helsinki Convention therefore provides that the costs 
of waste disposal in ports are to be charged in accordance with a “no-special-fee-
system”. The aggregated cost of disposal is calculated by the port authority and is 
charged to each ship as a lump sum as part of the ship station fees regardless of 
whether the ship uses the disposal facilities. Therefore, the ships must always pay a 
waste charge regardless of whether ship-generated wastes are delivered or not. 

At Klaip da Seaport in Lithuania, ballast water, rinse water, chemically polluted 
water, residues of paint, and quarantine (infected) waste are managed under ship 
agreements with appropriate stevedoring companies with “no-special-fee-system” 
not applied. Part of this waste is classified as hazardous waste and, therefore, there 
is a risk that such waste can be left in the territory of the port illegally. 

The Klaip da seaport is constantly developing: some companies are introducing 
international quality and environmental standards. Nevertheless, with such intense 
activity in the Klaip da seaport area, the Marine Environment Protection Agency 
has recorded pollution cases often. Selectively, the State Control of the Republic of 
Lithuania checked the information on the responses to pollution: in all cases 
necessary investigation was conducted, collecting of pollutants was arranged, but 
not in all the cases the monitoring institutions managed to identify polluters and to 
establish damage to nature (Figure 5).
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Figure 5: Oil spills in Baltic sea Lithuanian territorial waters in 2000 – 2003. 
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In Lithuania there is a large percent of controlled foreign ships with deficiencies 
(Figure 6). In Lithuania also ships with small deficiencies are held back in the port 
until the deficiencies are fixed. In Lithuania, the legislation does not involve fines 
for violation of the safety navigation rules, but the Government of the Republic of 
Lithuania is preparing the adjustments for the imposition of fines for violation of 
the safety navigation rules.
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Figure 6:  Results of ships control in Klaip da Sea port and B ting  oil terminal in 2000 – 2003. 

In Lithuania the National Contingency Plan for Pollution Incidents at Sea is mainly 
designed for preparations for response to spillage of oil and petroleum. It does not 
cover pollution by other substances and no pollution prevention measures have 
been provided for in the plan. 

6. Pollution Prevention 

According to the National Oil Spillage Contingency Plan for Lithuania, pollution 
incidents in the Baltic Sea are divided into three levels depending on their extent 
and management scheme. The most complicated are third-level incidents of large 
extent. In the case of such incidents Lithuania has a right to ask for international aid 
from other states. In the same case forces of economic entities are mobilized, 
Emergency Response Committee to Oil Spills is immediately summoned and all 
the information is constantly provided to Emergency Management Centre. 

In November 2001, a pollution incident in the Baltic Sea occurred while loading oil 
to a tanker in the B ting  Oil Terminal. In extreme meteorological conditions and 
after a crack in an underwater feed pipe, 59 tons of oil was spilled into the sea. A 
few months earlier, a pollution incident occurred in the same terminal, but it was of 
a smaller extent: the oil spill was around three tons. 

In 2001, 5 million tons of oil were loaded in the B ting  Oil Terminal, 50 incoming 
ships were registered, and 79 percent of the incoming ships were inspected. Control 
of buoy and ships was carried out following the Lithuanian Law on Environmental 
Protection, the Law on Marine Environmental Protection, requirements of 
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MARPOL 73/78 and HELCOM Conventions. The above-mentioned cases showed 
that the incidents were caused by the malpractice of the Terminal itself. 

When pollution incidents happened the following actions were taken: 

Extent of pollution was determined (specimens were taken). 

Possible spread of pollution was forecast. 

Neighboring states were informed. 

Polluters were identified 

Damage for nature was assessed. 

Collection of pollutants was arranged. 

Klaip da District Prosecutor‘s Office brought a case on marine pollution in 
materials, causing damage for human health and marine fauna. 

In both cases the Lithuanian National Contingency Plan for Pollution Incidents at 
Sea was followed, protocols of the breach of the environmental protection law were 
made, responsible staff of the B ting  Terminal were punished, and working 
groups consisting of responsible employers from governmental institutions related 
to the B ting  Oil Terminal were formed. The Government of the Republic of 
Lithuania passed a resolution which delegated provision of proposals on improving 
prevention of incidents in potentially dangerous objects (among them in B ting
Oil Terminal) to various governmental institutions. 

7. Conclusions 

Systems of environmental monitoring on the Lithuanian Baltic Sea seaside, which 
involve national monitoring and environmental monitoring carried out by 
Economic Units allows to improve and optimize system for the observation of 
environmental situation in this region. 

In Lithuania there is only one state seaport and the B ting  Oil Terminal. Most 
pollution incidents happen in these two places and, therefore, it is easier to make 
controls and find polluters. For almost all of the pollution incidents in Klaip da
State Seaport, the polluters are identified. 

Every year, there are increases in crude oil and oil production transportation.  New 
oil terminals constructed in the Baltic Sea—B ting , Primorsk, and Vysock—
extend oil terminals in the main East Baltic ports. Navigational risk assessments are 
very important for finding legal and organizational solutions to decrease 
navigational and environmental risk 

At Klaip da Seaport in Lithuania, ballast water, rinse water, chemically polluted 
water, residues of paint, and quarantine (infected) waste are managed under ship 
agreements with appropriate stevedoring companies with “no-special-fee-system” 
not applied. Part of this waste is classified as hazardous waste and, therefore, there 
is a risk that such waste can be left in the territory of the port illegally. 
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A major reason for the practice of illegally dumping especially of fuel residues at 
sea is that considerable cost is incurred by disposal in port and that such cost has to 
be borne by ship operators. B ting  Oil Terminal does not have ship waste and ship 
cargo residue reception facilities. Therefore, prior to heading to B ting  Oil 
Terminal tankers have to confirm that wastes and ship cargo residues were 
disposed of at the last port of call and/or that ship waste and ship cargo residues 
reservoirs are within 25 percent of total capacity. 

A very important impact factor for the marine environment is soil dumping in the 
Baltic Sea. In this territory, the concentrations of total organic carbon and total 
hydrocarbons are 1.2 and 2.2 times and heavy metals of nickel 2.3 times as high in 
dumpsites as in the surrounding areas. 

No significant changes of oil hydrocarbon concentrations were observed in the area 
of the Lithuania Baltic Sea territory. Direct negative impact on the environment 
from oil spills during the accidents was short-term due to high dilution of water, 
active hydrodynamics of the water mass, and biochemical decomposition 
processes. Long-term impact on marine organisms can be observed as they 
bioaccumulate mutagenic oil hydrocarbons through the food chain. 

The dynamic analysis of chemical constituents of complex oil compounds and the 
examination of the composition of HC confirmed that oil products get into 
Lithuanian beaches from the sea. It was determined that the concentrations of 
chemical elements accumulating in the Lithuanian beach sediments by the dynamic 
coastline are very small. The variations of their concentrations in the beach 
sediments are related with the location of terrestrial sources of pollution and/or the 
composition of beach sediments: the concentrations tend to increase with an 
increasing amount of thin dispersed matter. 

The number and population of introduced species in Lithuania seaside is growing. 
Although invasive species enrich the nutrition base of local ecosystems, they pose a 
threat to the established stability of local species populations. In addition, some of 
these species have toxic impact; thus, the appearance of invasive species and their 
prevalence in local waters should be considered a negative phenomenon. 
Unfortunately, this phenomenon is increasing. 
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Abstract

The Caspian Sea is the largest inland water body in the world and of great 
importance for the socioeconomic development of bordering countries.  The 
Caspian Sea’s unique fish resources and oil and gas fields are projected to provide 
a significant source of food and economic prosperity to the Caspian region, as well 
as energy to many parts of the world.  This paper illustrates the need for objective 
assessment of transboundary risks on a regional scale.  On the whole, the main 
threats to environmental security in the Caspian region are well known, though not 
fully evaluated.  Risk analysis can be an important tool for identifying different 
challenges, revealing new hazards, assessing risks and, consequently, providing 
decision makers with options for mitigating both short- and long-term negative 
impacts on the regional economy and deterioration of the environment. 

1. Introduction 

The Caspian Sea is the world's largest inland water body, which is of great 
importance for the socioeconomic development of the littoral states and the whole 
world. Its unique fish resources and oil and gas fields provide food and jobs to the 
Caspian state population and energy supply to many parts of the world. The 
hydrological regime of the northern part of the Caspian is determined mainly by the
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river flow. The Volga River has a major hydrological impact on the Caspian Sea 
and other tributaries because of its contribution about 80% to total river flow 
discharge into the Sea. One of the most interesting features of the Caspian Sea is 
the multi-annual fluctuation of its level, constituting over 3 meters and produced by 
variations of the river flow and evaporation. Multiple changes of transgressive and 
regressive phases of level state have occurred throughout the Caspian Sea's 
existence. The biodiversity of the Sea and its coastal zone makes the region one of 
the most valuable ecosystems in the world.  The level of aquatic species endemism 
reaches 80% formed due to the Sea's long-term isolation from other water bodies. 
The Caspian Sea harbors 54 endemic fish, 53 endemic mollusks, and one endemic 
mammal, the Caspian seal. In spite of the ecological hierarchy of the Sea's 
ecosystem, it is generally uniform because of very active water circulation and 
biota migrations covering all water areas. There are significant protected areas in 
all the Caspian countries—including the Astrakhan biosphere reserve—of 
international importance. The Caspian Sea is a highly productive water body, 
thanks to intensive solar radiation and wealthy biogenic flow. The total fish 
biomass constitutes about 2900 thousand tons. Marine and fluvial ichthyofauna 
consists of 123 species and subspecies including 25 commercial species. In 
addition to the exclusive fisheries of highly valuable fish like sturgeons, natural 
resources of the region include oil and gas. 

2. Actual Threats to the Environmental Safety of the Caspian Sea 

At present there are the following environmental problems in the region (Figure 1):

Threats to unique biodiversity, decline in commercial fish stocks because of 
the introduction of exotic species, inadequate regulation of the river flow, 
overfishing and poaching, etc. 

Pollution of water objects and offshore petroleum development, increasing the 
risk of pollution by hydrocarbons. 

Deterioration of environmental quality. 

Negative impacts of sea-level fluctuations on the coastal landscapes, 
population, and coastal infrastructures; etc. 
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Figure 1:  Direct threats to environmental safety of the Caspian Sea. 

2.1. POLLUTION 

Indices of water quality in the Caspian Sea in recent years show a rather stable 
hydrochemical regime. It may be noticed that the total pollution of the sea has 
decreased considerably in comparison with the 1980s.  The major pollutants in this 
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region are hydrocarbons, heavy metals, phenols, and synthetic surface-active 
substances. In addition to river flow, the basic sources are the shipping industry, 
agriculture, local industry, and urban and rural coastal territories. We lack reliable 
information on the atmospheric inflow of contaminants excluding may be sulfur 
oxides but it may have contributed to total pollution of the Caspian Sea 
considerably. Because of this lack, the pollution from and through atmosphere is 
not controlled practically in all Caspian countries. Studies of pollution by persistent 
organic chemicals such as polyaromatic hydrocarbons or harmful pesticides are 
limited and scarce. In addition, there is a pressing need to study pollution by heavy 
metals especially by mercury. These contaminants are carcinogenic and the most 
dangerous for biota and human health. 

Transfer and accumulation of contaminants are closely connected with horizontal 
circulation of the Caspian Sea waters. Contaminants from land-based sources are 
associated with particle matter in the seawater.  Results obtained from the original 
studies demonstrate that pollutants are accumulated in the detritus food chain 
including fishes feeding on benthic organisms when exchange of waters between 
the Northern and the Middle parts of the Caspian is decreased. That led to the 
increase of fish diseases through toxicoses. This phenomenon has been observed in 
the Caspian Sea over the last decade. Thus, pollution harmfulness to biological 
communities of the Sea depends not only on the concentrations of toxic compounds 
in the marine environment, but also environmental variability. 

2.2. OVERFISHING AND POACHING 

In the 1980s and 1990s, due to inadequate and too-intensive commercial fishery, 
including illegal fishing and the decline in both natural and artificial reproduction 
rates, the total stock of sturgeons in the Caspian basin was depleted. At present, the 
standing stock of sturgeons is still in a tense condition. On average, 60 to 65% of 
sturgeon population exists thanks to artificial reproduction. The Caspian states, 
including Russia, make significant efforts to prevent illegal fishing of sturgeon and 
other commercially valuable fishes. However, the problem is not completely solved 
yet.

2.3. INTRODUCTION OF EXOTIC SPECIES 

The introduction of alien species, which have mostly affected the Caspian Sea 
ecosystem, should be mentioned first of all. In our opinion, they include the 
Rhizosolenia, fouling species and comb-jelly Mnemiopsis. These are “weed” 
species: useless both as food for fish and as competitors for endemic species. Until 
1934, alga Pyrrophyta Exuviaella cordata prevailed in phytoplankton of the 
Caspian Sea. Penetration of alga Bacillariophyta Rhizosolenia calcar-avis from the 
Azov-Black Sea basin into the Caspian in the autumn of that year caused 
considerable changes in its phytoplankton dynamics. This species has spread 
through the entire Caspian over a short period of time, developed in large quantities 
changing radically the composition and distribution of phytoplankton. Areas of 
algae Cyanophyta, Chlorophyta, a partly Peridiniaceae were reduced remarkably 
and the result of interspecies competition was that dominating earlier Exuviaella

had lost its previous importance.  Among Bacillariophyta species, Rhizosolenia
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became dominant and important for the Caspian Sea production due to features like 
high ecological flexibility, ability to adapt relatively fast to changes in biochemical 
composition of water, biogenic flow of rivers, and pollution of coastal areas. 
Rhizosolenia is characterized by mass development the whole year round and 
depending on a season may constitute up to 95 to 97% of total phytoplankton. 
Introduction of fouling species from the Azov and Black seas—first Mytilaster and 
then Balanus and Sagina—led to intensive biofouling of vessels’ bottoms, flumes, 
marine buoys, offshore drilling units, and port facilities. Over a short period of time 
the biomass of fouling increased by 15 times. Comb-jelly Mnemiopsis leidyi is also 
the Azov-Black Sea invader. It was brought in 1998 via the Volga-Don canal, most 
probably with ballast waters or on “dirty” bottoms of vessels. The consequence of 
the Mnemiopsis invasion is first of all declines in zooplankton biomass (according 
to [6] - by 4-6 times). Mnemiopsis reproduces rapidly and has no natural enemies at 
sea. That led to an uncontrolled outbreak of its abundance and distribution in 
practically the entire water area of the Caspian in 2000. Moreover, comb-jelly is a 
food competitor of many commercial fish species including sprat, one of the most 
mass species. Sprat catch used to constitute about 80 % of total fish catches in the 
basin. Decrease of sprat stock has led to decreases of total catches by two times in 
2001 in comparison with 2000 (Figure 2). For example, incomes of the Astrakhan 
oblast budget have decreased by 24 million rubles because of the collapse of the 
fish economy [5]. 

Figure 2:  Fish catches in the Caspian region excluding Iran (using data published in [3]). 

Food competition between sprat and comb-jelly is considered to be the main reason 
for the sprat decline. According to the specialists in fisheries food base of fish may 
be destroyed in five to ten years. Sprat in its turn constitutes a food basis for seals 
hence sprat is not yet the last victim of Mnemiopsis.
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3. Risk Analysis Applications in Oil and Gas Development Projects 

3.1. PRELIMINARY ANALYSIS AND NATURAL HAZARDS

By expert estimations, the Caspian's carbon reserves place third after the Near East 
and Siberia. The Caspian shelf reserves investigated make up 12 billion tons of 
conditional fuel and in case of splitting the sea into national zones Kazakhstan will 
get (in billion tons) 4.5, Azerbaijan – 4, Russia – 2, Turkmenistan – 1.5, and Iran – 
0.9. Thus, the necessity for evaluation of the impact of oil and gas development 
activities on the marine environment is critical. Risk analysis is a part of a 
systematic approach to decision making and includes practical steps to solve the 
problems of prevention or reduction of industrial hazards and hence damage to 
human beings, property, and the environment. At the first stage of research we 
defined a set of risks, which are conditioned by: 

Natural features of the region 

Industrial activities 

Individual risks 

Environmental impact 

Transboundary hazards 

Social and political hazards 

Prospecting and development of oil and gas deposits in the Caspian region is 
entailed with great natural hazards that bring about unfavorable developments in 
operational activities. Those are critical at laying oil wells and pipelines, 
construction of marine installations, and operational activities. The hazards are 
estimated by the following criteria: location, frequency, and amount of damage. For 
the Caspian water area, the specific set of hazards and their impacts is shown in 
Table 1. 

Table 1:  Natural hazards of the Caspian sea region and their impacts on offshore and coastal 
infrastructure.

Natural Hazards Natural Hazards Impact 

abnormally high geopressure (overpressure) 

admixtures of hydron sulfide and mercaptans 

lythological peculiarities like hazardous 
geological structures, gas saturated areas, loose 
bottom sediments 

sea level fluctuations 

intensive strong winds 

hazardous glacial conditions 

oil discharge and gas release 

air and water pollution 

surface subsidence, earthquakes, gas griffons, 
friable grounds 

flooding of marine and coastal installations and 
infrastructure

surge phenomena, currents, waves 

ice drifting 
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3.2. RISK ANALYSIS CONDUCTED BY OIL COMPANY “LUKOIL”  

Since 1997 Oil Company «LUKOIL» has been oil prospecting in the Russian 
sector of the Caspian Sea. Several prospective deposits have been explored, the 
development of which will start in 2007 to 2008, with an estimated capacity of 
about 10 billion cubic meters of gas and 4 million tons of oil per year. Research in 
risk analysis has been done within the Environment Impact Assessment Program in 
compliance with the Federal Law «On Industrial Safety of Hazardous Industrial 
Facilities» ( f July 21, 1997, No. 116-FZ). By law and according to normative 
documents of GOSTECHNADZOR of Russia, the results of comprehensive risk 
assessments should be submitted in the Industrial Safety Declaration (ISD). The 
analysis procedure is defined in the document to be guided by - RD 03-418-01 
«Instructions on Conducting the Risks Analysis of Hazardous Industrial Facilities» 
(Figure 3).

Analysis of risks in Northern Caspian oil and gas developments is based mostly on 
the appropriate experience in similar physical, geographic, and geological 
conditions. It resulted in creating the first block of database to describe physical 
and geographical conditions of the Northern Caspian and natural hazards of the 
water area. The second block of the database generalizes the world experience of 
prospecting and development of continental shelf areas that have already been 
thoroughly studied and well developed like the Gulf of Mexico, the North Sea, and 
the South Caspian. 

The third block of data features peculiarities of hazardous industrial facility 
development on the territories adjacent to the Northern Caspian water area—
Astrakhan Gas & Condensate Development and oil development in Tengiz 
(Kazakhstan)—in the fluids of which high concentrations of hydrogen sulfide and 
mercaptans (transboundary risks) have been noted. Accidentally, the oil and gas 
deposits of the Russian geological sector of the Northern Caspian do not contain 
hydrogen sulfide or its concentration is so low, that the hazards conditioned by the 
gas presence may be neglected at the analysis of risks entailing the development. 
On the other hand, the availability of the huge oil developments in the Kazakhstan 
sector of the Northern Caspian in the close proximity of the Russian ones may 
seriously endanger the personnel and the environment and should be taken into 
account as part of risk estimation. 

In accordance with its conception of environmental safety, to minimize the effects 
of unfavorable natural impact, Oil Company «LUKOIL» takes upon itself the 
obligation to perform drilling on the Caspian Shelf with the «zero» discharge of 
technological wastes into the sea. That is why the platforms are supplied with 
equipment for collection, storage, and transportation of waste products to the shore 
for treatment, with local treatment facilities and environmental control devices. The 
household effluents are supposed to undergo disinfections and then delivered to the  
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shore. The waste drilling mud is supposed to be treated and used again, the excess 
drilling mud is planned to be delivered to the shore treatment facilities for 
processing. Provided that all is done as planned, the most probable causes of 
environmental damage would issue from oil spills during its transportation, 
erection of drilling platforms, and laying of pipelines.

On the basis of qualitative risk assessment the following developments have been 
singled out that require more detailed consideration and more accurate evaluation: 

1. Destruction of the platform resulting from ice drift. 

2. Destruction of the platform resulting from «upper» gas release or griffon 
formation and from the destruction of the rigs. 

3. Release of oil and gas at drilling. 

4. Oil and gas release from the operating wells. Pollution of the sea waters and 
fire hazard on the platforms. 

5. Oil and gas release at transportation by the tankers and pipelines. Sea 
pollution.

In the case study below, risk analysis enabled the company to opt for the safest 
means of oil transportation from the oil field to the shore. Two alternatives were 
considered: pumping oil over a pipeline or transportation by tankers. As a rule, oil 
transportation by surface or subsurface pipelines is less hazardous than by tankers. 
In the North Sea, two serious accidents have been registered on marine pipelines 
over more than 20 years of commercial use for oil and gas. Similar accidents took 
place in the Caspian Sea as well.  The accident rate at Caspian offshore platforms is 
considerably higher than at similar facilities in the North Sea, the Gulf of Mexico, 
and the Persian Gulf. During five years of commercial use of the offshore 
development «Imeni 28 Aprelya» (Azerbaijan), six serious accidents took place on 
the main, 100-km-long, pipelines. Expert evaluation indicates that the average 
annual occurrence of marine pipeline destruction is 0.8 accidents per 1,000 km. 

Pipeline construction and maintenance depends, to a great extent, upon natural 
conditions. The safety of oil/gas pipeline exploitation can be affected by ice 
abrasion and other hydrometeorological factors like winds, waves, icing, etc. That 
is why the expert estimation of natural hazardous impact may not prove accurate 
enough, since there has not been much experience of constructing pipelines in such 
a vast shallow area with complex ice conditions. Ice drift in ice areas can amount to 
0.1 to 0.3 m/sec. The main factors influencing ice drift are the predominant wind 
directions during the ice period, sea currents, etc. [5]. A serious danger to 
subsurface pipelines comes from ice formations (stranded hummock) appearing in 
the Northern Caspian water area during winter. This is pack ice formed aground 
both as mighty hummocks and as barriers of up to 1 mile long, scores of meters 
wide and up to 10 meters high. They get formed at a depth of 5 m, but sometimes at 
depths up to 10 m. Stranded hummocks may form furrows on the sea bottom from 
scores of meters to 1 kilometer long and 50 to 100 meters wide. The furrow depth 
can reach 1.75 m, and by some observations, a maximum of 5 m [2]. It should be 
noted that the designed pipeline depth is 3 m.
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The number of accidents in oil transportation by tankers is greater than that by 
pipelines. Worldwide statistics show that most lost oil (94.4 per cent) is spilled 
during shipping operations and loading and unloading in ports—53.6 per cent 
within the port area and 39 per cent while shipping. By other data, on the USA 
shelf in the Gulf of Mexico the average number of hazardous spills (of the volume 
over 1000 barrels) of oil produced or transported is:  0.79 from platform drilling; 
1.82  from pipeline transportation; and 3.87 from shipping by tankers [4].

However, in the Northern Caspian case study, the risk-score comparison of 
different methods of oil transportation showed that the pipeline version poses 
greater risk. According to the analysis of statistical data used as the base for the 
subsurface pipeline accident rate modeling, pipeline maintenance life is a critical 
factor, constituting in a number of cases 40 to 50 years. To a significant degree, 
pipeline risk rates are critically affected by the specific for the given region 
potential impact of ice formations (stranded hummocks) at a considerable length of 
the main pipelines. Taking into consideration all those factors, the company has 
rejected the idea of constructing a subsurface pipeline and decided to ship the oil 
produced from the platform to the shore by tanker. 

3.3. TRANSBOUNDARY RISKS  

The increase of risk rates at oil and gas developments in the Russian sector of the 
Northern Caspian and the threat to its ecosystem as a whole is accounted for by the 
prospecting and development of subsalt deposits in North Kazakhstan. The 
expected volumes of oil production by 2010 are 100 million tons per year. The 
major volume is to be produced at Tengiz, Korolyovskoe and Kashagan oil fields, 
the latter situated in close proximity to the licensed area of the Oil Company 
«LUKOIL».

Tengiz oil field has been developed by an American company «Tengizchevroil» 
since 1993. During the period of 1993-2001 59 million tons of oil were produced, 
while the emission into atmosphere made up (in thousand tons): sulfur oxide – 
136.37, carbon oxide –175.5, nitric oxide – 43.45, hydrogen sulfide – 0.35, carbon 
dioxide – 58.16, others – 1.4 [1]. For Tengiz, at the current production capacity of 
about 12 million tons per year and with its pollution rate, the total area under the 
real impact of its activities is estimated as 25,400 square km by the sum SO2+NO2.
Taking into account the fact that the whole eastern part of the Northern Caspian is 
at sea level—27 m abs. is 51,700 square km—the operation of two (three at best) 
oil and gas complexes like Tengiz would be enough to subject the whole area of 
this part of the sea to systematic pollution. In addition, there aren't available 
reliable data on concentrations and distribution of some pollutants, mercaptans in 
particular, which are virulent toxic substances. Their Maximum Admissible 
Concentration is 0.000009 mg/m3, and even one billionth of it in the air is harmful 
to human health. So far there has been no control of the spread of those highly 
toxic substances (mercaptans) in the air in Tengiz area, in the town of Atyrau, 
Karabotan, or East Kashagan areas. It is not clear what amount of gases, first of all 
hydrogen sulfide, remains in the mass of block elementary sulfur at its utilization 
(storage). There are no data on the processes that take place at the sulfur and air 
contact at the open storage of threateningly increasing bulk of elementary sulfur.
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The most hazardous event for the offshore developments in the Russian sector is 
uncontrolled releases on Kashagan oil field. The daily oil output there can make 
from 1,000 to 10,000 tons with the release of great amounts of H2S and 
mercaptans. To define the transboundary risk rate of the Kashagan well's open 
fountaneering for the licensed “LUKOIL” sites, a model of air pollution dispersion 
was considered with the use of associated gas formula like that of Tengiz 
development. By these estimations, the gas emissions associated with uncontrolled 
discharge of oil on Kashagan development would lead to air pollution of a vast 
territory of 400 km in radius that would cover the whole area of the Northern 
Caspian and south of the Astrakhan oblast including the Astrakhan Biosphere 
Reserve.

4. Conclusion 

Risk analysis is a new kind of research for our country and it has an 
interdisciplinary character.  However, large-scale work that has been done in our 
region to investigate hydrological conditions of the Northern Caspian, the structure 
and geological conditions of the upper zone of sedimentary bottom cover and to 
determine hydrogeological and geochemical parameters of open oil and gas 
developments enable us to give a full assessment of the natural hazards of the area. 

As for the analysis and assessment of hazards and uncertainties, the things are best 
in oil and gas industry. A number of regulatory mechanisms exist to control the 
procedure of assessment of oil and gas development activities’ environmental 
impact, which includes the analysis of risks and, first of all, the risk of 
emergencies. As the experience of the Russian oil company «LUKOIL» in this 
field shows, the risk analysis of some oil development projects in the Northern 
Caspian enables us to recommend measures for improving their environmental 
safety. In particular, that refers to the decision made by the company to reject the 
construction of subsurface pipeline because of the high probability of its 
destruction by drifting ice. In this connection, it should be noted that the present the 
capital projects of several trans-Caspian oil and gas pipelines from Kazakstan and 
Turkmenia are being planned. Will the hazards that may arise at their construction 
and operation be properly assessed? That part of the Caspian Sea is characterized 
by hazardous geological structures, weak ground, and high seismicity [7]. If those 
data are not taken into consideration while designing trans-Caspian pipelines, the 
ecosystem of the Caspian may suffer permanent damage in case of their 
destruction.

The objective assessment of transboundary risks is practically not available. 
However, for the near future it is possible to forecast a serious threat to both 
environmental safety of the Northern Caspian and Russian oil companies, since a 
gigantic Kashagan deposit is being prepared for development on the boundary with 
the licensed sites of the Russian sector of the Caspian Sea. Kashagan deposit is 
characterized by extremely high geopressure, high concentration of H2S, and 
mercaptans. This hazard requires special consideration and assessment.
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The issue of risk assessment of new exotic species invasion is of no less 
importance. As shown above, the invaders have contributed significantly to the 
change in the Caspian Sea ecosystem. Introduction of Rhizosolenia and
Mnemiopsis caused considerable damage to the pelagic food chain, which led to 
decline in commercial stocks of herrings and sprat by several times. Introduction of 
Mytilaster and Balanus caused essential damage to the detritus food chain, which  
gave rise to a decrease in food base for benthophags, including sturgeon fishes. 
Now, it may be concluded, the ecological niches of the Caspian ecosystem are 
filled with “weed” invaders virtually not contributing to fish production. 
Undoubtedly, the expected intensification of marine shipping to follow the oil 
boom will increase the probability of new introductions.

To our mind there is an urgent need to make environmental impact assessments of 
regional traditional activities like fisheries, navigation and recreation, which may 
affect the marine and coastal ecosystems considerably as well. 

On the whole, the main threats to the Caspian Sea environment safety (natural and 
anthropogenic) are well known. However, they have not been thoroughly 
evaluated. The use of risk analysis procedure can become an important tool in 
assessing known risks and revealing new hazards, and, consequently, will enable us 
to mitigate negative impact on the regional environment and prevent its 
deterioration.
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Abstract

The Canakkale Strait (Dardanelles) is a water passage connecting the Aegean Sea 
and the Marmara Sea. Its NE/SW trend is interrupted by a north-south bend 
between Eceabat and Canakkale. The width of the Strait varies from 1.35 to 7.73 
km, the narrowest part located between Canakkale and Kilitbahir. The average 
depth of the Strait is approximately 60 m; the deepest part reaches more than 100 
m. The aim of this study is to determine the locations of fresh water discharge into 
the Canakkale Strait. For this purpose, 52 sample points were selected in the study 
area. The temperature, pH and salinity were measured at different depths of water 
in the Canakkale Strait (1, 5, 10, 20 and 30 m). A Geographic Information System 
(GIS) was used to create a tabular and spatial database, with the aim of integrating 
the physical properties in the Canakkale Strait. The results of this study show that 
discharge of fresh water is seen in four locations on the southeastern coast between 
Dardanos and Canakkale, and that the Aegean Sea and Marmara Sea water are 
mixing between Canakkale and Kilitbahir. In the future, these sources of fresh 
water may be needed as population increases in the region. However, water 
pollution in the Canakkale Strait may limit the use of this fresh water. 

1. Introduction  

Seawater intrusion into coastal aquifers has been investigated by several 
researchers since the study of Ghyben and Herzberg in the 1890s (Bear and Dagan 
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1964; Frind 1982; Reilly and Goodman 1985; Gunay and Elhatip 1988; Voss and 
Anderson 1993; Back 1996; Elhatip 2003). Most recently, there have been several 
studies focusing on complicated aquifer conditions and the intrusion of saltwater 
(Croucher and O’Sullivan 1995; Huyakorn and others 1996; Sadeg and 
Karahanoglu 2001; Zhou and others 2003; Karahanoglu and Doyuran 2003). 
However, few studies have been done on the discharge of fresh water to the sea. 
Usually, water discharges from karstic rock to the sea have been studied. The 
discharge of the karstic water is high in the Aegean and Mediterranean seas (Gunay 
and Elhatip 1988; Elhatip 2003) Compared to other Neogene sedimentary 
sequences, the discharge of karstic water is easy to determine in sea water. Neogen 
sedimentary sequences are in an outcrop in the vicinity of the study area. For this 
study, the discharge of fresh water (coming from Neogen sequences), from urban 
areas of the Canakkale Strait is being investigated. A Geographical Information 
System (GIS) was used to ease monitoring of spatial and temporal changes (ESRI 
1996; Kosmas and others 1997; Barazzuoli and others 1999; Thwaites and Slater 
2000; Hudak and Sanmanee 2003). The distribution of physical properties of water 
is also monitored by GIS.

The Canakkale Strait (Dardanelles) is a very important water passage connecting 
the Aegean Sea and the Marmara Sea (Figure 1).

Figure 1:  Location map of study area. 

The Strait of Canakkale (Dardanelles) has two current systems. One of the currents 
is derived from the Aegean Sea, where the water density is high. The other comes 
from the Marmara Sea, characteristically of low density. Aegean water is typically 
flowing from the southwest to northeast under the Marmara Sea water.
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The main goal of this study is to determine the locations of fresh water discharge 
into the Canakkale Strait. 

2. Methods 

Canakkale Onsekiz Mart University “R/V Bilim I” was used for this purpose. 52 
points were selected within the study area for water samples (Figure 2). The 
temperature (T), pH, salinity, conductivity were measured at 1, 5, 10, 20 and 30 m 
depths. The physicochemical parameters were measured using a “6600 Model 
Multiple YSI Probe” connected to a computer, in situ. The Arc View 3.2 GIS 
(ESRI 1996) was employed to develop the maps. For the mapping procedure, the 
point themes were generated. The surface maps were then produced from the 
developed point themes by using Nearest Neighbor, an inverse distance 
interpolation technique, with 12 neighbors. The cell size for interpolation was 100 
m. The study area border (Canakkale Strait border) was digitized from a 
topographical map scaled to 1/25,000 by using ArcInfo. Then data was exported to 
ArcView for mapping.

Figure 2:  Study area and sampling points. 

3. Results and Discussion 

Two current directions are observed in the Canakkale Strait. The southwest flowing 
current from the Marmara Sea is of lower density than the northeast flowing 
current from the Aegean Sea. 
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3.1. TEMPERATURE AND SALINITY 

Usually, temperature decreases with water depth, while salinity increases with 
water depth. However, in the Canakkale Strait, measurements show a different 
pattern.  The temperature range is 6-20°C, and generally increases both with depth 
and with closer proximity to the mouth of the Marmara Sea (see Figure 3).

Figure 3:  Distribution of temperature at different depths within the Canakkale Strait
(a: 1m; b: 5m; c: 10m; d: 20m; e: 30m). 

The salinity ranges between 20-40‰, and increases with water depth (see 
Figure 4).

The temperature increase with depth indicates turbidity in the Strait, and the mixing 
of the Marmara Sea and Aegean Sea waters. Temperature and pH measurements 
are highly variable at the narrowest part of the Canakkale Strait at Kilitbahir due to 
turbulence.  The narrowing of the Strait also leads to different values to the 
northeast and southwest of Kilitbahir.  The temperature and pH measurements to 
the northeast of Kilitbahir are higher than to the southwest (see Figures 3 and 5).

Temperature results show that discharge of the fresh water into the Canakkale 
Strait can be seen in the four sample locations between Dardanos and Canakkale at 
depths of 1 and 5 m; and at one location at 10 and 20 m depths.  This point is 
affected by fluid discharge from the River Kalabakli (see Figure 3).

It is thought that the use of temperature techniques to measure fresh water 
discharges may give more accurate results depending on many internal and external 
factors, including the density equilibrium between fresh and sea waters, and other 
physical and structural properties of the coastal water-bearing formations. 
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Figure 4: Distribution of salinity at different depths within the Canakkale Strait
(a: 1m; b: 5 m; c: 10 m; d: 20 m; e: 30 m). 

3.2. pH 

The mean pH of Canakkale Strait is slightly basic at around 8.4. The average pH of 
Canakkale Strait is around 9 from 5 m to 20 m in the northeast of the Strait. During 
photosynthesis, hydrogen atoms are used by phytoplankton.  The freshwater influx 

Figure 5:  Distribution of pH at different depths within the Canakkale Strait 
 (a: 1m; b: 5m; c: 10m; d: 20m; e: 30m). 
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is causing higher productivity levels, causing the water to become more basic in 
that area. Respiration and the breakdown of organic matter will lower the pH in the 
southwest of the Strait (Figure 5). 

4. Conclusion  

Population growth, urban expansion and economic development have persistently 
raised the demand of water supply, and consequently, greatly increased the 
exploitation of fresh water around the Canakkale Strait in the last several decades. 
This area is one of the important tourist sites in Turkey. In addition, the Canakkale 
Strait (Dardanelles) is a very important water passage connecting the Aegean Sea 
and the Marmara Sea. Therefore, this area will see expansion in the near future.

This study shows four points of fresh water discharge into the Canakkale Strait. 
This freshwater is coming from groundwater aquifers in the region. Much of the 
fresh water in the vicinity of the study area is discharged into the Canakkale Strait, 
Aegean and Marmara Sea. At present, the groundwater supplies appear to be 
sufficient enough for domestic and irrigation demands. But the population along 
the southeast coast of the Canakkale Strait is rising and the demand for freshwater 
increasing. This study has pinpointed the locations of freshwater discharge, so that 
if freshwater is needed in the future, it may be possible to extract it from these 
locations, prior to discharge into the strait or from the strait itself.
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Abstract

The Tangier Mediterranean Project (TMP), a strategic priority for the sustainable 
economic and social development of the Northern Region of Morocco, requires the 
construction of a sea harbor handling domestic and business activities (passengers, 
containers, transshipments, cereals, other goods…), a 98-ha free zone for the 
stocking of goods and light processing, an industrial free zone targeting export-
oriented production industries, and a 125-ha duty free/trade zone. The main 
objective is to create jobs by attracting export oriented enterprises, develop 
tourism, and generate sources of income for the harbor activities.  The geographical 
region of the project lies in an area free of any industrial activity and was until now 
devoted to agriculture and fishery activities. After the general presentation of the 
TMP, this paper will discuss ecosystem changes (aquatic and terrestrial) that will 
occur following the development of the project and the risks of human and 
ecosystem changes.

1. Introduction 

Morocco has known an increasing demographic and economic growth in the last 
decades that contributes to the sustainable development of the country. Within the 
new government approach, based on empowering the regional governmental 
representation with special attention to sustainable development of local 
communities and poverty alleviation, three main regional agencies responsible for 
assessing and managing development projects, have been set: first in the north part 
of Morocco, then in the south of Morocco, and more recently the Oriental Agency 
[1, 2]. Participation of the stakeholders in decision making in any development 
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project was among the innovative approach to be carried by these institutions in 
order to efficiently achieve the socioeconomic development goals.

Due to the geopolitical importance of the Moroccan Mediterranean coast and a 
growing interest to enhance development activities of this area, a special agency, 
TMSA (Tangier Mediterranean Special Agency) was created in 2002 [3] with the 
objective to design and manage an important development project aimed on 
constructing mainly a harbor and other economic/logistical sites located in the 
Mediterranean coast in the neighborhoods of Ksar Es Seghir – Ksar El Majaz in the 
new province Fahs Anjra, a little fishing port that constitutes the closest site of the 
coast to the North European Mediterranean Coast  (9 miles), and halfway to the 
cities of  Tangier, Fnideq,  and Sebta. 

This region is known for important historical events: the invasion of Spain in 711 
by Tarik Ibn Ziyad and intensive economic and trade exchange between the two 
continents. The region also benefits from natural beauty and diversity, combining 
sea landscapes, wild beaches, and the rich natural reserves of its Djebel Moussa 
mountains.  The population is mainly constituted of fishermen and farmers grouped 
into small villages and scattered farms.

The objective of this paper is to present an overview of the goals of this unique 
development project and to discuss the risks associated with environmental 
problems and human development issues. 

2. The Region’s Strategic Importance  

2.1. OVERVIEW OF THE REGION 

The concerned region can be classified in three levels:

Region 1: Around the port; it is composed of 5 communes: 4 rural and 1 urban 
(Table 1). 

Region 2: The inland region; it is composed of 11 communes: 9 rural and 2 
urban (Table 2). 

Region 3: The Tangier-Tetouan metropolis; it is composed of 2 cities (Tangier 
and Tetouan), 3 urban communes, and 25 rural communes (Fig 1). 

Regions 1 and 2 are under the influence of two big metropolises: Tangier and 
Tetouan. In addition, they are affected by an “exchange economy”, mainly fed by 
illegal trade commerce (where products are sold at a tax-free price), with the city of 
Sebta, which is still under the governance of the Kingdom of Spain. Consequently, 
this impedes the development of a local economy. 
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Figure 1: Geographical site of Tangier Mediterranean Project.

Some other main characteristics of this region are a continuous population 
movement from rural areas and from other regions of Morocco, all searching for a 
better livelihood. 

The region of Tangier-Tetouan constitutes an axis of national growth and 
development, with many advantages (strategic location, beauty and diversity of 
natural resources, dynamic population) but also is confronted by some difficulties 
(low infrastructure, unemployment, parallel economy, and inability to control the 
urban growth). 

2.1.1. Population 

There are currently 104,986 inhabitants in Region 1 (Table 1, around the port), 
209,646 inhabitants in Region 1 (The inland, Table 2), and 2.47 million inhabitants 
in region 3, according to the 2004 census. The results show that there has been a 
strong demographic growth in the last decade (from 1994 to 2004). Also, there is a 
constant rural exodus toward the cities of Tangier and Tetouan and urban 
communes such as Martil, Mdiq, and Fnideq, which explains the difference in 
growth rate between the urban communes from one side and rural communes from 
the other side.

Women and young people of Region 1 and 2 face many obstacles to earning a 
living. This is mainly due to the high illiteracy and unemployment rates. 
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Consequently, these social categories (women and young) started to look for 
alternatives, such as immigration to Europe. 

Table 1: Area surrounding the port and its population distribution. 

Commune

Total Area 

(Km²) Population in 1993 

Population in 

2004

4 rural 

communes

Taghramt

Ksar El Majaz 

Ksar Es Seghir 

Melloussa

160

85

83

118

11,484

6,609

8,818

9,743

12,190

7,420

9,705

10,801

1 urban 

commune

Fnideq 24 34,486 64,870 

Total ALL 470 71,140 104,986 

Table 2: Population growth in the communes. 

Commune Population in 1994 Population in 2004 

Fnideq (U.C)* 34,486 64,870 

Taghramt (R.C)** 11,484 12,190 

 Ksar El Majaz (R.C)** 6,609 7,420 

Ksar Es Seghir (R.C)** 8,818 9,705 

Melloussa (R.C)** 9,743 10,801 

Allyene (R.C)** 5,654 5,044 

Mdiq (U.C)* 21,093 46,366 

Al Bahraouyine (R.C)** 7,258 10,501 

Anjra (R.C)** 13,415 15,035 

Jouamâa (R.C)** 6,765 7,173 

Laaouama (R.C)** 10,286 20,541 

Total 135,611 209,646 

(U.C)* Urban Commune (R.C)** Rural Commune

2.1.2. Cultural and Natural Richness 

The environmental diversity and richness in terms of natural resources, landscapes, 
historical monuments and archeological sites, such as Larache and Ksar Es Seghir, 
can make of this region a major tourist destination. In the past, there is Luxus, 
which contains the ruins of an old Roman city. Ksar Es Seghir contains an 
archeological site dating from the 12th century, when the King of Portugal took 
control of the city and started building forts. Even today, we can find ruins of an 
old Portuguese fort on the Ksar beach. 
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The region possesses some valuable natural sites such as the Site of Biological and 
Ecological Interest (SIBE) of Tahaddart in the south of Tangier, Jbel Moussa in 
Fahs Anjra, Talasmtane Park in Chefchaouen, and the Rmel forest in Larache. 
Additionally, the commune of Ksar Es Seghir has important groundwater resources 
of high quality, free from any kind of pollution. 

The communes of Melloussa, Bahraouyine, Ksar Es Seghir, Ksar El Majaz and 
Taghramt constitute an important forest area, composed mainly of maritime pine 
and dwarf oak. 

2.2. OVERVIEW OF THE TANGIER MED HARBOR 

2.2.1. Geographical Location and Regional Development 

The TMP is being implemented in the Gibraltar Strait, 35 km east of Tangier. This 
seaport will rely mainly on import/export of goods. TMP is a study whose nucleus 
is the construction of the port. However, the whole region surrounding the port 
(Region 1), which is 470 km² (Table 1), is directly or indirectly affected at the 
industrial, economic, commercial, and social levels.

As shown in Table 1, this region encompasses five main towns/zones. These 
include four rural communes: Melloussa (1 and 2), Ksar Es Seghir, Ksar El Majaz, 
Taghramt; and one urban commune: Fnideq. This latter is being seen as a future 
deposit zone for the merchandise whose destination is the port. Therefore, 
developing Ksar Es Seghir– Ksar El Majaz into a city and making it a tourist pole 
becomes a priority. Melloussa 1 and 2 are also given priority because of the 
presence of a commercial and industrial zone that will definitely play an important 
role once the port starts. With a budget of 18 billion Dirhams ($1.8 US) [3], 
TMSA’s main function is to build the port. “Fond Hassan II pour le development” 
and Abu Dhabi contributed mainly to the financing of this project. It is expected 
that the durability of this port will be at least 100 years.

The Moroccan government takes care of basic infrastructures such as building 
roads, railways, and electricity supply networks (high tension lines). Actually, a 
highway from Terzel (15 km south of Tangier) to the port is being constructed. 
This highway (total of 54 km long) will pass through three strategic points [4]—
Melloussa 1, Melloussa 2, and Ksar Es Seghir—with two main segments; two 
companies are working on each segment. In parallel with that, a railway is also 
being constructed, connecting Tangier with the Tangier Med harbor. Finally, 
another highway is planned to connect Fnideq to Tetouan. This way, the most 
important poles are being linked, in order to ease communication and 
transportations (of people and merchandise). A future plan would be to construct an 
international airport as a final touch in Cruche Blanco, midway between Tangier 
and Tetouan. 

2.2.2. Social and Environmental Concern 

As stated earlier, while implementing this project, new jobs are needed.  In order to 
involve local population, some workers from the region are still being trained and 
recruited.
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In order to minimize risks associated with environmental problems, mainly the 
fragility of the mountain ecosystem, preliminary studies on the inventory of 
concerned sites to be protected have been launched in Jbel Moussa and Punta Cerez 
in particular. 

2.2.3. Implementation Planning 

The implementation of the TMP started in 2002 and is expected to be partly 
functional at the end of the year 2006. The year 2005 is an important stage in the 
process of implementation, because many construction phases will be underway at 
the same time. 

The main goals of TMSA are the creation of 150.000 new jobs, attraction of 
export-oriented enterprises in the free zones, and encouragement of the penetration 
of foreign markets and enterprises by endowing them with an efficient seaport and 
a contribution to tourism development. Furthermore, the project aims to balance 
regional development by providing the northern region with a large economic pole 
and qualitative infrastructure, hence reducing the pressure on the city of Tangier to 
turn its focus towards tourism and thus make of it a pole of cultural attraction.

2.2.4. Description of the Port Infrastructure  

One of the features of the proposed harbor shown in Figure 2 is the possibility of 
transhipment of the big ships inside the port. In other words, merchandise is being 
spread over other ships that will take it to other destinations.

Figure 2:  The four main components of the proposed Tangier Med Port Project. 

Facilities will likely include: 

A container terminal: 1600 m long and 16 m deep, this terminal has a 90-ha 
surface area. This terminal has been conceived to be one of the biggest 
terminals in the world and has the capacity to receive the largest container 
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ships in the world. Most traffic comes from “Transhipment”, which is a fast-
growing activity in the Mediterranean basin (more than 300 in 24 hours). 

A RO-RO terminal:  With four roll-on/roll-off, this terminal offers an 
important capacity for passengers and merchandise TIR traffic (International 
Road Transport).

Bulk and General Cargo terminal: 15-ha open area, where merchandise is 
expected to be delivered to the port of Tangier. 

A bunker terminal: This terminal will supply the hinterland (inland place that 
contains merchandise to be delivered to the economic/industrial zones) with 
refined oil products and offers the capacity for refueling activity for ships 
docking in the harbor and/or in transit in the Strait of Gibraltar. 

At present (2005), the main container company that has invested in this port is 
“Maersk Sealand”.  The request for the International Ship and Port Facility 
Security (ISPS) of the port has been launched and construction adjustments and any 
security measures for accident prevention are being considered during the 
construction steps. Experts of ISPS are currently making sure that the proper norms 
and guidelines are being implemented. 

3. Human Potential Assessment and Risks 

As stated earlier, there is a high demographic growth. The most dominant activities 
for subsistence are the traditional ones: agriculture (mainly the cultivation of 
cereals) and fishing, completed by a commerce whose main income is from the 
illegal trade. 

Region 1 and 2 are mainly of rural type, with unqualified human resources and 
poor equipment. Coastal zones have a strategic position (most traffic between 
Tangier and Sebta uses the coastal road) and are better equipped in terms of road 
quality, whereas the inland zones are wedged and the low-quality traffic roads 
amplify this isolation. 

In this section, our main area of concern is Region 1 and 2 because the 
implementation of the TMP influences not only Region 1 but also Region 1. There 
are many reasons for that: first of all, Region 1 cannot fill the 150,000 new jobs 
needed by Tangier Med Project , because the number inhabitants is low and mostly 
unqualified, so a solution is to train some of them and bring other labor from 
Region 1. Furthermore, the commune of Melloussa, through its industrial zone, will 
directly or indirectly influence the neighboring communes that are part of Region 
1. This latter is composed of nine rural communes (Taghramt, Ksar El Majaz, Ksar 
Es Seghir, Meloussa, and Al bahraouyine, Laaouamra, Jouamaa, Anjra, and 
Allyene) and two urban communes (Mdiq and Fnideq). The total surface area is 
1000 Km². In 1994, there were 135,611 inhabitants, of which 40% were from 
Fnideq and Mdiq, and the current population density is 139 inhabitants/Km² (3.8 
greater than the overall national density in 1994) [5]. In 2004, the total population 
of this region was 209,646 (Table 2). 
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The recent census in reported in Table 2 shows that a 1994 trend is recurring: the 
rural population decreasing whereas the urban one is increasing. This is due to the 
continued massive migration of rural inhabitants toward urban communes. 

The illiteracy rate is high and affects mostly women (75.6%) in cities; in the rural 
zones it is much higher (90%). This is due to the low rate of schooling. In 1994’s 
census, it was found that 1 girl out of 5 was going to school. Data from the 2004 
census is not available. 

From Table 3 we can observe that the unemployment rate differs according to 
gender, with 15.3 % for males and 19.9 % for females. It is expected that the 
unemployment rates reported in Table 4 will decrease due to the implementation of 
TMP, which expects to create 150,000 new jobs [6,7]. However, proper human 
capacity building programs should be planned and carried out (illiteracy programs, 
professional training…). 

Table 3:  Unemployment rate. 

Gender Unemployment rate 

Male 15.30% 

Female 19.9% 

One challenge of the project is to contribute to local population development 
through capacity building and opportunities for improving livelihoods. This will 
make the local population accept the project and contribute to its success. If 
qualified labor is brought from urban cities (Tangier and Tetouan), strategies 
should be developed regarding any overpopulation settlement in the region. Special 
attention should also be given to environmental and natural resources conservation 
in addition to basic infrastructure, mainly waste water facilities. 

Furthermore, transportation costs and means will be an issue to be dealt with. A 
highway and railways are being built in order to facilitate transit to/from this 
region, but this may contribute to environmental degradation, human insecurity, 
and health impacts due to traffic jams and accidents. 

4. Environmental Assessment and Risks 

The region has a rich but a fragile environment. It possesses important natural sites 
and landscapes. However these are vulnerable and will be exposed to higher 
degradation threats due to natural factors (erosion and climatic change), and mainly 
to human pressure (industrial and domestic pollution). The coastal side is a rocky 
zone, which limits the surface and the number of balneal stations that can be built 
in the northern coast region. Nevertheless, a couple of balneal stations are being 
built whose aim is to compete and become as dynamic as the one of Tetouan and 
Tangier. It is obvious that additional human pressure in new recreational areas will 
contribute to their degradation. 

The region presents risks for earthquakes and floods. It is classified together with 
the city of Agadir as the most seismically active zone in Morocco. Tangier Med 



The South Mediterranean Coastal Sustainable Development Project 437

Project managers have thought of an alternative against floods, which is the 
construction of a dam. This latter would also help in securing access to drinkable 
water.

Landslides damage roads and make the maintenance work costly and redundant.  
There is a hydraulic network made of rivers, Oueds such as Oued Aliane, Oued 
Ksar Es Seghir, Oued Rmel, and Oued Marsa, which is the main source of floods.

Actually, Oued Rmel is being diverted from the port in order to avoid floods within 
the port area. 

The forest area is dense and diversified (dwarf oak, pines…), especially in Ksar Es 
Seghir. The forest is particularly dense and presents risks for fires, which is the 
principal risk of forest ecosystem degradation. Clearings of land exist in the very 
inclined slopes.

The natural beaches are used by coastal birds during the migration and wintering 
periods. In spring and autumn, up to 200 species make their way across the strait. 
The cliffs are used by migratory birds as resting place, especially the cliffs located 
between Ksar Es Seghir and Oued Rmel. This development of the region may 
induce some perturbations to the ecosystem. 

One of the most direct impacts of TMSA project is the destruction of one of the 
biggest beaches of the region at the profit of building the harbor. Also, because of 
some oil leaking, the water surrounding the port is being polluted.

The economic/industrial zones in Meloussa are built in the middle of a natural 
environment. The main concern here is to preserve the natural site. Some 
alternatives would be to follow international standards in order to control gas 
emissions and other forms of pollutions such as water pollution, where important 
water resources are under threat (underground water and superficial hydraulic 
network), such as Ksar Es Seghir‘s water resources (that are of very high quality 
and should be conserved). This pollution can increase with the development of the 
region.

The coastal sides have a multitude of beaches suitable for tourism. However, this 
latter should be protected and maintained properly to reduce solid waste pollution 
and littering. Local population and visitors should have sustainable environmental 
awareness and education campaigns.  The forest zones are rich and contain rare 
species that need protection and preservation. The diverse landscapes of the region 
should be preserved because they are unique to the Mediterranean coast. Finally, 
the region includes four main archeological sites—Ras Leona grave, Ras Cirés 
headlight, the archeological site of Ksar Es Seghir, and Belyounech—that should 
be promoted and given more consideration. Local population using this coastal area 
for fishing and for tourism may suffer from the implementation of the project if no 
clear alternative or guidelines are offered to them. 
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5. Conclusions 

The Tangier Med Project (TMP) looks very promising for the sustainable 
development of the Tangier Tetouan region. Although environmental concerns 
seem to be integrated into the project agenda, there is still no evidence of any key 
method and tools used for environmental risk assessment. 

Data gaps and the lack of better scientific knowledge of the ecosystem changes 
during the implementation of the project may have an adverse effect on decision 
making for future development activities and planning. However, environmental 
risks have to be compensated by other means in order for local communities to 
accept changes and adapt to a new lifestyle.

Setting up effective environmental monitoring and implementation schemes is 
necessary in order to maintain the natural aspects of the region and the ecosystem 
balance. Proper planning for the new urban areas is needed, taking into 
consideration population flow and the social problems associated with population 
increase. Development and enhancement of economic activities and social 
programs, through close collaboration with European partners, may then contribute 
to stabilization of the local population. This may also contribute to a decline in 
illegal immigration from the South Mediterranean and Sahel countries to the North 
Mediterranean coast.
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Abstract

Agricultural growth, industrialization, population demands for drinking water, 
recreation, and other demands in coastal areas pose environmental risk and security 
difficulties.  These pressures are well illustrated by the challenges facing Lake 
Sevan, the largest lake in the Transcaucasus Region of Armenia and one of the 
largest freshwater high-mountain lakes in Eurasia.  The paper presents an 
investigation around the Lake, which integrates a set of criteria for performing 
socioeconomic valuation and cost-benefit analysis with the further aim of optimal 
control modeling and development of security policies. 

1. Introduction 

Our lives depend on both natural lakes and artificial reservoirs because they 
provide drinking water for millions, water for agricultural and industrial 
development and unique recreational opportunities. The traditional friendly 
relationship between lakes and humankind is now being jeopardized by unbalanced 
economic development. Agricultural growth together with the construction of 
irrigation and drainage systems, the building of factories and the use of fertilizers 
and pesticides in the coastal areas – all may cause problems concerning 
environmental risk and security. The environmental situation around Lake Sevan in 
Armenia is a typical example. Sevan is the greatest lake of Transcaucasus Region 
and one of the greatest freshwater high-mountain lakes of Eurasia. The Lake is 
situated 60 km to the North-East from Yerevan. In natural conditions, Lake Sevan 
has been located at an altitude of 1916.2 m a. s. with the surface 1416 km2 and 
volume 58.5 km3 (in 1934). It is the main water resource for Armenia and 
important source of freshwater for some neighbor countries. The paper presents an 
investigation around the lake, which integrates a set of criteria for performing 
socioeconomic valuation and cost-benefit analysis with the further aim of optimal 
control modeling and development of security policies. 
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2. Lake Sevan Problem: History and Background 

The so-called Sevan Problem arose in the beginning of the twentieth century. In the 
range of environmental problems in Armenia, the problem of Lake Sevan is of 
special topicality, having originated in the 1930s and still remaining unresolved. 
Primarily, the problem was how to use the natural resources of the site. The high 
location of the lake compared to the fertile but arid Ararat Valley and lack of 
energy resources in the country attracted engineers to find methods to explore the 
water of the lake intensively. A hydroelectric system has been developed in the 
area on the River Hrazdan, which is the main outflow from the lake. Its water 
started to be used intensively for irrigation and electricity. Yet in the 1960s, the 
environmental consequences of extensive exploitation of the lake were evident. 
Lowering of the water level (currently about 18 meters) had an effect on the 
ecosystem of the lake from physical conditions to primary production and the fish 
community. In the 1966, a new project was presented (construction of 48.3 km long 
Arpa-Sevan water tunnel for restoration of water stock) to stabilize the level of the 
lake.

During the last reformation period, economic requirements triumphed over 
environmental considerations. The crash of the central planned economy and the 
problems of the transition period as well as the blockade of supplies and electricity 
from outside have worsened environmental conditions in Armenia. Under blockade 
conditions, the winters of 1992-93 and 1993-94 brought enormous hardship to a 
population lacking heat and electric power. Therefore, since 1993 the outflow from 
the lake has been increased. The Ministry of the Environment reported that the 
lake's water level had dropped by 50 centimeters in 1993. Experts said that this 
drop brought the level to within 27 centimeters of the critical point where flora and 
fauna would be endangered.

Currently resources of the lake are used for energy production and irrigation of 
Ararat Valley, the main agricultural area of Armenia, but the quality and stock of 
the water are important resources for fishery and recreation. From the other hand 
arises the problem of pollution of the lake and recreational area. The main source 
of pollution is agricultural production in the coastal areas of the lake. Here arises 
the problem of optimal distribution of environmental resources of Sevan for 
organizing agricultural production between the two main agricultural regions of 
Armenia: Ararat Valley, where water resources are directed for irrigation and the 
same time produce energy; and Gegharkounik District, where intensive agricultural 
production (application of toxic pesticides and fertilizers) decreases the 
environmental quality of the lake [4,5]. Economic activities negatively influenced 
coastal resources and the recreational value of the lake and surrounding area. In 
addition to economics, the problem also involves social and political issues.

The government has increased attention to the problem and is making a large 
investment towards saving the lake. It is important to mention the support of The 
World Bank “Lake Sevan Action Program” [2,3]. Multidisciplinary investigations 
around this problem and well-founded scientific approaches are considered 
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necessary for development of secure management policies for sustainable 
development of the lake.

The problem of Lake Sevan is one of the central environmental problems of the 
region. It is at the intersection of several environmental related problems: 
management of freshwater resources, irrigation and optimal control of agricultural 
production and land resources, optimal control of usage of toxic substances in 
agriculture and industry, interactions of energy and environment, and management 
of coastal resources and recreation.

In the framework of environmental risk analysis and under discussion of a set of 
conditions, working out and implementing policies of sustainable and secure 
development of the lake is a necessary task. Investigation of the problem can 
include multidisciplinary approaches. For development of sustainable policies, 
economic and social analyses are important and could be realized by working out 
and realizing system of models.

3. General Framework and Methods  

The bases of the presented investigation are the questions of resource valuation, 

cost-benefit analysis, and optimal control of pollution. Investigation of the system 
must take into account a set of criteria, which play an important role in the 
presented integrated problem. Environmental degradation and the inefficient use of 
natural resources require intervention to properly price environmental resources 
and internalize environmental costs. The economic restructuring offers an 
unparalleled opportunity to incorporate economic instruments into environmental 
policies. Integrating the true environmental costs and risks into economic activities 
will help make decision-makers aware of the implications of their policy decisions, 
although obviously the price of many environmental assets can never be exactly 
determined. Economic instruments should not be considered as replacing direct 
regulations and administrative interventions in environmental policy. They should 
be linked to and supplement clearly defined standards on emissions and 
environmental quality. Cost-benefit analysis will help answer the question of how 
much regulation is enough. From an efficiency standpoint, the answer to this 
question is simple: regulate until the incremental benefits from regulation are just 
offset by the incremental costs. In practice, however, the problem is much more 
difficult, mainly because of inherent problems in measuring marginal benefits and 
costs.

Valuation of the resources is central problem. In some cases environmental effects 
are immediate and well known; in others they are long term and subject to great 
uncertainty.  Is important to consider not only economic, but also, social and 

political aspects of the valuation problem.

Evaluation of environmental resources of the lake (especially recreational) needs a 
social approach. Socioeconomic analysis starts with the basic value judgment that it 
is the preferences of individuals that count (willingness to pay). Moreover, 
individuals are assumed to regard environmental resources as commodities, which 
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they would be willing to trade against material possessions. However, such value 
judgments could be introduced into a cost-benefit analysis in the form of 
constraints, or environmental standards, which must be met.

Lakes and reservoirs have not only economic and social significance, but also 
political and strategic importance. Political valuations must be considered also, 
either by obtaining a direct political decision, or by inputting values from past 
decision. As a direct substitute for “willingness to pay” -type data, this would seem 
to have little justification. On the other hand, it may be that there are some issues 
on which people believe that moral preferences are revealed in the market. Perhaps 
political leaders are the appropriate people to judge this issue.

4. Socioeconomic Valuation: Willingness to Pay (WTP) Survey 

A Willingness to Pay (WTP) survey was taken as a tool for research and future 
cost-benefit analysis. This section presents a description and outputs of  a survey1

that was intended to generate information on recreational usage of the lake, 
attitudes of visitors and local residents toward possible management changes, and 
estimates of visitors' and residents' willingness to pay for water quality 
improvements at the lake.

4.1. SAMPLE SELECTION AND SURVEY STRUCTURE  

Two groups of respondents were targeted to participate in the survey: recreational 
users (visitors) of the lake and local residents. Two different questionnaires were 
worked out for the residents and visitors. The Sevan, Gavar, Martuni, and Vardenis 
regional centers were selected for the residents’ survey. The visitors’ survey was 
organized in the recreational areas of the lake. A total of 574 people—including 
256 residents and 318 visitors—were interviewed.

The surveys represented by interviewers to the two groups (visitors and residents) 
were very similar. The survey was designed to focus on how the respondent values 
different levels of water quality at Lake Sevan. In order to provide a baseline level 
of quality for the respondent, current conditions at Lake Sevan were presented in 
the questionnaires. First of all, it was necessary to define the measures of Lake 
Sevan Quality, which was done on the basis of similar studies [1,6] and materials 
and investigations around the environmental conditions at the lake. The quality of 
lake can be described in many ways. The main measure of quality for Lake Sevan 
is the level of water. The level of the lake, originally 1,925 meters above the sea, 
has fallen about 18 meters since the 1930s, which is the main reason for 
environmental problems at the site. The next measure of water quality is the clarity 
of the lake water. Water clarity is usually described in terms of how far down into 
the water an object is visible. Initially (1930) it was 15 to 20 meters and now it is 
2.5 to 3 meters. Another measure of water quality is the amount of nutrients and 

                                                          

1 Survey was organized by the support of MacArthur Foundation in May – August 2002. 
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other substances contained in the water. Water quality degradation can result from 
a number of sources including runoff from the surrounding community containing 
first of all agricultural chemicals. Currently the nutrients contribute to the 
occurrence to the algae blooms in the lake, usually 10-12 times per year. Under 
some circumstances blooms can be a health concern, causing skin rashes and 
allergic reactions. Concerns about bacteria can result in beach closings. The overall 
quality of the water can impact other conditions of the lake. Poor water quality 
results in an undesirable odor and color to the lake water. At this time the water has 
a mild odor that many describe as “fishy”. Finally the quality of the water impacts 
the variety and quantity of fish in the lake. Thus, the condition of Lake Sevan can 
be summarized in terms of water level, water clarity, algae blooms, water color, 

water odor, bacteriological situations, and fish diversity.

Respondents were then presented with various plans, each describing a different 
overall condition of the lake, and were asked about their willingness to pay for the 
plan. In addition to the valuation questions, both versions of the survey also 
contained questions pertaining to the respondents’ support for various projects for 
improving water quality, their opinion concerning various land use changes, and 
the water quality attributes most important to them. The visitors' and residents' 
versions of the survey differed in that the visitors' version collected information 
about recreation trips.

4.2. RESULTS 

In this section summary statistics from the Lake Sevan survey are provided, 
focusing on (a) reported visitation and spending patterns, (b) attitudes toward 
various watershed and land use changes, and (c) implied valuations.

4.2.1. Visitation and Spending 

On average, visitors reported high recreational usage. The average total number of 
trips taken was 3.6 during 2001. Of those trips, an average of 1.52 consisted of 
multiple-day visits (i.e., the respondents spent at least one night near Lake Sevan). 
The most popular recreation activities engaged in by visitors were swimming and 
beach use. Respondents reported spending an average of $34 on a typical visit. 
Respondents from Armenia reported spending an average of $28 per trip, while 
out-of-Armenia respondents reported spending an average of $64 per trip. 
Spending can also be categorized by the type of trip taken. Respondents who took 
only single-day visits reported spending an average of $18 per trip, while 
respondents who took only multi-day visits reported spending an average of $68 
per trip. Multi-day visits formed 23% of total trips. 

4.2.2. Opinions 

Respondents were asked to allocate 100 importance points to the lake 
characteristics. Sanitary safety and purity of the water and surrounding areas is the 
most important characteristic for both visitors and local residents.  In general, both 
visitors and local residents appear to either support or are indifferent to various 
water quality projects and land use changes presented in the questionnaires. As 
expected, nobody in either group opposes increasing of the level of the lake, as the 
decreasing of level is the main reason of environmental problems of the site. 
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Restrictions on residential development are supported by 81% of visitors surveyed, 
with fewer than 6% opposing restrictions, but only 23% of local residents 
supported this project as the region really needs residential development. The issue 
that generated the most opposition among respondents was the institution of no-
motor boat days. Roughly 40 percent of visitors oppose no-motor boat days, with 
only 17 percent supporting them. In the case of local residents, roughly 33 percent 
oppose no-motor boat days, while about 37 percent support them as motor boats on 
the lake are used mainly by residents for local small businesses (fishing, 
recreation). Roughly 57 percent of local residents and only about 30 percent of 
visitors support limiting hotel building around the lake. There appears to be wide 
support for restoration of prairies and development of nature preservation areas in 
both groups. There is an understandable conflict between group opinions 
concerning development of land use under agriculture. 

4.2.3. Valuation 

One important goal of the survey was to estimate the value that both visitors and 
local residents place on the preservation and/or restoration of Lake Sevan. Armenia 
is not a rich country; conservation budgets are tight and there are more projects 
than there is money to fund them. Thus, society must decide where to focus the 
available resources, both private and public sources. To help with these decisions, a 
method was devised to measure the value people place on environmental goods as 
measured by their willingness to pay for the goods. Two of these techniques are 
employed in this study. The first method is based on observing the public use of a 
natural resource (visits to the lake) and inferring visitors’ willingness to pay for the 
resource from their behavior. The second method is based on directly asking 
whether people are willing to pay various sums of money to support a particular 
project.

The first value estimated in this study is the willingness to pay for the existing level 
of visits to the investigated recreational site. This can be thought of as providing a 
baseline of the value visitors place on preserving the existing level of the resource 
in terms of how much enjoyment they get from Lake Sevan at its current level of 
water quality. Based only on the reported single-day trips data, the average 
recreational value per season of Lake Sevan is $27 per visitor. Next, the value of 
various water quality changes was estimated. Both the visitor’s and resident’s 
versions of the survey contained a scenario entitled Plan A. The description of the 
plan stated that if nothing is done to improve the water quality of the lake, it is 
likely to deteriorate over the next decade. Conditions at Lake Sevan after 
deterioration were presented in the survey.  Responders were then asked the 
following question, “Would you vote yes on a referendum to maintain the current 
water quality of Lake Sevan and avoid the deteriorated water quality as described 
under Plan A? The proposed project would cost you $B (payable in five [$B/5] 
installments over a five-year period).” In this question, the value of “B” was varied 
so that different respondents were faced with different project costs. The value of 
“B” varied between $20 and $160 for visitors and between $30 and $240 (1.5 times 
higher) for local residents. 
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Figure 1 plots the relationship between the percentage of visitors indicating they 
would be willing to pay the stated amount along the horizontal axis. Roughly 89 
percent would be willing to pay $20 toward this plan ($4 annually for five years), 
but only about 17 percent would be willing to pay $160. Based on these data the 
average willingness to pay is approximately $101 per visitor in support of Plan A. 

Figure 1:  Willingness to pay for Plan A visitors. 

Figure 2 plots the relationship between the percentage of local residents indicating 
they would be willing to pay the stated amount along the horizontal axis.

Figure 2:  Willingness to pay for Plan A by local residents. 

On average, local residents would be willing to pay approximately $168 in support 
of Plan A. This significantly higher value for residents is not surprising given their 
continuous exposure to the lake and its attributes. For this reason the magnitude of 
the value of for local residents was 1.5 times higher.
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Plan B focused on willingness to pay for improvements in water quality. Two 
versions of Plan B were created: the first described a program that would result in a 
moderate improvement in water quality over the next five to ten years (Plan B1), 
while the second described a program that would result in a substantial 
improvement in water quality over the next ten to twenty years (Plan B2). Visitors 
would, on average, be willing to pay approximately $93 in support of the low 
quality improvement described in Plan B1. This value is actually less than the $101 
visitors were willing to pay for Plan A, which simply maintained the current lake 
conditions. However, the two results are not statistically different, suggesting that 
visitors are willing to pay roughly $100 to maintain the lake, but little, if any, for 
modest improvements. 

Local residents would, on average, be willing to pay approximately $159 in support 
of the low quality improvement described in Plan B1. Again, this value is slightly 
lower than the $168 local residents were willing to pay for Plan A, though the two 
are not statistically different. This indicates that local residents are willing to pay 
roughly $168 to maintain the lake, but little, in any, for modest improvements. 

The same analysis was done from the visitor’s survey for the high quality 
improvement. Based on these data, for visitors - $205 and for local residents the 
figure is $285. According to the fact of low income level and living standard in 
Armenia willingness to pay for high quality improvement for both visitors and 
residents is enough high.

In addition to the values described above, visitors indicated that the quality changes 
described in the survey would affect the number of trips they would expect to take. 
After each quality change plan was described, the respondent was asked to consider 
all the recreation trips they made to Lake Sevan in the past year, and report the 
number of trips they would have made if conditions were as described in the plan. 
The response to the decreased water quality described in Plan A is dramatic. With 
the decrease in water quality, average number of trips would decrease 2.4 times. 
Visitors also responded to the higher water quality scenarios by indicating that they 
would increase the number of trips they would take. With the low quality 
improvement, respondents would take an average of 5.2 trips, while with the high 
quality improvement respondents would take an average of 8.1 trips. 

5. Monetary Value Analysis 

Above presented survey created the basis for analysis of sustainable environmental 
management of the resources of Lake Sevan. Two models were worked out and 
realized: monetary value analysis of water resources and the integrated model of 
optimal environmental management of the lake[5].

Figure 3 represents the scheme of monetary analysis. For the water resources of 
Lake Sevan, such analysis was not done yet. The problem is to compare two 
directions of water usage—market use and recreational use—and find the optimal 
balance between them. For definition of recreational value (nonmarket value) of the 
lake, results of Willingness to Pay Survey were used. The nonmarket value of the 
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lake suffers from nonoptimal market water use. From the other side it is impossible 
to stop the use of the water for irrigation purposes. The water of Lake Sevan has a 
market use and accordingly a market price, which is the sum of two components: 
price of produced electricity and price of irrigation water. 

Figure 3:  The scheme of monetary value analysis of Lake Sevan water resources. 

During the investigation period, the average price of electricity on Sevan-Hrazdan 
cascade was 0.018 USD for one Kilowatt-Hour. One cubic meter of the water 
released from Sevan by River Hrazdan in Sevan-Hrazdan cascade in average 
produces 1.8 kWh electricity. There is an established price for irrigation water in 
Armenia of 0.011 USD for one cubic meter.

Even after approximate calculations and rough analysis, the dominance of the 
recreational value of the lake is evident above benefits from irrigation and energy 
production. The values were calculated on the basis of 2001 prices. As is plotted in 
Figure 4, total production of energy and irrigation water sales are decreasing. This 
is the result of government lake protection policy, which is being realized in recent 
years.
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Figure 4:  Values of Lake Sevan. 

Presented monetary value analysis is integrated into the multi-staged system of 
models [5], which also considered optimal pollution control [4] and generates 
management policies.

6. Conclusions  

At present, economic development is supposed to be accompanied by the 
increasing role of the environment. The environment, like an economic system, 
also requires optimal management based on multi-criteria analysis. The sustainable 
development of the environment is a real demand, especially for countries in 
transition, where market relations are at a foundational stage.

Water resources of Lake Sevan in Armenia are used for energy production and 
irrigation, which lowered the level of the lake. Lake Sevan is the main source of 
irrigation in Armenia. It provides about 25% of annual irrigation water for the 
region. Rainfall in the crucial period May-August is inadequate and irrigation is 
necessary to ensure satisfactory crop development. Meanwhile energy is produced 
on the Sevan-Hrazdan Cascade. This formed the market value of the water 
resources. From the other hand is important to discuss the recreational value of the 
lake. Sevan is one of the main recreational sites of Armenia. As expected, monetary 
value analysis of water resources revealed overbalance of recreational value against 
benefits from irrigation and energy production.
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As presented above, currently it is impossible to stop water usage for irrigation, 
water outflow from the lake, but is on possible minimum level. Meanwhile, 
development of alternative irrigation sources is a necessary strategy.  On the other 
hand, considering also benefits from tourism, the development of the lake as a 
recreational site will have an important role for the development of the economy of 
Armenia, where tourism is considered a dominant development direction. 
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Abstract

The Tri-State Mining District was formed to encompass areas of Oklahoma, 
Kansas, and Missouri where lead, zinc, and other metals were mined from the 
1900s until the 1960s. Tar Creek in Ottowa County, Oklahoma was the recipient of 
much of the mining waste generated during this period. The Tar Creek watershed is 
an approximately 53.3-square-mile area, where 19,566 people reside. It is 
characterized by high heavy metal soil concentrations, contaminated surface and 
ground waters, air transport of contaminants, and exposed mining wastes. There are 
human health and ecological exposure hazards from these media. A need for 
evaluations of long-term solutions that could be constructed or implemented to 
improve the ecosystems is apparent. There has been a movement toward a more 
‘holistic’ response to human health and wildlife risks at and adjacent to Tar Creek, 
including determining problems affecting residents and identifying appropriate 
remedial actions. In 1983, the area along Tar Creek was listed on the National 
Priority List (NPL) as a Superfund Site. The Environmental Protection Agency 
signed a Memorandum of Understanding with United States Army Corps of 
Engineers and the Department of Interior in 2003 to collaborate on assessment and 
remediation efforts with multiple stakeholders, which include tribal authorities, 
local interest parties, and other entities. Multi-Criteria Decision Analysis (MCDA) 
is a systematic and structured process beneficial to users during the pre- and post-
phase of decision making. MCDA could prove an asset to the Tar Creek project, 
particularly when dealing with multiple stakeholders coupled with numerous 
remediation objectives and risk remedies, by applying decision processes such as 
Analytical Hierarchy Process (AHP) and Multi-Attribute Utility Theory (MAUT). 
Commercial software packages use decision processes as engines; for example, 
Expert Choice® utilizes AHP while Criterium DecisionPlus® exercises MAUT. 
MCDA, paired with decision-making tools, provides the results of modeling/-
monitoring studies, risk analysis, cost, and stakeholder preferences so that risk 
managers are able to systematically evaluate and compare alternatives and actions 
supporting risk management and thus credibly prioritize resources. The 
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following sections will discuss the background and history of the Tar Creek 
Superfund Site, the MCDA framework/structure, commonly used MCDA tools in 
conjunction with theories, and a methodology for how MCDA can be effectively 
used at the site.

1. Introduction 

The words ‘Tar Creek’ have become synonymous with words like mine shafts, chat 
piles, and orange-tainted waters. Tar Creek is in Ottawa County, Oklahoma, and for 
much of its length flows within the Tri-State Mining District. The Tar Creek 
Superfund Site encompasses approximately 53.3 square miles, where 19,556 
people reside [20]. Principal cities within this area are Picher, Cardin, Commerce, 
Quapaw, and North Miami. Tar Creek flows southerly between Picher and Cardin, 
passes to the east of Commerce and Miami, and then flows on to its confluence 
with the Neosho River, one of the two major rivers in northeastern Oklahoma [19], 
and is also the primary drainage system for the Picher area. Mining in the area 
began in the 1900s and quickly began yielding massive tons of ore. The ore 
extracted from the mines within the principal cities was at depths 90 to 385 feet 
below the ground surface. The low-grade ore produced meant that about 95 percent 
of the crude ore was discarded on the surface in the form of mill tailings in 
enormous chat piles and large flotation ponds [13]. Mining ceased in the mid-
1960s. Mining activities left a large area that is now characterized by contaminated 
surface and ground waters, high heavy metal soil concentrations, exposed mining 
wastes, and air transport of contaminants [20]. Because of their concentration, 
spatial extent, and/or toxicity, lead, zinc, and cadmium are the main contaminants 
of concern. Other related hazardous substances include copper and selenium. There 
are human health and ecological exposure hazards from these contaminants and 
thus the health and well being of the people in the Tar Creek area may be at risk 
(NRE No Date). For example, the blood lead levels of young children have tested 
above 10 µg/dL, which is a target safe level [3]. In August/September 1996, 38.3 
percent (31 of 81) of the children tested in Picher had blood lead concentrations 
exceeding 10 µg/dL, 62.5 percent (10 of 16) of the children tested in Cardin had 
blood lead concentrations exceeding 10 µg/dL, and 13.4 percent (9 of 67) of the 
children tested in Quapaw had blood lead levels which exceed 10 µg/dL [19]. 
Natural resources potentially affected by contaminants at the site include, in part, 
federal and state threatened and endangered species; migratory birds; surface water; 
drinking water; plants: fish; biota; wildlife; and cultural, agricultural, and terrestrial 
resources [9]. The Natural Resources Damages Subcommittee also states legal 
basis for natural resource claims: 

 The Comprehensive Environmental Response, Compensation, and 
Liability Act (CERCLA) provides that responsible parties may be held 
liable for damages for injury, destruction, or loss of natural resources 

resulting from a release of hazardous substances, including the 

reasonable costs of assessing the damage. (42 U.S.C. § 9607(a)(C)
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There are a multitude of stakeholders and other interested parties that seek to 
provide input into the risk management process at the site. Tribal governments 
represented include not only the Quapaw tribe, which hosts most of the mine sites 
in the Tar Creek Superfund Site area, but also tribes such as the Miami, Wyandotte, 
Seneca-Cayuga, and Eastern Shawnee, who may have been impacted downstream. 
All tribes in the area and Indian people living in Ottawa and northern Delaware 
County, Oklahoma, are potentially impacted by site-related contaminants as they 
engage in their cultural practices of hunting; gathering; conducting ceremonial 
activities; and utilizing natural resources for crafts, medicines, and food. Living 
within any of the towns in Ottawa County could expose both adults and children to 
contaminants via the use of mine tailings as construction materials such as part of 
an asphalt mixture for pavement. Natural resources under CERCLA include “land, 
fish, wildlife, biota, air, water, ground water, drinking water supplies, and other 
such resources belonging to, managed by, held in trust by, appertaining to or 
otherwise controlled by the United States…any State or local government…or any 
Indian tribe…” (42 U.S.C. §9601(16). The main purported sources of ecosystem 
degradation at the site are two-fold: 1) the release of residual metal sulfides seeping 
from abandoned mine tailing and 2) mine tailings that were left uncovered and 
unstabilized [18]. These sources are the primary components of acid mine drainage 
for the Tar Creek site. Open mine shafts and boreholes remain mine hazards in 
populated areas. Water quality concerns include stream corridors subject to 
flooding with acid mine drainage potentially impacting both human health and 
wildlife. Flooding at Miami occurs frequently along Tar Creek and there is a need 
for evaluations of long-term solutions that could be constructed or implemented to 
reduce flooding and improve ecosystem health [18].

In 1983, the area along Tar Creek became a Superfund site when it was placed on 
the National Priority List [19]. A Record of Decision (ROD) followed in 1984. The 
ROD addressed two concerns: 1) The surface water degradation of Tar Creek by 
the discharge of acid mine water and 2) the threat of contamination of the regional 
water supply [19]. The United States Environmental Protection Agency (USEPA) 
signed a Memorandum of Understanding with United States Army Corps of 
Engineers (USACE) and the Department of Interior (DOI) in 2003 to collaborate 
on assessment and remediation efforts with multiple stakeholders including the 
Tribal Environmental Management Services, Quapaw tribe Environmental Office, 
the Oklahoma Department of Environmental Quality (ODEQ), and Congressional 
interests.

There are several ongoing remediation activities at the Tar Creek site and surface 
water and ground water are being monitored by ODEQ. Residential yard 
remediation, community education, and blood screenings have resulted in 
reductions from 31.2% in 1996 to 2.8% in 2003 for children between the ages of 1 
and 5 living at the Tar Creek site [19]. Proper disposal of drums was part of an 
emergency removal action. Approximately 75 million tons of chat resides on the 
ground surface at the site. As a result, pilot studies of sub-aqueous disposal of chat  
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piles and mill residue were conducted. The Bureau of Indian Affairs is focusing on 
the sale of marketable chat, possibly to pave streets, owned by Native Americans 
with other Federal and State agencies [18]. Despite the progress made, the lack of 
cooperation among federal, state, tribal and local entities has been an obstacle to 
effective and expedient risk management. An approach needs to be implemented 
that considers both the uncertainties and multiple dimensions of value and 
contributes to better decisions by helping managers to structure the problem, 
balance risks, and compare options based on outcomes and expressed stakeholder 
preferences.

Decision making in environmental projects is typically a complex and confusing 
exercise, characterized by trade-offs between sociopolitical, environmental, and 
economic impacts. Some environmental decisions involve many issues, which may 
be difficult to measure, compare, or compromise. Considerable research in the area 
of multi-criteria decision analysis (MCDA) has made available practical methods 
for applying scientific decision theoretical approaches to multiple criteria problems 
[5]. Potentially, MCDA could prove an asset the Tar Creek project. The Tar Creek 
project is multi-faceted and many different stakeholders are involved. The 
Oklahoma Plan for Tar Creek states: “Local cooperation is a key to success, and 
local stakeholders are and will continue to be involved” (ODEQ No Date). Lack of 
cooperation among federal, state, tribal and local entities has been an obstacle. A 
systematic and structured process would be beneficial during the planning phases 
of decision making because MCDA is designed to address uncertain outcomes and 
many potentially conflicting objectives from multiple stakeholders will be affected 
differently by the decisions made. Decision makers would benefit from obtaining 
four types of input that would aid management of risks at the site: the results of 
modeling/monitoring studies, risk analysis, cost or cost-benefit analysis, and 
stakeholder preferences. This chapter reviews the MCDA support framework, 
discusses MCDA tools along with theories and the advantages and disadvantages 
of each, and gives a path forward for users of MCDA as a reply to complex 
decision-making challenges and how MCDA could be used to more effectively 
manage stakeholder involvement and risks at the site. 

2. MCDA Support Framework 

Daily life is filled with decisions and some can be made relatively easily. But at 
times, decision making can be complicated and overwhelming. Decision making is 
a process described as being continuous, systematic and structured. Policy makers 
and managers must have diverse skills to address a wide variety of decision-making 
challenges [15]. Decision analysis is used in ecological restoration, water resources 
and ecological risk assessments where stakeholder interaction plays a major role in 
the decision-making process. Restoration project planning starts with the definition 
of existing problems, a clear statement of project objectives, and an understanding 
of uncertainty [12]. This decision process emphasizes: 1) the importance of 
defining objectives related to the appropriate ecosystem structure, function and 
spatial scale; 2) the role of ecological models, restoration hypotheses, and key 
ecological parameters; 3) explicit consideration of uncertainties in site processes 
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and material performance in the restoration design; 4) guidelines for project design 
and feasibility analysis and the use of experimentation at this stage; and 5) 
monitoring and adaptive management of restoration projects after implementation 
[12]. There are also objectives within a structured risk assessment decision process. 
The five elements are process diagrams, long- and short-term goals linked to 
strategy, reliable information systems, risk assessment tools, and collaboration of 
environmental personnel across the organization [7]. Fostering improved risk 
management decisions: specifying ‘learning’ for current and future decisions as 
one of several explicit objectives for the decision at hand, drawing on notions of 
applied decision analysis [8]. Including learning as an explicit objective of risk 
management policies enables participating stakeholders, institutions, and decision 
makers to recast difficult policy choices in a way that increases the opportunities 
for successful deliberation [8]. Stakeholder involvement is an important factor. 
Promoting robustness, decisions require synergy among different environmental 
programs different levels of managers, decision-makers, technical experts and 
stakeholders. A decision support system must be designed to meet the needs of 
stakeholders [4]. Stakeholders may request a path to guide their decision making 
process. Such paths offer a starting point and steps leading to an answer. It can also 
keep stakeholders on course, participative and in focus [4]. MCDA accomplishes 
all these things while effectively analyzing extraordinarily dissimilar information. 
For MCDA to be effective, the underlying assumption is that decision-makers are 
open and willing to discuss the decision-making components as they develop.

MCDA follows a framework similar to the traditional scientific method. The 
components are: problems, alternatives, criteria, evaluation, decision matrix, 
weights, synthesis, and decision. Problems are the initiators and some problems can 
be considered ‘wicked’ meaning they contain high-level conflict of objectives and 
values. Wicked problems also usually have a multitude of uncertainties[21]. The 
alternatives (often called options) are choices as they relate to the problem. Criteria 
are used in MCDA to judge the alternative solutions to the decision problem [21]. 
Criteria sets can and should be monitored throughout the decision process as well. 
Evaluation measurements are made for each criterion. Criteria are coherent and 
effective if they are concise, exhaustive, nonredundant, and clear [21]. Decision 
matrix summarizes the performance of each alternative for each criterion. Weights 
measure the relative importance of a criterion as judged by the decision maker. The 
synthesis takes all the decision framework efforts and prepares them for use in the 
final step of the decision support framework: the decision [21].

3. MCDA Tools 

MCDA was developed in response to the need for effectively analyzing multiple 
sources of dissimilar information. Presently, there are several methods available to 
simplify the process of decision making by organizing large amounts of  
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information into a manageable format. A significant advantage of multiple criteria 
methods is the allowance for evaluation of criteria measured either quantitatively 
(with numerical values) or qualitatively (rank ordering) [1]. Commercial software 
packages such as Expert Choice® (www.expertchoice.com) and Criterium 
DecisionPlus® (www.infoharvest.com) are two common examples.  Such packages 
contain decision programs to highlight theories, which are used as engines. 
Analytical Hierarchy Process (AHP) and Multi-Attribute Utility Theory (MAUT) 
are approaches that work similarly. They both utilize optimization algorithms by 
applying numerical factors, as being representative of the importance of criteria, 
whether it is in respect to the entire goal or singly. In contrast, AHP uses a 
quantitative comparison method that is based on pairwise comparisons of decision 
criteria rather that utility and weighting functions thus the rationality assumption in 
AHP is more relaxed than in MAUT [6].

To begin the MCDA process, each goal should be researched and clearly defined 
and articulated. The criteria can be compared to the goal, the alternatives and/or 
each other, depending on project objectives. A systematic approach must be 
utilized at all times to avoid a breakdown in the decision-making process. The 
number of criteria developed is directly linked to the number of comparisons 
evaluated. For example, only six criteria result in 45 comparisons [21]. In essence, 
the more objectives you have, the more comparisons will need to be evaluated. 
This is why it is essential to be clear on the defining of necessary criteria within the 
decision-making process. The weighting process uses pair-wise comparison against 
the entire decision model. After analysis is completed, the output can be generated 
in a variety of graphical forms such as 2-D charts, sensitivity line graphs which 
display interactivity, and head-to-head criteria comparisons using bar graphs, and 
depends on the software package employed. Based on my experience, Expert 
Choice® and Criterium DecisionPlus® prove invaluable when addressing with 
multiple objectives because they both organize a wealth of information in a user-
friendly manner.

Expert Choice® is a commercial decision-making tool that is based on AHP 
theory. It incorporates judgments and personal values in a logical way [14] and is 
suitable for decisions with both quantitative and qualitative criteria [2]. AHP is a 
methodology that capitalizes on the concept of building a hierarchy where one 
begins with an overall goal. It also works well in several settings. If raw data are 
lacking, Expert Choice® will function with minimal options, criteria, and decision-
maker opinions [21]. Because of its capability to allow stakeholders to manually 
vote individually using keypads, Expert Choice® also can be effectively used at 
large stakeholder meetings. This capability allows stakeholders to view their 
decisions and how they fit into the overall decision-making process.

Criterium DecisionPlus® is another commercially available package, but unlike 
Expert Choice®, it is based on MAUT theory. MAUT is a quantitative comparison 
method used to combine dissimilar measures of cost, risks, and benefits, along with  
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individual and stakeholder preferences, into high level, aggregated preferences [2]. 
Criterium DecisionPlus® strengths are its ability to address high levels of 
uncertainty and large quantities of raw data and thus manage more information than 
other commercially available programs. It can handle up to 200 alternatives [21]. 
There is a feature specifically for brainstorming, which allows users to make 
necessary modifications before or during the matrix compilation process. Criterium 
DecisionPlus® also produces rich graphical displays including a hierarchy model 
similar to that of Expert Choice®. In combination, these features enhance the 
robustness of a decision by effectively managing data and uncertainty.

4. Methodology 

There are several ways to begin the decision-making process. A logical place to 
begin would be to gather together all stakeholders so that their input can be 
included early in the process. For the Tar Creek Superfund Site, appropriate 
stakeholders to assemble include: USEPA, USACE, DOI, ODEQ, the Tribal 
Environmental Management Services, and the Quapaw tribe Environmental Office. 
This allows the development of initial criteria, weights, and alternatives early in the 
decision-making process and with all stakeholders present, for the process to begin 
smoothly. A hierarchical template including criteria, sub-criteria (if necessary), and 
alternatives is generated and the resultant information is input into the decision 
program(s). Input modifications can be made at any time, an advantage inherent in 
both software packages. After revisiting, and possibly modifying the template, the 
decision program(s) are utilized. Time required to complete this task varies based 
on the complexity of the decision-making process. In a simple scenario such as the 
purchase of a new car, analyses can be explored within a matter of hours. On the 
other hand, the decision-making process could be prolonged (e.g. weeks) when 
assessing complex, multi-dimensional issues.  Once the goals, criteria, subcriteria 
and alternatives are decided on, they are input into the MCDA program of choice. 
For comparison purposes, results of both Expert Choice® and Criterium 
DecisionPlus® programs are presented.

A scenario was developed to determine how to improve environmental quality at 
the Tar Creek Superfund Site, which is the overall project goal.  Important criteria 
and sub-criteria are health effects, which include lead, cadmium, and arsenic blood 
levels, subsidence, chat use, water quality, natural resource damage, and mine 
shafts. Potential alternatives are no action with possible monitoring, beneficial 
reuse, phytoremediation, passive or pump water treatment, removal by excavation, 
containment and stabilization, and sale of marketable chat [18]. This information is 
input into the Expert Choice® and Criterium DecisionPlus® software packages to 
form working hierarchy models (Figures 1 and 2).

In Criterium DecisionPlus®, a graphic brainstorm allows users to enter a central 
goal, branch-like criteria and alternatives (Figure 2). 
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Figure 1: Expert Choice® hierarchy. 

Figure 2: Criterium DecisionPlus® hierarchy model. 

Setting ratings to cross-sectional entries incorporates weights. For example, “with 
respect to improving environmental quality, which is more important; health effects 
or natural resource damage?” In a hypothetical stakeholder meeting, pairwise 
comparisons and weightings were made in both Expert Choice® and Criterium 
DecisionPlus® (Figures 3 and 4).
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Figure 3: Expert Choice® pairwise comparison. 

Figure 4: Criterium DecisionPlus® weighting. 

Such comparisons allow stakeholders to discuss relative weightings, thus 
continuing the structured communication pattern throughout the decision-making 
process. On screen, users can click on the overall goal or criteria and select vehicles 
and displays where they may either choose by extremes, a manipulative pie chart, 
or numerical values to make other qualitative or quantitative comparisons. Weights 
will appear by each comparison. Weights were assigned where worst equals 0 and 
best equals 100 and were selected in regards to site-specific data. Composite scores 
were then calculated (Figures 3 and 8). With respect to the goal of improving 
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environmental quality, water treatment (26.8%) had the highest ranking in both 
software packages (Figures 6 and 8) with beneficial reuse (18.7%) and 
phytoremediation (16.7%) having slightly lower rankings. The Expert Choice® 
synthesis (Figure 5) reflected human health effects (56.5%) to be of critical concern 
with water quality (15.3%) and natural resource damage (12.5%) posing threats as 
well. Sensitivity graphs for both programs (Figures 7 and 9) allow participants the 
ability to performs a simple sensitivity analysis, as the MCDA facilitator can relay 
to the stakeholder participants' predictions when evaluating shifting numbers 
showing different outcomes, especially when evaluating close ranking criteria. 
Again, monitoring by revisiting will permit the group to discuss eliminating 
continuous, low-rating criteria.

Figure 5: Expert Choice® results. 

Figure 6: Expert Choice® synthesis. 
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Figure 7: Expert Choice® sensitivity graph. 

Figure 8: Criterium DecisionPlus® decision scores. 
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Figure 9: Criterium DecisionPlus® contributions by criteria. 

There are a number of options to pursue when deciding on how to implement the 
application of decision making; i.e., contract negotiations and/or on-the-job training 
of in-house personnel. There are also companies that specialize in assisting with 
such cases, which can be hired to operate the software package. Technical and 
nontechnical experts can provide mental models or conduct stakeholder meetings 
as facilitators. Some companies simply enter data and work out complex 
uncertainty issues. The most cost-effective means to gain expertise in MCDA 
might be to train interested employees in-house so that they can serve in the 
capacity again in the future.

5. Conclusions 

In the Tar Creek Superfund Site project, there are a multitude of issues plaguing 
risk management; i.e., human and ecological health, Native American concerns, 
water quality, and natural resource damage. While some progress has been made to 
remediate the site, the lack of cooperation among federal, state, tribal, and local 
entities has been an obstacle to effective and expedient risk management. However, 
there are approaches that can be implemented to address these complex decision-
making situations. Problems often present themselves as being massive and 
unattainable, but approaches such as MCDA can provide a systematic structure to 
add organization, particularly with multiple objectives and stakeholders by using 
decision-making tools. Expert Choice® and Criterium DecisionPlus® are decision 
software programs that work well in such situations. Each package has unique 
strengths depending on the amount of available data and uncertainty. Large 
stakeholder groups, where decision-makers lack raw data, plays to the strengths of 
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Expert Choice®; whereas data-rich scenarios with high levels of uncertainty are 
situations that can be served well by using Criterium DecisionPlus®. These 
methodologies are all under the premise that a decision needs to be made following 
a complex and critical problem and decision-makers are open and willing to discuss 
the decision-making components as they develop. Although remediation activities 
are ongoing, risk management at the Tar Creek Site could greatly benefit by 
utilizing a planning and decision-making process such as MCDA. Both software 
packages indicated water treatment as the highest ranking risk management option 
for improving environmental quality, with phytoremediation and beneficial reuse 
having slightly lower rankings. Synthesis in both commercial packages also 
displayed human health effects as the primary concern with the highest ranking, 
with water quality and natural resource damage having lower rankings. Such 
rankings reflecting stakeholder inputs can lead to more effective, efficient and 
credible decision making at the Tar Creek Site. Tar Creek has been an 
environmental as well as economic and social dilemma for decades and using 
MCDA as a process, assisted by decision-making tools that are commercially 
available, provides a framework for managing such complex environmental 
challenges.
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Abstract

Harbors can be considered one of the most appealing targets for terrorist threats. 
Considering that small ships or swimming commandos cannot be easily tracked by 
on-ground surveillance and that on-site surveillance, by means of manned ships, is 
quite expensive and difficult to conceal from enemy eyes, the interest in Unmanned 
Sea Vehicles (USVs) is quite clear. USVs may be one or two meters long, equipped 
with proper surveillance sensors. If state-of-the-art technology is taken into 
account, USVs can also be thought of as low-cost vehicles. The paper presents a 
system low-cost solution and it highlights the usefulness of tools like Comparative 
Risk Analysis (CRA), Multi-Criteria Analysis (MCA), and simulation techniques. 

1. Introduction 

In times of serious terrorist threats, the nation’s security is a priority. Harbors can 
surely be considered one of the most appealing targets to terrorists. There are many 
reasons including: 

Harbors have high relevance from both social and territorial points of view. 

Harbors represent a concentration of great value in a very narrow area. Serious 
damage can be easily caused within a small area (see Figure 1). 

Harbors are characterized by a significant density of infrastructure and 
facilities, generally higher than that of airports or other major transportation. 
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Harbors generally neighbor civil areas. This implies that any damage that 
occurs in harbors can reach city zones (see Figure 2). 

Like airports, railway stations, and industrial areas, harbors can be damaged by 
ground and aerial attack, but, unlike the those others, harbors can be attacked 
also by sea forces (see Figure 3). 

Figure 1:  Harbors concentrate high-value targets in a small area.  There is remarkable density of 
infrastructures and facilities. 

Figure 2:  Harbor (A), airport (B), railway station (C) and city.  In many areas, these facilities are 
located close to one another. 
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Figure 3:  Harbor and airport potential injuries. 

During the 20th century, military bases in harbor areas have been targets of high 
value because of ships moored there, air bases, logistic, petroleum, and command 
and control facilities. All these have been shown to be highly vulnerable to attack 
from the sea  (Tables 1a and 1b). 

Table 1a: Historical examples: harbors attacked by sea. 

Harbor/date Attack forces Damages 

Trieste/12-10-1917 1 torpedo-boat (MAS) 1 battleship sunk 

Premuda/O6-10-1918 2 torpedo-boat (MAS) 1 battleship sunk 

Pola/11-01-1918
2 men swimming with a contact 
mine

1 battleship sunk 

Alexandria (Egypt)/12-18-1941 
6 men on 3 ”slow speed 
torpedoes”

2 battleship and 1 oil-tanker 
damaged

Table 1b: Historical examples: harbors attacked by air. 

Harbor/date Attack forces Damages 

Taranto/11-13-1940 21 torpedo planes 3 battleships damaged 

Pearl Harbor/12-07-1941 
About 300 drop-bombers and 
torpedo planes 

2 battleship sunk and 4 
battleships damaged 



468 S. Chiesa et al.

2. The Problem 

Small ships or swimming commandos cannot be easily tracked by on-ground 
surveillance. In order to deal with this problem, nations have developed efficient 
detection systems in relevant coastal areas and harbors. 

In Table 2,  systems for surveillance and security, which are currently implemented 
or under study, are listed. 

Table 2:  Sensor  types. 

Type Usefulness Challenges System Problems 

Optical sensors (TV/IR 
Camera) installed in 
coastal facilities or in 
floats

Detection of surface 
boats and swimmers 

Fog

Small targets 

High number of 
sensors required 

Radar sensors installed 
in coastal facilities or 
in floats 

Detection of surface 
boats and swimmers 

Small targets 

Difficult
identification

High number of 
sensors required 

False alarm 

Passive acoustic 
sensors

Detection of 
underwater targets 

Difficult detection of 
surface targets and “sub-
skimmers” air/water 
interface

High number of 
sensors required 

False alarm 

Active acoustic sensors 
Detection of 
underwater targets 

Small targets Self revealing 

Combination of 
optronic and 
underwater sensors 

Detection of surface 
and underwater targets 

Different sensors’ 
data fusion 

System integration 

Complexity and 
costs

Difficult re-
deployment

Piloted boats 

Inspection and 
identification

Possibility of 
countervailing

Interference with normal 
activity

Cost

From the table above it is clear that: 

The concurrent employment of different types of sensors is unavoidable. 

The use of patrol boats is necessary for inspection, identification, and 
counteracting possible actions by enemy forces. 

Patrol boats have three main advantages. 

They can carry different types of sensors, thus reducing the number of 
sensors that have to be placed into a fixed position. 

They can bring sensors, installed on board, closer to the targets, thus 
enhancing the identification capabilities. 
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On the other hand, on-site surveillance, by means of manned ships, may have 
the following drawbacks: 

Patrol boats are easily detected, so they cannot be concealed from 
enemies.

Patrol boats are expensive. 

Patrol boats interrupt normal harbors activity. 

Taking all these considerations into account, as shown in Figure 4, it appears quite 
reasonable to conclude that Small Unmanned Boats (SUBs) represent a good 
alternative to manned patrol boats. 

Figure 4 :  Advantages of small unmanned boats. 

The above thoughts lead to the interest in Unmanned Sea Vehicles (USVs): only a 
few meters long, equipped with proper surveillance sensors, propelled by silent 
electrical motors, and hardly avoidable by potential terrorists. If state-of-the-art 
technology is taken into account, USVs can also be thought of as low-cost vehicles. 
Low-cost USVs guarantee the availability of the fleet. In fact, the battery limitation 
of these relatively inexpensive vehicles can be overcome by simply increasing their 
number. In this way, when one vehicle goes out of use because of a low battery, 
others are ready to replace it. 

A USV can also be equipped with acoustic alarm (and/or bright rocket), in order to: 

Raise other defenses in case of emergency, danger, or situations. 

Confuse enemies. 

Make security forces aware of potential attacks by men or machines. 

It is important to remember that USVs can be equipped with GPS and proximity 
sensors, thanks to which they would be able to move along very narrow paths (e.g., 
between anchored ships) and along complex trajectories, characterized by sudden 
and unpredictable drifts and interruptions. 
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3. A New Idea of SUBs 

According to what have been said in the previous paragraphs, examples of studies 
and manufacturing of USVs or, restricting our talk, of SUBs, are not lacking. 

It has to be noted that in order to turn the potential advantage of difficult 
detectability into a real feature of USV/SUB (see Figure 4), in many cases they are 
characterized by half-submerged configurations. 

A new idea of SUB has been conceived by the Working Group, of which the 
authors of the present paper are part. As summed up in Figure 5, in order to 
enhance cost reduction, the proposed SUB is characterized by a quite simple 
configuration and it has very small dimensions, thus implying the possibility of 
employing silent electric motors. 

Figure 5:  New SUB configuration. 

The research strategy chosen by our Working Group is a step-by-step approach, 
characterized by the development of a prototype prior to the new SUB’s 
manufacture. Notwithstanding its very low cost, the prototype has a very important 
role in the development of the new SUB as it is able to demonstrate the future 
SUB’s design choices. 

As far as the prototype’s development is concerned, it has been decided to use a 
commercial amateur radio-controlled boat and to adapt it to accomplish its new 
role.

After a detailed analysis of what is available on the open market, we have chosen a 
boat with very small dimensions and high performance characteristics. It is driven 
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by electric motors and it can house additional components, if needed. No problems 
of extra weight and volume arise. Table 3 shows the boat chosen and lists its main 
technical data. 

Table 3:  Prototype and technical data. 

Main Technical Data 

Length: 935 mm 

Width: 260 mm 

Height: 190 mm 

Weight 2600 g 

Engines:

two 550 size fan 
cooled with water 
jackets

Propeller:

diameter 42 mm 
x pitch 1.2, shaft 
size: 4 mm 

Battery:
2 x 7.2 V 1400-
3300 mAh 

Radio: 2 channel 

Figure 6 presents a detailed view of the prototype’s onboard systems; in particular 
the electrical motors and the actuator of the rudder. 

Figure 6 :  Propulsion and steering systems.

One of the first steps to transform the boat from a common commercial model to a 
survey SUB technological prototype was to substitute the original radio-control for 
a higher performance model with more channels (six instead of two), which are 
necessary not only for guiding the boat (power of the motors and position of the 
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rudder) but may also be used for managing sensors and possible alert devices (i.e., 
flares). Table 4 shows the new radio-control and its main technical data. 

Table 4:  Radio control and technical data. 

Main Technical Data 

Channel 6 (FM/PCM signal) 

Model memory 8

Trim Digital

Band 40 MHz 

Flight Mode 
3 (Manual, semiautomatic, 
automatic)

Size
190 mm x 175 mm x 40 
mm

The next steps were: 

Installing onboard mission systems, consisting of one TV camera (equipped 
with audio sensor) and dedicated telemetry, as well as one GPS receiver, 
which, by means of the general telemetry package, transmits position data to 
the on-ground remote control station. By means of the radio-control the 
operator is able to guide the prototype by acting on the motors’ power and 
rudder’s position. Thanks to both the transmission of the GPS data and the TV 
camera images, the operator can pilot the prototype even when it is hidden 
from his/her view. 

Increasing the number of battery packages, useful for both feeding the Mission 
System and enhancing the operational duration. 

Adding a sensor able to reveal the battery’s low-charge state. The transmission 
of this sensor’s signal by means of general telemetry to the operator can 
significantly help manage the boat’s resources. 

As Figure 7 illustrates, both the basic and the mission systems are integrated by 
means of the Power Supply electronic card and the general telemetry, which, apart 
from transmitting GPS and battery state data, can be useful to transmit information 
from other sensors that may be integrated in the future. 
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Figure 7:  System layout. 

The survey SUB technological prototype has also a Remote Control Station, 
manufactured to be easily transportable and illustrated in Table 5. 

Table 5:  Remote control station. 

Radio-Control Transmitter 

General Telemetry Receiver 

TV Camera Receiver 

PC

Battery (rechargeable) 

Battery Charter 

Future Improvements 

Both Figure 8 and Figure 9 are pictures taken during the first test: in particular, 
Figure 8 shows an image taken from the TV camera on board the SUB vehicle and 
Figure 9 shows the prototype sailing rapidly. 

From Figure 9, it appears quite clearly that another field to investigate concerns the 
prototype’s camouflage, necessary to further reduce its chances of being detected 
by possible targets. 
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Figure 8:  TV camera image. 

Figure 9:  SUB with TV camera installed. Camouflage efficacy. 

By comparing Figure 9 with Table 3, it is possible to view the TV camera’s system, 
installed on board the prototype. It is important to verify the TV camera’s 
capability, considering its simplicity and low cost. A new solution, which is likely 
to become the standard solution for SUB, is already under development: it is 
characterized by a TV camera, which is able to move along training and elevation 
arcs and gyro-stabilized about roll and pitch axes. Figure 10 illustrates the study’s 
progress for a gyro-stabilized system, which can be critical to its usually high cost. 

Figure 10:  TV Camera gyro-stabilization study: development rig (one degree of freedom) and Simulink 
block diagram. 
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4. Other Applications of SUB Technologies 

In addition to the security applications against terrorist attacks, SUB technology 
can be exploited in other fields, including environmental protection. 

Quite often manufacturing and chemical industries are located in the neighborhood 
of harbors for the obvious advantage of easy transport of goods and direct 
availability of water for machine cooling. Unfortunately such industries may be a 
potential source of pollution. 

Of course, other sources of potential pollution to the sea or the rivers are oil 
leakages and other toxic substances that could be discharged from the boats 
following an accident or because of crew behavior. 

In order to monitor the environment, the SUB can be equipped with appropriate 
instrumentation, according to the specific mission needs. 

Several kinds of missions can be foreseen: 

Patrolling seashore or river banks with environmentally critical industry 
installations. The SUB will be equipped with appropriate devices to take water 
samples and, if needed and possible, to accomplish real-time chemical 
analyses. Analysis results can be both radio-transmitted to a station (on the 
ground or onboard a mother-ship), recorded onboard, and then carried by the 
SUB itself to the station. Of course, if real-time analysis is not needed, the 
samples can be taken to the station and then analyzed. 

Water analysis or environment observation in areas (where it is hard to get 
manned machines) which can be reached only trough sea or rivers. 

Search and location of shoals for fishing or scientific purposes. For such 
missions, the SUB will be equipped with sonar and/or an underwater video 
camera. Also, in this case, the operation can be performed by several SUBs at 
the same time in different areas, coordinated by a mother ship. 

Patrolling of sea areas against illegal fishing and clandestine immigration. For 
this purpose, the SUB can be specifically designed and manufactured with 
special materials in order to avoid radar detection. 

An important feature of all SUB applications is the SUB’s high flexibility and 
ability to perform requested missions in virtually any situation and environment, 
considering contained cost and full safety conditions. The use of SUBs avoids the 
need of a fixed network of sensors with their related supporting facilities and 
allows for performance of the requested checks immediately when and where they 
are needed. 

Figure 11 provides examples of applications of SUBs for environmental 
monitoring.
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Figure 11a:  Search and location of shoals for fishing or scientific purposes. 

Figure 11b:  Monitoring of polluted areas in consequence of accidents. 

Figure 11c:  Monitoring of polluted areas in consequence of accidents. 

5. Further Developments 

The development of the technological prototype, described in the previous sections 
of the paper, aims at both gaining basic information about SUB performance and 
expressing hypotheses about how the various design characteristics may affect the 
surveillance’s efficacy. As an example, Figure 12 and Figure 13 show that both 
different performance (i.e., different ranges for onboard sensors or different values 
for SUB speed) and patrol strategies can influence mission efficacy. As far as 
patrol strategies are concerned, one of the most important factors is the number of 
SUBs simultaneously available and employed. This is highly dependent on 
Availability [1], which is on its turn dependent on Reliability and Maintainability 
as well as on the adopted logistic strategy (Maintenance Policy, spares supplies, 
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number and skill of Maintenance Technicians). Please note that the logistic strategy 
can be considered as an extension of the operative strategy [2]. 

Figure 12:  Example of influence of sensors and boat performance. 

Figure 13:  Example of influence of number of SUBs and patrol strategy. 

It is important to observe that the parameters defining the patrol efficacy are not 
independent of each other but, in general, have mutual negative influence. 
Moreover each parameter so far considered is also a fundamental characteristic of 
the system’s cost, either as Purchasing Cost or, in a wider view, as Life Cycle Cost 
(LCC). This implies the possibility of defining the System Effectiveness as a ratio 
between System Efficacy (i.e., for instance, the probability of intercepting an 
intruder in a certain environment) and System Cost. Figure 14 illustrates these 
concepts.
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Figure 14:  System effectiveness and influencing parameters. 

Finding the best solution for complex problems, characterized by a great number of 
variables whose value may generally change (please note that, apart from the 
parameters in Figure 14, other variables defining the threat and the environment 
have to be considered), is not an easy task. Therefore standard algorithms do not 
suit these problems. 

When dealing with such a problem, it is necessary to establish a rigorous procedure 
which helps the analyst to tackle the subject matter through a standard and 
verifiable approach. The main target is to make the analyst able to choose from 
time to time the most appropriate tools, according to the kind of problem, its level 
of definition, the type of available information, etc. For example, the development 
of a fleet of SUBs and its relative operative and logistic strategies may represent a 
different problem, which needs to be dealt with using different tools, depending on 
whether or not the SUB vehicles’ characteristics have already been defined. In the 
former case, when an already available system is deployed in another operative 
theatre, the problem presents a smaller number of variables but, quite obviously, 
also more constraints in order to optimize the final result. 

Basically, a more defined problem is suitable for being solved through an 
algorithmic approach, whereas a qualitative method is better for a less defined 
problem.

Figure 15 illustrates the methodology usually adopted by our Research Group to 
deal with a complex system [3]. 
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Figure 15:  Methodology for system development. 

In the more general situation, this methodology first of all provides for the detailed 
definition of the initial problem’s data and constraints and then it provides for a 
qualitative approach, being the definition level of the problem still low and new. 
Afterwards the methodology proceeds to elaborate a few hypothesized systems 
concepts, among which the best one can then be chosen by means of the 
Qualitative Analysis of Comparison (QAC). As an example, Figure 16 shows how 
the QAC can be applied to accomplish a surveillance system for harbors. As can be 
seen below, all the different employable vehicles are compared from the point of 
view of efficacy, risk to human life, system availability, and cost. If the pictured 
table, which sums up all comparisons, has been edited according to previously 
defined criteria, in order to guarantee the objectivity of the comparison itself, it 
constitutes evidence and valid support for decision making (choosing which kind of 
vehicle to consider first). 

Figure 16:  Qualitative analysis of comparison (simplified example). 
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After the first qualitative approach has been completed (maybe in repeated steps), 
one or more system concepts are put through the successive activities of 
development planning and problem identification. Please note that the latter implies 
also the choice of the tool best suited to deal with the problem itself. 

Identified problems and their relative solutions may be quite different one from 
another. In some cases qualitative approaches may apply; in others numerical 
methods may be better suited. 

As an example of qualitative approach, one of the most used qualitative analysis is 
the Product Merit Analysis, which is typical of the Value Analysis [4]. Table 6 
shows a simple example of the Product Merit Analysis applied to the choice of the 
SUB propulsion system. 

Unlike the Qualitative Analysis of Comparison, shown in Figure 16, we notice that 
the Product Merit Analysis, illustrated in Table 6, compares the two power systems 
from the point of view of several aspects, i.e., several technical characteristics. 

When the level of problem definition is higher than in the previous case, the 
Product Merit Analysis is more detailed and assigns two different evaluations to 
each considered characteristic: 

Merit G, a numerical evaluation which determines the rate at which the 
requirement has been met. 

Importance Degree P, a numerical evaluation which weights the requirement. 

Table 6:  Product Merit Analysis (PMA) example. 

Comparison between Electrical (DC motor + batteries) and Endothermic Propulsion System 

for a Small SUB 

Electrical

Propulsion

Endothermic

Propulsion

Technical

Characteristics

Importance

Degree “P” 

Merit

“G”
P X G 

Merit

“G”
P X G REMARKS 

Environmental
compatibility

2 3 6 2 4 

Low noise 3 2 6 1 3 

Range 1.5 1 1.5 3 4.5 

Complexity 1.5 2 3 1 1.5 

Easy to start and re-
supply

1.5 3 4.5 1 1.5 

Power/Weight 0.5 1 0.5 3 1.5 

 10.0 / 21.5 / 16

The degree of importance 
has been decided with a 
small, touristic harbor in 
mind.

The Merit Criteria have 
been established on three 
levels: poor, medium, good 
(i.e.,  1, 2, 3), directly 
expressed by analyst 
judgement thanks to the 
simplicity of the case. 

The Cost (lower for 
Electrical propulsion), has 
not been considered here in 
order to allow 
consideration of both 
Efficacy and Effectiveness. 
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In this way it is possible to express the Merit of the Product as weighted mean of 
the degree of fulfillment of the various requirements. 

As in the case of the Qualitative Analysis of Comparison, both the evaluation’s 
criteria and the importance of all the considered requirements have necessarily to 
be previously defined, in order to guarantee the objectivity of the results. 

So far we have discussed qualitative approaches, which generally apply to 
problems whose level of definition is weak. When dealing with more detailed and 
defined problems, the mathematical tools used to solve them can be classified into 
three groups: 

1. Simulation Models [5] and Optimization Algorithm. These methods are useful 
for both the preliminary identification of the system’s quantitative 
characteristics and the completion of layout choices. It is necessary to develop, 
as soon as possible, mathematical models describing what we are willing to 
design and then to test them by means of extensive simulations in the time 
domain. Once the model has been tested, it is possible to run simulations 
characterized by different system parameters in order to search for the best 
system solution: quite obviously, in this way, the simulation becomes an 
important design tool.

As Figure 15 shows, according to the situation, it is possible either to simulate 
different parameter sets (previously hypothesized) and then, on the basis of the 
Carpet of Solutions, to choose the best solution or, starting from a trial 
parameter set (initially hypothesized), it is possible to run more and more 
simulations, changing parameter values each time according to the results 
previously obtained, until the best configuration is achieved.

In the latter case, Genetic Algorithms [6] represent one the most used 
optimization methods. They are highly efficient, especially when different 
parameters, potentially characterized by both a great (typically the 
characteristics which can be defined by a single number) and a very limited 
(architectural choices) number of values, may vary. In the former case, the 
adoption of the methodology of Design Of Experiments (DOE) [7], [8] is 
recommended in order to preliminarily elaborate the parameters’ set and thus 
elicit the most information out of the fewest simulations. This kind of approach 
is appropriate not only for simulation models but also for physical models, 
when it is easy to match the mathematical model to a good and affordable 
physical model (Rapid Prototyping); 

2. The classical engineering methods of analysis, like C.F.D., F.E.M., Dynamics 
Analysis, etc., which are essential for the verification and final sizing of 
configurations (they are already sufficiently defined). 

3. Simulations characterized by stochastic variables (Monte Carlo Method), 
which are particularly interesting and useful when dealing with complex 
system models, representing the system as realistically stressed in its 
environment. In the present work, which addresses the problem of harbor 
security by means of SUB vehicles, the simulation model should include the 
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environment, the threats, the SUB fleet, and both operative and logistic 
strategies. It is important to remember that the Monte Carlo Method requires 
iteration of the simulation of each examined configuration until the 
stabilization of the global result (i.e., the percentage of success against a 
certain hostile attack) is attained. The process may obviously be repeated for a 
new configuration to search for the best one. For example, Figure 17 shows the 
Monte Carlo Method applied to the model of a fleet of anti-fire vehicles with 
its relative environment, threat, and operative-logistic strategy. 

Figure 17:  Monte Carlo Simulation example (anti-fire a.c. fleet [9]). 
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6. Conclusions 

In the former chapter we have outlined a system development methodology which, 
starting from basic lessons learned from the SUB development prototype, is useful 
to design systems defense and surveillance for harbors, coastlines, and anchored 
ships. Considered threats are both terrorist and environmental and the systems of 
defense can be modular as well as integrated, as subsystems, in larger defense 
systems based on a plurality of devices. 

Even if the development of affordable SUB, characterized by a good efficacy to 
cost ratio, is only in its initial phase, we believe that the prospects are very 
interesting and promising. 
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