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Preface

Fractional calculus is now being more widely accepted. The (constant) order of
differentiation and/or integration can be an arbitrary real number including integers
as special cases. For example, a low pass filter (LPF) with a fractional order pole
can be written as H(s) = 1/(ts™ + 1), where oo > 0 is a constant. Its corre-
sponding governing differential equation is

oo

e (0 +5(0) = (o),

where u(f) and y(¢) are input and output signals, respectively; (‘117130 y(t) or y®) (1) is
the notation of fractional order derivative of y(¢). It is mathematically immediate to
generalize this constant-order LPF in distributed-order sense as

Hat) = [
o\S) = —— 149
. b—alj, ts*+1

where a and b are given constants and the term ﬁ is for scaling the DC gain to be

0 dB. The distributed-order dynamics can be characterized by the following dis-
tributed-order differential equation

b 4~
[ w0 St 430 = uto)

where w(a) can be regarded as order-dependent time constant or “order weight/
distribution function.”

Note that, the above constant-order model is in the same form of the famous
classic Cole—Cole relaxation model, which can be recovered from the distributed-
order model by setting the order distribution function w(a) = 6 (¢ —a), where 9 (+)
is the well known Dirac Delta function. So, it is natural to believe that distributed-
order Cole—Cole model H,,(s) may be in a better position to characterize the
complex material properties when the distribution function w(x) is properly
chosen. The wisdom in modeling “All models are wrong but some are useful” and

vii



viii Preface

“All models are wrong but some are dangerous”, in fact, encourages us to explore
the distributed-order generalization since we believe this notion is helpful, at least
partially, as demonstrated in this Brief, with no harm.

With the above in mind, this Brief presents a general approach of distributed-
order operator which can and will find its use for real world applications, as being
observed from recent literature in many fields of science and engineering. It is
devoted to provide an introduction of the latest research results about distributed-
order dynamic system and control as well as distributed-order signal processing,
which are based on the distributed-order differential/integral equations, to serve
the control and signal processing community as a guide to understanding and using
distributed-order differential/integral equations in order to enlarge the application
domains of its disciplines, and to improve and generalize well established
(constant-order) fractional-order control methods and strategies.

A major goal of this Brief is to present a concise and insightful view of the
relevant knowledge by emphasizing fundamental methods and tools to understand
why distributed-order concept is useful in control and signal processing, to
understand its terminology, and to illuminate the key points of its applicability.
The Brief is suitable for science and engineering community for broadening their
toolbox in modeling, analysis, control, filtering tasks, with a hope that, transfor-
mative progress can be made in their respective research projects.

Tsinghua University Zhuang Jiao
Utah State University YangQuan Chen
Technical University of Kosice Igor Podlubny

September 2011
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Chapter 1
Introduction

1.1 From Integer-Order Dynamic Systems to Fractional-Order
Dynamic Systems

As a branch of mathematics, calculus includes differential calculus and integral
calculus. Calculus is the study of change, and has widespread applications in science,
economics and engineering, and can solve many real world problems. It is well known
that a system’s dynamical properties can be described by an ordinary differential
equation (ODE) which contains functions of an independent variable, and one or
more of their derivatives with respect to that variable, for example, an ODE of the
following form

Fx,y,y, -, y® D ymy =g

is called an ordinary differential equation of (integer) order n.

Being an important analytical tool in science and engineering, ordinary differential
equation arises in many different fields including geometry, mechanics, astronomy
and population modeling. Much attention has been devoted to the solution of ordinary
differential equation. In the case where the equation is linear, it can be solved
by analytical method; and there are several theorems that establish existence and
uniqueness of solutions to initial value problems involving ordinary differential
equations both locally and globally. Unfortunately, most of the interesting differential
equations are non-linear and, with a few exceptions, can not be solved analytically
exactly; approximate solutions can be obtained by using computer approximations
(numerical ordinary differential equations).

Most of the discussions of control systems and controller design for control
systems are usually based on models which are described by using ordinary differ-
ential equations. However, the physical quantity in many systems may depend on
several independent variables. There is another type of differential equation when
there are two or more independent variables, i.e., partial differential equation (PDE)
of the following form

Z. Jiao et al., Distributed-Order Dynamic Systems, SpringerBriefs in Control, 1
Automation and Robotics, DOI: 10.1007/978-1-4471-2852-6_1,
© The Author(s) 2012
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3 3 a2 32
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which involves partial derivatives of functions of several variables, and is a relation
involving an unknown function (or functions) of several independent variables and
their partial derivatives. Partial differential equations can be used to formulate, and
thus aid the solution of, problems involving functions of several variables; such
as the propagation of sound or heat, electrostatics, electrodynamics, fluid flow and
elasticity. Just as ordinary differential equations often model dynamical systems,
partial differential equations usually model multidimensional dynamical systems.
There are several well known partial differential equations, for example,

e heat equation u; = ouiyy;
e wave equation u, = gy
e Laplace equation @y, + ¢,y = 0;

and so on. In frequency domain, it is well known that the rational transfer functions
of systems modeled by ordinary differential equations are called lumped-parameter
dynamic systems; the irrational transfer functions of systems modeled by partial
differential equations are called distributed-parameter systems.

However, all the orders in the above relevant ordinary differential equations and
partial differential equations or the powers in the rational/irrational transfer functions
are integers, curious researchers may have the question that why not the order be a
rational, irrational, or even a complex number? This lead to the letter from Leibniz to
L’Hospital at the very beginning of (integer-order) integral and differential calculus in
1695, in which Leibniz himself raised the question: “Can the meaning of derivatives
with integer orders be generalized to derivatives with non-integer orders?”” Until now
the question raised by Leibniz for a non-integer-order derivative as an ongoing topic
has been studied for more than 300 years, and it is known as fractional calculus (FC)
(Miller and Ross 1993; Podlubny 1999) now, a generalization of calculus, which
contains differentiation and integration of arbitrary (non-integer) order. However, it
is necessary and important to make a clear statement that “fractional” or “fractional-
order” is improperly used, a more accurate term should be “non-integer-order” since
the order itself can be irrational, or complex number as well. The reason that we
continue to use the term “fractional” is because a tremendous amount of work in the
literatures use “fractional” more generally to refer to the same concept.

There are several well known definitions of fractional calculus operators, which
are recalled in the following:

e Griinwald-Letnikov’s fractional-order derivative/integral definition:
[(t—a)/h] v
GDIf() = lim o > (=1) (j)f(t —jh). (@€R).

h—0 h%
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e Riemann-Liouville’s fractional-order integral definition:
R 1 ' 1
Rprefa) = W/ (t — 0% f(Ddr, (@ > 0).

e Riemann-Liouville’s fractional-order derivative definition:

t
Do @) = / (t — t)"_“_lf(r)dt} ,(n—1<a<n).

dn
I'(n—a)dth

e Caputo’s fractional-order derivative definition:

t
CDYf(1) == ﬁ [/ (t — r)"_"‘_lf(”)(t)dt] ,(n—1<a<n).

r

Based on these definitions, the study on fractional calculus equations, i.e.,
fractional-order differential equation (FODE) and fractional-order integral equation
(FOIE) which can describe more accurate behaviors of real physical phenomenon and
systems have become a hot topic in the last decades. Fractional derivative provides
a perfect tool when it is used to describe the memory and hereditary properties of
various materials and processes, this is the main reason that fractional differential
equations are being used in modeling mechanical and electrical properties of real
materials, rheological properties of rocks, and many other fields. As an important
application field of fractional calculus, the topic about fractional-order control and
system has attracted many researchers to work on. A traditional fractional-order
differential equation which can describe the fractional-order system’s dynamical
properties is of the following form:

F(-x?ODl[XIyath[xzyv"' 70D(txny) =O

where OD;X", (i =1,---,n) can adopt Riemann-Liouville’s or Caputo’s definition.
Before discussing fractional-order systems and control, let us recall some traditional
control concepts.

In feedback control, the basic control actions and their effects in the controlled
system behavior are well known in the frequency domain. Note that these actions
include proportional k, derivative s, and integral 1/s, which are known as PID control,
and their main effects over the controlled system behavior are Astrom and Murray
(2008):

e for proportional action, it is to increase the speed of the response, and to decrease
the steady-state error and relative stability;

e for derivative action, it is to increase the relative stability and the sensitivity to
noise;



4 1 Introduction

e for integral action, it is to eliminate the steady-state error, and to decrease the
relative stability.

For the derivative action s, the positive effects (increased relative stability) can
be observed in the frequency domain by the 7 /2 phase lead introduced, and the
negative ones (increased sensitivity to high-frequency noise) by the increasing gain
with slope of 20dB/dec. The positive effects of integral action 1/s (elimination
of steady-state errors) can be deduced by the infinite gain at zero frequency, and
the negative ones (decreased relative stability) by the 7 /2 phase lag introduced.
By considering the above, it is quite natural to have a conclusion that we could
achieve more satisfactory compromises between the positive and negative effects by
introducing more general control actions of the form s%, 1/ 5P witha, B > 0,and we
could develop more powerful and flexible design methods to satisfy the controlled
system’s specifications by combining the actions s* and 1/s#. The terms s* and 1/s”
are the essence of fractional-order PID (PI* D*) control, and the traditional transfer
function of fractional-order system is of the form

bysP 4+ bysP 4. 4 by, sPe

G(s) = .
(<) aps® +as®? + -+ a, s

Now let us focus our attention on system modeling. Researchers in viscoelas-
ticity, electrochemistry, material science, biological systems and other fields in which
diffusion, electrochemical, mass transport, or other memory phenomena appear
(Bagley and Torvik 1984; Magin 2006), usually perform frequency domain exper-
iments in order to obtain the equivalent electrical circuits which can reflect the
same dynamic behaviors of the actual systems. It is quite normal in these fields
to find behaviors that are not the expected ones for common lumped elements
(resistors, inductors and capacitors) at all, and to define some special impedances
such as constant phase elements (CPEs), Warburg impedances, and others for
operational purposes. All these proposed special impedances have in common the
frequency domain responses of the form k/(jw)*, « € R, and should be modelled
by k/s%, @ € R in the Laplace domain. These operators mentioned above can lead to
the corresponding operators in the time domain, which are the definitions of differ-
ential and integral operators of arbitrary order, i.e., the fundamental operators of the
fractional calculus. Similar to the relationship between ordinary differential equations
and fractional-order differential equations, there are fractional-order partial differ-
ential equations corresponding to the partial differential equations. The well known
fractional-order partial differential equations (FOPDE) are recalled as following:

e Time fractional-order diffusion equation:

%u(x, 1) 0%u(x,1)

Py 52 O<a<l.
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e Time fractional-order wave equation:

u(x, 1) %u(x,t
uix )= uix ), (Il<a<?2).
ot 9x?

e Time fractional-order diffusion-wave equation:

%u(x, 1) Pux,r)  Pulx, 1)
a +b =
ar ath dx2

, O<a=<1<pB<2).

As an interdisciplinary branch of fractional calculus and control engineering, the
system can be modeled in a classical way or as a fractional-order one; the controller
can also be operated as a classical one or a fractional-order one. Then there are
four strategies of control systems, which are integer-order controller for integer-
order system, integer-order controller for fractional-order system, fractional-order
controller for integer-order system and fractional-order controller for fractional-
order system. In the last several decades, there has been continuing growth of
papers discussing the issues of fractional-order systems and controls, for example,
the stability results on fractional-order linear time-invariant (or FOLTI) systems
with commensurate orders were presented in Matignon (1996) for the first time;
PI*DM controller, a generalization of PID controller was proposed in Podlubny
(1999); the tuning rule and experiments of fractional order proportional and deriv-
ative (FOPD) motion controller were given in Li et al. (2009); CRONE Control
(Oustaloup et al. 1995) was the first robust control method based on fractional
differentiation for linear time-invariant systems; the systematic results on the robust
stability of interval uncertain FOLTI systems were presented in Ahn et al. (2007), Ahn
and Chen (2008), Chen et al. (2006), Lu and Chen (2009, 2010); the bounded-input
bounded-output (BIBO) stability of fractional-order delay systems of retarded and
neutral types was studied in Bonnet and Partington (2002, 2007); based on Cauchy’s
integral theorem and by solving an initial-value problem, an effective numerical
algorithm for testing the BIBO stability of fractional delay systems was presented
in Hwang and Cheng (2006). The latest monograph (Caponetto et al. 2010; Lu and
Chen 2009) gave the systematic knowledge about fractional-order dynamic systems
and controls.

1.2 From Fractional-Order Dynamic Systems
to Distributed-Order Dynamic Systems

When the fractional calculus operators act on f(¢), and we integrate gD¢ f(¢) with
respect to the order, then distributed-order differential/integral equations can be
obtained. In this Brief, the following distributed-order differential/integral operator
notation is adopted:
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Y2

oD@ f (1) = / w(@)oD f (1)da

Y1

where w(w) denotes the weight function of distribution of order o € [y1, y2].

The idea of distributed-order equation was first proposed by Caputo (1969) and
solved by him in 1995 (Caputo 1995). The distributed-order equation is intended to
model the input—output relationship of a linear time-invariant system based on the
frequency domain response observation, i.e., the distributed-order equation is the time
domain representation of the input—output relationship observed and constructed in
the frequency domain. The general form of the distributed-order differential equation
(DODE) can be given as:

N 1 N
Za,-/ wi (@)D} *x()da + D bix () = £ (1)
i=1 70

j=0

where w; (o) denotes the weight function with respect to the order « € [yy, y21.
From now on, we note that the above equation can be viewed as the generalization of
ordinary differential equation (w; (o) = 0) or fractional-order differential equation
(w; (o) takes only discrete values in [y1, y2]), then it can be concluded that both
integer-order systems and fractional-order systems are special cases of distributed-
order systems (Lorenzo and Hartley 2002).

Recently, much attention has been paid to the distributed-order differential
equations and their applications in engineering fields. For example, the general
solution of linear distributed-order differential equation was discussed systemati-
cally in Bagley and Torvik (2000); distributed-order equations were introduced in
the constitutive equations of dielectric media (Caputo 1995), the distributed-order
fractional kinetics was discussed in Sokolov et al. (2004); the multi-dimensional
random walk models were governed by distributed fractional order differential
equations in Umarov and Steinberg (2006); particularly, the distributed-order operator
becomes a more precise tool to explain and describe some real physical phenomena
such as the complexity of nonlinear systems (Adams et al. 2008; Atanackovic et al.
2007, 2009b, c; Diethelm and Ford 2009; Hartley and Lorenzo 2003; Lorenzo and
Hartley 1998, 2002; Mainardi et al. 2007a; Sokolov et al. 2004), networked struc-
tures (Carlson and Halijak 1964; Lorenzo and Hartley 2002; Xu and Tan 2006),
nonhomogeneous phenomena (Caputo 2001; Chen et al. 2009; Kochubei 2008;
Srokowski 2008; Sun et al. 2009, 2010; Umarov and Steinberg 2006), multi-scale
and multi-spectral phenomena (Atanackovic et al. 2005; Bohannan 2000; Connolly
2004; Mainardi et al. 2008; Mainardi and Pagnini 2007; Tsao 1987), etc.

Besides the distributed-order differential equations, there are still distributed-order
partial differential equations (DOPDE) being studied as the following:

2

0
oD} @ u(x, 1) = SN
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where w(a) denotes the function of distribution of order o € [0, 2].
Let supp denotes the support set, and we can set o1 := inf {« |& € supp w() },
and oy := sup {& |a € supp w() }, then the following cases can be distinguished:

e Time distributed-order diffusion-wave equation: 0 < a1 < 1 < ap < 2;
e Time distributed-order diffusion equation : ar» < 1;
e Time distributed-order wave equation : o] > 1.

For the distributed-order partial differential equations, there have been some
papers discussing those problems. For example, the time distributed-order diffusion-
wave equation was considered in Atanackovic et al. (2009b, c); time-fractional
diffusion of distributed order was discussed in Mainardi et al. (2007b, 2008);
distributed-order wave equation was analyzed in Atanackovic et al. (2011), for
more knowledge about distributed-order partial differential equations, please refer
to Atanackovic et al. (2009a), Chechkin et al. (2002), Mainardi and Pagnini (2007),
Meerschaert et al. (2011).

The theories of the distributed-order equations can be classified as: distributed-
order equations (Atanackovic et al. 2009b, c; Bagley and Torvik 2000; Caputo 1995),
distributed-order system identification (Hartley and Lorenzo 2003; Sokolov et al.
2004; Srokowski 2008), special functions in distributed-order calculus (Atanackovic
et al. 2009a; Caputo 2001; Mainardi et al. 2007a; Mainardi and Pagnini 2007),
numerical methods (Chen et al. 2009; Diethelm and Ford 2009; Sun et al. 2009,
2010) and so on (Atanackovic et al. 2005; Kochubei 2008). Moreover, there are also
three surveys (Lorenzo and Hartley 1998, 2002; Umarov and Steinberg 2006) and
three thesis (Bohannan 2000; Connolly 2004; Tsao 1987) discussing the theories and
applications of distributed-order operators. It is noted that the time domain analysis of
the distributed order operator is still unmature and urgently needed to be developed.
So in this Brief, some latest results are given in Chap.5 with several worked out
examples with MATLAB codes given in the appendices.

1.3 Preview of Chapters

In this chapter, we focus on setting up a concise context of our Brief theme by
presenting our thought on progressing from integer-order system to fractional-order
system, from fractional-order system to distributed-order system.

Chapter 2 is dedicated to the stability issue of distributed-order linear time-
invariant (LTT) systems. Four different order distribution functions are analyzed
in details. This chapter offers original and fundamental stability results for LTI
distributed-order dynamic systems (DODS). Graphical and numerical results are
included to show the fundamental differences compared to constant order and integer
order LTI dynamic systems.

Chapter 3 serves the purpose of showing that DODS is a generalized model which
is so powerful that some really hard research problems like stability of noncommen-
surate order LTI systems can be readily answered. Specifically, as the special cases
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of distributed-order linear time-invariant systems, the stability analysis of fractional-
order systems with double noncommensurate orders and N-term noncommensurate
orders are studied in Chap. 3.

Chapter 4 shows two generic application examples using distributed-order
operator: distributed-order signal processing and optimal distributed-order damping.
In distributed-order signal processing, the simplest case of distributed-order
integrator/differentiator is discussed first followed by the discussion of distributed-
order low-pass filter. Then, optimal distributed-order damping strategies are given for
a given standard form of second order system knows as distributed-order fractional
mass-spring viscoelastic damper system. Frequency-domain method based optimal
fractional-order damping systems are numerically solved.

In Chap.5, a new general approach to discretization of distributed-order deriv-
atives and integrals and to numerical solution of ordinary and partial differential
equations of distributed order is presented.

In Chap. 6, future topics related to distributed-order operator are discussed.

More than 100 reference are listed and cited in this Brief, even if it can not be
a complete bibliography for this field of interest. Readers can find other reference
related to this emerging topic.

MATLAB codes are provided as appendices so that the presented results of this
Brief are reproducible, minimizing the repetitive coding work for beginners who
decide to dive into this exciting and promising field of basic and applied research
which is full of opportunities of transformative research. Anyway, distributed-order
operator, is in fact characterizing mixed-scale dynamics, or trans-scale, or cross-scale
dynamics as we see it.

1.4 Chapter Summary

In this chapter we have introduced the progression from integer-order dynamic
systems to fractional-order dynamic systems, and from fractional-order dynamic
systems to distributed-order dynamic systems. Basic notations together with liter-
ature reviews are presented. A brief chapter preview is included as well.
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Chapter 2
Distributed-Order Linear Time-Invariant

System (DOLTIS) and Its Stability Analysis

2.1 Introduction

By using distributed-order concept, we can describe the dynamical properties of real
world system more accurately, so distributed-order system identification problem was
studied in Hartley and Lorenzo (1999, 2003, 2004). In the following sections, the
stability analysis of distributed-order linear time-invariant systems in four cases are
first studied, then the frequency-domain responses are presented, and time-domain
responses on the basis of numerical inverse Laplace transform technique are shown
in details.

2.2 Stability Analysis of DOLTIS in Four Cases

Consider a distributed-order system described by the following linear time-invariant
(LTI) distributed-order differential equation (DODE) and algebraic output equation:

1
oD @x (1) = / w(ar)oDx (1)da = Ax(t) + Bu(r)
0
y(t) = Cx(t) + Du(t) 2.1)

where w(a) is the function of distribution of order o € [0, 1], oD{ denotes the
Caputo fractional-order derivative operator, A, B, C, D are matrices with appropriate
dimensions.

Remark 2.1 Since any interval (yj, y2) can be converted to (0, 1) through variable
substitution, without loss of generality, the integral interval in (2.1) is considered to
be (0, 1).

Z. Jiao et al., Distributed-Order Dynamic Systems, SpringerBriefs in Control, 11
Automation and Robotics, DOI: 10.1007/978-1-4471-2852-6_2,
© The Author(s) 2012
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For the distributed-order derivative operator D¥@®x(z), the Laplace transform is

1 1
L {Dw(a)x(t)} (s) = )?(s)/ w(o)s®do — x(O)%/ w(a)s“da, s € C\ (—o0,0]
0 0

where x(s) = L{x(®)}(s) := fooox(t)e’” dr. By applying the Laplace transform
to (2.1) with the assumptions that x(0) = 0, u(¢) = 8(¢) (6(¢) is the Dirac delta
distribution), one obtains

1
)E(s)/ w(a)s“da = AX(s) + B
0

ie.,
—1

1
x(s) = ((/ w(a)sada) I— A) B
0

where [ is the identity matrix. Application of the inverse Laplace transform to the
previous expression yields

1 -1
x(ty=L" [((/ w(a)s“da) I- A) B:| t), t > 0. 2.2)
0

In the following, four different cases of the weighting function of order are discussed
respectively.

Case ] w(a) =1
In this case, it can be followed by (2.2) that

_ 1 .
x()=L"" ((/ s“da)I—A) B:| (1)
0
|G ]
=L I—A) B|®
Ins

=L InsGsT — (1 + lnsA))_lB] t). 2.3)

Remark 2.2 Tt is well known from complex analysis (Asmar and Jones 2002) that
complex logarithm In z = In |z| 4-i arg z (z # 0) defines a multiple-valued function,
because arg z is multiple-valued. For term In s in (2.3), we know that it is a multi-
valued function of the complex variable s whose domain can be seen as a Riemann
surface (Cuadrado and Cabanes 1989; Westerlund and Ekstam 1994) of a number of
sheets which is infinite. Note that in multiple-valued functions only the first Riemann
sheet has its physical significance (Gross and Braga 1961), so we can make Ins a
single-valued function by specifying a single-valued —7 < args < m. Because
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s = 0 and s on the negative real axis are nonremovable discontinuities, the branch
cut of Ins is (—o0, 0].

Definition 2.1 A distributed-order system H(s) defined by its impulse response
h(t) = L='{H(s)} is BIBO stable if and only if Vu € L®(R™), h xu € L®(R™).
* stands for the convolution product and L> (R™) stands for the Lebesgue space of

measurable function 4 such that ess sup |a(?)| < oo.
teRt

Based on Definition 2.1 and the above analysis, the following theorem can be
established.

Theorem 2.1 The distributed-order linear time-invariant system (2.1) with transfer
function G1(s) = Clns(sI — (I + Aln s))_lB + D is BIBO stable, if and only if
all the eigenvalues of A lie on the left of curve I} := 1, |J lp in the complex plane,
where l, and 1, are symmetrical with respect to the real axis, and

lg = {x —1y

2rw —4lnw 4olnw + 27 ]
X = . =
4(Inw)? + 72 Y 4(Inw)? + 2

with w € [0, 00).

Proof (if part) Note that the final value theorem implies that tlim g(t)=sGi(s) = 0,
— 00

if all poles of sG1(s) are in the left half-plane when s — 0. It can be easily known
that all the poles of sG1(s) satisfy the transcendental characteristic equation of the
form

(s — 1) — Alns| = 0. 2.4)

From (2.4) we know that % =0;(A) (i =1,---,n), where o (A) denotes the set
of eigenvalues of A. As all the zeros of (2.4) should lie in the left half-plane to ensure
the BIBO stability of distributed-order system G (s), it is necessary to derive the
range of A = % when s belongs to the left half-plane.

It is natural to determine the range of A = % when s lies on the imaginary axis.
Then, fors = jw, (—o0 < w < 0), we have

_ 2r(—w) —4In(—w)) + j (4(—w) In(—w) + 27)

A
4(In(—w))? + 72

while for s = jw, (0 < w < 00), we have

- QCrowo—4Inw) — j (dwlnw + 27)
- 4(ln w)? + 72

which means that the imaginary axis is mapped to a curve denoted by /1, which is
symmetrical with respect to the real axis. By choosing a point s randomly which lies
on the left of the imaginary axis, the range of A = % lies on the left of curve /1,
which means that the stable region of distributed-order system (2.1) is the left region
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Fig. 2.1 The stable boundary
of the distributed-order system
2.1) G1(s)

Imag axis

0 1 2 3 4 5 6 7

Real axis
Fig. 2.2 The stable boundary 0.2
of the distributed-order system
(2.1) G1(s) (Zoomed) 015k

0.1}

0.05

Imag axis
o

0.05 0.1 0.15 0.2 0.25 0.3 0.35
Real axis

of curve /. In the following, /; is plotted in Fig. 2.1, with the local property around
0 zoomed in Fig.2.2.

It can be easily known from the above analysis that if all the eigenvalues of A
lie on the left of curve /1, all the poles of sG(s) lie on the left half-plane. From
the final value theorem, we further know that tl_l)rgo g(t) = 0, which means the
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distributed-order system with transfer function G1(s) = Clns(sI — (I + Aln s)~ !
B + D is BIBO stable.

(only if part) It is obviously known from Definition 2.1 that G{(s) lies in Hy,
the space of bounded analytic functions on the right half plane of the complex plane,
which means that all the poles of G(s) lie in the left half plane of the complex
plane. From the proof of (if part), it is known that {s¢};—_ » ... , lie in the open left
half plane, which is equivalents to that all the eigenvalues of A lie in the left region
with respect to /7.

Remark 2.3 1t is easy to conclude that the slope of the curve /; at the original point
is 0, and is infinity at the infinite point, which means that any ray in the first quadrant
starts at point O will have point of intersection with the curve /;. This means any
constant fractional-order approximation of DODS is problematic, since the stability
domains are different.

Case2 w(a) =«
In this case, the following can be obtained under the similar analysis procedure

in Case 1,
_ | »
x(t) = L7} ((/ as”dot) I— A) B:|
0

1 - 1 -
—p | (4 B
In2s

_ e _ a2 -1
=1L In“s((1 —s+slns) I —In“sA B|.

Theorem 2.2 The distributed-order linear time-invariant system (2.1) with
transfer function Go(s) = Clnzs((l —s+sins)l — Alnzs)le 4+ D is
BIBO stable, if and only if all the eigenvalues of A lie on the left of curve
Iy := 1. Jl4, where I, and l; are symmetrical with respect to the real axis, and
e ={x+iy|x =X,y = Yo, ® € (0, 00) }, with notations

(lna)— ”Tz) (1 - %w) —nmlhe(w—wlhw)

B (lnzw + ”72)2

X =

and ,
(lna)— ”T) (w — wlnw) +7rlnw(1 - %a))

2
2 2
(ln o+ %)

Yo =
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Fig. 2.3 The stable boundary 8
of distributed-order system
2.1) G2(s)

Imag axis

-8 L L L
0 0.5 1 1.5 2
Real axis

Fig. 2.4 The stable boundary
of distributed-order system
(2.1) Ga2(s) (Zoomed)

Imag axis

0 0.1 0.2 0.3 0.4 0.5
Real axis

The proof of Theorem 2.2 can be given by the similar procedures in Theorem 2.1,
the stable boundary for distributed-order system G (s) is shown in Fig. 2.3, with the
local property around O shown in Fig.2.4.
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Case3 wa)=6(a—p), O<pB<1)
In this case, the DODE (2.1) converts to a constant-order fractional-order system
described by

oDPx(1) = Ax(t) + Bu()
y(t) = Cx(t) + Du(t). (2.5)

Using Laplace transform, the irrational transfer function of fractional-order system
(2.5) with null initial conditions is

Gi(s) = C(sP1 — A) "B+ D. (2.6)

Remark 2.4 Note that term s? in (2.6) defines a multi-valued function of the complex
variable s whose domain can be seen as a Riemann surface (Cuadrado and Cabanes
1989; Westerlund and Ekstam 1994) of a number of sheets which is finite in the
case of B € QV, and infinite in the case of 8 € RT\Q™. It is well known that in
multiple-valued functions only the principal sheet defined by —7 < args < = has
its physical significance (Gross and Braga 1961).

The following can be obtained under the similar analysis procedure in the previous

cases,
1 -1
x(t)=L"" [((/ 8o — ﬂ)s“da) - A) B] (t)
0
=17 ("1 - 4)"B] o,
The following theorem which corresponds to the stability condition of fractional-

order system obtained in Matignon (1996) can be given.

Theorem 2.3 The fractional-order linear time-invariant system with transfer func-

tion G3(s) = C (sﬂl — A)71 B + D is BIBO stable, if and only if all the eigenvalues
of A lie on the left of curve I3 := le‘U Ly, where l, and ly are symmetrical with
respect to the real axis, and l, := {rele |r =wf, 0= mB/2, w € (0, 00) }

The proof of Theorem 2.3 can be given by the similar procedures in Theorem 2.1, the
stable region for fractional-order system G3(s) with 8 = 0.5 is shown in Fig.2.5.
Case4 w(a) = Z bid(a —kB), (0 <nB < 1).

In this case, the DODE (2.1) converts to the so-called LTI commensurate
fractional-order system
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Fig. 2.5 The stable boundary 8
of fractional-order system
(2.5) G3(s)

Imag axis

-8

Real axis

> beoDiPx(1) = Ax(1) + Bu(r)
k=1
y(t) = Cx(t) + Du(r). Q2.7)

Let(1) = [x(t) DPx(r) D¥x(r)---D=DBx(1)]",(2.7) can be converted to the
following equivalent form

oDtPR(t) = AR (1) + Bu(t) (2.8)
0 I 0 0
0o 0 I 0 0
where A= | @ oo L B=
0 0 0 I 0

Now we have changed Case 4 to Case 3, which can be similarly analyzed.
The following can be obtained under the similar analysis procedure in the previous
cases,
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-1

- -
x() =L ((/ > byl - ,Bn)so‘dot) I— A) B
0 =1

—1

/N
=L! (ansﬁnl—A) B
n=1

In the following, Case 4 will not be considered.

2.3 Time-Domain Analysis: Impulse Responses

Case ] w(a) =1

As the transfer function of distributed-order system for Case 1 with the assumption
that D = 0is G1(s) = Clns((s — 1)I — Alns)"'B, using the similar method of
impulse response for distributed-order integrator/differentiator in Li et al. (2010),
the inverse Laplace transform of G (s) can be derived as follows.

y1(t) = LG ()}
o+ioco
=C (i/ e ns(sI — (I + lnsA))_lds) B

270 Jo—ioo

=C (/ e (x + 1)Al_1dx) B (2.9)
0

where A| := ((x + I + Alnx)? + (Am)%.

Case2 w@) =«

Following the same procedures, the transfer function of distributed-order system
for Case 2 with D = 0'is G2(s) = Clns((s — | — Ins)I — Aln%s) ' B, using the
similar method of impulse response for distributed-order integrator/differentiator in
Li et al. (2010), the inverse Laplace transform of G, (s) can be derived as follows.

y2(t) = L7HGa(s)}

1 o+ico _1
=C (—/ e”lnzs((l —s+slns)l — lnzsA) ds) B
270 Jo—ico

o [T (gm0 Lt ) A7) )
0 +72(xI +2InxA)? 2

(2.10)

where Ay := ((1+x — xInx) I + (Inx — 72) A)* + 72(x] + 2InxA)2.
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Fig. 2.6 The Bode plot of distributed-order system g»(s) = Toorsnstinls

Case3 wa)=456(e—p8), O<B<1)
The transfer function of fractional-order system for Case 3 with the assumption

that D = 0 is G3(s) = C(sI — A)_IB, the inverse Laplace transform of G3(s)
with null initial condition is

wa(0) = € (F7 g p(ah)) B @.11)

where E, g(-) is the Mittag-Leffler function in two parameters defined as in Podlubny
(1999)

o0 k
z
Eqyp(z) = ; m, N(a, B) > 0).

Remark 2.5 Computing (2.9), (2.10) and (2.11) can be easily realized in MATLAB
numerically.

2.4 Frequency-Domain Response: Bode Plots

Generally, the frequency domain response has to be obtained by the direct evaluation
of the irrational transfer function of distributed-order system along the imaginary
axis for s = jow, o € (0, 00). For simplicity, Bode plots of some scalar transfer
functions for Case 1 to Case 3 are shown as follows.
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Fig. 2.7 The Bode plot of fractional-order system g3(s) = 5

Ins

For w(ar) = 1, the frequency-domain response of g1(s) = ;—{;p;5 is shown in
Fig.2.6.

Forw(a) = «, the frequency-domain response of g2 (s) = m is shown
in Fig.2.7.

For w(o) = §(a — B), (0 < B < 1), the frequency-domain response of g3(s) =

1 . . .
W57 18 shown in Fig.2.8.

2.5 Numerical Examples

In this section, numerical examples are shown to demonstrate the effectiveness of
the proposed results.

Example 1 Consider a distributed-order system with Case 1 described with parame-
_12? B = } ,C=[21]and D =0.

The eigenvalues of A are A = 1 +2j and A, = 1 — 2], so it can be known from
Theorem 2.1 that this distributed-order system is bounded-input bounded-output
stable. Using MATLAB to derive numerically, the states of impulse response with
null initiations are shown in Figs. 2.9 and 2.10, respectively.

ters given as A =
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Fig. 2.8 The Bode plot of distributed-order system g (s) =

s—1+Ins
Fig.2.9 The state x| of stable 35
distributed-order system (2.1) : : : : : : : : :
for Case 1 3F : : : 1
25t : : : : : : : : : i
2
8 i
8
3
E i

0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2
Time axis

Example 2 Consider a distributed-order system with Case 1 described with parame-
_223 ,B = } ,C=[21]and D =0.

The eigenvalues of A are A = 2+2j and A, = 2 — 2, and it can be known from
Theorem 2.1 that this distributed-order system is not bounded-input bounded-output
stable. Using MATLAB to derive numerically, the states of impulse response with
null initiations are shown in Figs.2.11 and 2.12, respectively.

ters given as A =
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Example 3 Consider a distributed-order system with Case 2 described with parame-
_13‘;’ ,B = i ,C=[21]and D =0.

The eigenvalues of A are A; = 1 +3j and A, = 1 — 3, so it can be known from
Theorem 2.2 that this distributed-order system is bounded-input bounded-output
stable, and the states of impulse response with null initiations are shown in Figs.2.13
and 2.14, respectively.

ters given as A =

Example 4 Consider a distributed-order system with Case 2 described with parame-
22 1

ol B=, ,C=[21]and D =0.
The eigenvalues of A are A\; =2+ 2j and A, = 2 — 2j, it can be known from
Theorem 2.2 that this distributed-order system is not bounded-input bounded-output

ters given as A =
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Fig. 2.12 The state x; of 0
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Fig. 2.13 The state x; of
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tem (2.1) for Case 2
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stable, and by using MATLAB to derive numerically, the states of impulse response
with null initiations are shown in Figs. 2.15 and 2.16, respectively.

Example 5 Consider a fractional-order system for Case 3 described with parameters
givenasa = 0.5, A = |:_02(2)],B = [i],c = [2 l]andD:0.

The eigenvalues of A are Ay = 2j and Ap = —2j, it can be known from
Theorem 2.3 that this fractional-order system is bounded-input bounded-output sta-
ble. Using MATLAB to derive numerically, the states of impulse response with null
initiations are shown in Figs.2.17 and 2.18, respectively.

Example 6 Consider a fractional-order system for Case 3 described with parameters

. 11 1
glve‘,nascx:Z/?;,A:|:_1 1},B:[1:|,C=[21]andD=O.
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Since the eigenvalues of A are A = 1+ j and A = 1 — j, it can be known from
Theorem 2.3 that this fractional-order system is bounded-input bounded-output sta-
ble. Using MATLAB to derive numerically, the states of impulse response with null
initiations are shown in Figs.2.19 and 2.20, respectively.

2.6 Chapter Summary

In this chapter, the bounded-input bounded-output stability conditions for four kinds
of linear time-invariant distributed-order system whose integral interval being (0, 1)
have been derived for the first time. Based on the final value property of Laplace
transform, sufficient and necessary conditions of stability for distributed-order sys-
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tems are presented. In addition, time-domain and frequency-domain responses are
presented with six illustrative numerical examples. Detailed MATLAB codes are
shown in Appendix A.
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Chapter 3
Noncommensurate Constant Orders

as Special Cases of DOLTIS

3.1 Introduction

Stability is a minimum requirement for control systems, certainly including fractional-
order systems. In Matignon (1996), the stability results on fractional-order linear
time-invariant (FO-LTI) systems with commensurate orders were presented for the
first time, it permits to check the asymptotically stability through the location of
the system matrix eigenvalues of the pseudo state space representation of fractional-
order system in the Complex plane. Henceforth, there were some systematic results
on the robust stability of interval uncertain FO-LTI systems as presented in Ahn and
Chen (2008), Ahn et al. (2007), Chen et al. (2006), Lu and Chen (2010), Petras et al.
(2004). The BIBO-stability of fractional-order delay systems of retarded and neutral
types was studied in Bonnet and Partington (2002), in which necessary and suffi-
cient conditions were presented for retarded type, and only sufficient conditions were
provided for neutral type. In Bonnet and Partington (2007), necessary and sufficient
conditions of stability were provided for an important special case fractional-order
delay system of neutral type. However, such theorems obtained in Bonnet and Part-
ington (2002, 2007) don’t permit to conclude the system stability without computing
the system’s poles, which constitutes tedious work, so based on Cauchy’s integral
theorem and by solving an initial-value problem, an effective numerical algorithm
for testing the BIBO stability of fractional delay systems was presented in Hwang
and Cheng (20006).

However, the fractional-order systems discussed in these literatures are mostly
with commensurate orders, which means the orders can always converted to com-
mensurate orders when they have a common divisor. To the best of our knowledge,
there are few results concerning the stability analysis problems for fractional-order
systems with noncommensurate orders. Based on Cauchy’s theorem, a graphical
test to evaluate fractional-order systems with noncommensurate orders are given in
Sabatier et al. (2010), however, this method is not very helpful because of the com-
plicated procedures. Therefore motivated by the previous references, this section

Z. Jiao et al., Distributed-Order Dynamic Systems, SpringerBriefs in Control, 29
Automation and Robotics, DOI: 10.1007/978-1-4471-2852-6_3,
© The Author(s) 2012



30 3 Noncommensurate Constant Orders as Special Cases of DOLTIS

addresses the bounded-input bounded-output stability for fractional-order systems
with multiple discrete noncommensurate orders.

3.2 Stability Analysis of Some Special Cases of DOLTIS

3.2.1 Case 1: Double Noncommensurate Orders

For the distributed-order system with double noncommensurate orders described by

1
oD @x (1) = / w(a)oDx (t)da = Ax(t) + Bu()
0
y(t) = Cx(t) + Du(t), 3.1)

where g D¢ denotes Caputo fractional-order derivative operator, w(«) = 6 (o« — 1)+
8 (@ — B2) is the function distribution of order @ € [0,1],0 < B1, B2 < 1 are
noncommensurate orders, which means that they do not have a common divisor.

Remark 3.1 When the function distribution of order takes discrete values, distributed-
order system (3.1) will be fractional-order system with double noncommensu-
rate orders. Fractional-order system (3.1) can always be converted to a fractional-
order system with commensurate orders if both 8; and B, are rational numbers
(Monje et al. 2010), and the stability issue of fractional-order system with com-
mensurate orders has been solved in Matignon (1996). When at least one of 81 and
B2 is not a rational number, or 81 and B, are not commensurate numbers, they do
not have common divisors. Based on Cauchy’s theorem, a graphical test to evaluate
fractional-order systems with noncommensurate orders are given in Sabatier et al.
(2010), and the system is considered in frequency domain, however, this method is
not very helpful because of the complicated procedures. In current section, sufficient
and necessary condition for fractional-order system with double noncommensurate
orders is proposed first.

Under the assumption of zero initial conditions, taking the Laplace transform of
(3.1), we have

sPL X (s) + sP2X (s) = AX(s) + BU(s).
Assume that D = 0. The transfer function of (3.1) is

H(s) = C((s* + s#)1 — A)"'B.

Similar to the BIBO stability for traditional control systems, we have the following
definition.
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Fig. 3.1 The stable boundary
of fractional-order system
(3.1) with double noncom-
mensurate orders 1 = \/E— 1
and fr =3 -1

5
4t

w
T

Imag axis
o

Real axis

Definition 3.1 Fractional-order system (3.1) defined by its impulse response 4 (¢) =
L~ {H(s)} is BIBO stable if and only if Vu € L®(RT), h xu € L®(R™), where
* stands for the convolution product and L% (R™T) stands for the Lebesgue space of

measurable function 4 such that ess sup |h(t)| < oo.
teERT

Theorem 3.1 Fractional-order system (3.1) is BIBO stable if and only if all the
eigenvalues of A lie on the left of curve Iy := lg | J I, where I, and I, are symmetrical
with respect to the real axis, and lg := {x + iy |x = X4, y = Yo, ® € [0, 00) }, with
X and y,, defined as x, = ®P1 cos %n + P2 cos %n, Vo = P sin %n +

®P? sin %n.

Proof The proof of this theorem can be followed by the similar proof procedures
of Theorem 2.1. The stable boundary of fractional-order system (3.1) I4 is plotted in
Fig. 3.1, with the local property around 0 zoomed in Fig.3.2 with 8; = +/2 — 1 and

Bo=+~3—1.

Generally, the frequency domain response can be obtained by the direct evaluation
of the irrational transfer function of fractional-order system with double noncom-
mensurate orders along the imaginary axis fors = jw, w € (0, 00). In the following,
the Bode plot of fractional-order system (3.1) with 8; = V2 —1and Br = V3-1
is shown in Fig.3.3.

Remark 3.2 For fractional-order system described by on ix(t) = Ax(t) + Bu(t)
(i = 1,2), the stable boundary is defined as lg, := 4, |JIp;, where [, and [}, are
symmetrical with respect to the real axis, and /,, is defined as:

x = &P cos %n, y= P sin %n, w € [0, oo).]

lg; = [x +iy
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Fig. 3.2 The stable boundary 0.5
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lg, and Ig, are also plotted in Figs.3.1 and 3.2. It can be easily seen from Figs.3.1
and 3.2 that curve [ lies between lg, and [, .

Remark 3.3 We assume that 0 < B, B2 < 1 in (3.1), which means that both
B1 and B, cannot be 0. Without loss of generality, if f» = 0, 81 is an irrational
number, fractional-order system (3.1) will become on 'x(t) = Ax(t) + Bu(t), with
A = A—I.Inthis case, the stable boundary is /g, defined in Remark 3.2 with respect
to A.

Remark 3.4 If both B; and B, are irrational numbers. Let 8> = kB, where k is a
positive integer. Here it means that the orders are commensurate orders, then the
following cases can be easily given:
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e If k = 1, fractional-order system (3.1) will become 20D§31x(t) = Ax(t) + Bu(t),
ie., ODf}‘x(t) = A1x(t) + Biu(t), with Ay = A/2, By = B/2, and the stable
boundary is /g, defined in Remark 3.2 with respect to Aj.

e If k = 2, fractional-order system (3.1) will become thzﬂ 'x(t) + on} 'x(t) =

T
Ax(t)+Bu(r).Letx(t) := [x(t) onilx(t) ] ,then we have DP1% (1) = Arx(1)+

01

A -1
in Remark 3.2 with respect to A».

e If k is any positive integer, the similar conclusion can be obtained.

Bou(t), with Ay = [ ], B, = [g], and the stable boundary is /g, defined

3.2.2 Case 2: N-Term Noncommensurate Orders

For the fractional-order system with N-term noncommensurate orders described by

1
oD} x(1) = / w(@)oDfx(D)do = Ax(r) + Bu(r)
0

y(t) = Cx(t) + Du(t) (3.2)

n
where gD¥ denotes Caputo fractional-order derivative operator, w(c) = > (o — f3;)
i=1
is the function distribution of order o € [0, 1], 0 < By, B2, -+, By < 1 are N-term
noncommensurate orders, which means that they do not have a common divisor.
Similar to the analysis in Case 1, let u(f) = §(¢), then the transfer function of

(3.2) under the assumption of zero initial conditions is

1

Hi(s) = C(Zsﬁfz - A) B.
i=1

We have the following parallel result.

Theorem 3.2 Fractional-order system (3.2) is BIBO stable if and only if all the
eigenvalues of A lie on the left of curve ls :=1; | J 1}, where I; and l; are symmetrical
with respect to the real axis, and l; is defined as:

i ={x+iylx =X0, ¥y = Yo, w € (0,00) }

n n
with x,, and y,, defined as x,, := > &P cos %n, Vo 1= > wPisin %n.

i=1 i=l

Proof The proof of this theorem is similar to the proof of Theorem 2.1.
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Fig. 3.4 The state x| of stable 7 .
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Remark 3.5 From the calculation and plots through MATLAB in Case 1, it can be
known that curve /5 must lies between [,,,;,, and /,,,, Which are defined as

Lnin == Il"eie 0= i%{ﬂi}nar = 0]
and
Lnax = [re’e 0= :I:maxz{ﬁi}n, r> O] .

3.3 Numerical Examples

In this section, numerical examples are presented to demonstrate the effectiveness
of the proposed concept.

Example 1 Consider a fractional-order system (3.1) with double noncommensurate

orders described with parameters g1 = V2 - 1, B = V3= 1, A = |:_12 ?],

1
B:|:1i|,C:[21]andD:O.

The eigenvalues of A are Ay = 1 + 2j and A, = 1 — 2j, and it can be
known from Theorem 3.1 that this fractional-order system is bounded-input bounded-
output stable. Based on the numerical inverse Laplace transform (NILT) technique
(Lietal.2011), the states of impulse response for G4 (s) = C ((s#1 + s#2)1 — A) ~'B
with null initiations are shown in Figs. 3.4 and 3.5, respectively.
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Example 2 Consider a fractional-order system (3.1) with double noncommensurate

orders described with parameters f; = V2 — 1, B = V3 - 1, A = |:_11 }:|,

1
B=|:1:|,C=[21]andD:0.

The eigenvalues of A are Ay = 1 + j and Ap = 1 — j, so it can be known
from Theorem 3.1 that this fractional-order system is not bounded-input bounded-
output stable. Based on the NILT technique, the states of impulse response for
Gar = C((sPt +sP)1 — A)le with null initiations are shown in Figs.3.6 and
3.7, respectively.
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Fig. 3.7 The state x; of 3
unstable fractional-order
system (3.1) with double
noncommensurate orders 2

B =+2—1and B =3—1

25}

—_
(9]

impulse response
o
(6]

-05}

time axis

3.4 Chapter Summary

In this chapter, the stability issues for fractional-order linear time-invariant systems
with multiple noncommensurate orders are solved. The double noncommensurate
orders and N-term noncommensurate orders are analyzed respectively and sufficient
and necessary conditions of stability are obtained. In addition, based on the nu-
merical inverse Laplace transform technique, time-domain responses for the double
noncommensurate order case are presented to verify the main results as illustrative
numerical examples. Detailed MATLAB codes are presented in Appendix A.
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Chapter 4
Distributed-Order Filtering and
Distributed-Order Optimal Damping

The idea of using the distributed-order differential equation first proposed by Caputo
(1969) is at least mathematically interesting as demonstrated in the previous chapters.
However, people may question its usefulness in engineering practice. In this chapter,
we included two generic applications. One is on distributed order signal processing
and the other is on optimal distributed damping. We hope these two initial applications
can serve as motivating examples to further the investigation in distributed order
dynamics systems, signal processing, modeling and controls.

4.1 Application I: Distributed-Order Filtering

Filtering as a special type of dynamic system is a signal processing technique.
In this section, we present two distributed-order filters: the distributed-order
integrator/differentiator and the distributed-order low-pass filter. These two
distributed order filters are studied in both time domain and frequency domain.
Moreover, the discretization method is used to obtain the digital impulse responses
of these distributed-order fractional filters. The results are verified in both time and
frequency domains.

4.1.1 Distributed-Order Integrator/Differentiator

Motivated by the applications of the distributed-order operators in control, filtering
and signal processing, a distributed-order integrator/differentiator is derived step by
step in this section. Firstly, the classical integer order integrator can be rewritten as

1 o 1
-= §(a — 1)—da, 4.1)
K o s¢

Z. Jiao et al., Distributed-Order Dynamic Systems, SpringerBriefs in Control, 39
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where § () denotes the Dirac—Delta function and slo, is the fractional-order integrator/
differentiator with order « € R. Moreover, the summation of a series of fractional-
order integrators/differentiators can be expressed as

1 o 1
Zk: = /_OO [;8(01 — ak)] —d, 4.2)

where k can belong to any countable or noncountable set. Now, it is straightforward
to replace [Z Sla — ozk)i| by a weighted kernel function w(e). It follows that the
k

right side of the above equation becomes

/00 w(a)siada, 4.3)

where w(w) is independent of time, and the above equation defines a distributed-order
integrator/differentiator. Particularly, when w(«) is a piecewise function,

o 1 by
/ w(ot)—adot = w(ou)/ —adoz, “4.4)
s a S

—00

where ay, b; are real numbers, o € (a;, b;) and w(w) is a constant on « € (ay, by).
Based on the above discussions, without loss of generality, we focus on the uniform
distributed-order integrator/differentiator f ab S%doe, where a < b are arbitrary real
numbers.

In order to apply the distributed-order integrator/differentiator, the numerical
discretization method is needed. This finds applications in signal modeling, filter
design, controller design (Machado 1997) and nonlinear system identification
(Hartley and Lorenzo 2003; Adams et al. 2008). The numerical discretization of the
distributed-order integrator/differentiator, the key step towards application, can be
realized in two ways: direct methods and indirect methods. In indirect discretization
methods (Oustaloup et al. 2000; Chen and Moore 2002), two steps are required, i.e.,
frequency domain fitting in continuous time domain first and then discretizing the fit
s-transfer function (Chen and Moore 2002). Other frequency-domain fitting methods
can also be used but without guaranteeing the stable minimum-phase discretization
(Chen and Moore 2002). In this section, the direct discretization method will be used
by an effective impulse response invariant discretization method discussed in Chen
and Moore (2002), Chen and Vinagre (2003), Lubich (1986), Chen et al. (2004),
and Li et al. (2011). In the above-mentioned references, the authors developed a
technique for designing the discrete-time IIR filters from continuous-time fractional-
order filters, in which the impulse response of the continuous-time fractional-
order filter is sampled to produce the impulse response of the discrete-time filter.
The detailed techniques of the impulse response invariant discretization method will
be introduced in Sect.4.1.1.2. For more discussions of the discretization methods,
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we cite Vinagre et al. (2003), Barbosa and Machado (2006), Ferdi (2009), Oustaloup
(1981) and Radwan et al. (2007, 2008).

4.1.1.1 Impulse Response of the Distributed-Order

Integrator/Differentiator

For the distributed-order integrator/differentiator (DOI/D)

b —a —-b
1 —
/ —dy =" 4.5)
a S¢ In(s)
where a < b are arbitrary real numbers, its inverse Laplace transform is written as
b o+ioo —a —-b
1 1 —
o [ / —da] =— P P (4.6)
e SY 271 Jo—ico In(s)

where o > 0. It can be seen that there are two branch points of (4.5), s = 0 and
s = oo. Therefore, we can cut the complex plane by connecting the branch points
along the negative real domain, so that the path integral in (4.6) is equivalent to the
path integral along the Hankel path.! The Hankel path starts from —oo along lower
side of real (horizontal) axis, encircles the circular disc |s| = ¢ — 0, in the positive
sense, and ends at —oo along the upper side of real axis. Moreover, it can also be
proved that the path integral of % along s — 0 equals zero for b < 1, and
that there are no poles in the single value analytical plane. Therefore, by substituting

s = —xe " and s = xe'™, where x € (0, +00), we have, for an arbitrary 0 > 0
and b < 1,
b o+ioco 85t (—a —b
1 1 el (s —s
| [ L] b [T,
e S¢ 270 Jo—ico In(s)
1 00 Xt (xfaeam' _ xfbebni)
=5 ; dx
27i Jo In(x) —im
1 00 Xt x—ae—ani _x—be—hm’
- ( . )dx
27i Jo In(x) +im

1 [ et
= - —a . 1
7{/0 (In(x) 212 [X (sin(am) In(x) + 7 cos(an))
—x b (sin(br) In(x) + 7 cos(bn))] dx. 4.7

Based on the above discussions, we arrive at the following theorem.

st oo—a__.—b
11t follows from the residue of e’(slni(:)é) which equals zero at s = oo, that the path integral of it
along s — oo is vanished for b < 1.
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Theorem 4.1 Foranya < b < 1, we have

b 0 —xt
o {/a Si“da] - %/0 m[x_“(sin(an) In(x) + 7 cos(arn))
— x"P(sin(br) In(x) + 7 cos(br))]dx. (4.8)

Especially, when 0 < a < b < 1, it can be derived that

b a—1 b—1
1 1 (Mt Mot
‘E‘l [/ s—ada] 5;( I =2 ) (4.9)
a

la — 1] b — 1|
where M| and M» are finite positive constants.

Proof The first equation in this theorem is the same as (4.7). Moreover, by using
(4.7), it can be easily proved that

b 00 a—1 b—1
1 1 1 (Mt Mt
‘/j_l [/ ] da] < —nz/ e (x4 x Py = = ( ! + =2 ),
a 0

la — 1] b —1]
oo _¢l/(-a oo —l/a=b . ...
where M| = [y~ e 'dr and My = e ’ dt are finite positive constants
forany0 <a <b < 1.

Based on the above discussions we can get the time domain expression of the impulse
response of the distributed-order integrator/differentiator for any @ < b < 1. Note
here, fora < b < 1, (4.7) can be easily computed by using “quadgk” in MATLAB®,
which will be used in the discretization method. Moreover, in order to extend a and
b to the whole real axis, we can use the following properties.

Property 4.1 It can be proved that
(A) s [P 1dot—fb ¢ Lda, where ¢ € R.

a s% ucs"‘

B) [P Lde=s [ Lda+ [} Lda wherea € [~1,0) and b € [0, 11

(C) [2 dda = (574 s~ Nys7lal fonle] g g=(WHalD P (el D

s{, da, where b —a > 1, N = [b — a] and [*] denotes the integer part of *.
(D) f&bs“da :sfab s%da, whered <b,a=1—bandb=1—a.
(E) The distributed integrator/differentiator fab %da, where w(w) is a piecewise

function, can be converted to the summation of uniformly distributed integrators/
differentiators.

Theorem 4.2 Any distributed-order integrator/differentiator can be composed by
the distributed-order integrator for 0 <a < b < 1, integrator % and differentiator s.

Proof This theorem can be proved by Property 4.1.
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Fig. 4.1 The impulse responses of the approximate discrete-time IIR filter and the continuous-time
distributed-order filter whena = 0.6, b =1 and Ty = 0.001 s

4.1.1.2 Impulse Response Invariant Discretization of DOI/DOD

The impulse response invariant discretization method converts analog filter transfer
functions to digital filter transfer function in such a way that the impulse responses
are the same (invariant) at the sampling instants. Thus, if g(¢) denotes the impulse-
response of an analog (continuous-time) filter, then the digital (discrete-time) filter
given by the impulse-invariant method will have impulse response g(nTy), where T
denotes the sampling period in seconds.

Impulse response invariance-based IIR-type discretization method is a simple
and efficient numerical discretization method for the approximation of fractional-
order filter (Chen 2003, 2008a, b; Chen and Vinagre 2003). The method not only
can accurately approximate the fractional-order filter in time domain but also fit the
frequency response very well in the low frequency band in the frequency domain
(Liet al. 2010a). Figures4.1 and 4.2 show the impulse responses and the frequency
response of the approximated discrete-time IIR filter and the continuous-time
fractional-order filter when @ = 0.6,b = 1 and T; = 0.001s, respectively. The
transfer function of the approximated IIR filter is

0.00167 — 0.006112z~" + 0.008409z~2 — 0.005208z 3 + 0.00129z ™4 — 4.785 - 10~57 5

1 —4.488z! +8.004z-2 —7.082z73 + 3.104z—4 — 0.5383775
(4.10)

For frequency response, the impulse response invariant discretization method
works well for the band-limited (1-100 Hz) continuous-time fractional-order filters.
This figure is plotted by the MATLAB code (Sheng 2010), where we used the
MATLAB command [sr] = irid_doi(0.001,0.6, 1,5, 5).
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Fig.4.2 The frequency response of the approximate discrete-time IIR filter and the continuous-time
distributed-order filter when a = 0.6, b = 1 and Ty = 0.001s

Remark 4.1 The algorithm proposed in Steiglitz and McBride (1965) permits more
accurate identification when the impulse response is slowly varying. Therefore,
it follows from Theorem 4.1 that the performance of “stmcb”, an algorithm for
finding an IIR filter with a prescribed time domain response given an input signal, in
MATLARB is related to a and b. Particularly, when 0 < a < b < 1, the approximated
results are more accurate for the case when a, b are closer to 1.

It follows from Remark 4.1 that the approximated results obtained by the appli-
cation of (4.7) and the discretization method have relatively good performances for
0.5 < a < b < 1 inboth time and frequency domains. Based on Theorem 4.2, and in
order to extend a and b to the whole real domain, we can use the following property.

Property 4.2 When 0 < a < b < 0.5, it follows from (A) in Property 4.1 that
[P Lda = 50574 (954074 Lo here 05 <05+b—a < 1.

a s“

Remark 4.2 Tt follows from Properties 4.1 and 4.2 that, for arbitrary a@,b € R,

fab Yh do can be divided into the combination of s*(A € R) and f£ . JX da, where
a,be[0.5,1].

Lastly, it can be shown in both time and frequency domains that the distributed-
order integrator/differentiator exhibits some intermediate properties among
the integer-order and fractional-order integrators/differentiators. In the frequency
domain, for example, Fig. 4.3 presents the frequency responses of distributed-
order integrator ; 10 g folés_“da, integer-order integrator % and fractional-order

integrators 36 and 03479 The fractional integrator 05!479 was constructed by
searchlng the best fit to the magnitude of the distributed-order integrator
m fo.ﬁs_"‘da. It can be seen that the magnitude and phase of the frequency
response of the distributed-order integrator are totally different from that of the
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Fig. 4.3 Frequency response comparisons

fractional-order integrator and integer-order integrator. The phase of the distributed-
order integrator is no longer a constant. The comparison study of these three
types of integrators indicates that the distributed-order integrator exhibits distinctive
frequency response characteristics. There does not exist the so-called “mean order”
equivalent constant-order integrator/differentiator for the distributed-order one.

4.1.2 Distributed-Order Low-Pass Filter

In this section, we focus on the discussions of the uniformly weighted distributed-

order low-pass filter
A9+h In /” 1
do,
A —xa J, (s + )2

where A > 0, a < b are arbitrary real numbers and

constant, such that the filter (4.11) has a unity DC gain.”
The classical first order low-pass filter can be rewritten as

4.11)

A9%h g
Ab—pa

is the normalizing

1 > 1
= Sl — 1) —da, 4.12)
Ts+1 —oo (Ts + 1)«

where 5(-) denotes the Dirac—Delta function and
low-pass filter with order o € R.

To enable the applications of the distributed-order low-pass filter in engineering,
the numerical discretization method should be applied so that the filter can be used

ﬁ is a fractional-order

> When s = 0,DC gain of [}’ o = [ shda = gl (% -

i) So, unity gain requires gain

At Ina
A _pa

scaling factor
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in signal modeling, filter design and nonlinear system identification (Hartley and
Lorenzo 2003; Adams et al. 2008; Li et al. 2010b). Let us first derive the analytical
form of the filter’s impulse response.

4.1.2.1 Impulse Response of the Distributed-Order Low-Pass Filter

In this section the analytical form of

" w]
L /—da’ (4.13)
ARCESNC

is derived and is in a computable form in MATLAB. This will be used in the impulse
response invariant discretization in the next section.
It follows from the properties of inverse Laplace transform that

-1 b 1 —At p—1 b 1
L [/ mdo{] =e L [/ (Sa)d()l] . (414)

—im

It has been provided that by substituting s = —xe and s = xe'™, where x €

(0, +00), we have, for an arbitrary o > 0 and b < 1,

. [ b 1 1 [ee) e Xt B )
L / —da] :—/ —[x 4(sin(am) In(x) + 7 cos(am))
a 0

s i (In(x))? + =2

— x~P(sin(b) In(x) + 7 cos(bn))]dx. (4.15)

Theorem 4.3 For any a, b € R, we have

L—l /b 1 q - e—At Mlta_l N Mz[b_l
— do s
a (5+1) T2 \la—1  [p—1]

where M| and M» are finite positive constants.

Proof By using (4.15), it can be easily proved that

1 b 1 e M [ —xt . .—a —b
L mda < 71:2 e (.X +x )dx
a 0

e—)ut M]ta_l N M2fb_1
la — 1| b—1)"

2
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Fig. 4.4 The impulse 5
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where M| =fO°° dr and Mr=

anya, b € R\ {1}. Whena = 1 or b = 1, it is obvious that )c—l {f (SH)adozH <
+00.

dr are finite positive constants for

4.1.3 Impulse Response Invariant Discretization of DO-LPF

Now, let us consider how to discretize the G (s) given sampling period 7. Our goal
is to get a discretized version of G(s), denoted by G4(z~1) with a constraint that
G4(z~1) and G(s) have the same impulse responses. Since the analytical impulse
response of G(s) had already been derived in Sect.4.1.2.1, it is relatively straight-
forward to obtain the impulse response invariant discretized version of G(s) via the
well-known Prony technique (Chen 2003, 2008a, b; Chen and Vinagre 2003). In other
words, the discretization impulse response can be obtained by using the continuous
time impulse response as follows:

gn) = Tyg(nTy), (4.16)

where n =0, 1,2, - - - and Ty is the sampling period.

Figure 4.4 shows the magnitude and phase of the frequency response of the approx-
imate discrete-time IIR filter and the continuous-time fractional distributed order
filter ﬁ f01_6 Wda. The transfer function of the approximate IIR filter H(z) is

0.00417 — 0.01509z ! + 0.02048z 2 — 0.01248z 3 + 0.003019z 4 — 0.00010227 5
1 — 4.445z=1 +7.8447=2 — 6.859773 +2.967z=4 — 0.50667 3 '

For frequency responses, the impulse response invariant discretization method works
well for the continuous-time fractional-order filters. The continuous and discretized
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Fig. 4.6 The comparisons of distributed-order low-pass filter with several integer-order and
constant-order low-pass filters

impulse response and frequency response are also shown in Figs. 4.4 and 4.5, where
T; = 0.001s. Then, several low-pass filters are compared and shown in Fig.4.6.

It can be seen that the distributed-order low-pass filter is an intermediate one
among integer-order and fractional-order low-pass filters.

From this section, we can see that, distributed order operator can be fruitfully used
for distributed-order filters. The next application example is closer to engineering
setting on distributed-order damping.
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4.2 Application II: Optimal Distributed-Order Damping

A damper is a valuable component for reducing the amplitude of dynamic instabil-
ities or resonances in system stabilization (Shafieezadeh et al. 2008). In physics
and engineering, the mathematical model of the conventional damping can be
represented by
dx(z)

dr

f@) =—cv(t) =—c , (4.17)
where f(t) is the time varying force, c is the viscous damping coefficient, v(t)
is the velocity, and x(¢) is the displacement (Komkov 1972). Taking advantage of
fractional calculus, fractional-order damping with a viscoelastic damping element
provides a better model to describe a damping system (Koeller 1984). Fractional-
order damping is modeled as a force proportional to the fractional-order derivative
of the displacement (Lion 1997)

ft) = coDix(1), (4.18)

where (D%x(¢) is the fractional-order derivative defined in Chap.1 of Podlubny
(1999). Motivated by potential benefits of fractional damping, many efforts have been
made to investigate the modeling of systems with damping materials using fractional-
order differential operators (Rossikhin and Shitikova 1997; Padovan and Guo 1988;
Shokooh 1999; Riidinger 2006; De Espindola et al. 2008; Dalir and Bashour 2010).
However, up to now, little attention has been paid to time-delayed fractional-order
damping, and distributed-order fractional damping. In this section, we investigate the
potential benefits of a non-delayed fractional-order damping system, a time-delayed
fractional-order damping system, and a distributed-order fractional damping system.

In order to design an optimal transfer function form, the performance of a control
system should be measured, and the parameters of the system should be adjusted to
deliver the desirable response. The performance of a system is usually specified by
several time response indices for a step input, such as rise time, peak time, overshoot,
and so on (Dorf 1989). Furthermore, the performance index, a scalar, is adequately
used to represent the important system specifications instead of a set of indices. The
transfer function of a system is considered as an optimal form when the system
parameters are adjusted so that the performance index reaches an extremum value
(Dorf 1989). The well-known integral performance indices are the integral of absolute
error (IAE), the integral of squared error (ISE), the integral of time multiplied absolute
error (ITAE), the integral of time multiplied squared error (ITSE), and the integral
of squared of time multiplied error (ISTE) (Dorf 1989; Tavazoei 2010). Hartley and
Lorenzo studied the single term damper that minimizes the time domain ISE and
ITSE, and found that the optimal fractional-order damping is more optimal than
the optimal integer-order damping (Hartley and Lorenzo 2004). In this section, we
investigate three types of optimal fractional-order damping systems using frequency-
domain optimization method. In frequency domain, the time-delayed fractional-order
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and distributed-order fractional damping systems are optimized using ISE criterion.
The comparisons of an optimal integer-order damping system and three optimal
fractional-order damping systems indicate that ISE optimal fractional-order damping
systems perform better than ISE optimal integer-order damping systems. The optimal
time-delayed fractional-order damping system performs the best among the optimal
integer-order damping system and optimal fractional-order damping systems.

An interesting fact revealed in this section is that, the time delay, which is usually
regarded as a detrimental negative destabilizing factor, can sometimes be used to gain
benefit in control systems. And the distributed-order fractional damper performs
as well as fractional-order damping. Furthermore, the distributed-order fractional
damper has great potential to improve the damping by choosing the appropriate
order weighting function as the order-dependent viscoelastic damping coefficient.

4.2.1 Distributed-Order Damping in Mass-Spring
Viscoelastic Damper System

In this section, we explain the distributed-order fractional mass-spring viscoelastic
damper system in detail. This can serve as a physical interpretation of the origin and
need of distributed operator.

At first, we briefly review the mass-spring-damper, mass-spring viscoelastic
damper, and time-delayed mass-spring viscoelastic damper. An ideal mass-spring-
damper system with mass m, spring constant k, and viscous damper of damping
coefficient ¢ can be described by a second-order differential equation

dZx (1) N dx (1)
Cc

f@O=m dr? dr

+ kx (1), (4.19)

where f(¢) is the time varying force on the mass, x (¢) is the displacement of the mass
relative to a fixed point of reference. The transfer function from force to displacement
for the ideal mass-spring-damper system can be expressed as

1

G)=——
) ms2 +cs +k

(4.20)

A mass-spring viscoelastic damper system can be described by a fractional-order
differential equation

dZx (1)

f=m=—

+ ¢ oD%x (1) + kx(1), 421

where 0 < o < 2. The transfer function form of a mass-spring viscoelastic damper
system can be expressed as
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Fig. 4.7 A distributed-
order fractional mass-spring *——=== X ====== >
viscoelastic damper system k

AN

1

G(s) = —— .
) ms2 +cs® +k

(4.22)

Similarly, the transfer function form of a time-delayed mass-spring viscoelastic
damper system can be expressed as

1

ms2 + cs%e= " + k’

G(s) = (4.23)

where 0 < o < 2.

A distributed-order fractional mass-spring viscoelastic damper system with
mass m (in kilograms), spring constant k (in Newton per meter) and an assembly of
viscoelastic dampers of damping coefficient ¢; (1 < i < n) is subject to the spring
force

fs() = —kx (1), (4.24)

and damping force
n

fat)y == "¢ -oD{"x(1), (4.25)

i=1

where ¢; is the viscoelastic damping coefficient. Figure 4.7 illustrates a distributed-
order fractional mass-spring viscoelastic damper system. According to the Newton’s
second law, the total force f;,; () on the body is

d2x (1)

T ) (4.26)

fror(®) =ma =m

where a is the acceleration (in meters per second squared) of the mass, and x(¢) is
the displacement (in meters) of the mass relative to a fixed point of reference. The
time varying force on the mass can be represented by
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F@) = fro(®) — fa() — f5(0)
dZx (1)
dr?

=m

+ D ci oDy x (1) + kx(1). 4.27)
i=1

Assuming elements with orders that vary from a to b, the above mass-spring
viscoelastic damper system of (4.27) can be replaced by an integral over the system

order,

2 b
f@) = m% +/ c(e) oD¥x (t)dor + kx (1), (4.28)

where 0 < a < b < 2. The transfer function from the force to displacement x for
the spring-mass-viscoelastic damper system of (4.28) can be expressed as
_X(s) 1

G(s) = = 5 .
F(s)  ms2+ J, cle)s*da + k

(4.29)

What we are concentrating on in this study is the normalized transfer functions
of above three types of the spring-mass-viscoelastic damper systems. They are: the
normalized transfer function of the spring-mass-viscoelastic damper system

1

G(s) =
) s2+es®+1

0<a<?2; (4.30)

the normalized transfer function of the time-delayed spring-mass-viscoelastic damper

system
1

Gs) =
() §2 4 cs%e™T 4 1

O<a<?2, 4.31)

and the normalized transfer function of the constant damper coefficient distributed-
order spring-mass-viscoelastic damper system
1

G(s) =
52 —i—cfabs"‘da +1

, 0O<a<b<2. (4.32)

4.2.2 Frequency-Domain Method Based Optimal
Fractional-Order Damping Systems

The ISE optimal integer-order damping system with transfer function

1

Gis)= ——
) s24+5+1

(4.33)
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has been investigated in Ogata (1970), and the ISE optimal fractional-order damping

with transfer function 1

G =
() = 3770.8791,08 1 |

(4.34)

has been found in Lorenzo and Hartley(2002) using a frequency-domain method. In
this section, ISE optimal time-delayed and distributed-order fractional mass-spring
viscoelastic damper systems are studied in frequency-domain. The ISE performance
measure is the integral of the squared error of the step response e(¢) = u(t) — x(¢)

o
Jise = / (1, (4.35)
0
where x (1) is the output of the system (D’ Azzo et al. 2003). Using Parseval’s identity
(0.¢] 1 oo
Jise :/ A (dt = —/ |E(jw)*do, (4.36)
0 27 J -

where E(jw) is the Fourier transform of the error e(¢). For a system with transfer
function G (s), the Laplace transform of the error can be written as

1 1
E(s) = — — =G(s). (4.37)
s s
In frequency domain, (4.37) is represented by
. 1 .
E(jo) = — - —G(jo). (4.38)
Jo o

For a time-delayed spring-mass-viscoelastic damper system with the normalized
transfer function (4.31), the Laplace transform of the step response error is

Es) 1 1 1 1 s2 4 cs%e™ TS 4.39)
HS=————————)=-{—""—). .
s s \s2+ces%e ™+ 1 s \s2+es%e ™+ 1
The frequency response of the error is
1 : N2 s N\ ,—T(jo)
E(o) = — [ Y@ T etere . (4.40)
jo \ (jo)? +c(jo)y*e T + 1

Using the frequency-domain method in Hartley and Lorenzo (2004), the minimum
Jise = 0.8102 was obtained when 7 = 0.635, ¢ = 1.12 and o = 1.05. The step
response using optimum coefficients for the ISE criterion is given in Fig.4.8.

For a mass-spring viscoelastic damper model with the normalized distributed-
order fractional transfer function (4.32), the Laplace transform of the step response



54 4 Distributed-Order Filtering
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error is

1 1 1
E(s) = - — - .
s S\ s2+4c [ s%da+1

2 b _ .a
_ l In(s)s< + ¢ (s s ) . (441)
s \ In(s)s% + ¢ (s* — 5) + In(s)

The frequency response of the error is

. 1
E(jw) = —
jo

. ) . b :oNa
( In(jo)(jo) + cl(jo)’ = (jo)'] ) @42)

In(jo)(jo)? + c[(jo)? = (jo)*]+ In(jo)

Then, we can search the optimum coefficients of the distributed-order fractional
damping system. The optimum coefficients are a = 0.8015, b = 0.8893 and ¢ = 10,
which can minimize the ISE performance measure to Jisg = 0.9494. Figure4.8
shows the step responses of integer-order, non-delayed fractional-order, time-delayed
fractional-order, and distributed-order fractional damping systems using optimum
coefficients for ISE. It can be seen that the step responses of optimal distributed-
order fractional damping system with transfer function (4.32) are almost as good as
that of the optimal non-delayed fractional-order damping system. The optimal time-
delayed fractional-order damping system performs the best among these four types
of damping systems. The ISE optimal forms and ISE performance indexes of integer-
order, non-delayed fractional-order, time-delayed fractional-order, and distributed-
order fractional damping systems are summarized in Table4.1.

In this section, we tried to determine the optimal non-delayed fractional-order
damping, time-delayed fractional-order damping, and optimal distributed order
fractional damping based on ISE performance criterion. The comparisons of the
step responses of the integer-order and the three types of fractional-order damping
systems indicate that the optimal fractional-order damping systems achieve much
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Table 4.1 ISE optimum

coefficients and minimum Optimal form Jise

ISE performance indexes Integer Gise(s) =1/(s* +s+1) 1.0000
using frequency-domain Fractional Gysg(s) = 1/(s* +0.87915%843 4 1) 0.9494
method Delayed  Gyse(s) = 1/(s + 1.1251:05¢0635 4 1) 0.8102

Distributed  Gys(s) = 1/(s> + 10 [sos s%da + 1) 0.9494

better step responses than optimal integer-order systems in some instances, but
sometimes the integer-order damping systems performs as well as fractional-order
ones. Furthermore, time delay can sometimes be used to gain benefit in control
systems, and, especially, the fractional-order damping plus properly chosen delay
can bring outstanding performance. Time-delayed fractional-order damping systems
can produce a faster rise time and less overshoot than others.

4.3 Chapter Summary

This chapter shows two generic application examples using distributed-order
operator: distributed-order signal processing and optimal distributed-order damping.
In distributed-order signal processing, the simplest case of distributed-order
integrator/differentiator is discussed first followed by the discussion of distributed-
order low-pass filter. Specifically, we derived the impulse response functions of the
distributed-order integrator/differentiator and fractional-order distributed low-pass
filter from the complex path integral expressed in the definite integral form. Based
on these results, we obtained some asymptotic properties of the impulse responses,
and we can accurately compute the integrals on the whole time domain. Moreover,
for practical applications, we presented a technique known as “impulse-response-
invariant discretization” to perform the discretization of these two distributed-order
filters. We are able to show that the distributed-order fractional filters have some
unique features compared with the classical integer-order or constant-order fractional
filters.

Then, optimal distributed-order damping strategies are given for a given standard
form of second order system known as distributed-order fractional mass-spring
viscoelastic damper system. Frequency-domain method based optimal fractional-
order damping systems are numerically solved. Although the distributed-order
fractional damping system with uniform weights does not perform obviously better
than non-delayed and time-delayed fractional-order damping systems, it is believed
to have much potential to improve the damping system by choosing an appro-
priate viscoelastic damping coefficient weighting function. So, our next step is to
explore the benefits of distributed-order fractional damping system with an “optimal”
viscoelastic coefficient weighting function.
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Chapter 5
Numerical Solution of Differential Equations
of Distributed Order

5.1 Introduction

In this chapter we present a general approach to numerical solution to discretization
of distributed-order derivatives and integrals, and to numerical solution of ordinary
and partial differential equations of distributed order.

This approach is based on the matrix form representation of discretized fractional
operators of constant order introduced for the first time in Podlubny (2000) and
extended further in the works (Podlubny et al. 2009a, b; Skovranek et al. 2010;
Podlubny et al. 2011).

This approach unifies the numerical differentiation of arbitrary (including integer)
order and the n-fold integration, using the so-called triangular matrices. Applied to
numerical solution of differential equations, it also unifies the solution of integer- and
fractional-order partial differential equations. The matrix approach lead to significant
simplification of the numerical solution of partial differential equations as well, and
it is general enough to deal with different types of partial fractional differential
equations.

In this chapter we extend the range of applicability of the matrix approach to
discretization of distributed-order derivatives and integrals, and to numerical solution
of distributed-order differential equations (both ordinary and partial).

Since the distributed-order operators are represented by integrals of weighted
constant-order operators, we necessarily first introduce the matrix approach to
discretization of constant order and then demonstrate how this method can be
extended to allow numerical solution of distributed-order differential equations.

5.2 Triangular Strip Matrices

We use matrices of a specific structure, which are called triangular strip matrices
(Podlubny 2000; Suprunenko and Tyshkevich 1966), and which have been also

Z. Jiao et al., Distributed-Order Dynamic Systems, SpringerBriefs in Control, 59
Automation and Robotics, DOI: 10.1007/978-1-4471-2852-6_5,
© The Author(s) 2012
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mentioned in Bulgakov (1954) and Gantmakher (1988). We will need lower trian-
gular strip matrices,

[ wp 0 0 0 --- 07
wi wy 0 0 ---0
w W wy 0 - 0
Ly = IR T 5.1
WN—1 wr wy wo 0
| WN WN-—1 .'~w2 w1 wWo |

and upper triangular strip matrices,

Wo Wi Wy - WN—1 WN
0 wo wi WN—1
Uv=1| 0 0 wy - wr . . 5.2)
00 0 " w w
e e s e e s ee see wo wl
L 000~ 0 w |

A lower (upper) triangular strip matrix is completely described by its first column
(row). Therefore, if we define the truncation operation, truncy (-), which truncates
(in a general case) the power series p(z),

o
p@) =D (5.3)
k=0
to the polynomial py (z),
dof =
truncy (p(z)) = Zwkzk = pn(2), 5.4
k=0

then we can consider the function p(z) as a generating series for the set of lower
(or upper) triangular matrices Ly (or Uy), N = 1,2, ...

It was shown in Podlubny (2000) that operations with triangular strip matrices,
such as addition, subtraction, multiplication, and inversion, can be expressed in the
form of operations with their generating series (5.3).

Among properties of triangular strip matrices it should be noticed that if matrices
C and D are both lower (upper) triangular strip matrices, then they commute:

CD = DC. (5.5)
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5.3 Kronecker Matrix Product

The Kronecker product A ® B of the n x m matrix A and the p x g matrix B

aip a2 ... dim b1 bz ... by
a1 ay ... Ay boy boy ... qu
= ) = . . ) (5.6)
Al Apd . .. Apm bp1 bpa ... byy
is the np x mq matrix having the following block structure:
a B apB ... auB
a» 1B apB ... a,B

A®B=| . . | (5.7)

an B apB ... ayB

12 123
A:[O—J’ 32[456}’ (5-8)

123 2 4 6
456 8 10 12
000 -3 =6 -9
000 —-12 —15 —18

For example, if

then

A®B = (5.9)

Among many known interesting properties of the Kronecker product we
would like to recall those that are important for the subsequent sections. Namely
(Loan 2000),

e if A and B are band matrices, then A ® B is also a band matrix,
e if A and B are lower (upper) triangular, then A ® B is also lower (upper) triangular.

We will also need two specific Kronecker products, namely the products E;,, ® A
and A ® E,,, where E, is an n x n identity matrix. For example, if A is a 2 x 3 matrix

A [6111 an 313i| (5.10)
asy azz azs

then

ail] a1z a13 0 0 0
ayrapasz 0 0 0
0 0 O ayyapnas
0 0 0 ax; ax ax

E,®A= .11
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all 0 0 aln 0 0 a3 0 0
0 ai; 0 0 app 0 0 a;3 O
0 0 aqr 0 0 ap 0 O aps
a1 0 0 axn 0 0 ax 0 O
0 any 0 0 ann 0 0 any 0
0 0 axy 0 O axp O O apx

AQE; = (5.12)

This illustrates that left multiplication of A, by E, creates an n x n block
diagonal matrix by repeating the matrix A on the diagonal, and that right multipli-
cation of A, x;, by E,, creates a sparse matrix made of n x m diagonal blocks.

5.4 Discretization of Ordinary Fractional Derivatives
of Constant Order

It follows from Podlubny (2000), that the left-sided Riemann-Liouville or Caputo
fractional derivative v(¥) (1) = oDfv(t) can be approximated in all nodes of the
equidistant discretization net t = j7 (j = 0, 1, ..., n) simultaneously with the help

of the upper triangular strip matrix B\ as!

T T
[vfla) v,(l(i)l vg(y) v(()n)] =B;(1a) [Vn Vn—1 ... VI VO] (.13)
where _ -
W @ @ @
0 w(()n) w%a) wr(z(i)l
1 ()  (a) -, ..
Br(z&) == 0 0 wy’ w . -, (5.14)
o --- 0 0 w(()a) wfa)
0 0 -~ 0 0 W]
M
w;‘”:(—n/(_), j=0.1,....n. (5.15)
J

1 Here due to the use of the descending numbering of discretization nodes the roles of the matrices

B;,a) (originally for backward fractional differences) and F, ,(,a) (originally for forward fractional
differences) are swapped in comparison with Podlubny (2000), where these matrices were intro-

duced for the first time. However, we would like to preserve the notation B,(la) for the case of
the backward fractional differences approximation and F, ) for the case of the forward fractional
differences approximation.
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Similarly, the right-sided Riemann-Liouville or Caputo fractional derivative
VO () = (D} v(t) can be approximated in all nodes of the equidistant discretization
netr =j7(j =0, 1, ..., n)simultaneously with the help of the lower triangular strip

matrix F, ,(,a):

T T
I:v,(la) v}(ﬁ)l Vg”) v(()a):l =Fr(la) I:vn Vel ... V] VO] , (5.16)
_w(()a) 0 0 0 --. 0]
wfa) w(()a) 0o 0 --- 0
@ _ | wy? W w(()a) 0 --- 0
@) — . . . .
Fa T ra S (5.17)
() (@) () (@)
Wncil wza Wla woo‘ 0
_wlg&) w'(lﬂi)l wéa) wia) w(()a)_

The symmetric Riesz derivative of order 3 can be approximated based on its
definition as a half-sum of the approximations (5.13) and (5.16) for the left- and
right-sided Riemann-Liouville derivatives. We, however, prefer using the centered
fractional differences approximation of the symmetric Riesz derivative suggested
recently by Ortigueira (2006) and Ortigueira and Batista (2008), which gives

8 T T
[vf,?) vfﬁ] v%“) v(()ﬂ)] =R,(f) [vm V-1 ... V] vo] (5.18)

with the following symmetric matrix:

I I IR
CRIRCIRCING) %)
“ly %) w%ﬂ) 2 !
Wy ' Wyl Wyl Wyt Wy Ty
RD = , (5.19)
NI CINC
. 1) 3
IR O N C)
| -Dkr 1) cos(fBm/2
@ _ D IB+ D cos(br/2) —0.1,....m. (5.20)

kT TBR2—k+DTGBR2k+ 1)
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5.5 Discretization of Ordinary Derivatives of Distributed Order

Using the matrix approach, the discretization of a derivative of distributed order
is very easy. Let us discretize the interval [a, b], in which the order « is changing,
using the grid with the steps Aqy, not necessarily equidistant. Then we have

72

p
D70 = [ wia) D0 da ~ Y wian) (D) 0) d0x (521)

k=1

7
~ > wiew) (Btfa) Aok = (i By wiew) Aoy ) (5.22)

k=1 k=1

In other words, the discrete analog of distributed-order differentiation is given by

the matrix that we will further denote as B}X%M),

p
By =" Bokw(ay) Aoy, (5.23)
k=1

and we can obtain the values of the distributed-order derivative at all points
t; j =1,...,n) at once using the following relationship:

oD Vf (1) ~ BYS,. (5.24)

In the notation B), 5)(1) the order w(a) means the function describing the distrib-
ution of orders « in the interval [71, 2], and the second index p is the number of
discretization steps for «; the first index n, as above, is the number of discretization
steps with respect to the variable ¢.

The visualization of the formula (5.21) is shown in Fig. 5.1. On each k-th layer
of the shown “cake” the input vector f, of the values of the function f(f) at the
nodes 7 is multiplied by the matrix B,* and gives the output vector of the values
of the fractional derivative (D}* at the same nodes #;. Those vectors ¢D;* are then
multiplied by weights w(ay) and discretization steps Acay, and the final summation
with respect to k (“summation across the layers of orders”) gives the vector of the
distributed-order derivative OD;V(O‘) evaluated at the nodes 7 j = 1, ..., n).

5.6 Discretization of Partial Derivatives of Distributed Order

In contrast with generally used numerical methods, where the solution is obtained
step-by-step by moving from the previous time layer to the next one, let us consider
the whole time interval of interest at once. This allows us to create a net of
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Fig. 5.1 Visualization of numerical evaluation of distributed-order derivatives with the help of the
matrix approach

discretization nodes. In the simplest case of one spatial dimension this step gives
a 2D net of nodes. An example of such discretization is shown in Fig. 5.2. The values
of the unknown function in inner nodes (shaded area in Fig. 5.2) are to be found. The
values at the boundaries are known, they are used later in constructing the system of
algebraic equations.

The system of algebraic equations is obtained by approximating the equation in
all inner nodes simultaneously (this gives the left-hand side of the resulting system
of algebraic equations) and then utilizing the initial and boundary conditions (the
values of which appears in the right-hand side of the resulting system).

The discretization nodes in Fig. 5.2 are numbered from right to left in each time
level, and the time levels are numbered from bottom to top. We use such numbering
for the clarity of presentation of our approach, although standard numberings work
equally well.

The simplest implicit discretization scheme used for numerical solution of partial
differential equations, like diffusion equation, is shown in Fig. 5.3, where the two
nodes in time direction are used for approximating the time derivative, and the three
points in spatial direction are used for the symmetric approximation of the spatial
derivative. The stencil in Fig. 5.3 involves therefore only two time layers. If we
consider fractional-order time derivative or distributed-order derivative, then we have
to involve all time levels starting from the very beginning. This is shown in Fig. 5.4
for the case of five time layers.

Similarly, if in addition to time derivative of distributed order or of fractional order
we also consider symmetric spatial derivatives of distributed order or fractional order,
then we have to use all nodes at the considered time layer. This most general situation
is shown in Fig. 5.5.

Let us consider the nodes (ih,j7), j = 0,1,2,...,n, corresponding to all
time layers at i-th spatial discretization node. Similarly to the case of constant
fractional orders (Podlubny 2000), all values of a-th order time derivative of u(x, t)
at these nodes are approximated using the discrete analogue of distributed-order
differentiation:
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Fig. 5.2 Nodes and their SRS $ BESESEEEREREREEEEES )
right-to-left, and bottom-to-
top numbering

n-1

I 1
I 1
1 1 n_2
I 1
1 1
I 1

n-3

N W A

m m-1 m-2 m-3 5 4 3 2 1 0

i,n in—1 i,2 i1 i,0

I:u(w(a)) M(W(a)) . u(W(a)) u(W(!l')) M(W((Y)):I
w(a) r
= Bn,p I:ui’,, Uin—1 --. Ui2 Uil ui,()] . (5.25)

In order to obtain a simultaneous approximation of a-th order time derivative of
u(x, t) in all nodes shown in Fig. 5.2, we need to arrange all function values u;; at
the discretization nodes to the form of a column vector:

U = |:Mm,n Un—1,n -+ Ul,n UO,n
Un,n—1 Um—1,n—1 -+ Ul .n—1 UQ,n—1
Um,1 Um—1,1 -.. UL,1 UO,1
T
U0 Um—1.0 - - UL uo,o] . (5.26)

In visual terms of Fig. 5.2, we first take the nodes of n-th time layer, then the
nodes of (n — 1)-th time layer, and so forth, and put them in this order in a vertical
column stack.

The matrix that transforms the vector Uy, to the vector of the partial
derivative of distributed order w(«) with respect to time variable can be obtained as
a Kronecker product of the matrix B,vf;a) , which corresponds to the ordinary derivative
of distributed order w(«) (recall that n is the number of time steps), and the unit matrix
E,, (recall that m is the number of spatial discretization steps):

T = BY\Y @ E. (5.27)
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This is illustrated in Fig. 5.6, where the nodes denoted as white and grey are used
to approximate the fractional-order time derivative at the node shown in grey.

Similarly, the matrix that transforms the vector U to the vector Uy ® of the
derivative of distributed order () with respect to spatial variable can be obtained

as a Kronecker product of the unit matrix E, (recall that n is the number of spatial

discretization nodes), and the matrix R,“f,fg), which corresponds to symmetric Riesz

ordinary derivative of distributed order ¢(3) (recall that m is the number of time
steps):
Si = E, @ R7Y. (5.28)

This is also illustrated in Fig. 5.6, where the nodes denoted as black and grey
are used to approximate the symmetric fractional-order Riesz derivative at the same
node shown in grey.

Having these approximations for partial fractional derivatives with respect to both
variables, we can immediately discretize, for example, the diffusion equation in terms
of time- and space-derivatives of distributed order by simply replacing the derivatives
with their discrete analogs (Fig. 5.7). Namely, the equation

9By
w@) =~ _
oD; " u RED] JACH)) (5.29)
is discretized as
{BZV,;“) QEn—XE, ® Rflf,[f)}unm = fum. (5.30)

5.7 Initial and Boundary Conditions for Using the Matrix
Approach

It is always emphasized in case of the matrix approach to solution of differential
equations that initial and boundary conditions must be equal to zero. If it is not so,
then an auxiliary unknown function must be introduced, which satisfies the zero initial
and boundary conditions. In this way, the non-zero initial and boundary conditions
moves to the right-hand side of the equation for the new unknown function. After
obtaining the solution for the auxiliary function, the backward substitution gives the
solution of the original equation.

5.8 Implementation in MATLAB

A set of MATLAB routines implementing the described method is provided for
download (Podlubny 2011). Those routines require the previously published toolbox
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for numerical solution of differential equations of arbitrary (fractional) constant order
(Podlubny et al. 2008).

The function DOBAN returns the matrix for the backward difference approxi-
mation of the left-sided distributed-order derivative, the function DOFAN returns the
matrix for approximating the right-sided distributed-order derivative, DORANORT
return the matrix for approximating the symmetric Riesz distributed-order derivative.

The use of these routines is illustrated by the demo functions included in the
toolbox.

5.9 Numerical Examples

The use of the matrix approach for numerical solution of differential equations with
derivatives of distributed orders is illustrated below on three examples that generalize
the standard frequently used models of the applied fractional calculus. The relaxation,
oscillation, and diffusion equations play extremely important role in numerous fields
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Fig. 5.7 Discretization of
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of science and engineering, and, because of their importance, they are also often used
for benchmarking new methods and algorithms.

To the knowledge of the authors, these are the first examples of numerical solution
of such distributed-order problems.

It is worth mentioning that existence and uniqueness of solutions of such types
of distributed-order differential equations in the particular case of w(a) = 1 were
investigated by Pskhu (2005).

5.9.1 Example 1: Distributed-Order Relaxation

Letus consider the following initial value problem for the distributed-order relaxation
equation:
oD O x(t) + bx(r) = f (1), (5.31)
x(0) =1, (5.32)
where the distribution of the orders « is given by the function w(a) = 6 a (1 — @),
(0 < a < 1). To be able to use the matrix approach, we need zero initial condition.
Introducing an auxiliary function u(¢),
x() =u@) +1
gives the following initial value problem for the new unknown u(¢):
oD u(t) + bu(t) = f(t) — b, (5.33)
u(t) = 0. (5.34)

The discretization of equation (5.33) gives the following system of algebraic
equations in the matrix form:
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Fig. 5.8 Solution of the Solution of DO-relaxation equation with w(ct)=60.(1-ct)
distributed-order relax- 1 . . .

ation equation with
w(a) = 6a(l — )
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(B,;{g,@ + bEn) U, = F,, (5.35)

where U, is the vector of the values of u(¢) at the discretization nodes, and F, is the
vector of the values of the right-hand side, f(f) — B, at the same nodes; E, is the
identity matrix. The MATLAB code for solving Example 1 is in the Appendix, and
the results of computations are shown in Fig. 5.8.

5.9.2 Example 2: Distributed-Order Oscillator

Let us consider the Bagley-Torvik equation with a damping term described by
a distributed-order derivative. When the damping term is of constant (integer or
non-integer) order, this equation is also called the fractional oscillator equation.

8, (0=r=1

o' O+ O+ =10, fO=17 /")

(5.36)

y(0) =y'(0) = 0. (5.37)

Similarly to Example 1, we just replace continuous operators with their corre-
sponding discrete analogs in the form of matrices, and the known and unknown
function by the vectors of their values in the discretization nodes. This gives the
following algebraic system in the matrix form:

(a B +bBy 4 c) Yy = Fy. (5.38)
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Fig. 5.9 Solution of the Solution of Bagley-Torvik DO-equation with w(o)=60.(1-0t)
distributed-order oscil- 4 . . . . .

lator equation (Bagley-
Torvik equation) with
w(a) = 6a(l — )

0 5 10 15 20 25 30

The MATLAB code for solving Example 2 is in the Appendix, and the results of
computations are shown in Fig. 5.9.

5.9.3 Example 3: Distributed-Order Diffusion

The last example that is provided in this section is an initial value problem for a
partial differential equation with a derivative of distributed-order w(«) with respect
to time variable # and with a constant-order symmetric fractional derivative of order
(B with respect to the spatial variable x:

9’

w(@) =~ y _

Dy =g =/ (5.39)
y0,0=0, y(1,0=0; y(x,0)=0. (5.40)

In order to be able to check for a “backward compatibility” of the obtained solution
with the solution of the classical diffusion equation and with the solution of the
constant-order fractional diffusion equation, we take f (x, t) = 8.

Again, we just replace continuous operators with their corresponding discrete
analogs in the form of matrices, and the known and unknown function by the vectors
of their values in the discretization nodes. This gives the following algebraic system
in the matrix form:

(BZ),(PQ) ®Epn — En ® R?ﬂ) Yim = Foum. 541
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Fig. 5.10 Solution of distributed-order diffusion equation with wj(a) = 2(1 — @)

Here we demonstrate that distributed-order derivatives, integer-order derivatives
and fractional-order derivatives can appear in the same equations and are treated in
the same manner for the purpose of numerical solution using the matrix approach.

The MATLAB code for solving Example 3 is also provided in the Appendix. The
results of computations are shown in Fig. 5.10 for the case wi(a) = 2(1 — «), and
in Fig. 5.11 for the case wy(«) = 2. Although we have

1 1

/W](Oz)dOzZ/Wz(Oz)dozz 1,

0 0

the obtained solutions are different because of different weights assigned by the
functions w1 (a)) and wp () to the fractional derivatives of orders close to 0 and 1.

5.10 Chapter Summary

In this chapter we introduced the extension of Podlubny’s matrix approach to the
case of distributed-order derivatives. The matrix approach provides an extremely
convenient language and framework for discretization of differentiation of any
order—integer, fractional, and distributed order. Using discrete analogs of all those
forms of differentiation, one can easily discretize differential equations with all
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Fig. 5.11 Solution of distributed-order diffusion equation with wy () = 2

possible combinations of derivatives—classical integer-order derivatives, left- and
right-sided fractional order derivatives, symmetric fractional derivatives, and left-
sided, right-sided, and symmetric distributed-order derivatives.

We have provided examples of solution of the three important types of problems
that are important for applications and appear in many fields of science and
engineering. The MATLAB code provided in the Appendix demonstrates how easy
it is using the matrix approach.
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Chapter 6
Future Topics

In previous chapters, methods and tools for the modeling of distributed-order
systems were discussed, which include stability analysis of distributed-order sys-
tems in four cases of the weighting function of order, and two special cases: double
noncommensurate orders and N-term noncommensurate orders. Distributed-order
signal processing technique and optimal distributed-order damping strategies were
studied. A general approach to numerical solution to discretization of distributed-
order derivatives and integrals, and to numerical solution of ordinary and partial
differential equations of distributed order was proposed.

Let us now outline possible topics for future research in the field of distributed-
order systems.

6.1 Geometric Interpretation of Distributed-Order
Differentiation as a Framework for Modeling

Distributed-order derivatives can be considered as a kind of averaging operators.
However, they do not average the values of parameters over a set of values—they
average the behavior of individual objects or processes over a set of objects or
processes of the same type.

Let us consider an understandable example of the impact of advertising on the
crowd consisting of a large number of individuals. The broadcast of an advertisement
is a unit-step input; this can be interpreted as charging the memory of individuals to
some initial value.

The impact of such input on an individual vanishes in time due to properties
of human’s memory (memory relaxation, or forgetting). Suppose it is possible to
classify individuals with respect to the properties of their memory into p groups.
The process of memory relaxaation in the i-th group of individuals can be described
by an initial-value problem for a two-term fractional differential equation in terms
of Caputo derivatives with non-zero initial condition:

Z. Jiao et al., Distributed-Order Dynamic Systems, SpringerBriefs in Control, 75
Automation and Robotics, DOI: 10.1007/978-1-4471-2852-6_6,
© The Author(s) 2012
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oD x(®) +bx(t) =0,  x(0) =1, 6.1)

where the order «; is from the interval [0, 1]; we assume that @) < o < ... < a).

Denoting w; the number of individuals in i-th group normalized with respect to
the total number of individuals (so that > w; = 1), we obtain a piecewise-constant
weighting function

w)=w; foro; <o <ajy i=1,....,p—1). (6.2)
Then the averaged behavior of the crowd can be described as

p—1
> wien) oD x(t) Aei = oD} @ x(0), (6.3)
i=1

which is a distributed-order derivative, and the equation describing the process of the
memory relaxation of a crowd takes on the form of a distributed-order differential
equation

oDV @ x (1) + bx(t) = 0, (6.4)

x(0) = 1. (6.5)

Of course, in many situations the function w(«) describing the distribution of
orders o can be modeled as a continuous function.

The outlined general framework for creation of distributed order models can be
used for modeling multiscale and multifractal processes, multiagent systems, and in
many other cases where the subject of study consists of “individuals”.

The above considerations are presented in graphical form in Fig. 6.1, which gives
a geometric interpretation of distributed-order differentiation and integration.

6.2 From Positive Linear Time-Invariant Systems
to Generalized Distributed-Order Systems

Let us consider a linear differential equation with fractional-order derivatives,

n
> a oDFx(t) = (1), (6.6)
k=1
where all coefficients are positive constants: a;y > 0,k = 1, ..., n. Without the loss

of generality, we can assume that
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w(a)

Fig. 6.1 Geometric interpretation of distributed-order differentiation as a framework for creating
distributed-order models

Introducing the weighting function

n

w(a) = Zaks(a — ), 6.7)

k=1

we can write the Eq. (6.6) in the form of a distributed-order differential equation:
oD} “x (1) = f(1). 6:8)

This means that properties of positive linear time-invariant systems should
follow from the properties of distributed-order systems with a positive function w(«)
describing the distribution of orders.

Such a change of the viewpoint means also that the problem of identification of
parameters of linear time invariant systems like (6.6) can be replaced by a more
general and more interesting problem of identification of a most appropriate shape
of the function w(«) of a system described by Eq. (6.7).

Similarly, the theory of stability of linear time-invariant systems can be overcome
by the theory of stability of distributed-order systems.

Even more possibilities open if the distributed-order derivative is written in the
form
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Y2
oD x(r) = / oDYx (1)dW (). 6.9)

Vi

If the function W («) is differentiable and W’'(e) = w(«), then we have the
distributed-order derivative considered in this book; otherwise there is large space
for further generalizations with potential applications to self-similar, fractal and
multifractal systems.

6.3 From PID Controllers to Distributed-Order
PID Controllers

PID Controller

The classical PID controller, which is the most commonly used feedback controller
in industry, can be considered as a particular form of lead-lag compensation in the
frequency domain. Its transfer function can be expressed as Cy(s) = K, + % +
Kg4s. The PID controller algorithm involves three separate constant parameters: the
proportional P, the integral / and derivative D. These values can be interpreted in
terms of time: P depends on the present error, / on the accumulation of past errors,

and D is a prediction of future errors, based on current rate of change.

Fractional-Order PI*D" Controller

Podlubny (1999) proposed a generalization of the PID controller, namely the PI* D*
controller. Its transfer function can be expressed as C2(s) = K, + % + K4s*, which
involves an integrator of order A and a differentiator of order A. Better response of this
type of controller in comparison with the classical PID controller was demonstrated
in that work. For results about using PI* D* controller to some real world systems,
please refer to Li et al. (2009) and Luo and Chen (2009) etc.

Distributed-Order PI*® DE® Controller

As a generalization of PI*D* controller, distributed-order PID controller of the
following form

1

Ci(s) =K, +/ w(o)s“da
-1
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N .
where w(e) = > wia = wy + wia
i=0

C3(S)=Kp+Ki/
0

or
Y1

1 %)
—do + Kd/ s%da
Kied 0

will be our future work.
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Appendix A
MATLAB Codes

A.1 Stable Boundary of Distributed-Order Linear
Time-Invariant Systems

o

The following matlab code describes how to plot the stable
boundary of distributed-order linear time-invariant
system

o0 oe

x(1)=0; % set the initial value of x
y(1)=0; %

the computed number of the stable boundary
= logspace(—200,2,10000);

set the initial valueofy

o°

B

the stable boundary of distributed-order
% system of case 1: W (\alpha) =1
fori=1: length (w)

x(i) = (2xpixw(i) — 4xlog(w(i)))/(4*(log(w(i))) 2 +pi~2);
y(i) = (4xw(i)*log(w(i)) + 2xpi)/(4%(log(w(i)))*2 + pin2);

o0

end

% the stable boundary of distributed-order

% system of case 2: w(\alpha) = \alpha

for i =1 : length(w)
x(1) = ((-1 — log(w(i)))*((log(w(i)))*2 —pi~2/4) + ...
pixLog(w(i))*(w(i) — pi/2))/((Toa(w(i)))"2 + pi~2/4)"2;
v(i) = ((w(i) —pi/2)*((Log(w(i)))"2 —pit2/4) +...
pixLog(w(i))*(1 + Log(w(1)))/((Log(w(1)))"2 +pi~2/4)"2;

end

% the stable boundary of distributed-order
% system of case 3: w(\alpha) = \delta(\alpha — \beta)
beta =0.5;

Z. Jiao et al., Distributed-Order Dynamic Systems, SpringerBriefs in Control,
Automation and Robotics, DOI: 10.1007/978-1-4471-2852-6,
© The Author(s) 2012
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fori=1: length(w)
x(1) = w(i)"betaxcos(pixbeta/2);
y(i) = w(i)"beta*sin(pixbeta/2);
end

% the stable boundary of fractional-order

% system with double noncommensurate orders

betal =sqgrt (2) —1;

beta2 = sqgrt (3) — 1;

for i =1 : length(w)
x(1) = w(i)"betalkcos(pixbetal/2) +w(i)*beta2*cos(pixbeta2/2);
y(i) =w(i)*betalxsin(pi*betal/2) + w(i) beta2*sin(pi*beta2/2);

end

% plot the stable boundary
plot(x,y)

hold on

plot (x, -y)

axis square

grid on

xlabel ('Real axis’) ;
vlabel ('Imag axis’) ;

A.2 Bode Plots of Distributed-Order Linear
Time-Invariant Systems

% The following matlab code describes how to plot the Bode
% plots of distributed-order linear time-invariant system

function [bd] = bode_dos(Ts)

% Ts: The sampling period

if Ts< =0,

sprintf(’%$s’, ’'Sampling period has to be positive’),
return,

end

% rad./sec. Nyquist frequency
wmax0 = 2%pi/Ts/2;

wmax = floor(loglO(wmax0))+1;
wmin = wmax — 5;

w = logspace(wmin,wmax,1000);
j =sqgrt(-1);

% the Bode plot of distributed-order
% system of case 1: w(\alpha)=1
srfr = log(j.«w)./(F.4w — 1 + log(F.*w));
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% the Bode plot of distributed-order
% system of case 2: w(alpha)=\alpha
srfr = (log(j.*w)).”2./(.#w — 1 — Log(3.*w) + Log(J.*w).x1log(J.*w));

% the Bode plot of distributed-order
% system of case 3: w(\alpha)=\delta(\alpha-\beta)
srfr=1./((3.%w).~0.5+1);

% the Bode plot of fractional-order
% system with double noncommensurate orders
$srfr =1./((3.xw).~(sart(3) — 1) + (F.#w). 0.5+ (F.#w)."(sqrt(2) —1)+1);

% plot the magnitude property
subplot(2,1,1);
semilogx(w,20%logl0(abs(srfr)));
hold on;

vlabel ('Magnitude (dB) ') ;

grid on;

% plot the phase property
subplot(2,1,2);

semilogx(w, (180/pi)x(angle(srfr)));
xlabel (’'Frequency (Hz) ") ;

vlabel (' Phase (degrees) ') ;

end

A.3 Impulse Responses of Distributed-Order Linear
Time-Invariant Systems

The followingmatlab code describes how toplot the impulse responses
of distributed-order linear time-invariant system based on NILT
technique

Code adapted from

o0 oP

o0 oe

o

L. Bran.cL.k. Programs for fast numerical inversion of Laplace
transforms in MATLAB language environment. In Proceedings of the
7th Conference MATLABf99, pages 27.39, Prague, Nov. 1999. Czech
Republic.

o0 oe

o°

function [id] = BICO_irid(Ts);

o°

Ts: The sampling period

the impulse response of distributed-order
system of cases 1: w(\alpha)=1

= Cxlog(s).x((s — 1)xeye(2) — Axlog(s)).”(—1)*B;

o0 oP

|

% the impulse response of distributed-order
system of cases 2: w(\alpha) = \alpha
F = Cxlog(s)r2.#((s — 1 — log(s))xeye(2) — Axlog(s).”2).”(—1)*B;

0P
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% the impulse response of distributed-order
% system of case 3: w(\alpha)=\delta(\alpha-\beta)
F = Cx(s."betaxeye(2) — A)."(—1)*B;

% the Bode plot of fractional-order
% system with double noncommensurate orders
F =Cx((s."betal + s.”",beta2)xeye(2) — A).~(—1)*B;

alfa=20;

M=3072;

P=20;

Er =1e—10;

tm = M*Ts;

wmax0 = 2+pi/Ts/2;
L=M;

Taxis =[0 : L — 1]*Ts;
n=1:L-1;

n = n*xTs;

ql =q;

N = 2%M;

aqd =2+P+1;

t = linspace(0, tm,M);
NT = 2*tmsN/(N — 2);
omega = 2#pi/NT;

c =alfa— log(Er)/NT;
s =c — ixomegax(0 : N+gd—1);
Fsc = feval(F,s);

ft = ££t(Fsc(l : N));
ft=£ft(1 : M);
gq=Fsc(N+2 :N+qd)./Fsc(N+1 :N+qgd—1);
d = zeros(1,qd);

e=d;
d(1) = Fsc(N+1);
d(2) = —a(1);

z = exp(—i*omegaxt);

forr=2:2:qd-1
w=qd—r;
e(l:w)=qg:w+1l)—qg(l:w)+e(2:w+1);
d(r+1)=-e(1);

ifr>2

al:w—1)=q(2 : w).xe(2 : w)./e(l : w—1);
A(r) = —a(l);

end

end

A2 = zeros(1,M);
B2 = ones(1,M);

Al =d(1)*B2;

Bl =B2;
forn=2:qgd
A=Al +d(n)xz.xA2;
B =Bl+d(n)*z.xB2;
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A2 =Al;
B2 =B1;
Al =A;
Bl =B;
end

ht = exp(cxt)/NT.x(2«xreal(ft + A./B) — Fsc(1));
[bl,al] = stmcb(ht(l : end).xTs,ql,gl,100);

sprintf (' Impulse response of approximated transfer function:’)

sr =tf(bl,al,Ts);

hhat = impulse(sr, Taxis);
figure

plot(t,ht, 'b’");

grid on;

xlabel ('time axis’) ;
vlabel ('impulse response’) ;
x1im([0,30])

A.4 Solution of Distributed-Order Relaxation Equation

% (1) Prepare constants and nodes
% (this is the longest part of the script):

h=0.01; % step of discretization in space
t = 0:h:5; % step of discretization in time
N = length(t)+1; % number of nodes

B=10.1; % coefficient of the equation
f='0+4 0xt/; % right-hand side

o

M = zeros(N,N); pre-allocate matrix M for the system

% (2) Write the discretization matrix

M = doban('6xalf.#(1 —alf),[01],0.01,N —1,h) + Breye(N — 1,N — 1);
% (3) Compute the right-hand side at discretization nodes:
F=eval ([f - B],t);

% (4) Utilize zero initial condition:

M =eliminator(N — 1,[1])*M+eliminator(N —1,[1])’;
F = eliminator(N — 1,[1])*F;

% (5) And solve the system MY =F :
= M\F;

% (6) Pre-pend the zero initial value
% (that one due to zero initial condition)
Y0 =[0; Y];

85
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% Plot the solution:
U=Y0+1;
plot(t, U, 'k")

A.S5 Solution of Distributed-Order Oscillation Equation

oe

(1) Prepare constants and nodes
(this is the longest part of the script) :
A=1;B=1;C=1; coefficients of the Bagley-Torvik equation

o0

oo

h=0.075; % step of discretization
T=0:h:30; % nodes
N=30/h+1; % number of nodes

oo

M = zeros(N,N); pre-allocate matrix M for the system
% (2) Make the matrix for the entire equation --- this is really easy:
M = Axban(2,N,h) + Bxdoban('6*alf.x(1 —alf)’ [01],0.01,N,h) +...Creye(N,N);

% (3) Make right-hand side:
F=28xT< =1);

% (4) Utilize zero initial conditions:
M = eliminator(N,[12])*M+eliminator(N,[12]);
F = eliminator(N,[12])*F;

% (5) Solve the system MY =F :
Y = M\F;

% (6) Pre-pend the zero values (those due to zero initial conditions)
Y0 =[0;0;Y];

% Plot the solution:
plot (T, YO0, 'k")
grid on

A.6 Solution of Distributed-Order Diffusion Equation

alpha =’ 2xalf’ ;beta=2; % First, define the orders:
a2=1; % coefficient from the diffusion equation
L=1; % length of spatial interval

% Number of spatial steps + 1 is:

m=21;%11, 21

% Number of steps in time + 1 is:

n=148;% 37, 148

h=L/(m—1); tau=h"2/(6%a2); % space step, time step
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% generating the matrix for approximation
% alpha-th order derivative with respect to time
B1 = doban(alpha,[01],0.01,n — 1, tau)’;
TD = kron(Bl,eye(m)); time derivative matrix
B2 = ransym(beta,m, h); beta-thorder derivativewithrespect toX
SD = kron(eye(n — 1),B2); spatial derivative matrix
SystemMatrix = TD — a2%SD; % matrix corresponding to
discretization
% in space and time

I
00 o°

o°

% remove columns with 1’ and 'm’ from SystemMatrix
S = eliminator (m,[1m]); SK = kron(eye(n —1),S);
SystemMatrix_without_columns_1_m = SystemMatrix*SK’;

% remove rows with ‘1’ and 'm’ from SystemMatrix_ without_
columns_1_m
S = eliminator(m,[lm]); SK = kron(eye(n — 1),S);
SystemMatrix_without_rows_columns_1 m=...
SKxSystemMatrix_without_columns_1_m;
% Right hand side
F = 8+ones(size(SystemMatrix_without_rows_columns_1_m,1),1);

% Solution of the system
Y = SystemMatrix_without_rows_columns_1_m\F

o°

Reshape solution array -- values for k-th time step
are in the k-th column of YS:

YS = reshape(Y,m—2,n—1);

YS = fliplr(YS);

Uu=YS;

o

Q

% plot graph

[rows, columns] = size(U);

U = [zeros(l,columns); U; zeros(l,columns)|;

U = [zeros(1,m) U;

[XX,vY] =meshgrid(tau*(0 : n—1),h%(0 : m—1));

mesh (XX, YY, U)

xlabel(’t’); ylabel(’'x’); zlabel ('y(x,t)"’);
title([’'\phi =, num2str (alpha), ', \beta ="', ... num2str (beta)])
set (gca, 'xlim’, [0 tau*n], ‘zlim’, [0 1]); box on
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B
Bounded-input bounded-output stability, 25

C

Caputo’s fractional-order derivative
definition, 3

Constant phase element, 4

CRONE control, 5

D

Differentiator, 45

Digital filter, 43

Distributed-order damping, 48

Distributed-order differential equation, 6

Distributed-order differential/integral opera-
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Distributed-order diffusion equation, 7

Distributed-order diffusion-wave equation, 7

Distributed-order fractional mass-spring
viscoelastic damper, 51, 53

Distributed-order integrator/differentiator, 8,
19, 39, 40, 42, 55

Distributed-order linear time-invariant system,
8

Distributed-order low-pass filter, 7, 45, 55

Distributed-order partial differential equation,
7

Distributed-order signal processing, 8, 55

Distributed-order systems, 6

Distributed-order wave equation, 7

Distributed-parameter systems, 2

Double noncommensurate orders, 30

F

Fractional calculus operators, 5

Fractional calculus, 2

Fractional filter, 39

Fractional-order controller, 5, 48, 49

Fractional-order differential equation, 3

Fractional-order diffusion equation, 4

Fractional-order diffusion-wave equation, 5

Fractional-order integral equation, 3

Fractional-order partial differential
equations, 4

Fractional-order system, 5, 7

Fractional-order wave equation, 5

Function of distribution of order, 6

G

Generating series, 60

Griinwald-Letnikov’s fractional-order
derivative/integral definition, 2

H
Heat equation, 2
Human’s memory, 75

I

Impulse response invariant
discretization, 43, 47

Integer-order controller, 5

Integer-order system, 5, 7

Integral of absolute error, 49

Integral of squared error, 49, 53
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Integral of time multiplied absolute
error, 49

Integral of time multiplied squared
error, 49

K
Kronecker product, 61

L
Lower triangular strip matrices, 60
Lumped-parameter systems, 2

M

Mass-spring viscoelastic damper, 50
Multiscale and multifractal processes, 76
Multi-valued function, 12

N

Noncommensurate orders, 8

N-term noncommensurate orders, 33
Numerical inverse Laplace transform, 34
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Optimal fractional-order damping, 53

Ordinary and partial differential equations of
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