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Series Editors’ Foreword

The series Advances in Industrial Control aims to report and encourage technology
transfer in control engineering. The rapid development of control technology has
an impact on all areas of the control discipline. New theory, new controllers,
actuators, sensors, new industrial processes, computer methods, new applications,
new philosophies..., new challenges. Much of this development work resides in
industrial reports, feasibility study papers and the reports of advanced collaborative
projects. The series offers an opportunity for researchers to present an extended
exposition of such new work in all aspects of industrial control for wider and rapid
dissemination.

Statistical process control was probably the first complete process-monitoring
paradigm. It was conceived to detect when process plant conditions had changed
and process outputs were no longer meeting the desired product specifications. The
underlying science of statistical process control was based on Gaussian statistical
analysis and principles and the method also involves tools designed to uncover or
diagnose the source of the detected process change. These diagnostic tools include
methods such as “cause and effect” analysis and the associated fishbone charts;
however, diagnosing the cause of process change was found to be a much more
difficult problem than simply identifying that process change had occurred.

In the context of closed-loop control system assessment, the seminal work of
Harris and co-workers (1989) initiated new practical methods of determining
whether process control loops are well tuned. A key motivation for this work was
to answer the question often raised by industrial engineers of how to find out
(efficiently and economically) whether any of the thousands of PID control loops
present in a typical industrial plant are poorly tuned and need to be retuned. To
achieve this, the solutions proposed exploited the extensive on-line data that
process computers now store routinely for future analysis. Process control
equipment and software vendors enthusiastically took up the approaches developed
and quite a few controller assessment products are now available commercially.
Academic researchers also found performance assessment to be a fruitful area of
investigation and the Advances in Industrial Control monograph series published
the work of Biao Huang and Sirish Shah as Performance Assessment of Control
Loops (ISBN 978-1-85233-639-4, 1999). More recent contributions to this field
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were published in the series as the contributed volume, Process Control
Performance Assessment: From Theory to Implementation with Andrzej Ordys,
Damian Uduehi, and Michael Johnson as Editors (ISBN 978-1-84628-623-0,
2007).

Along with this good progress in process controller assessment methods,
researchers have also been investigating techniques to diagnose what is causing the
process or control loop degradation. This requires the use of on-line data to identify
faults via new diagnostic indicators of typical process problems. A significant
focus of some of this research has been the issue of valve problems; a research
direction that has been motivated by some industrial statistics that show up to 40%
of control loops having performance degradation attributable to valve problems.

Shoukat Choudhury, Sirish Shah, and Nina Thornhill have been very active in
this research field for a number of years and have written a coherent and consistent
presentation of their many research results as this monograph, Diagnosis of
Process Nonlinearities and Valve Stiction. The Advances in Industrial Control
series is pleased to welcome this new and substantial contribution to the process
diagnostic literature. The reader will find the exploitation of the extensive process
data archives created by today’s process computer systems one theme in the
monograph. From another viewpoint, the use of higher-order statistics could be
considered to provide a continuing link to the earlier methods of the statistical
process control paradigm. Then there is the significant work presented on control
valves, stiction, and plant-wide disturbances and this demonstrates important new
diagnostic tools that can be used by the industrial process engineer. Finally, the
volume has archival value since it brings together so many new practical results in
one consistent framework. The result is a stimulating volume in the Advances in
Industrial Control series that will be appreciated and used by industrial process
control engineers, and explored further by postgraduate students and control
experts from the academic controls community.

Glasgow M.J. Grimble
Scotland, UK M.A. Johnson



Preface

Classical control has matured to the point where off-the-shelf control solutions, for
linear time-invariant systems, are easily available from most major control ven-
dors. In the relentless drive for improved regulatory performance due to increas-
ing energy costs, higher quality specifications and competition, advanced tools
for monitoring closed-loop performance are becoming available. Such measures
of closed-loop control performance can now be readily computed in an on-line
manner.

Performance metrics, from routine operating data, give an indication of closed-
loop performance with respect to user-defined benchmarks, such as minimum vari-
ance benchmark, or a historical benchmark of satisfactory performance or a desired
settling time benchmark. Conversely, such benchmarks also provide an indication of
the difficulty of controlling a process. However, the diagnosis of poor performance
is an area with many challenges. Poor closed-system performance may be due to a
variety of reasons, for example, poor controller tuning, improper controller configu-
ration, process operating condition changes, process constraints, actuator problems
such as valve stiction or saturation and so on. The diagnosis of poor performance is
a non-trivial problem.

Access to routine process data is now a norm. The purpose of this book is to
introduce novel tools in the analysis of such data to determine the diagnosis of poor
controller performance. The main material in the book is concerned with the detec-
tion, diagnosis and quantification of process nonlinearities. Process changes such
as saturation constraints, sticky valves and nonlinear operating regimes introduce
nonlinearities in control signals. The very specific focus of this book is on detecting
process nonlinearities and diagnosing and quantification of the source of such non-
linearities. The main tool for the detection of such nonlinearities are higher-order
statistics, in particular third-order cumulants and the bispectrum, as the spectral
counterpart of the third-order moments of the distribution of a signal. Specifically,
this text provides answers to questions such as the following:

e Are the process data well-conditioned for analysis in the first place? Well-
conditioned data are an indispensable part of computing any performance met-
ric. It is futile to compute performance metrics and make diagnosis conclusions
on poorly conditioned data, as the results may lead to erroneous conclusions.
This book dwells on checking the integrity of archived data prior to using such
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data for computing performance metrics. For example, methods for estimating
data compression factors and sensor quantization estimates are considered in this
book.

e How to determine a measure of process nonlinearity from process data? Such a
metric may indeed give a clue to the degree of difficulty in controlling a given
process. If the process is diagnosed to be strongly nonlinear than the suggested
remedial action would be to consider a nonlinear control algorithm.

e How to check if the actuator is performing satisfactorily? Statistics from several
large-scale industrial studies have confirmed that as many as 40% of the control
loops do not perform well because of valve problems. In this respect, an impor-
tant part of this book is focussed on developing a reliable test for the detection of
valve stiction. A significant portion of this monograph is devoted towards data-
based modelling of valve dynamics and the detection and diagnosis of valve or
actuator problems from routine operating data. Many simulation examples and
over a dozen industrial case studies are provided to illustrate the application of
higher-order statistical tools developed in this book.

o Are there plant-wide oscillations and if so how to detect loops with common
oscillations and diagnose the possible source of the oscillations? It is not uncom-
mon, as evident from the three industrial case studies considered here, for many
loops to have common oscillations. Because of the highly integrated nature of
modern plants, oscillations that may arise in one loop due to overly tuned con-
troller gains or a sticky valve or an oscillatory disturbance, can easily propagate
to many other loops downstream as well as upstream due to the presence of re-
cycles. Newly developed tools for the detection and diagnosis of such problems
are presented towards the end of this book.

Most of the results presented here have appeared in the archival literature, albeit
in compact forms, over the last several years. One motivation in preparing this
monograph was to consolidate all these results in a logical and presentable form
in one place. In this respect, the book is likely to be of use for new researchers
as a place to access basic information presented in a tutorial format as space is no
longer a restriction, as it is in technical papers in archived journals and conference
proceedings. However, there are results here that will also appeal to the practising
engineer. Portions of this book can also be used in a graduate-level course in process
control, signal processing and fault detection and isolation. Many of the chapters do
not require knowledge of earlier chapters as prerequisite information and therefore
can be read independently.

The work in this book has been the outcome of several years of research efforts by
the authors with contributions from many other graduate students at the University
of Alberta, Canada, and in the Centre for Process Systems Engineering at University
College London and Imperial College London, UK, as well as collaborative work
with industry. It is a pleasure to thank the many people who have contributed so
generously to the conception and creation of the material in this book. The research
environment at U of A, UCL and Imperial College has been very stimulating and
superbly conducive towards doing collaborative and cross-disciplinary research and
has provided much needed fuel to the efforts that underwent in the work reported
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here. In this respect, we would particularly like to thank Biao Huang and Fraser
Forbes for their ongoing support to our research activity.

Many past as well as current graduate students, research associates and visiting
professors have participated in the work reported here, through engaging discus-
sions at seminars, in the class rooms and the labs. These include Salim Ahmed, Ian
Alleyne, Margret Bauer, Lamia Benabbas, Bhushan Gopaluni, Enayet Halim, Syed
Imtiaz, Mridul Jain, Hailei Jiang, Vinay Kariwala, Weihua Li, Shankar Narasimhan,
Sachin Patwardhan, Hari Raghavan and Arun Tangirala. We are indebted to these
people who in a way or another have shaped the quality and outcome of our re-
search. The spectral envelope ideas reported in Chaps. 17 and 18 is the contribution
owing to the work by Hailei Jiang.

An important driving force in the material presented in this book has been our
collaborative partnership with industry. In this respect, Rohit Patwardhan, David
Shook, Warren Mitchell and Anand Vishnubhotla of Matrikon Inc. have been in-
strumental in providing many challenging data sets and practical insights in the
evaluation of the stiction detection algorithm. The material in Chaps. 9, 16, 17, 18
and 19 is the outcome of our on-going collaborative work with AT Plastics (Ian
Alleyne), Amerene, BP Chemicals (Adrian Meaburn), Celanese Canada Company
Corporation (Enbo Feng (now at Petro-Canada)), Eastman Chemical (Mike Paulo-
nis and John Cox), Mitsubishi Chemical (Hisato Douke and Haruo Takada), Teck
Cominco Limited (Mike Foley), Cascade Boise Pulp and Paper (Chris McNab) and
Suncor Energy (Ramesh Kadali). We are thankful to all of these individuals and
their organizations for cooperating so enthusiastically and providing us an opportu-
nity for industrial applications and evaluation of our research results.

We are also grateful to the Natural Sciences and Engineering Research Council
(NSERC) of Canada, Matrikon Inc., Suncor Energy, iCORE and the Government of
the Province of Alberta for providing us the research funding to carry out the work
reported here. The first author would also like to acknowledge support from the
Canadian International Development Agency (CIDA) in the form of a scholarship
and the Alberta Ingenuity program for an Industrial Fellowship. The support for the
first author from Bangladesh University of Engineering and Technology (BUET) is
also gratefully acknowledged. The third author acknowledges support of a Global
Research Award of the Royal Academy of Engineering, London, UK.

Bangladesh University of Engineering and M. A. A. Shoukat Choudhury
Technology (BUET), Dhaka, Bangladesh

U. of Alberta, Edmonton, Canada Sirish L. Shah

Imperial College London, London, UK Nina F. Thornhill

July 2007
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Chapter 1
Introduction

Data-driven analysis of chemical processes is an area that has developed rapidly
since chart recorders started to be replaced by data loggers and digital computers
in the 1970s. The rapid development is due in part to the significant advances in
computer hardware. An example of the pace of development is that in the last few
years while we have been researching and writing this book, the memory available
in a portable hard drive for PC data backup has increased by a factor of more than
20 while the physical dimensions and power consumption have stayed the same,
and the cost has decreased. Readily available computing power and storage together
with high quality and reliable measurements from process instruments have led to
increasingly sophisticated and informative methods of analysis to convert data into
insights about operations and to provide decision support for process control, oper-
ation and maintenance.

At the same time, the education of students and researchers is expanding and
becoming more interdisciplinary. Time series analysis, statistical analysis and fre-
quency domain concepts are crossing the boundaries from their traditional homes
in electronic, mechanical and aerospace engineering into graduate courses in pro-
cess operation and control. The sophistication of the methods being applied in data-
driven analysis of processes is increasing both in the published academic literature
and in commercial tools.

In this monograph, our goal is to present theory and applications for monitoring
the performance of continuous processes in the chemical industry using process
data. It brings together many results from the past few years in one place and also
illustrates the ideas with a range of industrial case studies in which the methods
have yielded valuable information. We hope to bring these exciting and useful ideas
to the attention of students and researchers who will take them forward into their
academic or industrial workplaces.

This chapter begins in Sect. 1.1 by outlining terminology and basic concepts
that will underpin the ideas presented later. Section 1.2 gives a brief introduction to
control valves and some of their performance issues, and the chapter concludes with
a detailed overview of the ideas presented in the book’s chapters.

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 1
(© Springer-Verlag Berlin Heidelberg 2008
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2 1 Introduction

1.1 Concepts in Data-Driven Analysis of Chemical Processes

Typical measurements in a continuous process comprise the outputs of instruments
for monitoring basic process variables such as flows of liquid and gas, levels of
the contents of tanks, pressures and temperatures and, more rarely, quantities re-
lated to product such as composition and quality. A business motivation for mak-
ing measurements is to monitor throughput and profitability, which usually requires
some compression of the measurements such as hourly or daily averages. A tech-
nical reason for monitoring is that many process variables are controlled by means
of feedback controllers, which require accurate measurements from calibrated in-
struments that are sampled often. In between these extremes lies the area that is
the subject of this book, the use of process measurements to monitor the perfor-
mance of the process and control valves. Figure 1.1 shows the time series of three
process measurements from a continuous stirred tank heater in the research lab-
oratory of the University of Alberta. The three measurements are operating at a
constant set point, but the dynamic features manifested in the deviations from the
operating point are very different. It is the dynamic nature of such measurements
that gives insight into underlying problems with the operation or control of the
process.

With today’s high levels of automation, each process control engineer at an in-
dustrial site may be responsible for plants containing hundreds of control valves,
while maintenance staff are also thinly spread. Traditional diagnostic methods such
as valve travel tests are time-consuming and disruptive to the economics of the pro-
cess so it is beneficial if there is some indication of which valve to test. Without
such an indication, the majority of these disruptive tests will be on valves that are
perfectly healthy. The methods in this book achieve exactly this objective because
they interpret the dynamic features in the measurements from routine operation to
indicate where the causes of faults are likely to be found.
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1.1 Concepts in Data-Driven Analysis of Chemical Processes 3

1.1.1 Linear and Nonlinear Time Series

The measurements from a process instrument are in the form of a time series, a
sequence of data samples ordered in time and normally taken at a regular sampling
interval. If measurements are taken frequently enough, then the time series reflects
the dynamics of the source that generated it, and the current value has a dependence
on past values. For instance, if a temperature instrument in a stirred tank is sampled
often, then it is possible to determine the thermal time constant of the tank because
the time series will capture the first-order response of the temperature in response
to a disturbance.

Many operational problems are due to process or control valve nonlinearities. A
core theme of the book is that these types of problems are detectable via nonlinearity
in the time series of the process measurements. A nonlinear time series is a time
series generated by a dynamic nonlinear source. Put simply, the current value in a
nonlinear time series has a nonlinear dependence on past values. The methods of
bicoherence and surrogate data analysis are sensitive to nonlinearity in a time series
and are effective tools for the detection of sources of nonlinearity in a plant.

This book deals extensively with the analysis of the time series of process mea-
surements using concepts such as:

the statistical distribution of the values of the measurement;

the extent to which the samples are randomly related to each other, or whether
there are time-delayed correlations between samples;

nonlinearity in the time series;

the frequencies represented in the time series.

1.1.2 Statistics and Randomness

A time series generally has a deterministic dynamic component and a random
stochastic component. The values of the samples are characterized by their prob-
ability distribution, while correlations between one sample and another are charac-
terized by the autocovariance function. Both these properties of a times series are
used in later chapters.

The upper panel in Fig. 1.2 shows a random time series consisting of Gaussian
white noise in which each sample is independent and not correlated with any other
sample. The vertical axis is x, the value of the sample, and the horizontal axis is
n, the sample number (i.e. it is a time domain plot for a sampled data sequence).
The lower panel is a plot of the probability density function (PDF). It shows the
frequency of occurrence of each value of x. The horizontal axis is the value of x
and the vertical axis is the probability density function. A continuous line is shown
representing the true distribution together with a bar chart derived from the values
observed in the upper plot.

In the example of Fig. 1.2, the values of the measurements in the time series have
a Gaussian distribution that is completely specified by its second-order statistics,
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time/sample interval

PDF

“3 2 - 0 1 2 3
value of x

Fig. 1.2 The probability density function (PDF) of a Gaussian time series

i.e. the mean value and variance. There are many other PDFs besides Gaussian,
however. For instance, the values in a random time series resulting from of a se-
ries of coin flips has a binary distribution because the result can only be heads or
tails. Figure 1.3 shows the PDFs of the time series in Fig. 1.1 together with a Gaus-
sian PDF that has the same second-order statistics. From a visual inspection, the
level measurement has an approximately Gaussian distribution, while the tempera-
ture measurement is slightly flattened and slightly skewed towards smaller values.
The distribution of the flow measurement has two peaks, a distribution known as
the camel distribution. This distribution arises when a time series has oscillatory
behaviour, because an oscillating signal spends more time at the peaks and valleys
whereas the transition between the peaks and valleys is relatively fast.

The probability distribution of a nonlinear time series is generally not Gaussian
and requires higher-order statistics to describe it fully, a fact which is exploited
throughout this book for nonlinearity detection.

Autocovariance is a property of a time series that reveals time-delayed correla-
tions and is given by the following expression:

m (1) = E (x (k) x (k+ 7))

PDF
—

ﬂ\ L b 17 Krh

value of flow value of level value of temperature

Fig. 1.3 PDFs of the times series shown in Fig. 1.1. The distribution is shown as a histogram and
the solid line is a Gaussian distribution with the same mean and standard deviation
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where E is the expectation operator and x is a mean-centred variable (i.e. E (x) =0).
The expression indicates that the autocovariance my is a function of lag 7 and it
represents a time-delayed correlation. When 7 = 0, the autocovariance is equal to the
variance of x. If there is no correlation, as is the case with white noise, then m; (7) is
zero for T # 0. The autocovariance of an oscillating signal is also oscillatory with the
same period of oscillation as the time series, and this feature is exploited in one of
the oscillation-detection methods presented in Part V of the book. A concept related
to autocovariance is autocorrelation, which applies to time series that have not had
the mean value removed. Figure 1.4 shows the autocovariance functions of the time
series from Fig. 1.1, where the oscillatory nature of the flow measurement can be
clearly seen. The autocovariance at zero lag is equal to 1 in all cases because the time
series were scaled to unit standard deviation before the autocovariance calculation.
The level measurement has an autocovariance that indicates the noise in the level
measurement is white because the autocovariance function is small for lags greater
than zero. The temperature measurement has some time-delayed correlation that is
different at different lags, which indicates that the temperature time series has some
dynamic features.

Autocovariance is a second-order measure and is sufficient to specify fully the
dynamic properties of a minimum-phase linear time series. Nonlinear time series,
though, have more complicated behaviour which is investigated using higher-order
correlations called moments. The third-order moment is:

m3 (71, 7) = E (x(k)x(k+ 7)) x(k+ 12))

Third-order moments and quantities called cumulants that are closely related to the
moments are needed for the analysis of nonlinear time series and therefore have
a prominent role in this book. Parts I and IIT of the book gives an exposition of
higher-order statistics and show how they can be applied to process data.

flow

level

temperature

0 50 100 150 200 250
lag/sample interval

Fig. 1.4 Autocovariance function of the times series shown in Fig. 1.1
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1.1.3 Frequency Content and Spectral Methods

The power spectrum is a transform of a time series that reveals its frequency content.
Its usefulness in detection and diagnosis is that it provides a characterization of
the dynamics of a linear time series because each peak in the spectrum indicates a
frequency that is present in the time series. As an example, Fig. 1.5 shows the power
spectra of the time series from Fig. 1.1. The power in the flow, level and temperature
signals is the same because they are scaled to unit variance before computation of
the power spectra. Therefore the total power, which is represented by the area of
the power spectrum, is the same in each case. Almost all the power of the flow
measurement is concentrated in a peak because the time series contains a narrow
band of frequencies. The spectral power of the level measurement is broadband,
with spectral content spread evenly across the whole frequency range. This time
series has the characteristic of white noise, which has a flat frequency spectrum. The
temperature measurement also has broadband spectral content but it is concentrated
into a series of peaks towards the low frequency end of the spectrum with less power
at high frequency. The ability of power spectra to distinguish between time series
has been used extensively in this book. As is demonstrated in Part V, finding the
measurement points where the measurements have similar spectra can help greatly
in the detection of plant-wide disturbances.

The power spectrum can be determined from the discrete Fourier transform
(X (f)) of the time series x (k):

X (f) =DFT (x(k)) = Nz_‘lx(]o o —J2TkfIN
=0

where N is the number of samples in the time series. The discrete Fourier transform
(DFT) has N frequency channels and is a complex quantity that captures both the
amplitude and phase of the frequency components within the time series. The power

3 f

O i

= v A |

©

>

°

- A O e ey

o ‘

E .

® i | |

[ i I

el

@ ' ‘

s 2 1 o

Fig. 1.5 Power spectra of the 10 10 10 10

times series shown in Fig. 1.1 frequency/sampling frequency



1.1 Concepts in Data-Driven Analysis of Chemical Processes 7

spectrum considers only the amplitudes and is given by P(f) = |X (f )|2, where f
specifies the frequency and P (f) is the spectral power at that frequency.

In this book, we use a normalized frequency axis to describe spectral features.
Rather than presenting the frequencies in Hertz, we scale the frequency axis by the
sampling frequency, f;. The relationship of the spectral features to the time series
then becomes straightforward. For instance, if the power spectrum has a spectral
feature at f / Jfs = 0.1, it means the time series contains a sinusoidal signal whose
frequency is one tenth of the sampling frequency. This can be stated in the time
domain as a sinusoidal feature having ten samples per cycle.

The point f / fs = 0.5 on the normalized frequency axis is the Nyquist sampling
frequency corresponding to a frequency component with two samples per cycle.
There is no additional spectral information above the Nyquist frequency because
of the phenomenon of aliasing, which means that the power spectrum above the
Nyquist frequency is a mirror image of the spectrum below the Nyquist frequency.
The reason for this can be seen in Fig. 1.6. The solid line shows a sine wave sig-
nal sampled at fewer than two samples per cycle, and the dashed line shows that
the same samples also represent a sine wave with a longer period of oscillation and
whose frequency is below the Nyquist frequency. The output from a physical instru-
ment should really be filtered before sampling to remove high-frequency content
that might be aliased in the manner shown in Fig. 1.6, but in process applications this
is rarely necessary because the sampling rates are fast enough by design to capture
process effects.

The power spectrum is related to the autocovariance function by the
Wiener—Khinchin theorem, which states that the power spectrum P ( f) is the Fourier
transform of the autocovariance function:

N—1
P(f) =DFT (my (1)) = ¥, ma (1) e /27T
=0

Fig. 1.6 Demonstration of
aliasing in an inadequately 0 5 10 15 20 25 30
sampled waveform time/s
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This relationship between autocovariance and the power spectrum shows that the
power spectrum is also only a second-order description of a time series, and there-
fore that a generalization is needed for analysis of nonlinear time series. The gener-
alization, which is discussed in detail in Part I of the book, is the bispectrum that is
derived from the DFT of the third-order cumulant, a quantity closely related to the
third-order moment. The bispectrum of a nonlinear time series shows distinctive,
quantifiable features, and these are exploited throughout the book for nonlinearity
detection.

1.2 Nonlinearity in Control Valves

A significant theme of this book is nonlinearity in control valves, and Part IV, the
most substantial section in the book, is devoted to this topic. The control valve is
the actuator for most process control loops and, as the only moving part in the loop,
its function is to implement the control action. If the control valve malfunctions,
the performance of the control loop is likely to deteriorate, no matter how good
the controller is. Commonly encountered control valve problems include nonlinear
responses to the demand signal caused by effects such as stiction, deadband or sat-
uration. Because of these problems, the control loop may be oscillatory, which in
turn may cause oscillations in many process variables causing a range of operational
problems including increased valve wear. Figure 1.7 shows the controlled variable,
controller output and flow through the valve in a feedback loop that contains a valve
with a deadband, where the controlled variable has considerable dynamic deviations
from the set point.
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Fig. 1.7 Deviations in variables in a feedback loop containing a valve with a deadband
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Nonlinearity in control valves is a long-standing and common problem in the
process industry. Characteristic patterns in an input—output plot for a control valve
show a variety of forms depending upon the nature of the nonlinearity. Figure 1.8
shows plots from some real valves of the valve demand signal (input) versus the
valve response (output), in which the plot is a trajectory traced out as time passes.
Some of them are far from ideal. In a feedback control loop, the valve demand is
the signal from the controller that is sent to the valve, while the response is the flow
through the valve. The top left-hand panel shows an ideal linear valve that moves
in an almost linear manner and where the travel on closing is the reverse of path
on opening. The other panels show behaviour that is highly nonlinear including
deadband, where the valve does not move in response to a changing demand, and
stiction where the valve jumps once it starts to move. Valve stiction is one of the
main causes of oscillation in a control loop.

Part IV of this book gives a detailed coverage of the detection and quantifica-
tion of stiction in a control valve, with the constraint that the methods should be
minimally invasive and based largely on measurements from routine operation. The
concepts used include

mathematical analysis and modelling of control valve nonlinearity;
mathematical analysis of the impact of control valve nonlinearity in a feedback
control loop;

detecting nonlinearity in the time series of the controlled variable;

estimation of the extent of the stiction effect from operating data.

Through regular performance monitoring and preventative maintenance of the con-
trol valves in many cases, it is possible to avoid unscheduled shutdown of the plant.
Every unscheduled shut-off or downtime of a plant takes a costly toll on the main-
tenance budget of the plant.
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The last part of this book, Part V, deals with the detection and diagnosis of plant-
wide oscillations. This is not an uncommon problem in modern plants that are highly
heat integrated for efficient energy utilization. Oscillations may originate from one
source and can quickly propagate downstream as well as upstream, for example due
to recycles streams and control loop interactions. The emphasis in these chapters
is on

e Spectral methods for identification of all process variables that are oscillating at
the same frequency;
e Diagnosis of the root cause variables of plant-wide oscillatons.

1.3 The Layout of the Book

This book is divided into five parts. Most of the sections are independent of each
other and can be read in any order according to the reader’s preference, or the sug-
gestions of a course instructor. A summary of each part of the book follows:

1.3.1 Part I Higher-Order Statistics

Part I introduces the topic of Higher-Order Statistics (HOS) and motivates their use
in the detection and diagnosis of process nonlinearities and valve problems. There
are many situations where processes deviate from Gaussianity and linearity, and
these type of processes can conveniently be studied using higher order statistics
to detect and quantify nonlinearities. First- and second-order statistics include the
mean, variance, autocovariance and power spectrum, but analysis of the time series
from nonlinear processes is greatly enhanced by the use of the bispectrum, which
is the frequency domain representation of the third-order cumulant or moment. The
bispectrum and its squared bicoherence function have played a central role in this
book because bicoherence is used to examine the presence of nonlinearities in a time
series or a signal-generating system.

1.3.2 Part Il Data Quality — Compression and Quantization

Part II of the book considers issues of Data Quality. A key requirement of any data-
driven method of process performance analysis is the availability of high fidelity
data that are sampled sufficiently fast to capture process dynamics. A manifestation
of increasing process automation is extensive data logging and process archiving,
and historical data can be an invaluable source of information. But the usefulness of
historical data is degraded if the data are compressed or manipulated by the data his-
torian. This section of the book illustrates the problems of data quality degradation
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and shows that compression induces spurious nonlinearity. It also presents an au-
tomatic method for detecting and quantifying the degree of compression present in
the archived data.

Data quantization, for instance, due to limited resolution in the analogue to digi-
tal conversion stage of the instrumentation electronics also has an adverse effect on
the data. The section also provides an automated procedure to detect and quantify
quantization. If an archived historical data set fails one or the other of the com-
pression and quantization tests, then it is not qualified for analysis by the methods
presented in the subsequent sections of this book because it may give spurious or
misleading results.

1.3.3 Part III Nonlinearity and Control Performance

Part III, which is presented over five chapters, concerns Nonlinearity and Control
Performance. Process nonlinearity poses challenges for process control and can af-
fect the control performance adversely by changing the dynamics of a process at
different operating point and rendering the controller tuning non-optimal. Nonlin-
earities in valves, particularly friction effects such as stiction, may cause oscillations
in process variables that can propagate plant wide.

Chapter 5 discusses metrics of nonlinearity, both model- and data-based, where
the data-based methods can be classified under two main headings. One approach
uses the bicoherence methods that were introduced in Part I, and the other method
considered in this book is nonlinear time series analysis based on surrogate data.
Chapters 6 and 7 demonstrate the formulation and application of nonlinearity tests
based on bicoherence and nonlinear time series analysis. Chapter 6 proposes a total
nonlinearity index (TNLI) to quantify nonlinearities together with other tests based
on HOS, specifically a non-Gaussianity index (NGI) and a Nonlinearity index (NLI).
These indices can be applied to a time series signal and their efficacy is illustrated
with worked examples. Chapter 7 describes an algorithm using surrogate data to de-
termine the presence and severity of nonlinearity in the time trends of measurements
from a process and demonstrates results of its use in two industrial examples having
plant-wide disturbances.

Process and control valve nonlinearities are the subject of Chap. 8. It uses the
TNLI from Chap. 6 to quantify nonlinearity in time series data from examples such
as the level control of a spherical tank and a nonlinear stirred tank reactor. Control
valves with nonlinear opening characteristics are also analysed. The TNLI gives a
precise evaluation of the range of deviations from the operating point where the
process can safely be considered linear. If normal operation of the process involves
excursions larger than the range indicated by TNLI, then it may be necessary to
utilize a nonlinear controller.

Chapter 9 applies the NGI and NLI indices from Chap. 6 to the diagnosis of
poor control-loop performance. These, together with the specific patterns in plots
of process output versus the controller output, have been successfully applied to
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industrial data sets, which are presented in this chapter. In all cases, the results of
the analysis were confirmed by plant engineers at the collaborating companies.

1.3.4 Part 1V Control Valve Stiction — Definition, Modelling,
Detection and Quantification

Part IV gives a substantial and in-depth discussion over eight chapters of Control
Valve Stiction and an analysis of friction in control valves. Stiction is the most
common problem in spring-diaphragm-type valves, which are widely used in the
process industry. Part IV covers physical and empirical modelling, analysis of the
dynamic behaviour of process control loops when stiction is present in the control
valve, as well as methods for detecting and quantifying stiction from closed-loop
operating data.

Chapter 10 describes the structure of a control valve and explains typical com-
mon faults including deadband, hysteresis and backlash. These terms are used in-
consistently in the published literature, and there have also been many attempts to
understand and define and model the stiction phenomenon. Readers are reminded of
the ANSI definitions (from ANSI: ISA-S51.1-1979, Process Instrumentation Ter-
minology) of nonlinearities such as deadband, hysteresis and backlash in an attempt
to bring some discipline to the usage of these terms, but to date there is no ANSI
definition of stiction. Some practical examples of valve stiction from real-world data
are provided to gain insights into the underlying mechanisms. Based on an under-
standing of the mechanism that causes stiction, Chap. 11 makes a proposal of a new
formal definition of stiction in an attempt to fill a much-needed gap.

Chapters 12 and 13 present two models of stiction in control valves. One is
physics-based and the other, which has the same dynamic behaviour, is an empir-
ical data-driven model. The physical model is based on Newton’s second law and
a model of friction forces that captures both Coulomb friction and a static friction
that is greater than the moving friction. This model successfully reproduces closed-
loop limit cycles observed in industrial process control loops. Although the physical
model fulfils the purpose of giving in-depth understanding of the origin of deadband
and stiction effects in a control valve, its practical usefulness is limited because the
physical parameters such as friction forces and spring constant are not generally
known. The data-driven empirical model of Chap. 13 is a means of overcoming this
disadvantage. The focus of this chapter is a two-parameter data-driven model of
valve stiction, which has been validated using the simulation results of the physics-
based stiction model. It successfully duplicates the phenomena seen in control loops
with sticking control valves. The major advantage is that the input and output of this
model are directly related to measured signals in a control loop, so the model can
be easily used to perform simulation in order to develop methodologies for stiction
compensation, oscillation diagnosis and loop interaction diagnosis.

The analytical approach to control valve stiction is continued in Chap. 14, which
studies limit cycles in feedback control loops using the describing function of the
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stiction nonlinearity. The aim is to give insights into when a limit cycle will arise
and when it will not, and the chapter also provides some understanding of how the
magnitude and frequency of the limit cycle are influenced by tuning of the controller.

Chapter 15 meets the challenge of detecting the presence of stiction and quanti-
fying the amount of stiction in a faulty control valve. Invasive methods such as the
valve travel test can detect stiction, but are expensive and tedious to apply to the
hundreds of valves present in a typical plant. The goal is to detect and also quantify
stiction using routine operating data obtained from the process so that the valves in
need of maintenance can be identified, isolated and repaired. Industrial case studies
have demonstrated the wide applicability and practicality of the developed method.
It has been extensively evaluated on simulated as well as industrial data sets and is
now in commercial use.

The final two chapters of Part IV present industrial case studies. Chapter 16
evaluates the stiction detection and quantification algorithm from Chap. 15 on a
variety of control loops obtained from different types of process industries. If stic-
tion is suspected, then process control engineers would normally like to conduct
further confirmatory tests on the suspect valve. An approach that is somewhat less
invasive than valve travel testing is presented and analysed using the theoretical in-
sights that were developed in Chap. 14. If a control loop is oscillating, then the test
confirms whether or not the oscillation is due to stiction in the control valve. The
test is based on observations that changing the controller gain also changes the fre-
quency of the limit cycle oscillations if these have been induced in the control loop
because of valve stiction. The method has been validated by describing function
analysis and a simulation that gave an accurate prediction of the changes observed
in an industrial example.

1.3.5 Part V Plant-wide Oscillations — Detection and Diagnosis

Part V of the book comprises two chapters exploring the impact of process and
control valve nonlinearities in causing plant-wide oscillations. It has been widely
reported that oscillations caused by nonlinear components in a control loop can
propagate through a plant with resulting increases in the variability of the process
variables causing inferior quality product, larger rejection rates, increased energy
consumption and reduced average throughput. Chapter 18 reviews a number of re-
cently developed methods that can detect plant-wide oscillations.

Chapter 19 discusses a systematic procedure for the detection and diagnosis of
plant-wide oscillations and demonstrates its efficacy through several industrial case
studies that have appeared in the published literature over the past few years. Os-
cillation detection methods from Chap. 18 have been used for the detection and
grouping of process measurements having common oscillations, which are then di-
agnosed to find and isolate root causes. In cases where the reason for oscillation is
suspected to be nonlinearity, the nonlinearity measures from Part IIT were applied
to detect the probable candidates for the root cause.
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1.3.6 References

The book concludes with a comprehensive list of references to articles from the
archival literature, books, relevant Standards and useful Internet resources.

1.4 Summary

This introductory chapter has explained the motivation for the use of data-driven
methods for detection and diagnosis of process and control valve nonlinearities.

It first presented fundamental concepts from time series analysis that are the basis
for the methods presented in later chapters, including the notions of nonlinear time
series and higher-order statistical moments. It went on to describe the central role
of control valves in a chemical process and to discuss the disruption to smooth
running of a process that occurs when a control valve fails to respond properly to
the valve demand signal sent by the controller, a situation that is unfortunately all
too common. Deadband and stiction are two serious valve nonlinearities that cause
poor performance of a control valve. The challenge that is going to be addressed
throughout the later chapters is how to detect and quantify control valve problems
from routine operating data so as to minimize disruptions to the process due to
interventionist procedures such as valve travel tests.

The final section of the introduction gave a walk-through of the topics in the
book, which has 19 chapters distributed over five parts. The contents include the-
ory and algorithms together with case studies, which show how the methods have
worked with real data from real processes to provide useful insights leading to real
process improvements.



Chapter 2
Higher-Order Statistics: Preliminaries

This chapter presents a tutorial introduction to higher-order statistics (HOS) and its
relation to conventional second-order statistics (SOS). The first- and second-order
statistics, for example, mean, variance, autocorrelation and power spectrum, are
popular signal-processing tools and are used extensively in data analysis. Such
second-order statistics are sufficient for describing linear and Gaussian processes. In
practice, there are many situations where the processes deviate from Gaussianity and
linearity. These type of processes can conveniently be studied using Higher-Order
Statistics (HOS). There are three main reasons for using HOS: to extract information
due to deviations from Gaussianity, to recover the true phase character of the signals
and to detect and quantify nonlinearities in time series (Nikias and Petropulu, 1993).

2.1 Introduction

A signal is a variable that carries some kind of information that can be conveyed,
displayed or manipulated. Signals can be obtained from numerous sources — for
example, speech, sound, music, images, chemical processes, radar, seismic surveys,
computer simulations and robots. Useful information is often hidden in a signal.
The objective in a signal-processing problem is to process a signal or a finite num-
ber of data samples to extract important information that may be hidden therein
(Smith, 1998; Ifeachor and Jervis, 1993). In most cases, data are available as vari-
ables sampled at regular intervals of time. Digital signal processing continues to
play an important role in the industrial applications of high technology. Digital sig-
nal processing — combined with the ideas and methodologies from various branches
of engineering (computer, chemical, electrical and electronics engineering), statis-
tics, numerical analysis and computer science — has become an indispensable tool
for data analysis and is being used in many industrial processes. A digital signal can
be analysed using either time domain or frequency domain techniques.

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 17
(© Springer-Verlag Berlin Heidelberg 2008
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2.2 Time Domain Analysis

This section covers the background of moment generating function because the mo-
ments play a key role in time domain statistical data analysis. Frequency domain
data analysis has also been developed based on the time domain moments. Cumu-
lants are just another representation of moments. Since the book deals with statisti-
cal data analysis, many of the ideas developed here will be used in the subsequent
chapters of this book.

A time series is a signal usually obtained by sampling a variable in equal intervals
of time. Many statistical measures (e.g. moments, cumulants, autocorrelation, cross-
correlation) have been developed to measure the temporal characteristics of time
series signal. Data for most of the signals are collected as samples at regular intervals
of time. In statistical analysis, it is often assumed that the time series or the signal is
stationary. This assumption holds for subsequent definitions and analyses.

2.2.1 Moments

A random variable is a quantity whose values are random and to which a probability
distribution is assigned. Formally, a random variable is a measurable function from
a sample space to the measurable space of possible values of the variable.

A generating function of a random variable is an expected value of a certain
transformation of the variable. All generating functions have three important prop-
erties:

1. The generating function completely determines the distribution.

2. The generating function of a sum of two independent variables is the product of
the independent generating functions.

3. The moments of the random variable distribution can be obtained from the
derivatives of the generating function.

As the term implies, the moment generating function should be able to generate
all moments. For any random variable x, the moment generating function can be
defined as the expectation of the transformation, e, where ¢ € R, i.e.

My (t) = E[e”] @.1)

Moments can be obtained from the coefficients of the Taylor’s series expansion of
the moment generating function about the origin,

OM,(t 1 92M, (¢
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From the right side of the Eq. (2.2), the first derivative gives the first-order moment:
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The second derivative gives the second-order moment:
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Similarly, the third derivative gives the third-order moment:

m3 = E[x°] 2.5
and so on. Therefore, we can rewrite the moment generating function as

M,(t) = E[e"]
2 3
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The first-order moment is the mean (4 = E(x)) of the data series, x(k), which pro-
vides a measure of the location or the centre of gravity of the probability density
function (PDF) for an ergodic signal. The second-order moment is the variance of
the data series and gives the spread of the PDF, while the third-order moment pro-
vides a measure of the skewness of the distribution and the fourth-order moment
provides a measure of the flatness of the distribution. Alternatively, for any zero-
mean data series, x(k), the 2nd, 3rd, ..., nth order moment of the data series can be
defined as:



20 2 Higher-Order Statistics: Preliminaries

mz(Tl) £ E[x(k)x(k—F T[)]
m3(T1,72) = E[x(k)x(k+71)x(k+ 12)]
mu (71,72, Tu1) 2 E(k)x(k+T)x(k+72) - x(k+ Tp1)] 2.7

The variance, 62, can be obtained from m, (0); skewness from 3 (0,0) and so on.

2.2.2 Cumulants

Cumulants are another set of statistical measures that can be used instead of mo-
ments because of their excellent noise-suppressing properties. The cumulant gener-
ating function is defined as the logarithm of the moment generating function. That
is, for a random variable x, the cumulant generating function is

Ci(t) £ In(My (1)) (2.8)

Just as moments are derived from the Taylor’s series expansion of the moment gen-
erating function, cumulants can be derived from the Taylor’s series expansion of the
cumulant generating function:
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The first-order cumulant is given by:
dC,(t
. = 0G0
ot t=0
_ In[E[e"]
B ot 0
_ 8ln[l+tm1+%m2+§!m3+...]
ot
t=0
1 et Zmt oy 4
- L+ =my+ —=—mz+---
[1+tm1—|—t2—2,m2+f;'m3_|_] 2! 3! o

= m (2.10)



2.2 Time Domain Analysis 21

The second-order cumulant is:
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Similarly, the third-order cumulant is:
3C, (1)
c3 =
A P
= m3 — 3mymy +2m; (2.12)
The fourth-order cumulant
*Cy(1)
Cq4 —
ot t=0
= my — dmzmy — 3m3 + 12mom’ — 6m (2.13)

Note that all of the above cumulants are about the origin. For any other point (7),
the 2nd, 3rd, ..., nth order cumulant of any random data series, x(k), can be rewrit-
ten as:

e2(m) = cumlx(k), x(k+71)]
C3(T1,T2) = cum[x(k),x(k+ Tl),x(k-i-‘[z)]

cn(T1, 72, Tuo1) = cumx(k),x(k+ 11),x(k+ 12), .. ., x(k+ T, 1)]
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where cum represents cumulant. It is important to note that cumulants are closely
related to moments (e.g. ¢y = my — m%) and can be calculated from the knowledge
of moments. The computation of cumulants of order n requires all moments up to
order n.

2.2.3 The Relationship Between Moments and Cumulants

Given a set of n random variables, {x;, x2, ... x, }, the general relationship between
their joint moments and joint cumulants of order n is given by:

cum(xy, X3, ..., Xy = i (=P (p—1)! E{[1x} E{]x} - E{]]x}

p=1 i€s) i€so i€sp
(2.14)
where the summation extends over all partitions (s, s2, ..., sp); p = 1,2, ..., n,
of the set of integers (1, 2, ..., n) (Rosenblatt and Van Ness, 1965). For example,
for the third-order cumulant, the set of integers (1, 2, 3) can be partitioned into
p=1 s1=A1, 2, 3}
p=2 s1={1} 52 =12, 3}
s1={2} s2={1, 3}
s1={3} s2=1{1, 2}
p=3 sp = {1} 52 ={2} s3 = {3}

Therefore, using Eq. (2.14) we can write,

cum[xl, X2, X3} = E{XIXQX3}—E{X1}E{)C2)C3} —E{xz}E{x|x3}---
—E{X3}E{X1XQ}+2E{X1}E{XQ}E{X3} (2.15)

If xo = x3 = x; = x, then

cumlx, x, x| = E{x’} =3 E{x}E{x*} +2{E{x}}®
= m3 —3mymy + Zm? (2.16)
which is the same as the expression for c3 obtained earlier.

Note that the computation of joint cumulant of order r requires the knowledge of
all moments up to order .

2.2.4 Properties of Moments and Cumulants

1. mom[ajx|, axxz, ..., apx,) = (aia2...,a;,) momlxy, xz, ..., x,], and
cumlajxy, axx2, ..., apXp)] = (ajaz... a,) cumlxj, x2,...,x,], where
(al, an, ..., an) are constants and mom represents moment.
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2. Moments and cumulants are symmetric functions in their arguments, e.g. mom

[x1, x2, x3] = mom][x;, x3, x»] = momlx3, xp, x;] and so on.

3. If the random variables (x, x, ..., x,) can be divided into two or more sta-
tistically independent groups, then their nth order cumulant is identically zero,
i.e.cum|xy, x2, ..., x,] = 0, whereas, in general, mom[x;, x2, ..., x,] # O.

4. If the sets of random variables (x1, x2, ..., x,) and (y1, y2, ..., y,) are in-
dependent, then cum[x| + y1, X2 +y2, ..., Xy +yn| = cum[(xy, x2, ..., x,)] +
cumlyi, y2, ..., ya), butin case of moments, mom[x; +yi, x2 +ya,..., X, +ya] #
mom([(x1, x2,...,%,)] +mom[yr, y2,...,Vn).

5. If the set of random variables (xj, x2, ..., X,) is jointly Gaussian, then all in-

formation about their distribution is contained in the moments of order n < 2.
Therefore, all moments of order greater than two have no additional informa-
tion. This leads to the fact that all joint cumulants of order greater than two are
identical to zero for Gaussian random vectors.

The above properties indicate that the cumulants of order greater than two mea-
sure the non-Gaussian nature of a time series. This property will be exploited in
Sect. 6.3 to develop a practical method for identifying non-Gaussian and nonlin-
ear time series in chemical processes.

Properties 4 and 5 demonstrate the ability of the cumulants to suppress noise in
signal processing when the noise is additive Gaussian.

Example 1. Consider the random variables, z; = y; + x;, fori = 1, 2, 3. If the
joint probability density function of (y, y», y3) is non-Gaussian and (x1, xp, x3) is
jointly Gaussian and independent from (y;, y2, y3) and also E{y;} # 0, E{x;} # 0,
then using the fourth and fifth properties of cumulants, we get

cum((z1, 22, z3)] = cum[(y1, y2, ¥3)] (2.17)

since cum[(x, x2, x3)] = 0. In contrast, this is not true for moments. Therefore,
cumulants of order greater than two can be conveniently used for analysing signals
that contain additive white noise.

Example 2. Consider the random variable, y = x + e, where y is a measured signal,
x is the true signal and e is the noise, which is independent of x.

Moments: First-order moment of y,

mi = Ely] = E[x] + E[¢] (2.18)
Second-order moment of y,
my = E[y*] = E[(x+¢)*] = E[x*] + 2E[x] Ele] + E[¢’] (2.19)
Third-order moment of y,
m3 = E{y’}
= E{(x+¢)%}

= E{’} +3E{x*}E{e} + 3E{x}E{*} + E{*}
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= mom|x,x,x] + 3 mom[x,x] mom]e]

+3mom[x] mom|e, e] + mom]e, e, ¢] (2.20)
Cumulants: First-order camulant of y,
cumly] = E{y} = E[x] + E[e] (2.21)

Second-order cumulant of y,

cumly, y] = E[y*] - {E[y]}?
= E[(x+e)’] —{E[] +Ele]}
= E[’] +2E[x] Ele] + E[e*] ~ {E[x]}* — 2E[x] Ele] — {Ee]}?
= E[’] + E[¢*] — {E[x]}* — {E[¢]}?

(2.22)

Third-order cumulant of y,
cum(y, y, y] = E{y’} =3E{y}E{y"} + 2[E{y}]’
= E{(x+e)>} —3E{(x+e)}E{(x+¢)*} +2[E{(x+¢}]?
= E{X’} = 3E{x*}E{x} +2[E{x}]}
+ E{e*} —3E{e*}E{e} +2[E{e}]?
= cumlx, x,x] + cum]e, e, €] (2.23)

If the noise is zero-mean and Gaussian distributed with the following properties:

the first moment of e: E{e} =0
the second moment of e : E{e’} = o7
the third moment of e : E{e’} =0 (2.24)

First-order moment of y,

m) = E[y] = E[x] (2.25)
Second-order moment of y,
my = E[y*] = E[x*] + 62 (2.26)
Third-order moment of y,
m3 = momlx,x,x] + 3 E[x] 67 (2.27)
First-order cumulant of y
cum[y] = E{y} = E[x] (2.28)

Second-order cumulant of y,

cumly, y] = E’] —{ED]}
= E[¥]+ 02 — {E[x]}? (2.29)
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Third-order cumulant of y,
cumly, y, y] = cum|x, x,x] (2.30)

From the above it is clear that cumulants of order greater than 2 are unaffected
by the Gaussian noise, but the same order moments are not.

2.2.5 Moments and Cumulants of Stationary Signals

Ifx(k), k = +£1, £2, ..., is areal stationary random signal and its moments up
to order n exist, then the nth order moment of x is defined as

m(T1, 72, 1) = E[x(k)x(k+11)x(k4+72) - - x(k+ T,1)] (2.31)
where, 7; =0,+1,42,....
Similarly, the nth order cumulant of x is defined as
(11,72, Tuo1) = cumx(k),x(k+11),x(k+ 1), ..., x(k+ T1)] (2.32)

Combining Eqgs. (2.32), (2.31) and (2.14), the following relationships of moment
and cumulant sequences of x(k) can be obtained:
1st order cumulant:

¢y =my = E[x(k)] (2.33)

2nd order cumulant:
ea(1) =ma(1)) —md =my(—11) —m? = c2(—71) (2.34)
3rd order cumulant: combining Egs. (2.32), (2.31) and (2.15)
c3(T1, 1) = m3(11, ) — ma[ma (1) + mo (%) + ma (T — 1)+ 2m3 (2.35)

Similarly, the other higher-order cumulants can be obtained.

2.3 Spectral Analysis

Not all the information content of a signal can necessarily be obtained easily from
time domain analysis of the data. Transforming a signal from time to frequency
domain can expose various characteristics. For example, the periodicity and non-
linearities of the signal can be highlighted by means of such a transformation. It
can also aid in understanding the signal-generating processes. The discrete Fourier
transform (DFT), which plays a key role in modern digital signal processing, is the
primary tool for this type of transformation.
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For a real strictly stationary signal, {x(k)}, k =0,£1,42,... the nth order
cumulant sequence is defined by

Cn(Tl,Tz,...,Tnfl) = cum[x(k), x(k—l—Tl), ceey x(k—|— Tnfl)] (2.36)

Assuming that the cumulant sequence satisfies the condition

oo oo

> Y (4wl lea(tr, T2y Tam1)| <o, fori=1,2,...,n—1

the nth order cumulant spectrum ¢, (f1, f2,...,fu—1) of {x(k)} is defined as the
(n — 1)-dimensional Fourier transform of the nth order cumulant sequence, i.e.

oo =

Cn(fluf%“wfn—l): z 2 Cn(TlaTLn'»Tn—l)

T =—o0 T, |=—c

exp{—j(fitt+ L+ -+ fis1To1)}  (2.37)

where |f;| <m,fori=1,2,...n—land |fi+ fo+ -+ fu| <.
The power spectrum, bispectrum and trispectrum are special cases of the nth
order cumulant spectrum.

2.3.1 Power Spectrum,n = 2

The power spectrum is the frequency domain counterpart of the second-order mo-
ment or cumulant of a signal, and is usually obtained from a zero-mean time series.
For such a time series, say x(k), the second-order moment and the second order
cumulant are identical. The power spectrum can be obtained using either of the fol-
lowing two methods:

1. Indirect method: The power spectrum can be calculated from the DFT of the
second-order moments or cumulants of the time series. This is known as the
indirect method. This method involves the following two steps:

(a) Calculation of the second-order moment using the following equation:
my(1) £ Efx(k)x(k+1)] = ca(7) (2.38)

(b) If my is absolutely summable, i.e. the summation of the absolute values of m;
at all lags is a finite number, then the power spectrum is given by:

N—1
P(f) =DFT[my(7)] = Y, my(v)e /77N (2.39)
=0
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2. Direct method: The power spectrum can also be calculated from the direct
Fourier transformation of the time series. This is known as the direct method.
It also involves two steps:

(a) Taking the DFT of the data series.

1
X(f) =Y x(k)e 2m/N (2.40)
k=0

where j is a complex variable, the square root of —1.
(b) Calculation of the power spectrum as

P(f)=EX(NX (=N =EX(NX(NI=EIX(P] @4
where * denotes a complex conjugate.

The power spectrum can be thought of as a decomposition or spread of the signal en-
ergy over the frequency channels obtained from the fast Fourier transform. From the
expressions used to estimate the power spectrum, it is clear that the power spectrum
is phase blind, i.e. the phase information is ignored. The information obtained from
the power spectrum or autocorrelation sequence, or more generally up to the sec-
ond order statistics are sufficient only for complete description of linear processes.
In order to study the deviations from Gaussianity and the presence of nonlineari-
ties in signal-generating processes, it is necessary to look beyond the second order
statistics (SOS). This brings us to the domain of Higher Order Statistics (HOS). All
statistics of order greater than 2 are called HOS.

2.3.2 Bispectrum,n = 3

The method used for estimating the second-order spectrum or power spectrum can
easily be extended to obtaining frequency domain counterparts of higher-order cu-
mulants. For example, the bispectrum is the frequency domain representation of the
third-order cumulant. It is defined as

B(f1,f2) £ DDFT[c3(11,72)] = E[X(f1)X (/2)X*(f1 + /2)] (2.42)

where DDFT stands for double discrete Fourier transformation.
Similary, the trispectrum (n = 4) is defined as

T(f1,f2,f3)  TDFTes(11, 72, w3)] = EX ()X (L)X (H)X"(fi + fa+ f3)] (243)

where TDFT stands for triple discrete Fourier transformation. These higher-order
spectra are known as polyspectra.
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2.4 Summary

This chapter presented a simplified tutorial introduction of the Higher Order Statis-
tical concepts. The relationship between HOS and classical second-order statistics
(SOS) is also explored. Various properties of HOS have been explained with the help
of illustrative examples wherever applicable. This book involves an extensive use of
the bispectrum. Therefore, for a thorough understanding of bispectrum and bicoher-
ence, the next chapter is devoted towards the description, interpretation, estimation
and statistical properties of these estimators.



Part I
Higher-Order Statistics



Chapter 3
Bispectrum and Bicoherence

The bispectrum is the frequency domain representation of the third-order cumu-
lant or moment. Bicoherence is the normalized representation of the bispectrum.
Processes that deviate from Gaussianity and linearity can conveniently be studied
by using higher order statistics, particularly the bispectrum and bicoherence. This
chapter discusses the definition, estimation methods, estimation issues and proper-
ties of the bispectrum and bicoherence.

3.1 Bispectrum

The bispectrum is defined as

B(f1,/2) = DDFT[c3(t1, )] = E[X (/)X (f2)X* (fi + f2)] (3.1)

where DDFT stands for double discrete Fourier transformation.

Equation (3.1) shows that the bispectrum is a complex quantity having both mag-
nitude and phase. It can be plotted against two independent frequency variables, f
and f>, in a three-dimensional figure. Just as the discrete power spectrum has a point
of symmetry at the folding frequency, the discrete bispectrum also has 12 planes of
symmetries in the (f], f>) plane. For details, readers are referred to Rosenblatt and
Van Ness, 1965; Nikias and Raghuveer, 1987; Kim and Powers, 1979; Nikias and
Petropulu, 1993. Examination of the bispectrum in only one region gives sufficient
information. The other regions of the (f}, f2) plane are redundant. The triangular re-
gion OAB in Fig. 3.1 shows the non-redundant principal domain of the bispectrum.
The non-redundant region is sometimes divided into two parts: the inner triangular
(IT) and the outer triangular (OT) regions (regions OAC and ABC, respectively in
Fig. 3.1).

Throughout this book frequencies are normalized such that sampling frequency,
fs = 1. Therefore, the Nyquist frequency is fy = 0.5. Each point in the bispectrum
plot represents the bispectral content of the signal at the bifrequency, (fi, f2). In
fact, the bispectrum B(fi, f2) at point (fi, f>) measures the interaction between

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 29
(© Springer-Verlag Berlin Heidelberg 2008
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Fig. 3.1 Principal domain of £,/2
the bispectrum
B (f,/3, £,/3
£,/3 ( 113, 15/3)
f,/4, £,/4
C (f,/4, £,/4) oT
IT
(0] A
(0,0) f,/4 £,/2

the signal components at frequencies f; and f>. This interaction can be related to
nonlinearities present in the signal-generating systems (Fackrell, 1996) and therein
lies the core of its usefulness in the detection and diagnosis of nonlinearities.

3.1.1 Estimation of the Bispectrum

In practice, the higher-order spectra of a signal have to be estimated from a finite
set of measurements. The underlying methods for polyspectra estimation are simply
extensions of the well-established power spectrum estimation methods. Essentially,
there are two broad non-parametric approaches: (1) the indirect method, based on
estimating the cumulant functions and then taking the Fourier transform; and (2)
the direct method, based on a segment averaging approach. The details of these two
approaches are discussed below:

1. Indirect method: In this method, the data series are divided into K segments and
the third-order cumulants are estimated for each of the segments. The average
of the third-order cumulants are taken over the K segments. The bispectrum is
then obtained by taking the Fourier transformation of the average third-order
cumulants together with the appropriate data window function. The steps are as
follows:

(a) The data series x(k), k = 0,1,....,N — 1, is divided into K segments, i =
0,1,...,K — 1 each of length M. These segments can overlap, so K > N/M.
Let the ith segment of x(k) be x;(k), k=0,1,....M — 1.

(b) The mean y; of the ith segment is calculated and subtracted from each sample
in the segment.

1 M—1
W=7 kgo xi(k) 3.2)
x,(k) = x;(k) — i (3.3)

(c) An estimate of the third-order cumulants for each data segment can be ob-
tained as:
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1 52 ! ! !
c3,i(m,n) = m z x;(k)x;(k +m)x;(k+n) (3.4)
k:SI
where,
s1 = max(0,—m,—n)
so=min(M—1,M—1—m,M—1—n).

(d) The averaging of ¢ ;(m,n) over all segments gives:

1 K
&3(m,n) = 2 X c3i(m,n) 3.5)
i=1
(e) Then the bispectrum can be estimated as

L L
B(fi.f)= 3 3 &(mn)wim,n) el-imhtnf)} (3.6)

m=—Ln=—L

where L < M — 1 and w(m,n) is a two-dimensional window function. Window
functions should possess the same symmetry properties as the third-order cu-
mulants. Detailed descriptions of some window functions are available in the
literature (Nikias and Petropulu, 1993; Nikias and Raghuveer, 1987; Mendel,
1991).

2. Direct method: The direct method of bispectrum estimation is an extension
of the Welch periodogram averaging technique for spectral estimation (Welch,
1967; Fackrell, 1996). The method is depicted schematically in Fig. 3.2 and con-
sists of the following steps:

x(k)

A

Get a segment
of data of length M

A
Subtract the mean

A 4

Window

Perform DFT

Raw B(f,.f2)

Fig. 3.2 Information flow
diagram for the direct method

. . R Average B(f,.f;
of bispectrum estimation ge B(f,.f2)
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(a) The data series x(k), k = 0,1,....,N — 1, is divided into K segments, i =
0,1,...,K—1each of length M. These segments can overlap, so that K > N /M.
Let the ith segment of x(k) be x;(k), k=0,1,....M — 1.

(b) The mean y; of the ith segment is calculated and subtracted from each sample
in the segment.

LS

ui=— > xi(k (3.7
M =

(k) = xi (k) — (3.8)

(c) The zero-mean-centred segment of the data x; is then multiplied by a suitable
data window w(k), which provides some control over the spectral leakage.
This window function may be a boxcar, Hamming, Hanning or any other win-
dow used in ordinary spectral estimation.

x; (k) = w(k)x; (k) (3.9)

(d) For each segment, the DFT, X;(f), is computed as:
mM=1 _
Xi(f) =Y, x; (k)e /2™ (3.10)
k=0

where f is the discrete frequency. From this DFT, the raw spectral estimates
of P(f) and the bispectral estimates of B;(f1, f>) can be found.

B(f) =X(1)X;/(f) (3.11)
Bi(f1.f2) = X(f)X( L)X (fi + f2) (3.12)

(e) Then the raw estimates from all K segments can be averaged to give the fol-
lowing estimates

R 1 K1,
P(f) =% 2 B(f) (3.13)
=0
R 1 K=,
Bfi.h) =% > Bi(fi.f2) (3.14)
=0

3.1.2 Properties of Estimators and Asymptotic Behaviour

The statistical properties of the indirect and direct methods of higher-order spectral
estimation have been studied extensively (Rosenblatt and Van Ness, 1965; Brillinger
and Rosenblatt, 1967a,b; Rao and Gabr, 1984; Nikias and Petropulu, 1993; Riggs,
1999). Assume that P(f) and B(f}, f2) are the true power spectrum and bispectrum,
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respectively, of a stationary zero-mean signal, x(k). Let B(fi, f>) be the estimate of
B(f1, f>) using either the indirect method or the direct method and a single realiza-
tion of the signal, x(k) of length N. How to work with mathematical expectation (E)
operator in the case of a single realization of a signal is explained in Eq. (3.27). It
has been shown mathematically (Nikias and Mendel, 1993; Kim and Powers, 1979)
that for sufficiently large segment size, M, and total length, N, both the direct and
indirect methods provide approximately unbiased estimates, namely:

E{B(fi,f2)} =B(f1, /) (3.15)
with asymptotic variances
var {R [B(f1,f2)]} = var {3 [B(f1, )]} = %Gz(fl,fz) (3.16)
where
vL? o
WP(fI)P(fZ)P(fl + f») (indirect)
o’ (fi,fo) = . (3.17)
%P(fl)P(fZ)P(fl + f») (direct)

where K is the number of segments, M is the number of samples per segment, V
is the total energy of the window used for bispectrum estimation (for a rectangular
window V is unity) and L is defined in Step 5 of the indirect method. Because we
do not use any frequency domain smoothing, in our case Ny is same as M. From the
above equations, it is apparent that if a rectangular window is used and if L = N,
both methods provide approximately the same estimates.

Brillinger and Rosenblatt (1967a) showed that when M and N are large, the error
of the bicoherence estimation is approximately complex Gaussian with zero mean
and unity variance:

B(fi,f2) —B(fi, /)
G2(flaf2)

where N, denotes a complex normal distribution, i.e. both real and imaginary
parts are normally distributed. Another important conclusion that follows from the
asymptotic results developed by (Brillinger and Rosenblatt, 1967a,b) is that these
statistics can be treated as independent random variables over the grid of princi-
pal domain if the grid width is larger than or equal to the bispectrum bandwidth;
ie. E(fq,fp) and B(f,, f;) are independent for g # r or p # s if |for1— fyl = Do or
| frs1 — fr| = Do, where

~N.(0,1) (3.18)

% (indirect)
Ny = (3.19)
Nio (direct)
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3.1.3 Bicoherence or Normalized Bispectrum

As shown in Eq. (3.17), the bispectral estimates are asymptotically unbiased and the
variance of the estimator depends on the second-order spectral properties (Hinich,
1982). That is,

var (B(f1, £2)) e P(f1)P(£)P (fi + f>) (3.20)

Since the estimate depends directly on signal energies in the bifrequency, the vari-
ance of the estimate will be higher at a bifrequency where the energy is high and
lower where the energy is low. This causes a serious problem in the estimation. This
unsatisfactory property can be resolved in several ways. One way is to prewhiten the
signal prior to bispectral analysis (Collis et al., 1998). However, an easier solution
is to normalize the bispectrum to get a new measure whose variance is independent
of the signal energy. Hinich (1982) has suggested normalization of the bispectrum
using the following expression called the skewness function:

|E[B(f1,f2)”2
[P(fOIE[P()]E[P(f1+ f2)]

S(fi.f2) = 5 (3.21)

where s2(f,f>) is known as the skewness function. The major drawback of this
normalization is that the magnitudes of this function are not bounded. The only rea-
son for dividing the bispectrum with power spectrum is to remove the undesirable
variance properties of the estimator. This method of normalization has been exten-
sively used by Hinich (1982) for statistical tests of Gaussianity and linearity of a
signal. The higher-order spectral analysis (HOSA) Toolbox in MATLAB® (Swami
et al., 1993) has also adopted this normalization. This normalized bispectrum is de-
fined as bicoherence in this toolbox. However, it would be more appropriate to call
it ‘skewness function’.
The bicoherence is better defined by the following equation:

B(f1.)
(IX(fO)X ()] EIX(fi + 1)

where bic is the bicoherence function. Kim and Powers (1979) have shown that the
variance of the bicoherence estimator roughly satisfies the following expression:

bic*(fi,f>) & 5 (3.22)

var [bicz( 1, fz)} ~ % (1= bic*(f1, 2)] (3.23)

where M is defined as the number of segments used in the estimation. Note that it is a
consistent estimator in the sense that the variance approaches zero as M approaches
infinity.

A useful feature of the bicoherence function is that it is bounded between 0 and 1.
This can be demonstrated using the Cauchy—Schwartz inequality, which may be
expressed as,
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Elz1, 22 < EllaPJE (122 ] (3.24)
Choosing z; = X(f1)X(f2) and zo = X (f1 + f2), it can be shown that

0<bic*<1 (3.25)

There are also other normalization methods. Fackrell (1996) gives further details.
However, these are not widely used because their properties have not been exten-
sively studied.

3.1.3.1 Estimation of the Squared Bicoherence

To estimate the squared bicoherence from a finite set of measurements, the method
of bispectrum estimation can be followed directly. This work has used the direct
method throughout, so only the direct method of estimation of bicoherence is dis-
cussed here.

1. Using the first four steps of the direct method of bispectrum estimation, obtain
the estimates of B(f) = X;(f)X;(f) and B;(f1, f>) for each segment of the data.
2. Equation (6.2) can be rewritten as

a ‘E[X(fl)x(fZ)X*(fl+f2)”2
E[IX(f)X () PIE[X (i + f2)]?]

Now, the expectation operator can be replaced with a summation operator over
the number of data segments in the following way:

bicz(fl 7f2)

(3.26)

2

1
I S X)X L)X (i + 1)

b (fi, f) = - (3.27)

1
Mﬂ@ Xi(f)X: () MZﬁ-‘il Xi(fi + f)

The squared bicoherence can be estimated using the above equation.

3.1.4 Properties of Bispectrum and Bicoherence

1. The theoretical bispectrum of a Gaussian signal is zero.
The moment generating function for a Gaussian signal x() is given by (Stuart
and Ord, 1987):

M,(t) = exp [,ut + ;azzz} (3.28)
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Therefore, the cumulant generating function for x is
I 50
C(t) =InM, (1) = ur + 50‘ t (3.29)
Now, Eq. (2.9) can be rewritten as

1 1 1
Colt) = cit + —cot®> + 3,c3z3+...+—'crt’+... (3.30)
! r!

2! 3!
comparing Egs. (3.29) and (3.30), we obtain

cr=u
Ccy) = Gz
=0, r>2 (3.31)

Thus we see that for any Gaussian signal, the cumulants at the zeroth lag of
order greater than 2 (e.g. ¢3(0,0), ¢4(0,0,0) and higher) are identically zero.
This result can be easily generalized to other non-zero lags cumulants. As for
any autocovariance sequence, ¢2(0) > ¢»(1), 7 # 0, the same is true for other
cumulants of higher order. For example, ¢2(0,0) > ¢»(71, %), 71 = T # 0. If
¢2(0,0) =0, then ¢(11,T2), for any 7; or T, unequal to zero (T = Tp # 0) must
be equal to zero.

The bispectrum is the frequency domain counterpart of the third-order cumu-
lants. Because third-order cumulants for a Gaussian signal are identically zero,
the bispectrum will also be zero for a Gaussian signal.

2. The theoretical bicoherence of a Gaussian signal is identically zero.
This follows directly from the Property 1. Because the bicoherence or the skew-
ness function is a scaled bispectrum, a zero bispectrum leads to a zero bicoher-
ence or skewness.

3. The theoretical bispectrum of a non-Gaussian signal is blind to the additive
Gaussian noise.
It is shown in Sect. 2.2.4 that the third-order cumulant of a non-Gaussian signal is
independent of the additive Gaussian noise. This property follows directly from
that result.

4. The theoretical bicoherence of a signal is not blind to Gaussian noise.
Because the bicoherence or skewness function is scaled with the power of the sig-
nal, which is not independent of noise, the bicoherence is affected by the additive
Gaussian noise.

5. If a signal is filtered by a linear filter, then the magnitude of the bicoherence is
unchanged.
Consider a signal, x(n), filtered with a linear causal time-invariant filter, A(k), to
obtain the signal, y(n). This can be represented by the following equation:

o

y(n) =Y h(k)x(n—k) (3.32)

k=0
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In the frequency domain, this can be rewritten as

Y(f) =H()X(f) (3.33)

Now, substituting this in the defining equation of bicoherence (Eq. (6.2)), we
obtain

EY ()Y (R (i + )P
E(Y ()Y (5P| E IV (i + 1P
E[H(f)X(f)H (L)X (R)H (i + L)X (i + A
E[|H(OX(RHRXL)P] E |IHA+ )X (A + )P
‘E [H(f)H()H (fi +f2)\2]
CE[HGDHB)P H i+ 5]
EX ()X (R)X*(A+ AP
E[XUX(RP] E [IX (i + 12)P]
EXGAX(EX (h+ AP
E[IX(X ()P E [IX(fi+ 1)

bic*(f1, o) &

( (3.34)

)

Note that the above expression only holds when H(f) > 0, Vf. Otherwise, 0/0
may occur in the calculation of the above quantity. This is equivalent to the re-
quirement that the linear filter should not have any zeros on the unit circle (Fack-
rell, 1996).

This property enables us to use bicoherence to detect the linearity of a signal-
generating process.

6. The theoretical bicoherence of a harmonic signal that can be decomposed into

a sum of sinusoids shows peaks if the signal possesses the property of quadratic
phase coupling (QPC).
A signal is said to have QPC if the signal phases, for example, ¢;, ¢, and ¢3 at
frequencies fi, f> and f3 = f1 + f», respectively, have the relation ¢; + ¢» = ¢3.
This is an indication of a nonlinear signal-generating mechanism. A system that
possesses a quadratic type nonlinearity, for example a square function, can yield
a QPC signal. This will be illustrated with an example in the following section
and also in Sect. 6.5.

3.2 Bispectrum or Bicoherence Estimation Issues

The main estimation parameters that need to be chosen for bispectral analysis are the
same parameters as required for second-order spectral analysis. Examples include
the choice of window function, data length, data segment length, length of Fourier
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transform, and overlapping or non-overlapping windows (Fackrell, 1996). In this
section, some of these issues will be addressed and discussed using the following
illustrative example.

Illustrative Example. This example consists of the following signal.

y(t) = sin(2r fit + ¢1) + sin(2 fat + ¢2) + sin(27 f3t + ¢3) + sin(27w fat + ¢4) +n(t)
(3.35)

where the values of f1, f», f3 and f; are 0.12, 0.18. 0.30 and 0.42, respectively; the
values of @1, ¢, ¢3 and ¢4 are %, {5, T and %” respectively; n(f) is a zero-mean
white noise signal with variance 0.2, and ¢ is the time from 1 to 4096 s. The signal
y(t) is a quadratic phase-coupled signal because its frequencies have the relations
fi+ f» = f3 and fi; + f3 = fa, and its phases have the relations ¢; + ¢, = ¢3 and
@1 + 03 = ¢a. Therefore, these two phase couplings at bifrequencies (0.12 , 0.18)
and (0.12 , 0.30) appear in the bicoherence plot as two peaks at those frequencies
as shown in Fig. 3.3.

3.2.1 Choice of Window Function

In spectral analysis, the use of a window function is very common. The main reason
for using a window is to solve the problem of spectral leakage that occurs between
neighbouring frequency channels of a peak. Spectral leakage is the term used to de-
scribe the loss of power at a given frequency to other frequency bins in the DFT.
Spectral leakage can be visualized from the spread of the frequency components
(see Fig. 7.5). Each frequency component of a signal should contribute only to one
single frequency of the Fourier transform called a FFT bin, but spectral leakage
causes the energy to be spread to the neighbouring frequencies. The window func-
tion controls the spreading. The contribution from any real frequency component to
a given FFT bin is weighted by the amplitude of the window function’s frequency
spectrum centred at the FFT bin.

Theories and issues related to the use of various types of windows in bispec-
tral estimation have been addressed in Fackrell (1996), Nikias and Petropulu (1993)
and Chandaran and Elgar (1991). The performances of three window functions have
been compared in Fackrell (1996) and it has been shown that the Hamming window
was the most successful among them to best resolve the peak. The Hanning window
stands next to the Hamming window in terms of peak resolution. The box-car win-
dow function is the worst for resolving the peaks. Figure 3.3 shows the bicoherence
plot for the time series of Eq. (6.6). The figure shows that the box-car function is
the worst among the three windows in resolving peaks. This is because the kernel
of the rectangular window has approximately two times wider sidelobes than that of
the Hamming or Hanning window (Smith, 1998; Ifeachor and Jervis, 1993). A care-
ful observation shows that the peaks in Figure 3.3c are better resolved than those in
Figure 3.3b.
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Fig. 3.3 These plots show
bicoherence for the QPC
example. The horizontal axes
are both frequency axes and
the vertical axis represents
the bicoherence. Two phase
couplings at bifrequencies
(0.12, 0.18) and (0.12, 0.30)
appear in the bicoherence
plot as two peaks at those
frequencies

squared bicoherence

squared bicoherence

squared bicoherence

(c) Bicoherence using Hamming window
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3.2.2 Choice of Data Length, Segment Length and Fourier
Transform Length

It is well known that bispectral estimates generally have higher variance than power
spectral estimates for a given data length. The data length that is sufficient for a
reliable power spectrum estimation may not be sufficient for a good bispectral esti-
mation. Elgar and Guza (1988) reported empirical results for mean and variance
of bicoherence estimates. Hinich (1982) suggested that if no frequency domain
smoothing is used, the data should be segmented in a way such that the number
of segments of data should be at least as large as the DFT size, i.e. K > M. How-
ever, this may not be achievable and therefore it may be impractical to implement
bicoherence in real-life applications. The bottom line is that the number of data seg-
ments used in the bicoherence should be sufficient to have asymptotically unbiased
and consistent estimation as well as to keep a good frequency resolution. Jamsek
et al. (2003) reported that for a real signal with a finite number of data points, the
compromise between the frequency resolution and statistical asymptotic properties
may be expected at around K = 30. The authors also have had similar experience.

In practical bispectral analysis, the length of data required depends on signal-
to-noise ratio. Fackrell (1996) presented a useful result for the dependency of theo-
retical bicoherence of a quadratically coupled sinusoids on the and DFT length. He
stated the following: If the effects of leakage are ignored, then the peak bicoherence
b*(f1, f>) corresponds to the coupled components at frequencies fi, f>, and fi + f»
of a quadratically coupled sinusoids consisting of three equal-amplitude coupled
harmonics in variable levels of additive white Gaussian noise with a signal-to-noise
ratio of SNR is given by:

. 1
bic*(f1.f2) = (3.36)
14 glo—SNR/IO + 210—25NR/10
M M?
where, SNR is defined as
s o;
SNR = 10 logm? (3.37)

n

Equation (3.36) indicates how the bicoherence peak changes with SNR and seg-
ment length, M. If the SNR is very high, then the second and third terms in the de-
nominator will be very close to zero and the bicoherence will be close to unity. As
the SNR decreases, the bicoherence value also decreases. This can be presented in a
three-dimensional plot as shown in Fig. 3.4. The size of the peak of the squared bi-
coherence is dependent on M because, as the DFT size increases, a better frequency
resolution is obtained. Therefore, it is desirable to have the DFT size as large as
possible. However, this requirement conflicts with the requirement of having a large
number of data segments, K, to obtain reliable estimates. It also increases the com-
putational load. The DFT length is usually chosen to be the same as each segment
length. In order to increase the number of data segments for a better estimate, a
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Fig. 3.4 The effect of signal-to-noise ratio and DFT length on bispectral estimation for a quadrat-
ically coupled harmonic signal. Larger DFT length and higher SNR provide better estimates

certain amount of overlapping of data segments (e.g. 50% or less) can be allowed
for data sets having short lengths.

3.3 Summary

This chapter has discussed the definition, interpretation, estimation procedures and
statistical properties of bispectrum and bicoherence. Because the bispectrum and
the squared bicoherence function have played a central role in this book, these have
been introduced with a greater degree of detail in this chapter. As shown in the
illustrative example in Sect. 3.2, bicoherence can be used to examine the presence
of nonlinearities in a time series or a signal-generating system. In the data-driven
approach of detecting nonlinearities, bispectrum and bicoherence are found to be
useful. A more detailed discussion is presented in Chap. 6.
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Chapter 4

Impact of Data Compression and Quantization
on Data-Driven Process Analyses

Modern chemical plants are extensively instrumented and automated. One
manifestation of increasing automation and accessibility is easy availability of pro-
cess information on the desktop. Information access is typically available as a
result of extensive data logging and process archiving. Historical data are an in-
valuable source of information, but in chemical industrial practice, data are often
compressed using various techniques, e.g. box car, backward slope, swinging door,
PLOT, wavelet transform, etc. before storing them in a historian. Compression de-
grades data quality and induces nonlinearity. This chapter focusses on the problems
of data quality degradation and nonlinearity induction due to compression of the
process data. It also presents an automatic method for detecting and quantifying the
degree of compression present in the archived data. Finally, the problem of quan-
tization in the process data is discussed, and an automatic procedure to detect and
quantify quantization is presented.

4.1 Introduction

Motivations for data compression discussed in Thornhill et al. (2004) included re-
duction of the costs of storage of historical data and reduction of cost of transmission
of process data through a telecommunications link. The same paper discussed the
hidden costs of data compression, in particular that the data often become unsuit-
able for their intended purposes. Desired end uses of the data surveyed by Kennedy
(1993) include:

Calculation of daily statistics such as daily means and daily standard deviations;
Averaging for data reconciliation and mass balancing;

Archiving of data trends for subsequent high fidelity reconstruction;

Data smoothing by removal of high-frequency noise;

Feature extraction and recovery of events.

Once the data have been compressed, however, they lose information and the recon-
structed trends are deficient in various ways compared to the originals. Figure 4.1
shows an example of a data set that has been reconstructed after compression in a
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Fig. 4.1 An industrial data set with compression in some tags. Time trends are mean-centred and
normalized

data historian. The straight line segments that are characteristic of industrial data
compression can be seen in many of the time trends. The original uncompressed
data were lost forever when they were compressed and archived, and it is now not
possible to determine what features have been lost.

This chapter first describes methods in common use for data compression and
shows some examples of the adverse impact of data compression on data-driven
plant performance analysis. It also outlines the compression detection algorithm
that was first presented in Thornhill et al. (2004) and gives a recommendation about
how much compression can be tolerated. Application of the algorithm during the
data-preprocessing phase of a plant audit means less time wasted in the evaluation
of unsuitable data.

Quantization may also have an impact on the quality of process data. Quantiza-
tion is often observed in the outputs of process instruments even though 10 bit A/D
conversion provides 1024 quantization levels because a measurement controlled to
a steady value is likely to sample just a few of the available quantizer levels. The ef-
fects of quantization can be enough to give misleading results in a data-driven anal-
ysis. An algorithm for the detection of data quantization is discussed in Sect. 4.9.
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4.2 Data Compression Methods

Compression using piecewise linear trending is widely used in industrial data
historians because it can be applied in real time to spot data. For instance, AspenTech
described an adaptive method based upon the box-car/backward-slope method
(Aspentech, 2001), while OSI state that their PI data historian uses a type of swing-
ing door compression algorithm (OSI Software Inc., 2002).

4.2.1 Overview of Data Compression

Comparative reviews of various compression methods include Mah et al. (1995),
who compared piecewise linear trending methods and introduced a new method
called PLOT, and Watson et al. (1998) who also looked at methods utilizing wavelet
and Fourier transforms.

A direct method makes the archiving decision in real time, concurrently with
the capture of data from the process. Various types of algorithms are used for data
compression in process industries. Examples include box car (BC), backward slope
(BS), combined box car and backward slope (BCBS), and Swinging door (sdoor).
These algorithms (Hale and Sellars, 1981; Bristol, 1990) use heuristic rules to de-
cide whether to archive a spot value. Those rules are tuned to achieve the capture
of exceptions and linear trends. They reconstruct a data trend as a series of linear
segments connecting the archived spot values of the data. Brief descriptions of these
algorithms are given below.

4.2.2 Box-Car (BC) Algorithm

In this algorithm, the current data point is compared to the past recorded data point.
If the two values differ by more than or equal to the recording limit or the compres-
sion deviation set for this variable, the point immediately prior to the current data
point is archived. The details of the algorithm are shown in Fig. 4.2. This method is
helpful only for steady processes. If there is a ramp-type change (e.g. the level of a
tank as it is being filled, or the process shifts frequently from one operating point to
another), then this method does not provide a high level of data compression.

4.2.3 Backward-Slope (BS) Algorithm

As the name suggests, the recording limit or the compression deviation bound-
ary lines run parallel to the projected slope calculated from the last two recorded
data points. If the current data point falls outside the deviation limit boundaries, the
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Fig. 4.2 Box-car algorithm for data compression (from Hale and Sellars (1981))

prior point is recorded. Figure 4.3 demonstrates the method. In case of a very noisy
variable, the backward-slope algorithm neither produces good results nor gives a
high data compression, because the slope is not a meaningful measure in such a
case. Therefore, both methods were combined to give the combined box-car and
backward-slope (BCBS) method.
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Fig. 4.3 Backward-slope compression algorithm (Hale and Sellars (1981))
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4.2.4 Combined Box-Car and Backward-Slope (BCBS) Method

In this algorithm, the previous two methods are applied simultaneously. When the
present data point fails to meet the criteria of both box-car and backward-slope
method, the point prior to the present value is stored. See Fig. 4.4 for the detailed
algorithm.

4.2.5 Swinging Door Compression Algorithm

The details of this method are shown in Fig. 4.5. In Fig. 4.5, point ‘a’ is obtained
from the last recorded point, ‘c’, plus the compression deviation, while point ‘b’
appears from the deduction of compression deviation from point ‘c’. Points ‘a’ and
‘b’ are called pivot points. As new spot values arrive, lines are drawn from the pivot
points to form a triangular envelope that includes all the spot values since ‘c’. The
sides of the triangle are the ‘doors’. For instance, in Fig. 4.5, all points up to point
‘d’ can be enveloped in a triangle. However, the next point, ‘e’ cannot be included
in a triangle because, as shown by the dotted line, the upper and lower doors have
opened wider than parallel. This signifies that a new trend has started at point ‘d’.
Point ‘d’ is archived and the procedure is repeated from this point.

4.2.6 The Compression Factor

After compression, the time trends are reconstructed from the archived spot values
by linear interpolation between archived points at the original sampling instants.
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Fig. 4.4 Combined Box-car and backward-slope data compression algorithm (from Hale and
Sellars (1981))
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The compression factor (CF) is defined as the ratio between the storage requirement
of the original data set and that of the archived data. If the original data set had
1,000 observations and 1,000 time tags, a direct method with CF = 10 would yield
100 observations, 100 time tags and 99 linear segments. The compression factor is
not specified explicitly in the piecewise linear methods of compression. Instead, the
parameter that has to be set is the deviation threshold or recording limit deviation in
engineering units. This means that users have no direct control over the compression
factor.

4.3 Measures of Data Quality

This chapter will now examine the impact of data compression on industrial process
data. First, some measures of data quality are introduced. These include statistical
quantities such as mean and variance and the Harris index for control loop perfor-
mance assessment in the formulation proposed in Desborough and Harris (1992).
The nonlinearity index of Chap. 6 is also used as a measure of data quality.

4.3.1 Statistical Measures

As discussed in Thornhill et al. (2004), archived process data may be used for
steady-state assessments such as monitoring of plant production rates, data recon-
ciliation and mass balancing. Other uses include variability assessments as process
variability is known to have an impact on profit (Martin et al., 1991; Shunta, 1995).

The following measures are introduced to enable the assessment of the effects of
compression:
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1. The percentage difference between the mean values (PDM) scaled by the stan-
dard deviation of the original data:

mean (y) —mean ()

PDM = 100
Oy

2. The ratios between the variance of the reconstructed data (Gyg) and the variance
of the original data (0'3) (RVC), and between o'y2 and the variance of the recon-
struction error O'Z, where ¢; = y; — J; (RVE). The measures are:

RVC=o0;/o; and RVE=o0;/0;

4.3.2 Nonlinearity Measures

Nonlinearity measures can be used as a diagnostic tool for troubleshooting of
hardware faults that may be present in the control loops (Choudhury et al., 2004b;
Choudhury et al., 2002) and to make decisions about the type of model needed in
inferential sensing (Barnard et al., 2001). Therefore, it is useful to determine how
the use of reconstructed data would influence nonlinearity assessment.

The nonlinearity test applied here uses the bicoherence measure to assess nonlin-
earity. The non-Gaussianity index (NGI) and nonlinearity index (NLI) developed in
Chap. 6 will be used to investigate compression-induced nonlinearity in the recon-
structed process data.

4.3.3 Performance Index (Harris) Measures

Desborough and Harris (1992) developed a performance index based on minimum
variance benchmark of control loop performance. Significant industrial implemen-
tations of this index have been reported (Fedenczuk et al., 1999; Paulonis and Cox,
2003; Desborough and Miller, 2002). It is known that the use of data compression
influences the Harris index (Thornhill et al., 1999). Consequently, an issue for prac-
titioners is to know whether compressed archived data can be used for the purposes
of a minimum variance benchmark calculation.

The Harris indices for the three data sets were calculated using the method de-
scribed by Desborough and Harris (1992) with an estimated time delay of five sam-
ples. The index is determined from the residuals between the measured controller
error denoted by y and a b-step ahead prediction, .

r(i) = y(i) = 3(0) (4.1)
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The model for § employed 30 autoregressive terms (i.e. m = 30) as discussed in
Thornhill et al., (1999), and in this case, the prediction horizon was b = 5 as the
time delay was estimated to be five sample intervals.

$(i+b) =a,+ary(i) +ay(i—1)+----- +any(i—m+1) (4.2)
The minimum variance benchmark is:

2
O 423)

1— )
mse(s?)

where 67 is the variance of the residuals r and mse(y?) the mean square value of the
controller error. An index of 0 represents the minimum variance control, while an
index of 1 represents poor control (in which y ~ y and r is negligible). In the latter
case, the controller is failing to deal with predictable components such as steady
offsets or a predictable oscillatory disturbance.

The reconstructed data are more predictable and thus have a worse (larger) Harris
Index than the original because compression removes noise and produces piecewise
linear segments that have high local predictability. Thus, there is a danger that un-
necessary maintenance effort may be spent on the repair of control loops wrongly
identified as performing poorly.

4.4 Process Data for Compression Comparison

4.4.1 Industrial Example 1

Industrial example 1 was originally presented in Thornhill et al. (2004), and the main
results are outlined here. Three contrasting time series variables were chosen for the
evaluation of the impact of compression, courtesy of BP. They are uncompressed
liquid flow trends from continuous processes operating at steady state. Each data set
comprised nearly 3h of 10-s samples representing deviations of flow in a process
stream from the mean value. Figure 4.6 shows portions of the time trends while the
dotted lines in Fig. 4.7 show their power spectra. A detailed description of the data is
available in Thornhill et al. (2004). The main results found in Thornhill et al. (2004)
are summarized below.

4.4.1.1 Visual Observations

Data set 1 shows a persistent oscillation characterized by an average of about 22
samples per cycle. The challenge for high fidelity compression and reconstruction
is to retain the spectral peak in the frequency domain and the oscillatory features in
the time domain. Swinging door compression did not follow all the oscillations in
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Fig. 4.6 Time trends of original data (open circles for data set 1, squares for data set 2, and dia-
monds for data set 3) and reconstructed data with compression factor 10 (lines)
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Fig. 4.7 Power spectrum of the original data and reconstructed data with compression factor 10,
original spectra (dotted line) and spectra of reconstructed signals (solid line)
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data set 1 because, with CF = 10, the average duration of each linear segment was
longer than half of the oscillation period. The reconstructed data had errors at low
frequency and a non-zero spectral error at f = 0. Therefore, the signal reconstructed
after compression had a different mean value than the original.

Data set 2 has a tendency to stay at a constant value for a given time and then
to move rapidly to a new level. These data are from a control loop that has a limit
cycle caused by a sticking valve. The signal is predictable for long periods, and
its spectrum shows very low-frequency features because the period of oscillation is
long while a series of harmonics highlights the non-sinusoidal nature of the wave-
form. High fidelity compression was possible with data set 2 because the data set
was predictable in nature.

Data set 3 has little predictability and has spectral features at all frequencies.
This signal is dominated by random noise and is from a well-tuned loop operating
close to minimum variance. The reconstructed data for this loop lost much of the
randomness.

4.4.1.2 Statistical Properties

In Thornhill et al. (2004), it was concluded that data compression provides mis-
leading information about basic statistical properties of data. Compression alters
both the mean and variance. The changes in means are only a small percentage
of the standard deviation. However, the purpose of data reconciliation is often to
find small shifts in the mean value that may be indicative of problems such as
leaks. The shift in the mean due to data compression may therefore be wrongly
interpreted as evidence of a leak. The decisions used in statistical process con-
trol (Wetherill and Brown, 1991) may also be erroneous if the warning and alarm
limits have been based upon a statistical distribution determined from compressed
archived data.

4.4.1.3 Nonlinearity

The use of compressed archived data to assess nonlinearity, for instance, in an audit
of control valves, may be misleading. Time may be wasted in inspection and testing
of valves that are in fact operating normally.

4.4.1.4 Control Performance Index

In the case of data sets 1 and 3, it was concluded that compression increases the pre-

dictability of the signal and thus affects the Harris index. Data set 2 was inherently
predictable (see Sect. 4.4.1.1). The Harris index for data set 2 therefore indicated
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poor performance even in the uncompressed case and did not change as much on
compression as for the other two data sets.

4.4.2 Industrial Example 2

The purpose of choosing this example is to study the effect of compression in fast
and slow control loop data from the dynamics point of view. Also, the results of this
example will validate some of the results of Example 1. In this data set, data from
three different types of control loops were chosen, courtesy of Saudi ARAMCO.
They are uncompressed flow, temperature and pressure trends from continuous pro-
cesses operating at steady state. Each data tag comprised nearly 4 h of 15 s samples
representing deviations of flow in a process stream from the mean value. Figure 4.8
shows portions of the time trends, while the dotted lines in Fig. 4.9 show their power
spectra.

Flow loop data show a good control loop operating close to the minimum vari-
ance benchmark and have little predictability. They have spectral features at all fre-
quencies. Temperature loop data have some irregular oscillations. The oscillations
are not always present. Pressure loop data have low-frequency predictable features.
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Fig. 4.8 Time trends of original data (open circles for flow loop data, squares for temperature
loop data, and diamonds for pressure loop data) and reconstructed data with compression factor 10
(lines)
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Fig. 4.9 Power spectrum of the original data and reconstructed data with compression factor 10,
original spectra (dotted line) and spectra of reconstructed signals (solid line)

4.5 Results and Discussions for Industrial Example 2

4.5.1 Visual Observations

The panels in Fig. 4.8 show close-up portions of the original data (as points) and
reconstructions (solid line) with a compression factor of 10 for data sets 1-3. Each
data set had 1024 samples. Features to note are:

e In the reconstructed flow loop data set, much of the randomness of the signal was
lost.

e Oscillatory portion of the temperature trend was reconstructed well but the other
portion was not.

e High fidelity compression was possible with pressure loop data because it con-
tains mainly low-frequency components.

Figure 4.9 shows reconstruction in the frequency domain. The power spectra of
the original signal are shown as dotted lines, while the spectra of the reconstructed
signals with CF = 10 are shown as solid lines. When the two are not identical, a
reconstruction error exists.

e There are errors in the low- and high-frequency spectral features in the recon-
structed flow loop data.
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e Flow- and temperature loop data have reconstruction errors at low frequency
and a non-zero spectral error at f = 0. Therefore, the signal reconstructed after
compression had a mean value that differed from the original (see the first panel
of Fig. 4.10).

e The pressure loop data was reconstructed well.

4.5.2 Statistical Properties

Figure 4.10 shows the behavior of the mean value and variance measures as a func-
tion of compression factor. Similar results were observed in Example 1.

e The mean of the signal reconstructed from the archives differs from the mean of
the original. However, the deviation is negligible up to a compression factor (CF)
of 3.

e The variances of the reconstructed data are smaller than the variance of the orig-
inal signal. Ideally, the value of RVC should be 1.

e The variance measures at a given compression factor do not sum to 1.
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Fig. 4.10 Statistical measures as a function of CF for flow- (circles), temperature- (squares) and
pressure loop data (diamonds)
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4.5.3 Nonlinearity Assessment

The first and second rows of Fig. 4.11 depict results from nonlinearity assessment
of the three data sets. Compression induces non-Gaussianity and nonlinearity in
signals when compressed by a factor of more than 3 because uncompressed flow
and pressure signals were originally Gaussian and linear. Non-Gaussianity indices
increases monotonically for all three data sets, while the nonlinearity indices do not
show any specific pattern — indicating the alteration of nonlinear structure of the
signal with compression.

4.5.4 Performance (Harris) Index

The third row of Fig. 4.11 depicts the Harris index results. Again, the index increases
with compression for all data sets.

In the case of flow- and pressure loop data, it is concluded that compression
increases the predictability of signals and thus affects the Harris index. The tem-
perature loop shows poor performance even in the uncompressed case and did not
change as much on compression as for the other two data sets.
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Fig. 4.11 Non-Gaussianity Index (NGI), Nonlinearity Index (NLI) and Harris Performance Index
(PI) as a function of compression factor for flow- (circles), temperature- (squares) and pressure
loop data (diamonds)
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4.6 Summary of Data Quality Measures

From the results and discussion of the industrial examples, the following remarks
can be made for real-world industrial applications.

Data compression changes the statistical properties of data.

Averaging, data reconciliation and mass-balancing applications should calculate
the required quantities directly from the original data because data archived with
swinging door compression have a different mean value after reconstruction. This
could have serious implications, for example, if the reconstructed data represent
oil flow from an off-shore facility being monitored for taxation purposes.

e High fidelity reconstruction requires that the statistical properties of the recon-
structed signal be similar to those of the original. Minimum variance and non-
linearity assessment are two procedures that require high fidelity data. Swinging
door compression alters these measures significantly.

e Data smoothing, feature extraction and reconstruction of events require that the
events and features of interest be retained during compression.

e The control performance measure should be calculated from uncompressed data.
It may provide erroneous results if calculated from highly compressed data.

e The nonlinearity index should be estimated from uncompressed data.

Therefore, a recommendation from Thornhill et al. (2004) was:

Data having CF < 3 may be used with caution for data-driven process analyses.

The new results from the industrial data set 2 presented in this chapter also support
this recommendation.

It is noted, however, that certain types of process trends may allow higher com-
pression factors because their intended use is to record constant values such as set
points, targets and high and low limits.

4.7 Automated Detection of Compression

4.7.1 Motivation

As shown in an earlier section, compression induces changes to many of the quan-
tities commonly used in data-driven process analyses. If archived data are to be
used for an automated analysis, it is first necessary to test for the presence of com-
pression. If the number of spot values in the compressed archive and the original
sampling rate are known, then the compression factor may be determined by cal-
culating the ratio between the expected number of observations and the number of
archived observations. However, such information is not always available, and it
may be necessary to estimate the compression factor from the reconstructed data
only. An automated method for the detection of piecewise linear compression that
was originally presented in Thornhill et al. (2004) is outlined in this section.
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4.7.2 Compression Detection Procedure

Compression detection exploits the fact that the reconstructed data set is piecewise
linear, and its second derivative is therefore zero everywhere apart from at the places
where the linear segments join. The presence of the characteristic linear segments
can be detected by counting the zero-valued second differences A (A¥) calculated
from:

i1 =90 /b= i =Fi1)/h Dy — 29+ Fis
h N h? ’

where ¥ is the reconstructed signal and /4 the sampling interval. The index i ranges
from 2 to N — 1, where N is the number of samples. Suppose the original data set had
N values and after compression there are m archived spot values and m — 1 linear
segments. If the reconstructed data are differenced twice, there willbe n = N —m
second differences whose values are zero. Therefore, the compression factor can be
determined from:

A (A)A’)i =

N
Cloy = E’

where m = N — n. For example, with ten data points compressed to four archived
values and three linear segments, there are 10 — 4 = 6 differences whose values are
zZero.

Figure 4.12 shows results for data sets 1, 2 and 3 in Example 1 while Fig. 4.13
compares the estimated compression factor with actual compression factor for
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Fig. 4.12 Results from the compression estimation algorithm for data sets 1-3: data set 1 (circles),
data set 2 (squares) and data set 3 (diamonds)
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Fig. 4.13 Results from the compression estimation algorithm: flow loop (circles), temperature loop
(squares) and pressure loop (diamonds)

Example 2. Results for both examples show that the compression factor derived
from counting the zero second differences gives a good estimate of the true
compression factor.

4.7.3 Implementation Considerations

Enhancements are needed to the basic algorithm for industrial implementation for
the following reasons:

e The sampling interval of the reconstructed signal may be larger than the original;
e.g. the compression algorithm may have used 10 s samples but the reconstruction
may use 1 min samples.

e The effects of finite precision arithmetic mean that some computed second dif-
ferences may not be exactly zero.

Suggestions for handling these cases were discussed in detail in Thornhill et al.
(2004).

The effects of finite precision arithmetic can be explained with the help of the
flow loop of industrial Example 2. The second derivative of the reconstructed com-
pressed flow trend with a compression factor of 10 resembles the plot shown in
the left panel of Fig. 4.14. The distribution of the second derivative (right panel of
Fig. 4.14) shows that all the zero second derivatives fall in the central bin, whose
centre is at zero. Therefore, the size of the central bin provides a good estimate of the
number of zero second derivatives. The challenge in this approach is to choose the
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Fig. 4.14 Left panel shows the second derivative of the flow trend, Right panel shows the distribu-
tion of the second derivative

correct number of bins for the histogram. In order to solve this problem, an investi-
gation on how the central bin size varies with the number of bins (Fig. 4.15) reveals
that the size of the central bin does not change much beyond a certain number of
bins. This was observed for many other compressed data. Thus, the number of bins
can be chosen to be greater than the number after the elbow joint in Fig. 4.15. For
an automatic compression detection algorithm, the number of bins for the histogram
calculation can be fixed anywhere between 300 and 400 for a data set whose length
is larger than 1,000 samples.
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Fig. 4.15 The variation of central bin size with number of bins
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4.8 A Recommendation for Harmless Storing of Data

Ideally, data should not be compressed. If compression is absolutely necessary, they
should not be compressed more than a factor of 3. In order to ensure this, an al-
gorithm such as one explained in Fig. 4.16 can be implemented in a data historian
before storing the data. From the experience of the authors, if compression is an ab-
solute necessity, then it is recommended that wavelet compression—reconstruction
method be used because wavelet transform performs superbly in data reconstruction
compared to any other method (Imtiaz et al., 2007).

4.9 Quantization

Modern control systems work with the help of computers and digitization. Because
computers cannot read analogue signals, all analogue signals must be converted to
digital signals. For digitization, two steps are required: sampling and quantization.
Sampling is only the first phase in acquiring data into a computer. Computational
processing further requires that the samples be quantized — analogue values are con-
verted into digital form. In short, one needs to perform analogue-to-digital (A/D)
conversion. The number of bits in the A/D converter determines the precision of the
digitized data. Old A/D converters have fewer number of bits, i.e. low resolution.
Those may introduce a significant amount of quantization errors. Significant quan-
tization errors produce oscillations (Horch, 2000) in process variables. Sometimes
the quantization errors are too large to use the data for any practical analysis. A
method of estimating quantization in process data is now outlined.

Figure 4.17 shows an example of heavily quantized process data. The quantized
data usually resembles a staircases and quantization is easy to detect through vi-
sualization of the data. However, to check quantization in hundreds of variables
in the data- preprocessing stage, an automatic method of detecting quantization is
required. We define a quantization factor as:

Sy Qlevel
oF £ Z2, (4.4)
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Fig. 4.17 An example of a heavily quantized process variable

where Q.. 1S the quantization level present in the data and can be obtained from the
minimum value of the non-zero first difference of the data, ¢ is the standard devia-
tion and QF is the quantization factor. For data that have no quantization problems,
the magnitude of QF should be close to zero. In contrast, for a heavily quantized
data set, the magnitude of QF will be closer to 1.

Figure 4.18 depicts an industrial example of heavily quantized data. This data
set represents vibration monitoring data of a large pump. The right side of Fig.
4.18 shows the estimated quantization factor for each data tag. Clearly, tags 3, 6,
9, 12 and 13 are heavily quantized. The example shown in Fig. 4.17 represents tag
3 of this industrial data set, for which the estimated quantization factor was 1. For
most plants that implement modern control systems, quantization is not a problem
because they use high resolution A/D converters. However, many plants still use
old control systems and sensors, where quantization remains a problem. This auto-
matic quantization-detection algorithm can be used in the data-preprocessing stage
to check for quantization and may serve as a useful diagnostic tool to decide which
variables are not worth further analysis.
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Fig. 4.18 An industrial data set where some variables were heavily quantized

4.10 Summary

The chapter has discussed the impact of compression and quantization on the quality
of process data stored in a historical data archive. Examples using real industrial
data from continuous processes showed that piecewise linear compression alters
key statistical features of the data set such as the mean and standard deviation. Other
data-driven analyses were also influenced.

A strong recommendation from this chapter is that operating companies should
avoid using data compression when archiving process data, and that archived data
are useless for many types of analysis if the compression factor is greater than 3. The
algorithm from Thornhill et al. (2004) for the automated detection of compression
was reviewed and its effectiveness demonstrated with industrial data sets. It seems
essential to run such an algorithm before embarking on any data-driven analysis
using archived data. If an archived measurement fails the compression test, it is not
qualified for many data-driven analyses and may give spurious or misleading results.

The chapter also considered the influence of quantization. Quantization is often
observed in the outputs of process instruments even with a high-resolution analogue
to digital converter because a measurement controlled to a steady value may only
sample a few of the available quantizer levels. A method for detection of quantiza-
tion was presented and demonstrated.
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Chapter 5
Measures of Nonlinearity — A Review

Nonlinearity plays a significant role in the closed loop performance of a process. If
a process is highly nonlinear, a linear controller may not perform well. The presence
of nonlinearities in a process can affect its control performance adversely. Because
of the nonlinear nature of a process (e.g. in the case of pH control), changes in
operating conditions may render the current controller tuning as non-optimal. Non-
linearities in valves, e.g. stiction, may cause oscillations in process variables. Such
oscillations from one control loop can easily propagate to different units of the plant,
thus resulting in plant-wide oscillations. The detection and quantification of process
nonlinearity can help decide whether to implement a nonlinear controller or not. It
is also useful in diagnosing the root-cause of plant-wide oscillations. The degree
of nonlinearity of a process depends on the operating region of the process and the
input excitation signals to the process. It is important to be able to measure the
degree of nonlinearity of a process under various input excitation signals or oper-
ating conditions. This chapter briefly discusses various measures of the degree of
nonlinearity.

5.1 Definition of Nonlinear Systems

Nonlinear systems are of interest to researchers because most physical systems
in nature are nonlinear. However, nonlinearity is not defined as a rigorous prop-
erty, rather it has been defined by a contradiction. If a system does not follow the
‘linearity theorem’, it is termed as nonlinear. There is a formal definition of linear
systems, and the systems that do not follow this definition are referred as nonlinear
systems. Mathematically, a system or function f(x) is linear if it has the following
two properties:

1. Additivity: f(x+y) = f(x) + f(y)
2. Homogeneity: f(ox) = a f(x), where a is any constant.

A linear system should satisfy both properties. These two properties in combination
are known as the principle of superposition. Any system that does not follow the
principle of superposition is called a nonlinear system. A simple example of a non-

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 69
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linear system or function is a quadratic or square function. Neither of the above rules
are satisfied by a square function. A nonlinear system may exhibit properties such
as chaos, bifurcation, limit cycles and multiple isolated equilibrium points. For a
sinusoidal input to a nonlinear system, the output may contain many harmonics and
subharmonics with various amplitudes and phases. On the other hand, the output of
a linear system to a sinusoidal input will have the same frequency with or without a
phase lag or a lead.

5.2 Nonlinearity in Process Time Trends

A linear time series has a linear dynamic model such as the Box—Jenkins model
with constant coefficients driven by Gaussian white noise. A nonlinear time series
is generated by a nonlinear process, for instance, a nonlinear feedback function:

x(n)=¢ (x(n—1),x(n—=2),.....u(n—1)) +w(n)
y(n) = hix(n)) +v(n)
u(n) = g(y(n)),

where ¢ (x(n—1),x(n—2),....,u(n— 1)) represents linear dynamics, x(n) is an in-
ternal state, y(n) is a measurement from the process, 2(x(n)) is a measurement func-
tion that may be linear or nonlinear, g(x(n)) is a nonlinear feedback function and
w(n) and v(n) are process and measurement noise, respectively. An example of a
nonlinear feedback function is the on—off control of a directly injected steam-heated
tank in which the steam valve switches on when the temperature drops to a low limit
and switches off when the temperature reaches a high limit. The nonlinear charac-
teristic g in that case is a relay with deadband. The temperature does not remain
constant in such a system, rather it cycles in periodic pattern. Control loops having
valves with nonlinear friction characteristics and/or nonlinear instrumentation faults
can lead to similar behaviour and are described by the same model structure.

The waveform of a limit cycle is periodic but non-sinusoidal and therefore has
harmonics. A distinctive characteristic of a nonlinear time series is the presence
of phase coupling that creates coherence between frequency bands. The presence
of harmonics and phase coupling are therefore indicators of the presence of a
nonlinearity.

5.3 Various Measures of Nonlinearity

In recent years, several studies have been undertaken to test the nonlinearity of a
system or to obtain a measure of the nonlinearity of a process. There are two broad
approaches to measure the nonlinearity of a process. One is based on the input—
output relationship or the model of the system, and another is based on the output
time series of the process.
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5.3.1 Model-Based Measures of Nonlinearity

Model-based approaches require a process model for the quantification of nonlin-
earity. The subject of this book is data-driven approaches, but the main model-based
approaches are reviewed here for completeness.

5.3.1.1 Nonlinearity Measures Based on Best Linear Approximation

Helbig et al. (2000) proposed a definition of a nonlinearity measure based on the
best linear approximation of a nonlinear input—output system. The nonlinearity of a
dynamic system is defined as the normalized largest difference between the nonlin-
ear process and a best linear approximation of the process. It provides a nonlinearity
index whose magnitude varies between 0 and 1. However, this method is computa-
tionally expensive and requires a fairly accurate model of the process and solution of
a complex min—max—min optimization problem. The success of the method depends
on the fidelity of the approximation of the nonlinear process by a linear process.

5.3.1.2 Curvature-Based Nonlinearity Measures

Guay (1996) introduced a nonlinearity measure based on the evaluation of the in-
duced local curvature of the process response assuming a process can be represented
by a twice-differentiable process map. Guay has used this method to quantify both
steady-state and dynamic nonlinearity of chemical processes and demonstrated the
potential of the method using simulation example of a bioreactor.

5.3.2 Time Series-Based Measures of Nonlinearity

The time series approach requires only the output time series of a process to assess
nonlinearity. It does not require identification of the process model.

5.3.2.1 Bicoherence-Based Nonlinearity Measures

Bispectrum and bicoherence metrics have been used to detect the presence of non-
linearity in process data (Emara-Shabaik et al., 1996; Choudhury et al., 2004b).
Two indices for testing the ‘non-Gaussianity’ and ‘nonlinearity’ of a time series
have been defined in Choudhury et al., (2004b, 2006a) and also in Chap. 6 of this
book. Zang and Howell (2007) have investigated the types of limit cycles that are
amendable to bispectrum analysis.

As discussed in Chaps. 2 and 3, bispectrum is the frequency domain counterpart
of the third-order moments and is defined as
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B(f1,/2) £ EX(f)X(L)X (fi+ f2)]. (5.1)

where, X (f) is the Fourier transformation of the data series x(¢). Equation (5.1)
shows that it is a complex quantity having both magnitude and phase. It can be plot-
ted against two independent frequency variables, fi and f> in a three-dimensional
plot. Each point in the plot represents the bispectral energy content of the signal
at the bifrequency, (f1, f2). In fact, the bispectrum, B(f1, f2), at point (f1, f>) mea-
sures the nonlinear interaction between signal components at frequencies f; and
f> (Nikias and Petropulu, 1993). This interaction can be related to the nonlineari-
ties present in the signal-generating systems. These properties are exploited in the
detection and diagnosis of nonlinearities.

The bispectrum is normalized in the following way to give a measure called
bicoherence whose magnitude is bounded between 0 and 1:

EB(fi,/2)]°
E[X(X(B)P] E [IX(fi+ £2)P]

bic*(f1,f2) £ : (5.2)

where ‘bic’ is known as the ‘bicoherence’ function.
A stationary time series, x(k), is called linear or can be treated as the output of a
linear system, if it can be represented by

M—1

x(k) =Y h(n)e(k—n) (5.3)

n=0

where e(k) is a sequence of independent identically distributed random variables
with E[e(k)] =0, 62 = E[e?(k)] and u3 = E[e?(k)].
It can be shown that for a linear time series

=3 (5.4)

bic*(f1,/2)

Equation (5.4) shows that for any linear signal, x, the squared bicoherence will be
independent of the bifrequencies, i.e. a constant in the bifrequency plane. If the
squared bicoherence is zero, the signal x is Gaussian because the skewness or 3
is also zero in such a case. For a nonlinear signal, the bicoherence will not be zero
or a non-zero constant. In other words, for a nonlinear time series, the bicoherence
will no longer be frequency independent. A detailed discussion on the bicoherence-
based nonlinearity measures is provided in Chap. 6.

5.3.2.2 Surrogate Data-Based Nonlinearity Measure
A distinctive characteristic of a nonlinear time series is the presence of phase cou-

pling that creates coherence between different frequency bands in the spectrum.
In the case of a limit cycle, the phase structure is what gives the waveforms its
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distinctive non-sinusoidal waveform. The purpose of surrogate data methods is to
create synthetic data sets called surrogate time series having some of the same prop-
erties as the time series under test, for instance the same power spectrum, but with
the phase coupling removed by randomization. A key property of the test time se-
ries is then compared to that of its surrogates, and nonlinearity is diagnosed if the
property is significantly different in the test time series (Theiler et al., 1992; Kantz
and Schreiber, 1997).

A basic surrogate time series with the same power spectrum as the test time series
is created by the procedure outlined in the following pseudo-code, which is for the
case when the test time series has an even number of samples, N. The quantity ¢,
k=1,.., (N/Z — 1), is a random phase in the range 0-27 while FFT and IFFT are
the forward and inverse discrete Fourier transforms.

z = FFT (test time series)

zli] i=1
) zli]e/% i=2,..,N/2
Zsurr = Z[l] l:N/2+1
[

surrogate data = IFFT (Zgu)

The assignment of values to zy, in the above expression takes account of the zero
and Nyquist frequencies in frequency channels 1 and N / 2+ 1, and assigns a com-
plex conjugate phase to the mirror-imaged aliased frequency components above the
Nyquist sampling frequency. The TISEAN project (Hegger et al., 1999; Hegger
et al., 2000) and the text book of Kantz and Schreiber (1997) present detailed meth-
ods and codes for the generation of surrogate data and for testing of time series for
evidence of nonlinearity.

In the area of process modelling, Aldrich and Barkhuizen (2003) detected nonlin-
earity in process data by comparing the singular values of a data matrix comprising
time-shifted vectors of the test data against those from surrogate data, while Barnard
et al. (2001) and Theron and Aldrich (2004) explored system identification using
surrogate methods to detect when the data are the outputs of a nonlinear process,
as well as to validate the models. In this monograph, the use of surrogate data to
determine nonlinear root causes of plant-wide disturbances is discussed in greater
detail in Chaps. 7 and 19, based on the exposition of Thornhill (2005a).

5.3.2.3 Harmonic Analysis

Early studies used the presence of prominent harmonics as an indicator of non-
linearity on the grounds that the waveform in a limit cycle is periodic but gener-
ally is non-sinusoidal and therefore has harmonics. The presence of harmonics in a
time series has been used successfully for the diagnosis of SISO control-loop faults
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(Paulonis and Cox, 2003; Ruel and Gerry, 1998; Thornhill and Higglund, 1997).
Finding harmonics requires signal processing to isolate the spectral frequencies of
interest and further inspection to confirm that the frequencies are integer multiples
of a fundamental.

It is not always true, however, that the time trend with the largest harmonic
content is the root cause because the action of a control loop may split the har-
monics of an incoming disturbance between the manipulated variable and the con-
trolled variable. Figure 5.1 shows an example whose root cause is a tightly tuned
pressure control loop that is limit cycling due to saturation, as can be seen in
the manipulated variable PC.MV. The spectra of PC.PV and PC.MV comprises
a fundamental oscillation and a second harmonic. These pressure variations dis-
turbed a downstream-level control loop. The manipulated variable for the level
control loop (LC.MV) contains both the fundamental oscillation and a second
harmonic while the controlled variable (LC.PV) has a strong second harmonic
with little sign of the fundamental oscillation. These spectra show that the level
controller is diverting the fundamental component of the oscillating disturbance
away from the controlled variable. Harmonic analysis would (wrongly) suggest
the controlled variable in the level loop LC.PV as the root cause because of its
strong second harmonic. Non-linearity assessment, by contrast, correctly identi-
fies the time trends PC.PV and PC.MV to be the most nonlinear element (Matsuo
et al., 2004). Further examples are discussed and analysed in (Zang and Howell,
2005).
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Fig. 5.1 An illustration of a false result from harmonic analysis. Harmonic analysis wrongly
suggests LC.PV as the root cause because of its strong second harmonic. Nonlinearity assess-
ment correctly points to PC.MV from an upstream pressure controller as the root cause of the
nonlinearity
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5.3.2.4 Methods from Nonlinear Time Series Analysis

Several other measures of nonlinearity have been proposed and compared in the
nonlinear time series literature. For example, Schreiber and Schmitz (1997) com-
pared the discrimination power of five different nonlinear measures such as two dif-
ferent correlation dimensions, nonlinear predictive error, third-order cumulant and
time reversibility.

Correlation dimension and maximal Lyapunov exponent have also been exam-
ined for the diagnosis of nonlinearity in chemical processes by Zang and Howell
(2004). These are promising because their numerical values are often different for
the primary disturbance compared to secondary propagated disturbances. The same
authors (Zang and Howell, 2005) compared these and several other nonlinearity
assessment methods finding that most of the approaches gave the correct diagnoses
in an industrial example.

5.4 Summary

This chapter has discussed various measures or metrics of nonlinearity. There are
two broad approaches to measure nonlinearity — model based and data based.
Model-based techniques are useful in the area of control relevant nonlinearity under
various input excitation signals while the data-based methods find applications in
detecting and diagnosing the root causes for poor control performance. Data-based
methods were classified in the chapter under two main headings: those using bico-
herence methods and those using methods from nonlinear time series analysis. The
following chapters demonstrate the formulation and application of nonlinearity tests
based on the bicoherence method and the nonlinear time series analysis method.



Chapter 6

Linear or Nonlinear? A Bicoherence-Based
Measure of Nonlinearity

This chapter discusses bicoherence-based measures of nonlinearity and non-
Gaussianity. First, an improved method for estimating bicoherence with fewer num-
ber of spurious peaks is presented. Then, two indices — non-Gaussianity index (NGI)
and nonlinearity index (NLI) — are developed to test signals or time series data
for the possible presence of non-Gaussianity and nonlinearity. Finally a new index
called the total nonlinearity index (TNLI) is defined to quantify nonlinearities. The
efficacy of the proposed indices is demonstrated using illustrative examples.

6.1 Introduction

Classical signal-processing tools utilize only the first- and second-order moments,
i.e. the mean, variance, covariance and correlation. Such tools are mainly useful for
analysing signals from linear processes. The distribution of signals from nonlinear
processes is often skewed and non-Gaussian. This necessitates the use of higher-
order statistical tools. The third- and fourth-order moments and their frequency do-
main counterparts (bispectrum and trispectrum) are found to be useful in analysing
nonlinearities in communication signals and mechanical machine-condition moni-
toring (Nikias and Petropulu, 1993; Collis et al., 1998). These higher-order statisti-
cal techniques have also been used to detect and diagnose nonlinearities in control
valves used in the process industries (Choudhury et al., 2004b; Choudhury, 2004).

In the estimation of the bicoherence, many spurious peaks arise due to the
occurrence of small magnitudes in the denominator used to normalize the bispec-
trum. Collis et al. (1998) suggested an addition of a small constant to the denom-
inator to remove these spurious peaks. However, the use of a fixed or stationary
constant does not produce reliable results. Here we describe a method to choose
this constant dynamically, depending on the noise level of the time series. Choosing
the constant dynamically helps to obtain a better estimate of the bicoherence with a
significant reduction of spurious peaks.

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 77
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6.2 Bispectrum and Bicoherence

Industrial processes generally deviate from Gaussianity and linearity and exhibit
nonlinear behaviour. These processes can conveniently be studied using higher-
order statistics (HOS) (Nikias and Petropulu, 1993). The bispectrum is the simplest
of the various frequency domain HOS measures. It is the frequency domain coun-
terpart of the third-order moments and is defined as

B(f1,/2) £ E[X(f)X (/)X (fi+ f2)], (6.1

where X (f) is the Fourier transform of the data series x(¢). Equation (6.1) shows
that it is a complex quantity having both magnitude and phase. It can be plotted
against two independent frequency variables, f] and f5, in a three-dimensional plot.
Each point in the plot represents the bispectral energy content of the signal at the
bifrequency, (f1, f2). In fact, the bispectrum, B(f1, f2), at point (fi, f>) measures the
nonlinear interaction between frequencies f; and f, (Nikias and Petropulu, 1993).
This interaction between frequencies can be related to the nonlinearities present in
the signal-generating systems and therein lies its usefulness in the detection and
diagnosis of nonlinearities.

The bispectrum is normalized in the following way to give a measure called
bicoherence whose magnitude is bounded between 0 and 1:

2
bic*(f1,f2) 2 LB - (6.2)
E[X(OX(RP] E [IX(fi + £2)P]
where ‘bic’ is the bicoherence function. Equation (6.2) can be rewritten as
* 2

E[IX(h)x(R)PE[X(h+ )]

If Welch’s periodogram method is used to estimate the bicoherence, the expecta-
tion operator can be replaced with a summation operator over the number of data
segments using the assumption of ergodicity:

|2 S X (A)X(R)X (+ )
I (XA E 2 XA+ AP

The squared bicoherence is usually estimated using this equation.

bgcz(fl,fz) =

6.4)

6.2.1 Spurious Peaks in the Estimated Bicoherence

Often, there are small spurious peaks in the bicoherence plot, which make the inter-
pretation of the peaks difficult. An example can be seen in the left panel (both top
and bottom) of Fig. 6.2.
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Collis et al. (1998) reported that these spurious peaks are due to the small val-
ues occurring in the denominator of the bicoherence (Eq. (6.4)), which cause the
estimate to become ill-conditioned. To mitigate such effects, they suggest adding a
small constant, &, to the denominator of Eq. (6.2):

EB(f1.£)]I?
XX (LIPIENX (fi+ )P +&

It is also reported in their paper that the disadvantage of using this correction tech-
nique is to introduce a negative bias error in the bicoherence estimator. One needs to
select € such that it is large enough to remove spurious artifacts, but not so large as
to cause significant bias effects. However, they did not suggest a suitable numerical
value or any method to choose a correct value of €. In our experience of working
with many industrial time series data, a static numerical value of € does not provide
a good estimate of the bicoherence for all cases (see the middle panel in Fig. 6.2).
Also, it may introduce bias errors large enough to mask the significant peaks. There-
fore, the magnitude of € needs to be changed dynamically with the calculation of
bicoherence for each time series. This point will be illustrated using the following
example.

bic*(fi, f2) & 3 (6.5)

6.2.2 Illustrative Example 1

This example illustrates the effect of € on the estimation of bicoherence of a quadrat-
ically phase-coupled (QPC) signal under the influence of various noise levels. Let a
QPC signal be constructed as follows:

y(t) = sin(2u fit + ¢1) + sin(2w for + ¢2)
+ 0.1 sin(27 f3t + ¢3) +n(2), (6.6)

where the values of fi, f» and f3 are 0.12, 0.18 and 0.30, respectively; the values
of ¢1, ¢> and ¢3 are %, {5 and 32 respectively; n(t) is a zero-mean white noise
signal and ¢ corresponds to discrete sample instants from 1 to 4096 s. The signal
y(t) is a quadratic phase-coupled signal because its frequencies have the relation
J1+ f> = f3 and its phases have the relation @; + ¢ = ¢3. Therefore, the phase cou-
pling at bifrequency (0.12,0.18) should appear as a single peak in the bicoherence
plot. Let the signal-to-noise ratio (SNR) be defined as:

variance of signal

SNR = 6.7)

variance of noise

All subplots in Fig. 6.2 show that there is one peak at the bifrequency (0.12,0.18).
The top panel of Fig. 6.2 shows the case for SNR = 3 while the bottom panel is
for SNR = 10. As evident from this figure, if € = 0 is used, there are many small
spurious peaks in the bicoherence plot. As expected, the scenario is worse for the
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case of low signal-to-noise ratio. From the top-left plot of Fig. 6.2, it is hard to
find the true peak. For a static value of € (in this case, chosen as € = 0.00001), the
spurious peaks are absent, but the bias effect on the bicoherence magnitude is very
significant. Also, it is difficult to choose a proper static value for €. In fact, one needs
to adopt a trial and error procedure. For the known signals whose characteristics
are known, a proper value for € using a trial and error technique can be chosen
without the fear of loosing the significant peaks. But such is not the case for the
practical usage of the bicoherence, where the peaks of bicoherence are unknown
and uncertain. Therefore, a better method for choosing € is sought. The following
section suggests a new method of choosing € dynamically.

6.2.3 How to Choose €?

Let us denote the denominator of Eq. (6.4) as D. The terms in the denominator
depend on the power spectrum. The behaviour of the denominator D is qualitatively
similar to that of the power spectrum of the original signal. If the signal has one or
more spectral peaks at specific frequencies then the denominator also shows features
at the same frequencies. Figure 6.1 shows D plotted against f for 0 < f; <0.5.
The multiple lines in the plot represent various values of f, since D depends on both
f1 and f;. This figure shows that there are only a few peaks and the rest are small
mainly due to noise. The noise level is denoted as a dotted line in Fig 6.1. Choosing
the magnitude of € at this level helps to get rid of most of the spurious peaks. In
order to obtain the value of € automatically, it can be chosen as the maximum of the
P percentiles of the calculated values of D(f1,/>). If it is assumed that 25% of the
values in D(f},f2) constitute the peaks, then P can be chosen as the 75th percentile.
The dotted line in Fig. 6.1 is drawn at the maximum of the 75th percentiles of the
calculated values of D(f1,/2).

x107°

Denominator, D

Frequency

Fig. 6.1 Denominator of Eq. (6.2) for illustrative example 1
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Fig. 6.2 Effect of € in bicoherence estimation

Two plots in the right column of Fig. 6.2 show the improvement of the bicoher-
ence estimation using the proposed €. The use of the proposed dynamic € could
clearly remove most of the spurious peaks without introducing a significant nega-
tive bias effect on the bicoherence peak, which can be observed by comparing the
maximum peak magnitudes for the cases of € = 0 (left column plots) and €, posea
(right column plots).

6.3 Test of Gaussianity and Linearity of a Signal

Testing for non-Gaussianity and nonlinearity in a system can serve as a useful diag-
nostic tool to analyse poor performance of a control loop. Over the last few decades,
many researchers have used the notion of bispectrum to test Gaussianity and lin-
earity of a time series (Hinich, 1982; Rao and Gabr, 1980, 1984; Collis et al.,
1998; Terdik and Mdth, 1998; Yuan, 1999). Hinich (1982) and Yuan (1999) con-
structed statistical hypothesis test using sample interquartile range of the skewness
function for testing the linearity of a time series. Rao and Gabr (1980) used bis-
pectral density function (bispectrum) to construct a Hotelling 72-test for the same
purpose. The problem of using bispectrum or skewness function for testing the lin-
earity of time series is that the magnitudes of these functions are not bounded. It is
difficult to compare magnitudes of an unbounded function when applied to multi-
ple time series or signals. Terdik and Mdth (1998) also used bispectrum to test the
null hypothesis that a predictor of a time series is linear against the alternative that
the predictor is quadratic. This is a narrow and less powerful test because, often, the
type of nonlinearity of a signal is unknown. Collis et al. (1998) used the bicoherence
function whose magnitude is bounded between O and 1 to check the linearity of a
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signal or time series. However, they did not construct any statistical test. In this
work, bicoherence is used to construct a chi-square test for examining the nonlin-
earity of a time series or signal. The hypothesis tests are incorporated in two new
indices — the Non-Gaussianity Index (NGI) and the Nonlinearity Index (NLI). The
magnitudes of the new indices are always bounded between —1 and 1 because bi-
coherence, whose magnitude is also bounded between 0 and 1, is used to define
them. The definition and development of these indices using statistical tests on a
bounded function (bicoherence) allow the users to apply them for comparing mul-
tiple time series or control loops. The derivation and development of these indices
are described below.

A discrete ergodic stationary time series, x(k), is called linear if it can be repre-

sented by
M—1

x(k) =Y h(n)e(k—n), (6.8)

n=0

where e(k) is a sequence of independent identically distributed random variables
with E[e(k)] = 0, 62 = E[e*(k)] and u3 = E[e?(k)]. For this case, the following
frequency domain relationships can be obtained.

The power spectrum : P(f) =02 |H(f) = |X())X*(f)| (6.9)

and the bispectrum : B(f1,/2) = wsH(f)H()H (fi + f2), (6.10)
M—1
where H(f) = ) h(n)exp(—2mifn). Equation (6.2) can be rewritten as
n=0

IB(f1./2)]?
(X (A)X(OIX )X ()] ENIX(fi+ L)X (A + )]

_ IB(f1,./2)|?
— E[IP(IIP(RNENP(fi + f2)I]

For a linear time series, by substituting expressions from Egs. (6.9) and (6.10), it
can be shown that

bic*(f1,f2) & B

6.11)

2
bic2(f1, o) = % (6.12)

e

Equation (6.12) shows that for any linear signal, x, the squared bicoherence
will be independent of the bifrequencies, i.e. a constant in the bifrequency plane.
If the squared bicoherence is zero, the signal x is Gaussian because the skewness
or U3 is also zero in such a case. Strictly speaking, such a signal should be called
non-skewed with a symmetric distribution rather than Gaussian. However, in most
of the HOS literature (Nikias and Petropulu, 1993; Hinich, 1982; Rao and Gabr,
1980; Kim and Powers, 1979; Collis et al., 1998; Fackrell, 1996), the two terms —
nonskewed and Gaussian — have been used interchangeably. To check whether the
squared bicoherence is constant, two tests are required. One is to determine whether
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the squared bicoherence is zero, which would show that the signal is Gaussian and
thereby the signal-generating process is linear. The other is to test for a non-zero
constant squared bicoherence, which would show that the signal is non-Gaussian
but the signal- generating process is linear.

The bicoherence is a complex quantity with real and imaginary parts. The square
of the magnitude of the bicoherence can be obtained as

bic? = R(bic)? + 3 (bic)?, (6.13)

where R and S are real and imaginary parts, respectively. It is well established in the
HOS literature that bicoherence is a complex normal variable, i.e. both the estimates
of real and imaginary parts of the bicoherence are normally distributed (Hinich,
1982) and asymptotically independent, i.e. the estimate at a particular bifrequency
is independent of the estimates of its neighbouring bifrequencies (Fackrell, 1996).
Therefore, for linear signals, the squared bicoherence at each frequency is a cen-
tral chi-squared (y?) distributed variable with 2 degrees of freedom. Hinich (1982)
showed that the signal of interest is Gaussian if the skewness function is asymptot-
ically centrally y? distributed with 2 degrees of freedom. He used this information
to construct statistical hypothesis tests for examining bicoherence at each frequency
in the principal domain. A disadvantage of this test is that while applying to each of
the bifrequencies in the principal domain of squared bicoherence plot, the probabil-
ity of false detection accumulates owing to a large number of bifrequencies in the
principal domain. Thus it overestimates the number of bifrequencies in which the
bicoherence magnitude is significant. Therefore, a test based on the average squared
bicoherence over the principal domain has been formulated in Choudhury et al.
(2004b). However, this approach resulted in the loss of frequency resolution. At the
time when the results of the 2004 paper by Choudhury et al. (2004b) were published,
the improved method of bicoherence estimation was not available. Subsequent to the
publication of this paper our practical evaluation of the method motivated us to im-
prove the bicoherence estimation method to get rid of most of the spurious peaks
during the estimation. With this refinement, the statistical test to check the signifi-
cance of bicoherence can be applied at each bifrequency with a lower probability of
false ‘positives’.

The following statistical test is suggested to check for the significance of bico-
herence magnitude at each individual bifrequency:

P{2K bic(fi, f2) > c& } = o (6.14)
or,
Clz
Pibic*(fi.f2) > S} = (6.15)

2
where K is the number of data segments used in bicoherence estimation and ¢
the critical value calculated from the central y? distribution table for a significance
level of o with two degrees of freedom. For example, for o = 0.05, the value of

2
cf s is 5.99.
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Often the principal domain of the bicoherence plot contains more than a hundred
bifrequencies. The hypothesis test results for this large number of bifrequencies can
be conveniently summarized into the following Non-Gaussianity Index (NGI):

.2 2
NGI 2 zblcsignificant . ng
2KL’

(6.16)

where bicfigm-ﬂmn, are those bicoherence values which satisfy Eq. (6.15), i.e.
2

x
bic*(fi,f») > %%, and L is the number of bicfigmﬂwm. Therefore, the following
rule-based decision is suggested:

e if NGI <0, the signal is GAUSSIAN
e if NGI > 0, the signal is NON-GAUSSIAN

Thus, a signal is non-skewed or Gaussian at a confidence level of o if the NGI is
< 0. Thus NGI facilitates the automation of this statistical hypothesis test.

If a signal is found to be Gaussian, the signal-generating process is linear (Rao
and Gabr, 1980). In the case of a non-Gaussian signal, the signal generating pro-
cess should be tested for its linearity. As shown in Eq. (6.12), if the signal is non-
Gaussian and linear, the magnitude of the squared bicoherence should be a non-zero
constant at all bifrequencies in the principal domain because [ is a non-zero con-
stant in such a case.

A simple way to confirm the constancy of squared bicoherence is to examine
the three-dimensional squared bicoherence plot and observe the flatness of the plot.
However, this can be tedious and cumbersome when the method is applied to a
large number of time series. Alternatively, if the squared bicoherence is of a con-
stant magnitude at all bifrequencies in the principal domain, the variance of the esti-
mated bicoherence should be zero. To check the flatness of the plot or the constancy
of the squared bicoherence, a nonlinearity index has been reported in Choudhury
et al. (2004b) in which the maximum squared bicoherence is compared with the
average squared bicoherence plus two times the standard deviation of the estimated
squared bicoherence. The disadvantage of using this index is that the presence of a
few large peaks significantly bias the standard deviation and mean of the estimated
bicoherence, which leads to some false negatives. In order to avoid these limita-
tions, the nonlinearity index defined in (Choudhury et al., 2004b) was modified in
(Choudhury et al., 2006a) and can be stated as:

NLI £ biAczmax - (b;cfobust + ZGbA- 2 ) ’ (6.17)

ic”, robust

A2
where bic,,,; and i robust
standard deviation of the estimated squared bicoherence. They are calculated by
excluding the largest and smallest Q% of the bicoherence. A good value of Q may
be chosen as 10. There are similar concepts used in the statistical literature, for

example, robust mean, trimmed mean and interquartile mean.

are, respectively, the robust mean and the robust
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Therefore, it can be concluded that:

e if NLI <0, the signal generating process is LINEAR
e if NLI > 0, the signal generating process is NONLINEAR

Since the squared bicoherence is bounded between 0 and 1, the Nonlinearity Index
(NLI) is also bounded between —1 and 1.

6.3.1 Total Nonlinearity Index (TNLI)

It is important to measure nonlinearity in terms of a metric especially when there is
a need to compare the extent of nonlinearities in various time series. A limitation of
using NLI to measure the extent of nonlinearity is that it only uses information from
the maximum bicoherence peak. Therefore, it will only capture the extent of nonlin-
earity induced by the interaction of two frequencies corresponding to the location
of the maximum bicoherence peak. In order to capture all nonlinear interactions
among the frequency channels, a new index called the ‘Total Nonlinearity Index
(TNLI)’ is introduced. If a time series is detected as non-Gaussian and nonlinear by
the above-mentioned NGI and NLI indices, then the total nonlinearity present in the
time series can be quantified using the following new index:

TNLI £ Y bic;, (6.18)

significant»

where TNLI is the ‘Total Nonlinearity Index’, bic?,-gm- fican: Are those bicoherence

values which satisfy Eq. (6.15), i.e. 2K bic*(fi,f>) > c)&z. The TNLI is bounded

between 0 and L, where L is the number of bicfigm- Ficant

6.4 Illustrative Example 2: Bicoherence of a Linear
and a Nonlinear Signal

Two signals, Yjinear and Yyoniinear, Were generated using the following equations.
x(k) = 3F (g~ ")d1 (k)
Yiinear = X(k) + da (k) (6.19)
Ynontinear = X(k) +0.1x(k)* + da (k), (6.20)

where d; (k) and dy(k) are zero-mean white noise sequences with variance 1 and
0.001, respectively, and F(¢~!) is a third-order narrow pass Butterworth filter with
a frequency range 0.095 — 0.105 in a 0 — 0.5 normalized frequency scale, such that
fs = 1 is the sampling frequency. Figure 6.3 shows the frequency response of the
Butterworth filter.
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Fig. 6.3 Frequency response of the designed Butterworth filter

The purpose of this example is to demonstrate the power of the bicoherence in
the detection of nonlinearity. By merely looking at the time trend of the signals
(the left panel of Fig. 6.4), it is not possible to differentiate between them. Also, the
power spectra (the middle panel of Fig. 6.4) or the second-order moments look alike
and are unable to distinguish the two signals. The right panel of Fig. 6.4 shows the
three-dimensional bicoherence plots. For yjj,eqr, the test result is NGI = 0. The NGI
indicates that the probability distribution of the signal is symmetrical. Therefore,
the nonlinearity test result is not required here. In contrast, for y,oninear> the NGI
equals 0.53, thereby detecting that the probability density function of the signal is
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Fig. 6.4 HOS analysis results for yjipear (fop) and ynontinear (Pottom)
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not symmetrical, which is an indication that it may be nonlinear. The nonlinearity
test gives NLI = 0.91, which clearly indicates the presence of nonlinearity in this
signal. The total nonlinearity index for this signal is 3.71. From the bicoherence
plot, the peak position in the principal domain is approximately at the (0.1,0.1)
bifrequency. This means that the nonlinearity in the signal is due to the interaction
of these two frequencies. Examination of the signal-generating system reveals that
the band-pass filtered signal has the frequency range [0.095-0.105]. This signal was
squared to introduce nonlinearity. Thus, the nonlinearity is due to the multiplica-
tion of two signals, each having a frequency of approximately 0.1. The bicoher-
ence plot (right plot on the second row) shows that the bifrequency of the identified
peak is (0.1,0.1). Therefore, the HOS-based method is capable of not only detect-
ing the nonlinearity but it can also correctly identify the frequencies of nonlinear
interactions.

6.5 Illustrative Example 3: Bicoherence of a Nonlinear Sinusoid
Signal with Noise

An input signal was constructed by adding two sinusoids, each having a different
frequency and phase. That is,

x (k) = sin(2w fik+ ¢1) + sin(27 frk+ ¢)
x(k) = x (k) +d(k)
y(k) = x (k) +mx (k)2 +d(k), 6.21)

where f; = 0.12, f>, = 0.30, ¢; = w/3, ¢ = /8, n; is a multiplication factor em-
ployed to represent the contribution of the nonlinear component of the signal and
d(k) is a white noise sequence with variance 0.04. Again, frequencies are normal-
ized such that the sampling frequency is 1.

The quadratic term in Eq. (6.21) will introduce phase coupling in the output
signal, y. It can be better understood by rewriting Eq. (6.21) in the following form:

P

y(k) = sin(2wfik+ ¢1) + sin(2w fok + ¢2) + 0.25[1 — cos(2(2m fik+ ¢1))
—c08(2(27 fok + ¢2)) +cos(2n(f2 — f1)k + ¢2 — 1)
—cos(2x(fi + f2)k+ ¢1 + ¢2)] +d(k). (6.22)
The quadratic nonlinearity generates the sinusoidal components in Eq. (6.22) with

frequencies 2f1, 2f>, f> — f1 and f> + f1. Six possible frequency couplings are pre-
sented in Table 6.1.



88 6 Linear or Nonlinear? A Bicoherence-Based Measure of Nonlinearity

Table 6.1 QPC relations for the output signal, y

Frequency relations Phase relations Peak locations
1 fA+fi=2h O1+ 01 =20 (f1,f1)
2 Lt =2/ O+ 02 =2¢ (f2,.12)
3 fith=f+hf O1+¢2 =01+ ¢ (f1,12)
4 hth-fi)=r o1+ (2 —01) = (fi,.a=1f1)
5 (o= f)+(fitfa) =212 O1+ 92+ (62— 91) =2¢2 (o= fi,fi+f)
6 (L=f+2fi=fit+f 201+ (2 —¢1) = o1 + (fa—=f1,21)

6.5.1 Mild Nonlinearity (n;=0.05)

The left panel of Fig. 6.5 shows the time series while the middle panel depicts the
power spectrum of the signal x and y, respectively. Neither of these plots helps in
distinguishing the two signals. However, the use of higher-order statistics can suc-
cessfully detect the nonlinearities present in y. The right panel of Fig. 6.5 shows the
three-dimensional squared bicoherence plots of x and y, respectively. For the signal
x, NGI = 0, which indicates that the signal is “Gaussian”, i.e. that the probability
density function is symmetrical, and linear.

In contrast, in the case of y, the test results are NGI = 0.32 and NLI = 0.62.
Thus the nonlinearity present in y is correctly detected. This example also shows
the sensitivity of the proposed indices to the presence of nonlinearity in the sig-
nal. The presence of as little as 5% of the nonlinear square term in the noisy
signal y has been detected. For this case, the squared bicoherence plot shows
peaks at (0.12,0.12), (0.12,0.18), (0.30,0.30) and (0.12,0.30) bifrequencies. These
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Fig. 6.5 HOS analysis results for the linear and nonlinear sinusoid signals, mild nonlinearity
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bifrequencies correspond to (f1, f1),(f1,/f2 — f1), (f2, f2) and (f1, f2), respectively.
The other two peaks are not visible in the bicoherence plot owing to their small
sizes. This is because only 5% of the nonlinear term was added.

6.5.2 Strong Nonlinearity (n,=0.25)

For this case, the signal y was produced using the same Eq. (6.21) but with a larger
multiplying factor for the nonlinear quadratic term in order to observe all the peaks
in the bicoherence plot resulting from the theoretical analysis in Table 7.3. The
magnitude of n; was chosen as 0.25. Figure 6.6(a) shows the time trend of y, while
the power spectrum of y is shown in Fig. 6.6(b). This time, the power spectrum
shows extra peaks of small magnitudes at frequencies 0.18, 0.24 and 0.42. The
use of higher-order statistics can successfully detect the nonlinearities present in
y. The magnitudes of NGI and NLI are 0.59 and 0.85, respectively, clearly detecting
the nonlinearity of the signal. Figure 6.6(c) depicts the three-dimensional squared
bicoherence plots for y. This plot clearly shows the location of all six peaks at
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Fig. 6.6 HOS analysis results for the linear and nonlinear sinusoid signals, strong nonlinearity
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(0.12,0.12), (0.30,0.30), (0.12,0.30), (0.12,0.18), (0.42,0.18) and (0.18,0.24) bifre-
quencies. These bifrequencies correspond to (f1, f1), (f2,/2), (f1,/2), (f1,f2— f1),
(fi+f2, fo— fi) and (f2 — f1,2/1), respectively. All the peaks were visible for this
case because 25% of the nonlinear terms was added. Therefore, the bicoherence
plot correctly identifies the frequency interactions resulting from the presence of
nonlinearity in the signal.

6.5.3 Extent of Nonlinearity and Effect of Noise

The purpose of this example is to demonstrate the efficacy of the proposed indices
in the presence of varying noise and degree of nonlinearity in a signal.

Figure 6.7 shows the non-Gaussianity index (NGI) and the nonlinearity index
(NLI) plotted against n; for varying cases of signal-to-noise (SNR) ratio. The dot-
ted lines represent the NGI and the solid lines show the NLI. It is clear from the
figure that both indices increase with the increase of nonlinearity in the signal. It is
also evident that the indices work properly in a highly noise-corrupted environment
(SNR = 2). The total nonlinearity index shown in Fig. 6.8 represents the extent of
nonlinearity in the signal. For n; = 0, there is no nonlinearity. Therefore, TNLI = 0.
With an increase of n;, the TNLI also increases. The amount of noise influences
all indices to some extent because the denominator of the bicoherence estimator is
affected by the noise.
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Fig. 6.7 NGI (dotted lines) and NLI (solid lines)
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Total Nonlinearity Index, TNLI

n

Fig. 6.8 TNLI increases with the increase of the nonlinearity of the signal

6.6 Summary

This chapter discusses an improved method for bicoherence estimation and a
bicoherence-based method for detecting the non-Gaussianity and nonlinearity of
time series signals. Two indices, NGI and NLI, have been developed and evaluated.
A new index, total nonlinearity index (TNLI), has been defined and its performance
in quantifying signal nonlinearity is demonstrated using illustrative simulation ex-
amples. These indices can be applied to any time series signal and do not require a
sinusoidal excitation of a system.



Chapter 7

A Nonlinearity Measure Based on Surrogate
Data Analysis

The previous chapter (Sect. 5.3.2.2) gave an introduction to the concept of surro-
gate time series for the purposes of nonlinearity detection. This chapter discusses in
detail a measure based on surrogate data to determine the presence and severity of
nonlinearity in the time trends of measurements from a process.

7.1 Surrogate Time Series

7.1.1 Nonlinearity Detection Using Surrogates

A nonlinearity test using surrogate data determines whether a time series could be
the output of a linear system driven by Gaussian white noise, or whether its prop-
erties can only be explained as the output of a nonlinear system. A nonlinear time
series with phase coupling is more structured and more predictable than a similar
time series known as a surrogate having the same power spectrum but with random
phases (see Sect. 5.3.2.2). The spread of values of some statistical property of a
group of surrogate time series provides a reference distribution against which the
properties of the test time series can be evaluated.

Theiler et al., (1992) gave an early exposition of the use of surrogates in non-
linearity testing. The review paper by Schreiber and Schmitz (2000) explains sev-
eral methods for producing surrogate time series and gives worked examples, while
the text book by Kantz and Schreiber (1997) covers surrogates and many other ap-
proaches to nonlinear time series analysis.

7.1.2 Predictability in Nonlinear Time Series

The basis of the test is a comparison of the predictability of the time trend compared
with that of its surrogates. Figure 7.1 illustrates the concept. The top panel is an
oscillatory time trend of a steam flow measurement from a refinery. It has a clearly
defined pattern and it is possible to make a good prediction of where the trend will

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 93
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Fig. 7.1 (a) A limit cycle oscillation and a typical surrogate represented as time trends. (b) Limit
cycle and surrogate as a two-dimensional embedding. The white rings in the embedded plots indi-
cate the positions of the peaks circled in the time trends

go after reaching a given position. For example at one of ringed peaks, the prediction
of the trend can be achieved by finding similar peaks in the time trend and observing
where the trend went next on those occasions.
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The middle panel shows a surrogate of the time trend. In contrast to the original
time trend, the surrogate lacks structure even though it has the same power spectrum.
The removal of phase coherence has upset the regular pattern of peaks. For instance,
it is hard to anticipate where the trajectory will go next after emerging from the
region highlighted with a circle because there are no other similar peaks on which
to base the prediction.

The lower two panels introduce the concept known as embedding, a trajectory
of the time trend plotted against a time-delayed version of the same signal. The
lower left plot confirms the predictable and structured nature of the steam-flow time
trend. There are large regions of the embedded space that are never visited by the
trajectory. The white circle corresponds to the peak positions and it is easy to predict
where the trajectory will go next after visiting the circle because it always does the
large vertical downward jump on the right-hand side. The embedded plot in the
lower right panel is for the surrogate and it is much less structured. It is not possible
to predict how the trajectory will enter or leave the white circle because the entry
and exit points on previous occasions were random. The time delay of three samples
in these embedded plots was selected for the purposes of demonstration. Both the
dimensions and the delays used in the embedded space are key parameters in the
nonlinearity test and will be discussed in Sect. 7.3.

Predictability of the time trend relative to the surrogate gives the basis of a non-
linearity measure. Prediction errors for the surrogates define a reference probability
distribution under the null hypothesis. A nonlinear time series is more predictable
than its surrogates. A prediction error for the test time series which is smaller than
the mean of the reference distribution by more than three standard deviations, sug-
gests the time trend is nonlinear.

7.2 Algorithm for Nonlinearity Diagnosis

7.2.1 Construction of the Data Matrix for Nonlinear Prediction

As explained above, testing for nonlinearity is based on a comparison of the pre-
dictability of the time trend and its surrogates. Nonlinear prediction of time series
was originally described by Sugihara and May (1990) to distinguish determinism
from random noise, and the field of nonlinear time series analysis and prediction
has been reviewed by Schreiber (1999). Rhodes and Morari (1998) gave an early
process application of nonlinear prediction where the emphasis was on modelling
of nonlinear systems when noise corrupts a deterministic signal.

Nonlinear prediction uses a data matrix known as embedding, having E columns
each of which is a copy of the original data set delayed by a suitable sampling
interval. For instance, a data matrix with a delay of one sampling interval and
E=3is:
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y(€=2) y(£—=1) y(£)

Rows of the matrix Y represent time trajectories that are segments of the original
trend. As the original data formed a continuous time trend, the trajectories in ad-
jacent rows are similar. They are called near-in-time neighbours. Also, if the time
trend is periodic, then the trajectories in later rows of Y will be similar to the earlier
rows after one or more complete cycles of oscillation. For instance, if the period of
oscillation is 50 samples per cycle, then ||ys; —y1|| will be small, where ys; is the
515 row vector of Y and y is the first. Those rows are called near neighbours.

7.2.2 Calculation of Prediction Error

Predictions are generated from near neighbours with near-in-time neighbours ex-
cluded so that the neighbours are only selected from other parts of the time trend
that are similar. When k nearest neighbours have been identified then those near
neighbours are used to make an H step-ahead prediction. For instance, if row vec-
tor y; were identified as a near neighbour of ys; and if H were 3, then y(4) would
give a prediction of y(54). A sequence of prediction errors can thus be created by
subtracting the average of the predictions of the k nearest neighbours from the ob-
served value. The overall prediction error is the r.m.s. value of the prediction error
sequence.

The analysis is non-causal, and any element in the time series may be predicted
from both earlier and later values. Figure 7.2 illustrates the principle using a time
series from the SE Asia refinery case study (see Chap. 19, Sect. 19.3), where the
embedding dimension E is 16 and the prediction is made 16 steps ahead. The upper
panel shows the 100th row of the data matrix Y, which is a full cycle starting at
sample 100, marked with a heavy line. The five nearest neighbours are the rows of
Y that begin at samples 67, 133, 166, 199 and 232 and are also shown as heavy lines
in the lower panel. The average of the points marked o in the lower panel is then
used as a prediction for the value marked X in the upper panel.

7.2.3 Calculation of Surrogate Data

There are some rather important data-preprocessing steps prior to the calculation
of surrogate time series, which are itemized in Sect. 7.4.3. Once these have been
completed, surrogates of the test times series can be calculated as described below.
The method presented here uses a class of surrogates called Fourier surrogates.
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Fig. 7.2 Illustration of the nearest neighbour concept. The highlighted cycles in the lower plot are
the five nearest neighbours of the cycle in the upper plot. The average of the points marked o gives
a prediction for the point marked x

Fourier surrogates have the same power spectrum as the time trend under test.
The magnitudes of the discrete Fourier transform (DFT) are the same in both cases
but the arguments of the DFT of the surrogate data set are randomized. Thus if the
DFT in frequency channel i is:

¥ (o) /70
then the DFT of the surrogate is:

Y (joy)] /(LY (ji)+¢i)

where ¢; is a phase angle sampled from a uniform random distribution in the range
—7n < ¢; < +x. The aliased frequency channels above the Nyquist sampling fre-
quency have the opposite phase added. If the number of samples ¢ is even and if
the frequency channels are indexed as i = 1 to ¢, the Nyquist frequency is in chan-
nel ¢ / 2+ 1 and the alias of the i" frequency channel is channel ¢ — i + 2. Then,
¢1 =0, 91 =0and ¢y_ip0 = —¢; (i=2100/2).

If ¢is odd, ¢ = 0 and ¢_;» = —¢; (i =2 to ceil (¢/2)), where ceil (¢/2) is the
rounded-up integer value of ¢ / 2.

Finally, the surrogate data set is created from the inverse Fourier transform of the
phase randomized DFT.
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7.2.4 Statistical Testing

The nonlinearity test requires the determination of mean square prediction errors of
M surrogates. The statistical distribution of those errors gives a reference distribu-
tion. If the test data prediction error lies on the lower tail of the reference distribu-
tion, then the test signal is more predictable and nonlinearity is diagnosed using the
following statistic based on a three-sigma test:

where I is the mean square error of the test data, I, is the mean of the reference
distribution and o, its standard deviation. If N > 1 then nonlinearity is inferred
in the time series. Larger values of N are interpreted as meaning that the time series
has more nonlinearity, those with N < 1 are taken to be linear.

It is possible for the test to give small negative values of N. Negative values in
the range —1 < N < 0 are not statistically significant and arise from the stochastic
nature of the test. Results giving N < —1 do not arise at all because the surrogate
sequences that have no phase coherence are always less predictable than a nonlinear

time series with phase coherence.

7.2.5 Algorithm Summary

Step 1: Form the embedded matrix for the test data y(1) .... y(¢):

y(1) ¥(2) Y(E)
¥(2) ¥(3) (E+1)
Y= ¥(3) y(4) (E+2)

YU—E+1)yl—E+2) ... y)

Step 2: For each row y. of Y find the indexes j, (p=1...k) of k nearest neigh-
bour rows y; having the k smallest values of Hyj - yiH subject to a near-in-time
i, i, 2

neighbour exclusion constraint | Jp—1i | >E / 2.

Step 3: Find the sum of squared prediction errors for the test data:

{—H
Eest = Z <

i=1

»\~

k 2
Z M+H>

Step 4: Create M surrogate prediction errors Iy, by applying Steps 1 through 3 to
M surrogate data sets.
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Step 5: Calculate the nonlinearity from

Rurr - Eest

N =
3 O—Fsur‘r

7.3 Selection of the Parameter Values

7.3.1 Recommended Default Parameter Values

Empirical studies have been conducted to ascertain the sensitivity of the nonlinear-
ity index to the parameters of the algorithm and are reported in detail in Thornhill
(2005). Reliable results have been achieved using the default values shown in
Table 7.1. The floor function in the third row indicates that for non-integer values of
S, E is set to the rounded-down integer value of S.

Table 7.1 Suggested default values for the parameters of the nonlinearity detection algorithm

Description Value

Data ensemble size, Q <500
Samples per feature, S 7<8<25
Number of columns in embedded matrix, E E = floor(S)
Prediction horizon, H H=E
Number of features in the data set, C Cc>12
Number of near neighbours, k k=28
Number of surrogates, M M =50

7.3.2 Choice of Embedding Parameters E and H

The recommended default parameter values ensure that rows of the embedding ma-
trix capture complete features in the time trend. If the times series is oscillatory,
then a feature is a whole cycle of oscillation, as shown in Fig. 7.2 where the os-
cillation period is about 16—17 samples per cycle. This is within the recommended
range of 7 < § <25 and the embedding parameter values are thus £ = H = 16. The
oscillation-detection methods described in Sect. 18.3.3 (in Chap. 18) of the book
can be applied to calculate S and hence to give automated parameter selection for
the embedding of a periodic time series.

Automated parameter selection for non-periodic data remains an area for fur-
ther research; however, visual inspection of the time trend offers a judgement of
what constitutes a significant feature. Figure 7.3 shows a non-periodic disturbance
from an industrial process. In this case, each large deviation from the baseline is a
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Fig. 7.3 Industrial data with non-periodic features

significant feature and it makes sense to determine S from the duration of each devi-
ation. In Fig. 7.3, the average duration of a feature is about 12—13 samples and so E
is chosen to be 12. The nonlinearity index of the time trend in Fig. 7.3 was N = 3.6.

7.3.3 Choice of Parameters C and k

Parameter C is the number of features in the data ensemble. The reason for the
choice of C > 12 is that when the number of features becomes too few, the results
start to become unreliable. On the basis of examples presented in Thornhill (2005), it
seems necessary to use a data set with at least 12 cycles of oscillation or 12 features
in the case of a non-periodic time trend.

A recommended value for the number of nearest neighbours, k, can be based
on the number of cycles or features in the data set. From common sense rea-
soning, it is sensible to make sure that the number of near neighbours is smaller
than the number of features because each near neighbour is a segment of the time
trend equal in length to the duration of a feature if the E = S recommendation is
adopted. A conservative choice is kK = 8 when the number of cycles is 12. The
same conservative reasoning suggests that, for other cases, k should never be greater
than C — 4, although in practice it has been found quite satisfactory to just set the
value to k = 8.

The reason why the nonlinearity test gives less reliable results for values of k
significantly larger than C is that the useful near neighbours run out. For instance,
if k =20 and if an oscillatory data set has 12 cycles, then any one cycle has eleven
near neighbours that are closely matching cycles starting at the same position in the
oscillation, like those in Fig. 7.2. The remaining near neighbours will have to be
selected from other parts of the oscillation. They will not be such good matches and
therefore less useful for prediction.
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7.3.4 Default Data Ensemble Size, Q and Number
of Samples Per Feature, S

It is practical to limit the size of the data ensemble (the total number of samples
in the time trend) and the number of samples per feature, S, because the algorithm
requires a distance measure to be ascertained between every pair of rows in the em-
bedded matrix. The time taken for the computation increases roughly as Q2, where
Q = C x § is the data ensemble size. Therefore the number of samples per feature,
S, and the number of features, C, cannot be increased arbitrarily. It is generally ben-
eficial to keep the size of the data set below about 500 samples in an industrial im-
plementation so that results are computed in a reasonable time. As discussed above,
there is a lower bound of 12 for C and therefore the number of samples per feature
has an upper bound.

There is extensive literature on the topic of how to choose the sampling interval
correctly. What is needed is for adjacent columns of the ¥ matrix to be ‘somewhat
independent but not completely uncorrelated’ (Lai and Lerner, 1998). The upper
limit of 25 samples per feature was selected on the basis that 25 samples per cycle
is enough to accurately capture the waveforms of oscillations observed in practical
case studies. With C = 12 and S = 25, the data ensemble size would be 300. If
additional data are available, then the data ensemble size can be increased to 500 by
including more features. This has the effect of providing more near neighbours in
the data set.

It is infeasible to operate with fewer than seven samples per cycle because high-
frequency features would not be satisfactorily captured. For instance, in a periodic
disturbance with S = 7, any third harmonic present is sampled at 2.33 samples per
cycle, which just meets the Nyquist criterion of two samples per cycle. The reason
for focussing the lower bound on the third harmonic is that it is the most prominent
harmonic in symmetrical non-sinusoidal oscillations having square or triangular
waveforms.

7.3.5 Choice of the Number of Surrogates, M

Sources of variability in the nonlinearity index are (i) the statistical variation as-
sociated with the random phase shuffling of the surrogates and (ii) variations due
to the selection of the data ensemble. The number of surrogates has an effect be-
cause it is a statistical test, and there must be enough surrogates to properly define
the reference distribution. There is, however, a penalty associated with the calcu-
lation of surrogates because increasing the number of surrogates also increases
the computation time. Selection of the data has an effect because each data sub-
set is a sample from the process that generates the data. Also, the nonlinearity
present may vary between data subsets, for example, because of random external
disturbances.
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Fig. 7.4 The effects of data subsets on the nonlinearity index. Black dots: using 50 surrogates.
White circles: using 250 surrogates

Figure 7.4 shows the variation in the nonlinearity index when different end-
matched subsets of data from the same time trend are used. The second point from
the left in this graph was calculated from the data set shown in Fig. 7.2 while other
points are from other subsets of data from the same sensor.

The white dots in Fig. 7.4 show the effect of varying the number of surrogates.
The difference in nonlinearity index between the results from 50 (black diamonds)
and 250 surrogates (white circles) is about +0.1 overall and is less than the vari-
ability caused by the data subset. It is therefore concluded that 50 surrogates are
enough.

7.4 Data-Preprocessing and End-Matching

7.4.1 False-Positive Results with Cyclic Data

False-positive results have been identified with the use of surrogate testing when the
time series is strongly cyclic (Stam et al., 1998; Small and Tse, 2002). Nonlinearity
testing based on strongly cyclic data can give rise to false detection of nonlinearity
because artifacts in the DFT influence the surrogates when the time series is strongly
cyclic. The surrogate is derived by taking the discrete Fourier transform (DFT) of
the test data, randomization of the arguments, followed by an inverse DFT. Unless
care is taken with end-matching, the test may give false-positive results and report a
non-zero nonlinearity index for a linear time series.

The reason for the false-positive results is the phenomenon of spectral leakage
in the discrete Fourier transform caused by the use of a finite length data sequence.
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Fig. 7.5 Illustration of the importance of end-matching. For a strongly cyclic time trend, the data
set should be an exact number of cycles of oscillation otherwise the Fourier transform will give
spectral leakage into adjacent frequency channels

Figure 7.5 illustrates the effect of spectral leakage. The upper panel shows the DFT
of a sine wave having eight samples per cycle when the total data length is an ex-
act multiple of the period, in this case exactly eight cycles. The DFT is zero in all
frequency channels except the one at f / fs = 0.125 corresponding to the frequency
of the oscillation. By contrast, the lower panel shows the DFT when the total data
length is a complete number of cycles minus one sample. It has a non-zero mag-
nitude in frequency channels adjacent to the channel containing the main spectral
peak. A phase-randomized surrogate derived from the DFT in the lower panel there-
fore contains frequencies that were not present in the original signal and will thus be
less predictable than the original sine wave giving a false indication of nonlinearity.
The true surrogate of a sine wave is a phase shifted sine wave at the same frequency
and is equally predictable.

It is therefore necessary to take special precautions when analysing cyclic time
series. Stam et al. (1998) showed that the problem can be solved with an end-
matching step that ensures the data length of the time series is an exact multiple
of the period of the cycle to avoid false nonlinearity detection.

7.4.2 End-Matching

Surrogate data analysis requires a subset of the data such that the starting gradient
and value match well to the final gradient and value. Hegger et al., (2000) recom-
mend finding a subset of the data (denoted by samples x) with n samples starting
at x; and ending at x;;,_1, which minimizes the sum of the normalized discontinu-
ities (do+d ) between the initial and end values and the initial and end gradients,
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where:
do = (% — Xipn—1)”
i+n—1 2
> (xj—%)
J=l
and
di = (X1 — %) — (Xipn—1 — Xisn—2))°
i+n—1 )
> (xj—x)
Jj=i
where ¥ is the mean of the sequence x;, ..., Xity—1.

End-matching of an oscillating time trend as described above creates a time trend
where the last value is the first sample of another cycle. An end-matched sequence
that contains an exact number of cycles is x;, ..., Xj+,—> and is derived from the
Xiy ...y Xitn—1 s€quence by omitting the last sample.

The end-matching procedure is also used for non-periodic time trends in order to
reduce spurious frequencies in the DFT due to discontinuity between the values and
gradients at the start and end of the trend. As with a periodic time trend, the aim is to
select a subset of the data that minimizes the normalized discontinuities (do +d1)
subject to the constraint that the number of features in the data set remains at least
12 or more.

7.4.3 Summary of the Data-Preprocessing Steps

Step I: The period of the plant-wide oscillation is determined;

Step 2: The number of samples per cycle, S, is adjusted to be no more than 25. The
time trends are subsampled if necessary;

Step 3: The number of cycles of oscillation in the data set should be at least 12 for
a reliable nonlinearity estimate;

Step 4: The selected data are end-matched to find a subset of the data containing an
integer number of full cycles;

Step 5. The end-matched data are mean-centred and scaled to unit standard devia-
tion.

7.4.4 Application to Oscillating Time Trends

Given the importance of end-matching, it is useful to examine the robustness of
the nonlinearity index calculation to errors in end-matching that will inevitably be
caused by noise and minor irregularities in the data.

Experimental data or simulations will give problems of the type outlined above
when the experimental system is driven by a cyclic source such as a laboratory signal
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generator. This is termed in the literature as strongly cyclic. Industrial process data,
however, even when cyclic, do not often suffer from the problems described above
because the cyclic behaviour is not normally strong. Although they might be readily
detectable, the cycles are generally not completely regular and the spectral power in
the test signal is already spread across several frequency channels. Figure 7.6 shows
an extreme example of oscillatory data from a separation column in an Australian re-
finery from Thornhill et al., (1996). The time trend has two shorter cycles at around
samples 230-250 and two longer cycles between samples 100 and 150. The effects
of spectral leakage in the DFT are less severe in this signal because a range of fre-
quency channels is already occupied.

Table 7.2 shows nonlinearity calculations for the industrial data set of Fig. 7.6
and a pure sine wave of the same average period of oscillation. The correct result
for the sine wave is N < 1, a result which is achieved when the subset of the data
is an exact number of cycles of oscillation. If the subset is longer or shorter, even
by one sample, there is a false nonlinearity detection because of spectral leakage
contaminating the surrogates. By contrast, the industrial data set with its less regular
cycles is not sensitive to minor variations in the end-match. No false nonlinearity
was detected for the industrial data even when mismatched at the ends by one or
two samples.
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Fig. 7.6 Time trend from an industrial study. The trend is periodic but not strongly cyclic

Table 7.2 The effect of end-matching on false-positive results with synthesized and industrial
data. The synthesized sine wave gives false-positives (N > 1) when the end-matching is not exact,
however the industrial data set is robust to small end-mismatches

End matching N for sine wave N for industrial data
One point extra 4.72 0.89
End-matched 0.11 0.86
One point fewer 5.07 0.83

Two points fewer 5.19 0.84
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7.5 Worked Examples

7.5.1 Identification of Nonlinear Root Causes

Empirically, both the bicoherence and surrogate nonlinearity measures do very well
in the isolation of nonlinear root causes. The measurement point whose time trend
is the most nonlinear is taken to be closest to the root cause. The reason why non-
linearity is strongest in the time trends of measurements nearest to the source of a
disturbance is thought to be that the plant acts as a mechanical low-pass filter. As the
disturbance propagates from its source to other variables such as levels, composi-
tions and temperatures, the waveforms generally become more sinusoidal and more
linear because plant dynamics destroy the phase coupling and remove the spectral
harmonics. However, a full theoretical analysis is missing at present of why and how
a nonlinearity changes as a disturbance propagates.

7.5.2 Application to the SE Asia Data Set

Nonlinearity diagnosis has been applied to the data set of the hydrogen reformer
from the SE Asian refinery whose schematic is shown in Fig. 7.7. The plant was
upset by a plant-wide oscillation with a period of about 16—17 min.

The root cause was known to be a valve fault in the recycle of fuel gas from
the PSA unit to the reformer, and the process control engineer for the plant has
confirmed that this, and not the pressure cycle swings of the PSA unit, was the cause.
The aim of the analysis is to determine whether the nonlinearity test delivers the
correct diagnosis by focussing attention on measurements closest to the root cause.
The average oscillation period was 16—17 samples, the settings for the algorithm
were therefore E = H = 16 and k = 8. A data set comprising 25 cycles of oscillation
was used.

Figure 7.8 shows mean-centred normalized controller errors (1-min samples)
with the Nonlinearity Index calculated using the surrogated method. The largest
nonlinearity index is for tag 34. Therefore, the off-gas flow measured by tag 34 is
identified as the measurement closest to the physical root cause.

7.5.3 The Mechanism of Propagation in the SE Asia Process

The above nonlinearity assessment is quantitative and is based on measurements
from routine process operation. It indicates the location in the process where the
disturbance originated and can distinguish measurements that have secondary-
propagated disturbances from the primary cause. However, it does not by itself
explain the propagation routes or the reasons why some other measurement points
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Fig. 7.7 Process schematic of SE Asia hydrogen plant showing the location of the oscillation (faint
O symbols) and highlighting nonlinearity (heavy OJ symbols). Nonlinearity is strongest in tag 34

such as tag 25 are upset. To complete the task requires an examination of the process
flows and connectivity by an engineer with knowledge and insights into the process.

The root cause, tag 34, is in the PSA unit, which is the last unit in the plant
from where the final product leaves the plant. The mechanism for propagation to the
reformer unit is the varying flow of off-gas from the PSA unit, which is recycled as
fuel gas for the reformer.

Tag 25 is at the start of the process, yet it was still influenced by the oscillation.
Inspection of the flow sheet alone might misleadingly suggest that tag 25 is the root
cause because it is furthest upstream. Such a theory is hard to defend, however. It
would require an explanation of how tag 25 can cause oscillations in the reformer
and PSA unit without upsetting the feed vaporizer and preheat sections where no
oscillations were detected. The reason why tag 25 is upset is that it is waste gas
recycled from another downstream unit to which the oscillation has propagated. The
nonlinearity test clearly shows that tag 25 is not the root cause because its time trend
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Fig. 7.8 Time trends of oscillating tags from SE Asia data set. The trends are for the controller
errors. Nonlinearity indexes > 1 are shown on the right

has no nonlinearity. In fact, the lack of nonlinearity shows that tag 25 is one of the
secondary oscillations furthest away from the root cause. Automation of the linkage
of measurement-based analysis and process connectivity information for advanced
diagnosis is an interesting research challenge at present, as highlighted in Thornhill
and Horch (2007).

7.5.4 An Example with No Nonlinearity

Some plant-wide disturbances are not caused by nonlinearity. It is therefore desir-
able that nonlinearity testing gives negative results in such a case.

Table 7.3 and Fig. 7.9 show the schematic of a process with a recycle, and
Fig.7.10 shows the time trends of the controller error and controller outputs (courtesy
of BP Chemicals). Visually, it is possible to see that a plant-wide oscillation is
present, since many of the time trends are moving in a coordinated way at the same
frequency. Oscillation detection confirms the presence of a plant-wide oscillation
with a period of 56 samples per cycle.

In this case, as reported in Bauer et al., (2004), the cause of the disturbance is
the recycle loop that leads to a strong interaction between the reflux drum level
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Table 7.3 Tag descriptions

Tag Name Description
1 LC1 Buffer tank level
2 LC2 Flash drum level
3 LC3 Reflux drum level
4 LC4 Reactor level
5 PC1 Reactor pressure
6 TC1 Reactor temperature
7 LCl.op Buffer tank-level controller output
8 LC2.0p Flash drum-level controller output
9 LC3.0p Reflux drum-level controller output
10 LC4.0p Reactor-level controller output
11 PCl.op Reactor pressure controller output
12 TCl.op Reactor temperature controller output
6,12
Flash
1,7 Reactor | line l;lash g
{ ] 5,11 e g
| I— ’ [<%
feed [
4,10 2,8 @
gas

3,9

Fig. 7.9 Schematic of a process with recycle
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controller (LL3) and the variables associated with the reactor (LC4, PC1, TC1). This
is therefore a linear dynamic disturbance. Testing using surrogates analysis showed
no evidence of a nonlinear root cause, with the nonlinearity index of every time trend
in the data set being below unity. These negative results show that the nonlinearity
test can correctly indicate when nonlinearity is not a contributing factor to a plant-

wide disturbance.



110 7 A Nonlinearity Measure Based on Surrogate Data Analysis

LC1.err p=\fw-\AA, 4 SRR A
LC2.err . i . ; .
LC3.err
LC4.err
PC1.err

TC1.err

LC1.0p i
LC2.0p
LCB.0p b5 v AT YA b i ARARARAAMN R A AN |

LC4.0p [~/ 7-Y-\ YO o d R N VA AL ] AVONEIPS
PC1.op

0 500 1000 1500 2000 2500 3000
time/sample interval

TC1.op

Fig. 7.10 Time trends of controller errors and controller outputs of the process with recycle

7.6 Summary

This chapter presented the methods of surrogate data analysis and nonlinear predic-
tion for detection of the presence of nonlinearity in the time trends of measurements.
The method relies on the matching of segments of the data set that are similar to
each other, known as near neighbours. The basic concept is that prediction of the
future time evolution of these near neighbours will be more similar to each other if
the time trend is from a nonlinear source than in the general case where there is no
phase coherence in the signal. A step-by-step algorithm was presented together with
suggested default values for the parameters of the algorithm.

The surrogate data test was demonstrated with two industrial examples having
plant-wide disturbances. It correctly detected and isolated a nonlinear root cause
in one data set. The second data set had a plant-wide oscillation due to controller
interaction in a recycle loop, which is a linear, not a nonlinear, cause. The surrogate
data test correctly indicated that no nonlinearity was present.



Chapter 8
Nonlinearities in Control Loops

Nonlinearities in control loops may appear due to any one or combination of the
following:

1. The process may be nonlinear in nature.

2. The control valve may have a nonlinear characteristic.

3. The control valve may develop nonlinear faults, e.g. stiction, deadband and hys-
teresis.

4. A nonlinear disturbance may enter the loop.

Usually, the process nonlinearities and nonlinear valve characteristics are called
soft nonlinearities because of their nature of being locally linear in the presence
of small excitations. Nonlinear faults in control valves, such as stiction, deadband,
backlash and hysteresis, are termed as hard nonlinearities because of their dominant
nonlinear characteristics. A nonlinear disturbance may fall either in the category of
hard nonlinearity or soft nonlinearity depending on its severity.

In order to detect and diagnose any problem related to control-loop nonlinear-
ities, all of the above should be investigated carefully. This chapter discusses the
impact of these nonlinearities.

8.1 Process Nonlinearity

In linear control theory, it is often assumed that the process operates in a locally
linear fashion. This section investigates this assumption using results obtained from
the application of higher-order statistical tests developed in Chap. 6. Analysis of
process nonlinearity using HOS will be illustrated using two examples.

8.1.1 Nonlinearity of a Spherical Tank

In linear systems theory, a nonlinear process is assumed locally linear if the principle
of superposition holds for small deviations in the process variables around a nominal

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 111
(© Springer-Verlag Berlin Heidelberg 2008



112 8 Nonlinearities in Control Loops

operating point. This section examines the validity of this assumption using the total
nonlinearity index (TNLI) through an amplitude- and frequency-dependent nonlin-
earity analysis. This analysis is performed using a simulation of the level control
of a spherical tank (Agrawal and Lakshminarayanan, 2003). The example considers
the control of water level in a spherical tank by manipulating the inlet volumetric
flow rate, F; (see Fig. 8.1).

Fig. 8.1 A spherical tank
system

The dynamics of the system can be modelled as:

<R {1_(13—11)2} dh

R2 E—F}(t_d)_Fo(t) (8-1)
where F, (1) is the outlet flow rate at time #, & the height of the water level from
the bottom of the tank, R the radius of the spherical tank and d corresponds to the
delay in the input flow rate. The outlet flow rate, F,, can be expressed as F, (1) =

2g(h—h,), where g is the gravitational constant and #, the height of the outlet
pipe from the base of the vessel. For both open- and closed-loop simulations of the
system, we use R = 0.5 m, i, = 0.01 m, and the nominal operating point is selected
to be, hy = 0.40 m. The steady-state operating point for the water height of the
tank is chosen at 0.4 m instead of 0.5 m because the process is more nonlinear in
the vicinity of the former operating point. The curvature of the surface contributes
significantly to the nonlinearity.

8.1.1.1 Dependency of Nonlinearity on the Amplitude and Frequency
of Input Signal

A linear system exhibits sinusoidal fidelity. Sinusoidal fidelity states that a sinu-
soidal input to a linear system will produce a sinusoidal output of identical fre-
quency. The amplitude and phase of the output sinusoid may differ from those of
the input sinusoid. But this is not the case for a nonlinear system. Generally, in re-
sponse to a sinusoidal excitation, a nonlinear system will produce new frequencies
in addition to the original frequency of the input sinusoid or even new frequencies
instead of the original input frequency. This property suggests the use of a sinusoid
as an excitation signal for testing the nonlinearity of a system. In this example, a
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sinusoidal excitation signal (added as a deviation to the steady state F;) with varying
frequencies and magnitudes is used. The amplitudes vary from 0.01 to 0.2 and the
frequencies vary from 0.015 to 0.1 cycles/sample, i.e. periods of 67 samples/cycle to
10 samples/cycle. The sampling interval was 0.1 s. A total of 4,096 data points were
used for each nonlinear analysis. The results are shown in Fig. 8.2. This figure shows
that for small magnitude input signals, the process can be assumed locally linear. As
the amplitude of excitation signal increases, so does the nonlinearity. However, the
nonlinearity of this particular system is not very sensitive to changes in frequency.
Therefore, it can be concluded that nonlinearity of the process strongly depends on
the size of the excitation or input signal.

TNLI
o =4 N oW A

frequency Y 0.05  amplitude

Fig. 8.2 Dependency of nonlinearity on the amplitude and frequency of the input signal in open
loop operation

8.1.1.2 Operating Point Dependency of Nonlinearity

It is well known that the nonlinearity of a system depends on the operating point
of the system. In order to investigate this, the spherical tank system was excited
with a sinusoid of amplitude 0.1 m and 0.05 cycle/sample or 20 samples/cycle at
various operating points. The results are shown in Fig. 8.3. It is clear from the figure
that nonlinearity increases as the operating point moves away from the centre of the
tank, i.e. 0.5 m. This is also expected because the curvature of the inner surface of
the tank increases as it moves away from the centre. It is noteworthy that the result
in Fig. 8.3 is not symmetric around 0.5. The reason for this finding is because the
nonlinearity increases drastically at a point where the total surge volume of the tank
drops below a certain level, for example, i, = 0.35 m. With the decrease in liquid
surge volume, the capacity of the tank to attenuate disturbances decreases, which
contributes to the increase of nonlinearity.
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Fig. 8.3 Dependency of 35
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8.1.1.3 Closed-Loop Operation of the Spherical Tank

The level of the spherical tank was controlled by manipulating the input flow-rate
to the tank. The PI controller settings used for this simulation are given by:

0.3-0.1z7"!

Cz = ;

8.2
- (8.2)
Simulation was carried out as described in the open-loop case except the operating
point was chosen at 0.3 m height of the tank in order to incorporate more nonlinear-
ity. For all cases, 4,096 data points of the control error signal were used for nonlinear

TNLI

0.4

0.2
0.06
0.1

0.04 Amplitude

Frequency 0.02 0

Fig. 8.4 Dependency of nonlinearity on the amplitude and frequency of the input signal in closed
loop operation
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analysis. The nonlinearity test results are shown in Fig. 8.4. The figure clearly shows
that for the same amplitude and frequency, the TNLI is smaller in the closed-loop
feedback configuration than in open loop. Also, at high frequency, the nonlinearity
does not increase with the increase of amplitude because the tank essentially oper-
ates as a low-pass filter. The finding demonstrates the well-known linearizing effect
of feedback control.

Remark 1. The assumption of linearity of a process is case-dependent. Generally,
most control loops in chemical process industries operating under regulatory feed-
back control in order to reject disturbances will likely undergo small perturbations.
Therefore, many of them can be assumed safely to be operating in a locally linear
fashion.

8.1.2 Nonlinearities of a Continuous Stirred Tank Reactor (CSTR)

In this section, the nonlinearity of a non-isothermal continuously stirred tank reactor
(CSTR) is measured around the operating point used for Case 1 described in Marlin
(1995). The schematic of the CSTR process is shown in Fig. 8.5.

A simple first-order irreversible exothermic reaction of the form A — B is con-
sidered here. Assuming perfect mixing in the reactor and the jacket, the CSTR model
can be described by the following differential equations:

dCA - F 7E/RT

I = V(CA() CA) koe CA

dT F aFbtl 1 B

— =y(H-T)- iy (T = Tein) + = (= AHpcn)koe £/ Cy

(8.3)
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Fig. 8.5 Schematic of the CSTR
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Table 8.1 CSTR parameters for the first-order reaction

8 Nonlinearities in Control Loops

Symbol Description Magnitude Unit

F Flow rate of reactant 1 m?/min

Cao Initial concentration of A 2 kmole A/m?
\Y Volume of the reactor 1 m3

C, Specific heat of outlet stream 1 cal/g°C

p Density of outlet stream 100 g/m’

T, Feed temperature 323 K

Cpe Specific heat of coolant 1 cal/g°C

F. Flow rate of the coolant 15 m?/ min
Tein Inlet temperature of the coolant 365 K

Pe Density of coolant 109 g/m’
—AH,«, Heat of reaction 130 x 10° cal/kmole A
ko Constant 1.0 x 100 min~!

E/R Constant 8330.1 k!

b Constant 0.5 K1

a Constant 1.678 x 10° K!

The notation and the parameters for simulation are given in Table 8.1. The simu-
lation of the CSTR with the above-mentioned parameters results in a steady-state
value of 0.2645 kmole/m3 for C4 and 393.9K for the reactor temperature, 7.
Sinusoids with varying amplitudes and frequencies were added to the feed con-
centration, Cyg to excite the process, and the subsequent nonlinearity was quantified
for each case. The results are shown in Fig. 8.6. The figure clearly shows that total

TNLI
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» 0.08
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Fig. 8.6 Dependency of the CSTR nonlinearity on the amplitude and frequency of the input signal
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nonlinearity increases with the increase of the amplitude of the excitation signal.
Also, an increase in frequency of the input excitation causes an increase in nonlin-
earity for this particular system.

8.2 Nonlinear Valve Characteristic

The valve is the most commonly used actuator or final control element in a control
loop. The flow through a valve is often described by the following relationship:

0 =KC,(x) (84)

where Q is the volumetric flow rate through the valve, K is the constant that depends
on the units used in the equation, x is the stem position expressed in the range O to 1,
C, is the valve coefficient that depends on the inherent valve characteristics and
the stem position, AP, is the pressure drop across the valve and s.g. is the specific
gravity of the fluid. There are three common valve characteristics:

e Linear characteristics: C(x) = x
e Equal percentage valve: Cy(x) = k1)
e Quick opening or square-root valve:  C,(x) = /x

where x is a constant, commonly taken to be 50.
These valve characteristics are illustrated in Fig. 8.7. For quick-opening valves,
the sensitivity of the flow to the fraction opening or stem position is high at a low

09 j

0.6 - Square Root i
o4l Linear |
0.3 1
0.2 Equal Percentage
0.1 |

0 1 1 1 1
0 20 40 60 80 100

Stem Position (percent open), x %

Fraction of Maximum Flow , C, (x)

Fig. 8.7 Inherent characteristics for linear, equal percentage and square-root valve
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flow rate and low at a high flow rate. The opposite is true for equal percentage valves.
These relationships have been defined for constant pressure drop across the valve
carrying an incompressible fluid. Thus, these relationships are valid only under such
conditions.

8.2.1 Linear Valves

As the name suggests, a linear valve has a linear characteristic. There is no inherent
nonlinearity in this type of valve. In the following text, the other two types of valves
will be investigated for their nonlinear characteristics.

8.2.2 Equal Percentage Valves

Equal percentage valves cause a constant percentage increase of flow rate from the
previous flow rate for an equal incremental increase in valve travel. For example, if
avalue of k¥ = 50 is used, for every 10% increase in stem position or valve travel x,
there will be an increase of 47.88% in the flow rate from the previous flow rate. The
effect of nonlinearity in the characteristic equation of this type of valve has been
investigated using the following simulation example.

A simple single-input, single-output (SISO) system in a feedback control config-
uration (Fig. 8.8) was used to generate simulated data. The first-order process with
time delay is given by the following transfer function:

73145771

Gz = 1—0.8z!

(8.5)

The process is regulated by a PI controller whose parameters are K. = 0.15 and
I=K./7;=0.15s~!. The simulation was performed at a steady state valve setting
of 12mA corresponding to the valve position at 50%. Random noise was used to
drive the process. The variance of the random noise was increased to drive the valve
from 50% nominal state to over a wide range of its travel span. The simulation was
performed for 6,000 sampling intervals. To remove the effect of transients, the first

noise or
disturbance

Input, sp error Pl op Valve |[mv pv
Process— >
+ Controller model b

Fig. 8.8 Block diagram of a simple SISO process
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several hundred data points were discarded. Transients or sharp changes in a signal
have a serious contamination effect on the estimated bicoherence. The notations
used here are sp for the set-point, pv for the controlled variable, op for the controller
output and mv for the valve position or valve output. The last 4,096 points of the
error signal to the controller (sp—pv) were analysed to detect the nonlinearity present
in the system. Figure 8.9 shows the effect of increasing noise or valve travel range
around the 50% nominal operating point. The abscissa of the figure represents the
total travel range of the valve from its nominal operating point. For example, if the
valve closes up to 10% and opens up to 90%, then the total travel range will be 80%.
It is clear from the figure that even if the valve travel range is up to 40%, the equal
percentage valve does not add any significant nonlinearity. It may be assumed to
operate in a locally linear fashion.

0.8 F
0.7
0.6 -
0.5
0.4

0.3

Total Nonlinearity

0.2

0.1

0 L o 1 1 1 1
20 30 40 50 60 70 80

The total value travel range if nominal operating point is 50%

Fig. 8.9 Total nonlinearity index (TNLI) vs. the valve output range when the equal percentage
valve is operating at 50% nominal point

8.2.3 Square-Root Valve

The quick opening or square-root valve provides large changes in flow for small
changes in valve travel or stem position, especially in the lower region of the valve
travel. Therefore, it has a high valve gain unsuitable for use in regulatory control.
Its use is limited to on—off service. To investigate the nonlinear behaviour of this
valve, a simulation study was performed using the procedure described in the case
of the equal percentage valve, but with the use of a square-root valve instead of an
equal percentage one. Since the characteristic curve (refer to Fig. 8.7) for square-
root type valve is mainly nonlinear in the lower region of valve travel, the nominal
operating point for this simulation was set at 25%. The valve was forced to travel
in a wide range around this steady state (25%) by increasing the noise variance.
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Fig. 8.10 Total nonlinearity index (TNLI) vs. the valve output range when the square-root valve is
operating at 25% nominal point

As in the previous case, to remove the effect of transients, the first several hun-
dred data points were discarded. The last 4,096 points of the error signal to the
controller (sp—pv) were analysed to detect and quantify the nonlinearity present in
the system. Figure 8.10 shows that with the increase of valve travel span, the non-
linearity increases. However, if the valve travel range is within 25% of full range,
the square-root valve can be assumed linear even in the lower operating region. The
nonlinearity increases very quickly after 40% of the valve output range from its 25%
operating point because, in such cases, the valve is saturating at one end because in
such cases the valve is almost closed at one end since 25 +=20% makes the valve
travel from 5% to 45% of the full range.

8.2.4 Remarks on Nonlinear Valve Characteristic

As demonstrated, if the valve travels within a small range of the whole travel span
(0-100%), say within +20%, then the valve characteristic can be assumed linear
and does not add any nonlinearity to the loop. This observation can also be realized
by investigating the valve characteristic curves in Fig. 8.7. For any Ax = 20%, the
characteristic curves can be assumed to be locally linear. These characteristic curves
are called inherent characteristics of the valve. They are only valid for constant
pressure drop across the valve and for an incompressible fluid flow. However, in
real life, the pressure drop across the valve does not remain constant. Moreover, the
valve is connected to other process equipment. Therefore, the characteristic curves
of the valve should be re-evaluated after installing the valve in a real process. These
characteristics are termed installed characteristics.
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In reality, the flow through the valve also depends on the pressure drop across the
valve. Manufacturers test valves in a rig, where the pressure drop is kept constant.
Thus the performance they observe is the inherent characteristics of the valve. In
a real plant, pressure drop varies as the flow changes. Therefore, the characteristic
relationship seen between valve travel and flow will not be the same as that seen in
the test rig. This installed characteristic is what really matters to a process engineer.
That is why during the selection and design of a valve, considerable effort is made to
ensure that the installed characteristics of the valve is as linear as possible (Fisher-
Rosemount, 1999; Fitzgerald, 1995; Baumann, 1994; Riggs, 1999). As described
in Fisher-Rosemount (1999), it is a good operating practice to keep valve swings
below 5% so that the loop gain does not change much and the stability of the loop
is ensured. Based on the experience of the authors in industrial data analysis, it has
been found that the controller output in most cases swings below +20%. Therefore,
the control valve characteristics can be assumed to be locally linear in most cases of
real-world control-loop data analysis.

8.3 Nonlinear Disturbances

Disturbances entering a control loop may be either linear or nonlinear. If a distur-
bance is measurable, the nonlinearity test developed in Sect. 6.3 can be applied to
assess its nonlinearity. If the disturbance is unmeasurable, it is difficult to infer any-
thing about the linearity of the loop.

8.4 Summary

This chapter has examined the validity of an important assumption often made in
linear control theory — the process operates in a locally linear fashion. Two sim-
ulation examples — a spherical tank and CSTR — have been used to investigate the
operating point dependency of nonlinearity. It can be concluded that a process or
system can be assumed to operate in a locally linear fashion if the excitation sig-
nal or input to the process is small in magnitude. This chapter has also shown that
actuators or final-control elements even with nonlinear valve characteristics such as
equal percentage or square root can safely be assumed to be locally linear for small
deviations or excursions in their operating points.



Chapter 9
Diagnosis of Poor Control Performance

Poor performance of a control loop is usually caused by poor controller tuning,
presence of disturbances, control-loop interactions and/or loop nonlinearities. The
presence of nonlinearities in control loops is one of the main reasons for poor
performance of a linear controller designed based on linear control theory. In a
control loop, nonlinearities may appear either in the control valve or in the pro-
cess and instrumentation. Among the control-valve nonlinearities, stiction, dead-
band, deadzone, hysteresis and saturation are most common. A nonlinear system
often produces a non-Gaussian and nonlinear time series. The test of Gaussianity
or nonlinearity of a control loop variable serves as a useful diagnostic aid towards
diagnosing the causes of poor performance of a control loop. In this chapter two in-
dices, the non-Gaussianity index (NGI) and the nonlinearity index (NLI), developed
in Chap. 6 are used to detect the possible presence of nonlinearity in the loop. These
indices together with specific patterns in the process output (pv) vs. the controller
output (op) plot can be conveniently used to diagnose the causes of poor control-
loop performance. The method has been successfully applied to many industrial data
sets. A few of them are presented in this chapter. In all cases, the results of the anal-
ysis were confirmed and mitigated during routine maintenance by plant engineers.

9.1 Introduction

In the process industry, control and automation are increasingly the route to achieve
various objectives such as maintaining world-class quality of the product, reducing
operating and maintenance cost, enhancing operators’ safety, meeting environ-
mental and occupational health regulations, optimizing resource management and
increasing profitability. One manifestation of this increased automation is an in-
creasing number of controllers and control loops in process industries. A process
control plant may have anywhere from a few control loops to several thousands,
depending on the complexity of the plant from the perspective of control. The per-
formance assessment and monitoring of the performance of these control loops are
crucial to the achievement of the desired objectives. Performance demographics of
26,000 PID controllers collected over a period of 2 years and across a large range
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Fig. 9.1 Global
multi-industry performance
demographics (from
Desborough and Miller, 2002)

of continuous process industries have been discussed by Desborough and Miller
(2002). The results are reproduced in Fig. 9.1.

Each type of control loop (flow, pressure, level, temperature, etc.) was classified
into one of the five categories — excellent, acceptable, fair, poor and open loop —
based on a combined algorithm of minimum variance benchmark and an oscilla-
tion metric. The classifications were further refined through extensive validation and
feedback from industry to reflect controller performance relative to practical expec-
tations for each measurement type. It is evident from Fig. 9.1 that only a third of
the loops are performing well or in an acceptable fashion. The other two thirds have
significant opportunity for improvement. The key to improving their performance is
to diagnose the causes behind their poor performance.

9.2 Problem Description

Figure 9.2 shows a typical control loop under feedback configuration. The objec-
tive of this control loop may be either set-point tracking or disturbance rejection. In
practice, data for only three measurements for each control loop are available. They
are set-point (sp), controlled variable (pv) and controller output (op or sometimes
also termed co) signals. The measurement of control valve stem position (mv) is sel-
dom available. Many authors (Desborough and Harris, 1992; Harris, 1989; Stanfelj
et al., 1993; Huang and Shah, 1999) have discussed methods, for example, mini-
mum variance benchmark and settling time benchmark, to estimate the controller
or loop performance from routine operating data. In many cases, this information
may also be available from plant engineers or operators, who are dissatisfied with
the poorly performing loops. The challenge here is to identify the root cause of a
poorly performing loop from routine operating (sp, pv and op) data.
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sp—Set Point, co—Controller Output (also called op)
mv—valve positioner signal, pv—Process Variable (controlled)

Fig. 9.2 A typical control loop under feedback control

9.3 Usual Causes of Poor Performance

Jelali (2006) has provided a comprehensive overview of control performance assess-
ment technology and its limitations. Poor performance of a control loop is usually
due to the following:

1.

Poor controller tuning. Often times the controllers are left with the default
tuning settings from commissioning of the plant, even though there are many
changes in the process operation or process modification over the years, which
demand retuning of the controller parameters.

. Equipment failures. Failure or malfunction of sensors or actuators may result

in poor control performance. In most process industries, process control engi-
neers have limited time to devote to individual control loops and maintain them
properly.

Poor process design. There should be a proper coordination between process
design engineers and control engineers during the design phase of a chemical
plant in order to ensure better controllability. It is hard to achieve good control
performance on an improperly designed process. For example, the current prac-
tice in process design tries to minimize the liquid hold-up at the bottom of a
distillation column; however, such a design offers little surge capacity to filter
out or reject disturbances. A case study on this has been documented in Luyben
and Hendershot (2004). The use of reduced inventory and small buffer capacity,
recycle streams and tight energy integration contributes to strong loop interac-
tions, plant-wide oscillation propagations and thereby leads to poor controller
performance.

Loop interactions. Inadequate compensation for interacting loops, improper
loop pairing and competing controllers may result in poor control performance.
Not using the derivative component in the PID controller. In most process
applications, the derivative components of PID controllers are left out because
of the inability or lack of expertise in designing a good filter required to use
the D part of the controller. Birgitta (2003) and Adeleye (2006) have shown
that with the use of either first- or second-order filters, a PID controller can
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significantly improve the control performance over a PI controller. Also, for
processes having significant time delays, substantial improvement in closed-
loop performance can be achieved if PID controllers are used instead of PI
controllers.

6. Presence of nonlinearities. Loop nonlinearities can cause poor performance be-
cause controllers are usually designed based on linear control theory assuming
that everything in the loop is locally linear. The nonlinearities in a loop may arise
due to the presence of actuator or valve nonlinearities and/or nonlinear nature of
the process itself.

9.4 Diagnosis of Poor Control Performance

Poor control performance can be attributed to specific causes related to either
linearity or nonlinearity. The linearity-related causes include tightly tuned con-
trollers, linear oscillatory disturbances and loop interactions. The nonlinearity-
related causes include valve nonlinearities or process nonlinearities. The following
example demonstrates the application of HOS-based techniques in distinguishing
linear and nonlinear causes of poor control performance. Similar results are ob-
tained using Surrogate Data methods. The method is summarized via a signal flow
diagram in Fig. 9.3.

First, the control error signal is examined by the HOS-based nonlinearity test.
If a nonlinearity is not detected, the focus of the diagnosis should be on controller
tuning or on the possible presence of an external linear oscillatory disturbance. If
the method detects nonlinearity, then the nonlinearity must be isolated or localized.
Is it in the valve or in the process? This study assumes that the process is locally
linear.

A simple single-input, single-output (SISO) system in a feedback control config-
uration (Fig. 9.4) was used to generate simulated data. The first-order process with
time delay is given by the following transfer function:

73145771

Gz = 1-0.87"

9.1)
The process is regulated by a PI controller. The structure of the PI controller is as
follows: K /
C(s) =Ke+—==Kc+- 9.2)
TS s
An integrated white noise sequence generated by integrating random noise with a
variance of 0.05 was added to the process output. The simulation was performed for
6,000 sampling intervals. To remove the effect of transients, the first several hundred
data points were discarded. It is important not to use the data that contain transients.
Hence only the last 4,096 points of the error signal to the controller (sp—pv) were
analysed to detect the nonlinearity present in the system.
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Fig. 9.4 Block diagram of a simple SISO process with stiction nonlinearity in the valve

9.4.1 Well Tuned Controller

The PI controller parameters for this case were K, =0.15and I = K. /1; =0.15/1 =
0.15s7!. The valve model is linear in this simulation block diagram. The top
row of Fig. 9.5 shows the results for this case. The proposed test shows that
NGI = —0.0008. This indicates that the error signal is Gaussian and linear. The
corresponding bicoherence plot is flat.
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Fig. 9.5 Results of the simulation example. Bicoherence correctly detects the first three cases as
linear and the last case as nonlinear. The pv—op plot for the stiction case shows elliptical patterns

9.4.2 Tightly Tuned Controller or Excessive Integral Action

For this case, the controller parameters were set at K. = 0.15 and I = K,./1;, =
(0.15/0.4) = 0.375s~!. The second row of Fig. 9.5 shows the results. The presence
of relatively large integral action produces large oscillations in the process variables.
An NGI value of —0.0007 indicates that the poor performance is not due to nonlin-
earity. Also, in the absence of external oscillatory disturbances, the probable cause
may be inferred to be due to a tightly tuned controller.
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9.4.3 Presence of an External Oscillatory Disturbance

A sinusoid with amplitude 2 and frequency 0.016 or approximately 62 samples/cycle
was added to the process output in order to feed an external oscillatory disturbance
to the process. The results for this case are shown in the third row of Fig. 9.5. The
proposed test gives an NGI value of —0.0003. This results shows that the reason for
the oscillation is not due to presence of nonlinearity in the system.

9.4.4 Presence of Stiction

The two-parameter valve-stiction model described in Chap. 13, which also appeared
in Choudhury et al. (2004a and 2005a), was used to perform this simulation. The
model consists of two parameters: (1) deadband plus stickband, S, and (2) slip jump,
J. Figure 13.3 in Chap. 13 summarizes the model algorithm.

To perform the simulation for this particular case, S = 3 and J = 3 were used. In
order to initiate limit cycles or oscillations in a simple first-order time-delay process
in the presence of valve stiction, a set-point change at the beginning of the sim-
ulation is required. Thereafter, the process is allowed to operate under regulatory
control. The last row of Fig. 9.5 shows the time trend of the control error signal,
the bicoherence plot and the pv—op plot. The presence of stiction produces oscil-
lations in the process. The values of NGI and NLI are 0.28 and 0.59, respectively,
which indicate the presence of nonlinearity in the process signal. After detecting the
nonlinearity, the process variable versus controller output plot, i.e. pv—op plot can
be used to diagnose the type of nonlinearity. Usually, the presence of distinctively
shaped elliptical trajectories in the pv—op is an indication of the presence of stiction
in the valve. If the valve position (mv) data are available, the mv—op plot can be used
to identify more accurately the type of nonlinearity in the valve.

Remark 2. The pv—op plot alone should not be used for detecting stiction. First,
the nonlinearity must be detected by HOS-based method or any other method and
only then should the pv—op plot be used to diagnose the type of nonlinearity. The
sole use of pv—op plot without a nonlinearity test may result in false-positives in
the detection of stiction or other valve problems. There is more discussion of this
important topic in Chap. 15.

9.5 Industrial Case Studies

The proposed method has been successfully applied to the detection and isolation
of actuator or valve faults for many industrial control loops. There are many types
of valve faults such as stiction, saturation, oversized valve and corroded valve seat.
Examples of several types of valve faults will be discussed here.
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9.5.1 Stiction in a Furnace Dryer Temperature Control Valve

This section describes a temperature control loop on a furnace feed dryer system at
the Teck Cominco Limited mine in Trail, British Columbia, Canada. The tempera-
ture of the dryer combustion chamber is controlled by manipulating the flow rate of
natural gas to the combustion chamber.

Figure 9.6a depicts time trends of the controlled variable (pv), the controller
output and the set-point. It shows oscillations in both the controlled variable and
the controller output. Figure 9.6b shows the bicoherence plot. The NGI and NLI
indices obtained for this loop were 0.24 and 0.38, respectively, indicating the pres-
ence of nonlinearity in the loop. The presence of distinct elliptical pattern in the
characteristic pv—op plot (Fig. 9.6¢c) together with the pattern obtained in Fig. 9.6d
characterizes the presence of stiction in the control valve. Thus, this analysis was
able to confirm the cause of poor loop performance due to the presence of valve
stiction.
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9.5.2 Valve Saturation

Figure 9.7 illustrates an example of an industrial control loop where the valve suffers
from saturation. The time trends of the pv, op and sp are depicted in Fig. 9.7a
showing the presence of oscillations. The bicoherence test gives NGI = 0.16 and
NLI = 0.26, indicating a nonlinear loop. The corresponding bicoherence plot also
shows a number of peaks indicating significant nonlinearity.
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Fig. 9.7 Results of the analysis of an industrial loop with valve saturation

To diagnose the type of nonlinearity, specific patterns in the pv—op plot are found
to be useful. The pv—op mapping for this loop is shown in Fig. 9.7c. A vertical
straight line with some random cycles in the pv—op plot is a signature of valve
saturation. If the valve saturates at both ends (that is, for both full close and full
open conditions), there will be two vertical straight lines in the pv—op plot. The
explanation of this pattern lies in the use of anti-wind up algorithm in the integral
action of a PI(D) controller. Because of anti-wind up action, the controller output
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Fig. 9.8 Analysis of flow loop 1 data before (April — left) and after the (July — right) plant mainte-

nance shutdown period

is kept constant while the process output may change. This ends up as a vertical

straight line in the pv—op plot.

9.5.3 Valve Problems in Some Flow Control Loops

This analysis is for two flow control loops at Celanese Canada Ltd., a chemical
complex located in Edmonton, Canada. Data were collected with a sampling interval
of 1 min over two periods of time: 10-17 April 2001 and 1-15 July 2001, the latter
following an annual maintenance shutdown of the plant. Results for both these loops

are discussed below.
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9.5.3.1 Oversized Valve

The first example is a recycle flow control loop. Detailed diagnostic plots are
shown in Fig. 9.8. Time series of the data collected in April and July are shown
in Figs. 9.8a,b. The op trend in Fig. 9.8a shows that the valve movement was very
slow and insignificant compared to the change in the error signal, (pv—sp). The val-
ues of NGI and NLI are 0.11 and 0.12, respectively. An NGI value of 0.11 shows
that the signal is non-Gaussian. The NLI value of 0.12 indicates the presence of
nonlinearity in the error signal. The op time trend in Fig. 9.8a shows that a small
change in op caused a large change in pv value (note the range of y-axis for op,
49.4-50). Therefore, it was suggested that the nonlinearity in this loop was most
likely due to an oversized valve. The 6-in. diameter valve was replaced by a 3-in.
diameter valve during the annual maintenance shutdown of the plant in May 2001.
In order to confirm the result of the analysis, additional data were collected in the
month of July of the same year. The results of the post-maintenance data analysis
are shown in the right panel of the Fig. 9.8. For the new data set, NGI = 0, indicat-
ing a Gaussian linear system characteristics. Thus the nonlinearity was eliminated
by replacing the oversized valve with a suitably sized smaller valve.

9.5.3.2 Corroded Valve Seat

The example in this section is also a flow control loop at the outlet of a pump located
at the bottom of a distillation column. Analysis of the April 2001 data for this loop
revealed that the loop had nonlinearity problems with NGI=0.28 and NLI = 0.63.
The diagnostic plots are shown in the top panel of Fig. 9.9. The pv—op characteristic
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plot indicated a type of nonlinear characteristic in the process or the valve that had
not been observed before. During the annual maintenance, plant instrument person-
nel noticed that the valve seat and the plug were severely corroded. Consequently,
the valve seat and the plug were replaced during this maintenance period. The re-
sults of the post-maintenance analysis are shown in the lower panel of Fig. 9.9. For
the post-maintenance data set, NGI and NLI are 0.18 and 0.28, respectively, indi-
cating yet again the presence of a nonlinearity but in a substantially reduced form.
The pv-op plot still shows an unfamiliar pattern for unknown sources of nonlinear-
ities or some other problems. However, the overall controller performance of this
loop had improved significantly to the point where additional analysis was deemed
unnecessary.

9.6 Summary

This chapter has shown the potential of HOS-based indices developed in Chap. 6
in diagnosing the poor performance of control loops. The NGI and NLI indices
together with the specific patterns in the process output (pv) vs. the controller output
(op) mapping can be conveniently used to diagnose the causes of poor control-loop
performance. The method has been successfully applied to many industrial data
sets. Several representative examples of such studies have been presented here. In
all cases, the results of the analysis were confirmed by plant engineers.
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Chapter 10
Different Types of Faults in Control Valves

This chapter introduces the physical makings of a control valve, describes its various
components and discusses the typical faults that may afflict a valve during the course
of normal operation.

10.1 What Is a Control Valve

Control valves are the most commonly used actuators or final control elements. They
are also the main or the only mechanically moving part of a control loop. A cross-
sectional diagram of a typical pneumatic control valve is shown in Fig. 10.1. This
figure presented a cross-sectional diagram of a typical pneumatic control valve. The
purpose of the valve is to restrict the flow of process fluid through the pipe that can
be seen at the very bottom of the figure. The valve plug is rigidly attached to a stem
that is attached to a diaphragm in an air pressure chamber in the actuator section at
the top of the valve. When compressed air is applied, the diaphragm moves up and
the valve opens. The spring is compressed at the same time. The valve illustrated in
Fig. 10.1 is a fail-closed type of valve because when the air pressure is reduced the
spring forces the valve to close.
A control valve has three basic components:

1. Actuator: Most of the actuators are pneumatic. Usually, the actuator works with
the help of a diaphragm and instrument air. This is the device which positions the
throttling element, i.e. the valve plug inside the valve body.

2. Valve body subassembly: This is the part where the valve plug, valve seats and
the valve casing are located.

3. Accessories: These include positioners, I/P (current to pressure) transducers and
position sensors.

Baumann (1994) proposed a control valve model consisting of three components:

1. Gain: Every control valve has its gain (K,), which is determined by the installed
flow characteristics of the valve. This is quite different from the gain listed in
the vendors’ catalogues. K, determines the flow through the valve for per unit
change of controller output signal.

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 137
(© Springer-Verlag Berlin Heidelberg 2008
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Fig. 10.1 A cross-sectional diagram of a pneumatic control valve

2. Valve dead time: This is the time required by the valve before it can move fol-
lowing a controller signal change. Usually, this is determined by the valve and
actuator friction. It may also include time lags due to long pneumatic signal trans-
mission lines and the time to build up pressure in the diaphragm.

3. Time constant of a valve: Time constant of a valve is related to the stroking
speed of the actuator, or the actuator and positioner combination. It determines
how fast the valve responds to an upset in the controlled variable.

An ideal valve should have a constant gain throughout the valve travel span, i.e. a
linear installed flow characteristic, no dead time with properly adjusted packing and
a small time constant.

10.2 Faults in Control Valve

Control valves are mechanical devices subject to wear and tear with respect to time.
They require regular maintenance. With time, they may develop various problems
such as large deadband, excessive static friction or stiction, saturation, backlash,
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seat corrosion, diaphragm wear, etc. These problems reduce the performance of the
control loop. Detection and diagnosis of such problems are an important objective
of the methods proposed in this book.

10.2.1 Oversized Valve

A study by Baumann (1994) reported that 99 out of 100 valves were oversized. An
oversized valve is slow to respond to the change in controller output signal, i.e. it
increases the time constant of the valve. Oversizing causes valve cycling and hunting
and reduces the rangeability of the valve. Interestingly, it was noticed that if a valve
is excessively oversized, it may introduce some nonlinearity in the control loop in
addition to the poor performance of such loops.

10.2.2 Undersized Valve

As mentioned in the previous section, most of the control valves are oversized. How-
ever, in practice one may encounter a few cases of undersized valves. Undersized
control valves are not capable of handling the required flow rate through the valves.
Therefore, they cannot offer a good control performance and, in general, will lead
to saturation-type nonlinearities.

10.2.3 Corroded Valve Seat

The possibility of corrosion or erosion of the valve seat should be taken into ac-
count when performing a control-loop performance diagnosis. The wear of plug
and seat material causes leaky valves, alters flow characteristics and may create a
new flow path in cases of severe erosion. Thus it may contribute to the poor control
performance.

10.2.4 Faulty Diaphragm

The diaphragm is a flexible pressure-responsive element that transmits force to the
actuator stem. It utilizes the fluid pressure to develop a force to move the actuator
stem. Since control valves are constantly throttling and a typical control valve may
stroke several thousand times a day, it is not uncommon that the diaphragm gradu-
ally loses its efficiency and develops faults. The diaphragm may eventually rupture
or develop leaks.

10.2.5 Packing Leakage

A loose or worn stem packing causes external leakage of the process fluids, which
may violate EPA (Environmental Protection Agency) regulations. On the other hand,
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a tight packing may cause excessive friction that can make the loop performance
unsatisfactory.

10.2.6 Valve Hysteresis

Valve hysteresis effects are believed to cause less harm than the valve deadband
or backlash or stiction. The definition of hysteresis can be found in Sect. 11.2.1 of
Chap. 11.

10.2.7 Valve Stiction

Stiction is a portmanteau word formed from the two words static friction. Valve
stiction is a topic of major interest in this book and is discussed in detail in the
following chapters.

10.2.8 Large Deadband

A valve deadband keeps the valve from responding instantly when the signal
changes its direction. Therefore it adds dead time to the control loop. An ideal valve
should not have a deadband of more than 1% with good stem packing.
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Fig. 10.2 Input—output characteristics of valve saturation
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10.2.9 Valve Saturation

All equipment has physical limits. A valve cannot open more than 100% or
cannot close more than 0%. If the controller output demands a valve to be open more
than 100% or close more than 0%, the valve saturates. The input—output behaviour
of saturation is shown in Fig. 10.2. If there is persistent saturation in a control valve,
control performance deteriorates and oscillations may arise in the process variable.
Therefore, techniques for diagnosing poor performance should also be capable of
detecting valve saturation. In some cases, saturation may be deliberately applied.
For example, an MPC may deliberately drive a control valve to saturation to achieve
maximum throughput.

10.3 Summary

This chapter has introduced the physical makings of a control valve, described its
various components and discussed the typical faults that may afflict a valve during
the course of normal operation. It is important to have correctly sized control valves
in the process in order to ensure good control performance. Also, control valves
should not have excessive hysteresis, stiction or deadband.



Chapter 11
Stiction: Definition and Discussions

The presence of nonlinearities such as stiction, deadband and backlash in a control
valve limits the control-loop performance. Stiction is the most common problem in
spring-diaphragm-type valves, which are widely used in the process industry. There
have been many attempts to understand, define and model the stiction phenomenon,
and several of these will be reviewed in this chapter. The chapter also presents an
approach to stiction modelling that can be related directly to the practical situation
as observed in real valves in the process industry. It focusses on the definition of
stiction and understanding of the mechanism that causes stiction.

11.1 Introduction

The moving part in a process control loop is a control valve. If the control valve de-
velops nonlinearities such as stiction, backlash and deadband, the valve output may
be oscillatory, which in turn can cause oscillations in the process output. Among
the many types of nonlinearities in control valves, stiction is the most common and
one of the long-standing problems in the process industry. It hinders the achieve-
ment of good performance of control valves as well as control loops. Many studies
(Horch, 2000; McMillan, 1995; Sharif and Grosvenor, 1998; Horch and Isaksson,
1998; Horch et al., 2000; Aubrun et al., 1995; Wallén, 1997; Taha et al., 1996; Gerry
and Ruel, 2001; Ruel, 2000; Armstrong-Hélouvry et al., 1994) have been conducted
to define and detect static friction or stiction. However, a unique definition and de-
scription of the mechanism of stiction have not been available previously.

11.2 What Is Stiction?

Terms such as deadband, backlash and hysteresis are often misused and wrongly
used in describing valve stiction. For example, a deadband in a valve is commonly
referred to as backlash or hysteresis. Therefore, before proceeding to the definition
of stiction, these terms are defined for a better understanding of the stiction mecha-
nism and a formal definition of stiction.

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 143
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11.2.1 Definition of Terms Relating to Valve Nonlinearity

This section reviews the American National Standard Institution’s (ANSI) formal
definition of terms related to stiction. The aim is to differentiate clearly between the
key concepts that underlie the ensuing discussion of friction in control valves. These
definitions can also be found in EnTech, (1998) and Fisher-Rosemount, (1999),
which also refer to ANSI. ANSI (ISA-S51.1-1979, Process Instrumentation Ter-
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minology) defines the above terms as follows:

e Backlash: “In process instrumentation, it is a relative movement between interacting
mechanical parts, resulting from looseness, when the motion is reversed”.

e Hysteresis: “Hysteresis is that property of the element evidenced by the dependence of
the value of the output, for a given excursion of the input, upon the history of prior

excursions and the direction of the current traverse.”

— “It is usually determined by subtracting the value of deadband from the maximum
measured separation between upscale going and downscale going indications of the
measured variable (during a full range traverse, unless otherwise specified) after
transients have decayed.” Figure 11.1(a) and (c) illustrate the concept.

— “Some reversal of output may be expected for any small reversal of input. This dis-

tinguishes hysteresis from deadband.”

e Deadband: “In process instrumentation, it is the range through which an input signal
may be varied, upon reversal of direction, without initiating an observable change in

output signal.”

— “There are separate and distinct input-output relationships for increasing and

decreasing signals (See Fig. 11.1(b)).”

— “Deadband produces phase lag between input and output.”

— “Deadband is usually expressed in percent of span.”
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Deadband and hysteresis may be present simultaneously. In such an event, the charac-
teristics in the lower left panel of Fig. 11.1 would be observed.

e Dead zone: “It is a predetermined range of input through which the output remains
unchanged, irrespective of the direction of change of the input signal.” (There is another
definition of deadzone for multi-position controller. It is a zone of input for which no
value of output exists. It is usually intentional and adjustable).

— “There is but one input-output relationship (See Fig. 11.1(d)).”

— “Dead zone produces no phase lag between input and output.”

The above definitions show that the term ‘backlash’ applies specifically to the
slack or looseness of the mechanical part when the motion changes direction. There-
fore, in control valves, it may add deadband effects only if there is some slack in
rack-and-pinion-type actuators (Fisher-Rosemount, 1999) or loose connections in a
rotary valve shaft. ANSI (ISA-S51.1-1979) definitions and Fig. 11.1 show that hys-
teresis and deadband are distinct effects. Deadband is quantified in terms of input
signal span (i.e. on the horizontal axis), while hysteresis refers to a separation in the
measured (output) response (i.e. on the vertical axis).

11.2.2 Discussion of the Term ‘Stiction’

Various studies and organizations have defined stiction in various ways. Several
definitions are reproduced below:

e According to the Instrument Society of America (ISA) (ISA Subcommittee
SP75.05, 1979), “stiction is the resistance to the start of motion, usually mea-
sured as the difference between the driving values required to overcome static
friction upscale and downscale”. The definition was first proposed in 1963 in
American National Standard C85.1-1963, “Terminology for Automatic Control”
and has not been updated. This definition was adopted in ISA 1979 Handbook
(ISA Subcommittee SP75.05, 1979) and has remained the same in the revised
2001 edition.

e According to Entech (1998), “stiction is a tendency to stick-slip due to high static
friction. The phenomenon causes a limited resolution of the resulting control
valve motion. ISA terminology has not settled on a suitable term yet. Stick-slip is
the tendency of a control valve to stick while at rest, and to suddenly slip after
force has been applied”.

e According to Horch (2000), “The control valve is stuck in a certain position due
to high static friction. The (integrating) controller then increases the set point to
the valve until the static friction can be overcome. Then the valve breaks off and
moves to a new position (slip phase) where it sticks again. The new position is
usually on the other side of the desired set point such that the process starts in the
opposite direction again”. This is the extreme case of stiction. On the contrary,
once the valve overcomes stiction, it might travel smoothly for some time and
then stick again when the velocity of the valve is close to zero.
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e Ruel (2000) reported: “stiction as a combination of the words stick and friction,
created to emphasize the difference between static and dynamic friction. Stiction
exists when the static (starting) friction exceeds the dynamic (moving) friction in-
side the valve. Stiction describes the valve’s stem (or shaft) sticking when small
changes are attempted. Friction of a moving object is less than when it is station-
ary. Stiction can keep the stem from moving for small control input changes, and
then the stem moves when there is enough force to free it. The result of stiction is
that the force required to get the stem to move is more than the required force to
go to the desired stem position. In presence of stiction, the movement is jumpy”.
This definition resembles stiction as measured online in process industries —
putting the control loop in manual and then increasing the valve input in small
increments until there is a noticeable change in the process variable.

e In Olsson (1996), stiction is defined as “short for static friction as opposed to
dynamic friction. It describes the friction force at rest. Static friction counteracts
external forces below a certain level and thus keeps an object from moving”.

The above discussion reveals the lack of a formal and general definition of stic-
tion and the mechanism(s) that cause(s) it. All of the above definitions agree that
stiction is the static friction that prevents an object from moving and when the ex-
ternal force overcomes the static friction the object starts moving. However, these
definitions disagree in the way stiction is measured and how it can be modelled.
Also, there is no clear description of what happens at the moment when the valve
just overcomes the static friction. Several modelling approaches described this phe-
nomenon using a Stribeck effect model (Olsson, 1996).

11.2.3 A Formal Definition of Stiction

The motivation for a new definition of stiction is to capture the descriptions cited
earlier within a definition that explains the behaviour of a valve with stiction in terms
of its input—output behaviour, as is carried out in the ANSI definitions for backlash,
hysteresis and deadband (see Fig. 11.2). The new definition of stiction as proposed
by the authors is based on careful investigation of real process data.

A typical phase plot of the input—output behaviour of a valve suffering from stic-
tion is described in Fig. 11.2. It consists of four components: deadband, stickband,
slip-jump and the moving phase. When the valve comes to rest or changes direction
at point A in Fig. 11.2, the valve sticks. After the controller output overcomes the
deadband (AB) and the stickband (BC) of the valve, the valve jumps to a new po-
sition (point D) and continues to move. Due to very low or zero velocity, the valve
may stick again between points D and E in Fig. 11.2 while travelling in the same di-
rection (EnTech, 1998). In such a case, the magnitude of deadband is zero and only
the stickband is present. An example of a sticking valve in industry that matches the
phase plot shown in Fig. 11.2 is shown in Fig. 11.3. It is uncommon to see features
such as the sticking between D and E in industrial data because the valve generally
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keeps moving while the input is changing. The valve movement stops only when the
input signal to the valve stops changing or reverses its direction.

The deadband and stickband represent the behaviour of the valve when it is not
moving, even though the input to the valve keeps changing. Slip—jump represents
the abrupt release and conversion to kinetic energy of potential energy that was
stored in the actuator chamber due to the high static friction. The magnitude of the
slip—jump is critical in determining the limit-cyclic behaviour introduced by stiction
(McMillan, 1995; Pipponen, 1996). Once the valve slips, it continues to move until
it sticks again (point E in Fig. 11.2). In this moving phase, dynamic friction may be
much lower than the static friction. As depicted in Fig. 11.2, this section has pro-
posed a rigorous description of the effects of friction in a control valve. Therefore,
we propose the following new definition of stiction:

The presence of stiction impairs proper valve movement, i.e. the valve stem may not move in
response to the output signal from the controller or the valve positioner. The smooth move-
ment of the valve in response to a varying input from the controller or the valve positioner is
preceded by a stickband and an abrupt jump termed as slip-jump. Its origin in a mechanical
system is static friction, which exceeds the dynamic friction during smooth movement of the
valve.

11.3 Practical Examples of Valve Stiction

The objective of this section is to explore the effects of stiction through the investi-
gation of data from industrial control loops. The observed effects reinforce the need
for a rigorous definition of stiction. This section analyses four data sets. The first set
is from a power plant, the next two are from a petroleum refinery and the fourth is
from a furnace dryer system. To preserve the confidentiality of the plants, all data
are scaled and reported as mean-centred with unit variance.

e Loop 1 is alevel control loop that controls the level of condensate in the outlet of
a turbine by manipulating the flow rate of the liquid condensate. In total, 8,640
samples for each tag were collected at a sampling rate of 5 s. Figure 11.3 shows a
portion of the time domain data. The left panel shows time trends for level (pv),
the controller output (op), which is also the valve demand, and valve position
(mv), which can be taken to be the same as the condensate flow rate. The plots in
the right panel show the characteristics pv—op and mv—op plots. The bottom plot
clearly indicates both the stickband plus deadband and the slip—jump effects. The
slip—jump is large and visible from the bottom plot, especially when the valve is
moving in a downward direction. It is marked as ‘A’ in the figure. It is evident
from this figure that the valve output (mv) can never reach the valve demand (op).
This kind of stiction is termed as ‘undershoot case’ of valve stiction. The pv—op
plot does not show the jump behaviour clearly. The slip—jump is very difficult to
observe in the pv—op plot because the process dynamics (i.e. the transfer func-
tion between mv and pv) destroy the pattern. This loop shows one possible type
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pv and op

of stiction phenomenon clearly. The stiction model developed later in Chap. 13
based on the control signal (op) is able to simulate this kind of behaviour.

Loop 2 is a liquid flow slave loop of a cascade control loop. The data were
collected at a sampling rate of 10 s and the data length for each tag was 1,000
samples. The left plot of Fig. 11.4 shows the time trend of pv and op. A closer
examination of this figure reveals that the pv (flow rate) is constant for a given
period of time, although the op changes over that period. This is the period during
which the valve was stuck. Once the valve overcomes deadband plus stickband,
the pv changes very quickly (denoted as ‘A’ in the figure) and moves to a new
position where the valve sticks again. It is also evident that sometimes the pv
overshoots the op, and sometimes it undershoots. The pv—op plot has two dis-
tinct parts — the lower part and the upper part extended to the right. The lower
part corresponds to the overshoot case of stiction, i.e. it represents an extremely
sticky valve. The upper part corresponds to the undershoot case of stiction. These
two cases have been separately modelled in the data-driven stiction model. This
example serves to illustrate a mixture of undershoot and overshoot cases of stic-
tion. The terminologies regarding different cases of stiction will be clarified in
Sect. 13.2 in Chap. 13

Loop 3 is a slave flow loop cascaded to a master-level control loop. A sampling
rate of 6 s was used for the collection of data and a total of 1,000 samples for
each tag were collected. The top panel of Fig. 11.5 shows the presence of stic-
tion with a clear indication of stickband plus deadband and the slip—jump phase.
The slip—jump appears as the control valve just overcomes stiction (denoted as
point ‘A’ in Fig. 11.5). This slip—jump is not very clear in the pv—op plot of the
closed-loop data (top-right plot) because both pv and op jump together due to
the probable presence of a proportional only controller. However, it shows the
presence of deadband plus stickband clearly. Sometimes, it is best to look at the
pv—sp plot when examining a cascaded loop with the slave loop operating under
proportional control only. The bottom panel of Fig. 11.5 shows the time trend

process output, pv
o

I
-

I
0 200 400
sampling instants controller output, op

Fig. 11.4 Data from a flow loop in a refinery, time trend of pv and op (left) — the line with circles
is pv and the thin line is op, and the pv—op plot (right)
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process output, pv

process output, pv

sampling instants set point, sp

Fig. 11.5 Data from a flow loop in a refinery, time trend of pv and op (fop left) — the line with
circles is pv and the thin line is op, the pv—op plot (top right), time trend of pv and sp (bottom left),
line with circles is pv and thin line is sp, and the pv—sp plot (bottom right)

and phase plot of sp and pv, where the slip—jump behaviour is clearly visible.
This example represents a case of pure stick-slip or stiction with no offset.

Loop 4 is a temperature control loop on a furnace feed dryer system at the Teck
Cominco Limited mine in Trail, British Columbia, Canada. The temperature of
the dryer combustion chamber is controlled by manipulating the flow rate of
natural gas to the combustion chamber. A total of 1,440 samples for each tag
were collected at a sampling rate of 1 min. The top plot of the left panel of the
Fig. 11.6 shows time trends of temperature (pv) and controller output (op). It
shows clear oscillations both in the controlled variable (pv) and in the controller
output. Distinctive oval trajectories are observed in the characteristic pv—op plot
(see Fig. 11.6 top right). For this loop, there was a flow indicator close to the
valve and indicator data were available. In the bottom-right panel of this figure
the flow rate is plotted versus op. The flow-rate data appears to be quantized but
the presence of stiction in this control valve was confirmed by the plant engineer.
The two bottom plots clearly show the stickband and the slip—jump of the valve.
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flow rate and op
flow rate

sampling instants controller output, op

Fig. 11.6 Industrial dryer temperature control-loop data, lines with circles are pv and flow rate,
the thin line is op (the bottom-left panel)

The moving phase of the valve is almost absent in this example. After the valve
overcomes stiction, it jumps to the new position and sticks again.

11.4 Summary

This chapter has presented a discussion of the terms related to valve nonlinearity,
followed by the proposal of a new formal definition of stiction. Some practical ex-
amples of valve stiction from real-world data are provided to gain insights into the
mechanism of stiction. Practical examples of valve stiction are given to justify the
newly proposed definition of stiction.



Chapter 12
Physics-Based Model of Control Valve Stiction

In this book, stiction in control valves is modelled using two approaches. One is
physics based and the other is data driven. A physics-based model is outlined in this
chapter, while Chap. 13 will present a data-based model that has the same input—
output behaviour. The physics-model discussed in this chapter was published in
Choudhury et al. (2005a).

12.1 Introduction

Friction in the valve arises principally in the packing (See Fig. 10.1). It is the packing
that stops process fluid from leaking out of the valve but the valve stem nevertheless
has to move freely relative to the packing. There is a trade-off because too tight
packing reduces emissions and leaks from the valve but at the same time increases
the friction. Loose packing reduces friction but there is a potential for process fluids
to leak. Other effects that cause excessive friction are corrosion of the valve stem,
which makes it rough or nonsmooth, and deposits on the valve seat, which can make
the valve plug stick in the seat.

Sticking control valves have deadband and stick—slip behaviour (stiction) caused
by excessive static friction. Friction effects have been thoroughly studied in the liter-
ature, for instance by Karnopp (1985), Dewit et al. (1995), Olsson (1996), Kayihan
and Doyle III (2000) and Choudhury et al. (2005a, 2005b).

12.2 Physical Modelling of Valve Friction

12.2.1 Physics of a Control Valve

The purpose of this section is to understand the physics of valve friction and repro-
duce the behaviour seen in real plant data.

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 153
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For a pneumatic sliding stem valve, the force balance equation based on Newton’s
second law can be written as:

d*x

Mi
dr?

=Y Forces = F,+F,+Fy+F, + F;, (12.1)

where M is the mass of the moving parts; x is the relative stem position; F, = Au is
the force applied by pneumatic actuator, where A is the area of the diaphragm and
u is the actuator air pressure or the valve input signal; F, = —kx is the spring force
where k is the spring constant; F,, = —A,AP is the force due to fluid pressure drop,
where A, is the plug unbalance area and AP is the fluid pressure drop across the
valve; F; is the extra force required to force the valve to be into the seat and Fy is
the friction force (Fitzgerald, 1995; Kayihan and Doyle III, 2000; Whalen, 1983).
Following Kayihan and Doyel III, F; and F,, will be assumed to be zero because of
their negligible contribution to the model.

12.2.2 Friction Model

The friction model is adopted from Karnopp (1985) and Olsson (1996). It includes
static and moving friction. The expression for the moving friction is in the first
line of Eq. (12.2) and comprises a velocity-independent term F,. known as Coulomb
friction and a viscous friction term vF, that depends linearly upon the velocity. Both
act in opposition to the velocity, as shown by the negative signs.

—F. sgn(v)—vFE, if v#0
Fr={ —(F,+F) if v=0and |F, +F| <F, . (12.2)
—F; sgn(F,+F,) ifv=0and |F, + F,| > F;

The second line in Eq. (12.2) is the case when the valve is stuck. Fy is the max-
imum static friction. The velocity of the stuck valve is zero, therefore the accel-
eration is zero also. Thus, the right-hand side of Newton’s law is zero, such that
Fy = —(F,+F,). The third line of the model represents the situation at the instant
of breakaway. At that instant the sum of forces is (F, + F,) — Fysgn(F, + F,), which
is not zero if |F, + F,| > F;. Therefore, the acceleration becomes non-zero and the
valve starts to move.

Many refinements exist for this friction model, including the Stribeck effect,
which gives a detailed treatment of the static friction spike between F. and F;, and
the variable break away forces such that the value of F; depends on how long the
valve has been stuck. The classic friction model presented here is sufficient to cap-
ture the main features and can model deadband and stick—slip effects.
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12.2.3 Model Parameters

The physical model of a control valve requires several parameters (M, Fs, F¢, F,) to
be known. The mass M and typical friction forces (F;, F¢, F,,) depend upon the design
of the valve. Kayihan and Doyle III (2000) used manufacturer’s values suggested
by Fitzgerald (1995) and similar values have been chosen here apart from a slightly
increased value of F; and a smaller value for F, in order to make the demonstration
of the slip-jump more obvious (see Table 12.1). Figure 12.1 shows the friction force
characteristic in which the magnitude of the moving friction is smaller than that of
the static friction. The friction force opposes velocity (see Eq. (12.2)), thus the force
is negative when the velocity is positive.

The calibration factor of Table 12.1 is introduced because the required stem po-
sition x, is the input to the simulation. In the absence of stiction effects, the valve

Table 12.1 Nominal values used for physical valve simulation

Parameters Kayihan and Doyle III, 2000 Nominal case
M 31b (1.36kg) 1.36kg
F 384 1bf (1708 N) 1750N
F. 3201bf (1423 N) 1250N
F, 3.51bf.s/in (612 N.s/m) 612 N.s/m
Spring constant, k 300 Ibf/in (52500 N/m) 52500 N/m
Diaphragm area, A 1001in? (0.0645 m2) 0.0645 m?
Calibration factor, k/A - 807692 Pa/m
Air pressure 10 psi (68950 Pa) 68950 Pa
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Fig. 12.1 Friction characteristic plot
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moving parts come to rest when the force due to air pressure on the diaphragm is
balanced by the spring force. Thus Au = kx and the calibration factor relating the
air pressure u to x, is k/A. One consequence of miscalibration is that the valve can
overshoot, as discussed later.

12.2.4 Detection of Zero Velocity

A numerical simulation of the valve requires a condition for the velocity to be
zero in order for the second and third lines of the friction model to be activated.
The velocity in metres per second is taken to be zero if it falls in the range
—0.0005 < v < 0.0005.

12.2.5 Model of the Pressure Chamber

It was pointed out by Kano et al. (2004) that numerical simulations of valve mod-
els do not always respond correctly to a stochastic input in which the air pres-
sure changes randomly at each simulation step. The reason is that the zero ve-
locity condition is not met unless the amplitude of the stochastic input is very
small.

A physical valve would not experience a stochastic air pressure signal because
the air pressure chamber has a smoothing effect. A solution to the numerical prob-
lem identified by Kano can make use of this physical insight by introducing a first-
order lag transfer function model to represent the dynamics of the pressure chamber
in place of the algebraic model F,, = Au. The adjusted model is:

A
= ],[’
Ts+1

(12.3)

Fq

where 7 is a time constant that can be set to some realistic value such as 1s or
any value that is significantly faster than the time constant of the process. If the
stochastic input u has a large enough amplitude, then the valve does not stick even
when the pressure chamber dynamics are taken into account. This effect is also
observed with a real valve and such an input is called a dither signal. Adding a
dither signal to the valve air pressure is well known as a means of reducing the
impact of a control valve deadband.



12.3 Valve Simulation 157

12.3 Valve Simulation

The purpose of simulation of the valve was to determine the influence of the
three friction terms in the model. The nonlinearity in the model is able to induce
limit-cycle oscillations in a feedback control loop. The aim is to understand the
contribution of each friction term to the character and shape of the limit cycles.

12.3.1 Open-Loop Response

Simulations using the model have been reported in Choudhury et al., (2005a) and
are reproduced here. Figure 12.2 shows the valve position when the valve model is
driven by a sinusoidal variation in op in the absence of the controller. The left-hand
column shows the time trends while the right-hand panels are plots of valve demand
(op) versus valve position (mv). Several cases are simulated using the parameters
shown in Table 12.2. The linear values are those suggested by Kayihan and Doyle
IIT for the best case of a smart valve with Teflon packing.

In the first row of Fig. 12.2, the Coulomb friction F, and the static friction Fj
are small and linear viscous friction dominates. The input and output are almost in
phase in the first row of Fig. 12.2 because the sinusoidal input is of low frequency
compared to the bandwidth of the valve model and is on the part of the frequency
response function where input and output are in phase.

Valve deadband is due to the presence of Coulomb friction F, a constant friction
that acts in the opposite direction to the velocity. In the deadband simulation case,
the static friction is the same as the Coulomb friction, F; = F,.. The deadband arises

mv (thick line) and op (thin line) mv vs. op

m / pure deadband
W / stiction
/\/\/\/ / stiction (pure stick-slip)
m / stiction (miscalibration)

0 50 100 150 200
time/s

Fig. 12.2 Open-loop responses of the physics-based model of a valve
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Table 12.2 Friction values used in simulation of physical valve model

Parameters Linear Pure Stiction Stiction Stiction
deadband (undershoot) (undershoot) (no offset)
(open loop) (closed loop)
Fy (N) 45 1250 1750 1000 1750
F. (N) 45 1250 1250 400 0
F, (N.s/m) 612 612 612 612 612

because, on changing the direction, the valve remains stationary until the net applied
force is large enough to overcome F.. The deadband becomes larger if F; is larger.

A valve with high initial static friction such that F; > F. exhibits a jumping be-
haviour that is different from a deadband, although both behaviours may be present
simultaneously. When the valve starts to move, the friction force decreases abruptly
from F; to F;. There is therefore a discontinuity in the model on the right-hand side
of Newton’s second law and a large increase in acceleration of the valve moving
parts. The initial velocity is therefore higher than in the F; = F; case, leading to the
jump behaviour observed in the third row of Fig. 12.2. If the Coulomb friction F;
is absent, then the deadband is absent and the slip-jump allows the mv to catch up
with the op (fourth row).

If the valve is miscalibrated, then swings in the valve position (mv) are larger than
swings in the demanded position (op). In that case the gradient of the op—myv plot is
greater than unity during the moving phase. The bottom row of Fig. 12.2 shows the
case when the calibration factor is larger by 25%. A slip-jump was also used in this
simulation.

12.3.2 Closed-Loop Response

For assessment of closed-loop behaviour, the valve output drives a first-order plus
time-delay (FOPTD) process G(s) and receives its op reference input from a PI
controller C(s), where:

36710s
T 10s+1

G(s) (12.4)

C(S)=0.2(10S+1)

10s

Figure 12.3 shows the limit cycles induced in this control loop by the valve to-
gether with the plots of valve position (mv) versus valve demand (op). The limit
cycles were present even though the set point to the loop was zero. That is, they
were internally generated and sustained by the loop in the absence of any external
set-point excitation.

There was no limit cycle for the FOPTD process in the linear case dominated by
viscous friction or in the case with deadband only when Fy; = F_. It is known that
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mv (thick line) and op (thin line) mv vs. op

E | stiction

r stiction
/[ - | Plgain doubled

| stiction (pure stick—slip)

| stiction (miscalibration)

0 100 200 300
time/s

Fig. 12.3 Close loop responses of the physics-based model of a valve.

deadband alone cannot induce a limit cycle unless the process G(s) has integrating
dynamics, as will be discussed further in Chap. 14.

The presence of stiction (F; > F.) induces a limit cycle with a characteristic trian-
gular shape in the controller output. Cycling occurs because an offset exists between
the set point and the output of the control loop while the valve is stuck, which is in-
tegrated by the PI controller to form a ramp. By the time the valve finally moves in
response to the controller op signal, the actuator force will have grown quite large
and the valve will then move quickly to a new position where it will stick again.
Thus, a self-limiting cycle is set up in the control loop.

If stiction and deadband are both present, then the period of the limit cycle oscil-
lation can become very long. The combination F; = 1750N and F. = 1250 N gave
a period of 300 s while the combination £y = 1000 N and F, = 400 N had a period
of about 140s (top row, Fig. 12.3). In both cases, the period is much longer than
the time constant of the controlled process. The period of oscillation can also be in-
fluenced by altering the controller gain. If the gain is increased, the linear ramps of
the controller output signal are steeper, the actuator force moves through the dead-
band more quickly and the period of the limit cycle becomes shorter (second row,
Fig. 12.3). The technique of changing the controller gain is used by industrial con-
trol engineers to test the hypothesis of a limit cycle induced by valve nonlinearity
while the plant is still running in closed loop.
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In the pure stick—slip case shown in the third row of Fig. 12.3, the Coulomb fric-
tion is negligible and the oscillation period is shorter because there is no deadband.
The bottom row in Fig. 12.3 shows that miscalibration causes an overshoot under
closed loop.

12.4 Summary

This chapter gave an analysis of the behaviour of feedback control loops with a
sticking valve through physics-based modelling of the valve. The model success-
fully reproduced a range of closed-loop limit cycles observed in industrial processes.
The physical model has fulfilled its purpose of giving in-depth understanding
of the origin of deadband and stiction effects in a control valve. However, it is not
useful for routine use because the values of the physical parameters such as friction
forces and spring constant are not generally known. A data-driven empirical model
will be discussed in the next chapter as a means of overcoming this disadvantage.



Chapter 13
Data-Driven Model of Valve Stiction

In order to use the physical model of valve stiction, several parameters such as valve
friction force, mass and spring constant are required to be known. Explicit values of
these parameters depend on the size of the valve and its manufacturer and are diffi-
cult to obtain in practice. Therefore, physical models of valve friction are not easily
available for routine use. On the other hand, a data-driven stiction model is simple
to use and does not require knowledge of the parameters of the physical model.
This chapter first discusses a one-parameter valve-stiction model and its limitations,
followed by a description of the two-parameter data-driven model of valve stiction
that first appeared in Choudhury et al. (2005a, 2005b). It also validates the two-
parameter stiction model with the physical model described in Chap. 12 by compar-
ing simulation results with experimental results from process instrumentation.

13.1 One-Parameter Data-Driven Stiction Model

Stenman et al. (2003) with reference to a private communication with Hagglund
reported a one-parameter data-driven stiction model. The model is described as fol-

lows: ( R )
 Ju(k—1)if |u(k) —y(k—1) |<d
)= {u(k) otherwise (13.1)

where u and y are the valve input and output, respectively, and d is the valve stiction
band. This model has also been used by Srinivasan et al. (2005a).

Figure 13.1 shows the simulation results when the one-parameter model was
excited with a sinusoidal input. Clearly, the input—output phase plot (the right plot)
does not match with the plot that is observed in the case of a sticky valve (see
Fig. 13.2). This model has some serious drawbacks:

1. The model compares the difference of the current input and the previous output
with the stickband (see Eq. (13.1)). However, it is the deadband that should be
compared with the cumulative increment of the input signal from the moment
when the valve became stuck.

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 161
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Fig. 13.1 Simulation results for a one-parameter valve-stiction model under sinusoidal excitation
(d=2 was used in the simulation)

2. Areal valve can stick anywhere whenever the input reverses direction. The prob-
lem with using the model in Eq. (13.1) as a dynamic model is that the valve sticks
while it is moving whereas it should only stick when the velocity goes to zero.

3. The phase plot (valve output vs. input), as shown on the right-hand plot in
Fig. 13.1, does not match the typical phase plot of a sticky valve. An exam-
ple of a typical phase plot of a sticky valve is presented in Fig. 11.3. The phase
plot shown in Fig. 13.1 looks similar to the one when a slow, increment stroke
test is performed on the valve.
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Fig. 13.2 Typical input—output behaviour of a sticky valve
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Therefore, the one-parameter model is not adequate as a dynamic data-driven
model of valve stiction. For a dynamic stiction model, the challenges are (i) to model
the tendency of the valve to stay moving once it has started until the input changes
direction or the velocity goes to zero, and (ii) to include the effects of deadband and
the slip—jump. The following section describes a two-parameter stiction model that
can meet these challenges.

13.2 Two-Parameter Data-Driven Model of Valve Stiction

Parameters of the two-parameter data-driven valve stiction model can be related
directly to plant data, and furthermore such a model produces the same open- and
closed-loop behaviour as the physical model. The model only requires the controller
output signal and the specification of deadband plus stickband (S) and slip—jump
(J). It overcomes the main disadvantages of physical modelling of a control valve,
namely it does not require the knowledge of the mass of the moving parts of the
actuator, spring constant and the friction forces. The effect of the change of the
parameters of a physical model cannot easily be determined analytically because
the relationship between the values of the parameters and the observation of the
deadband/stickband as a percentage of valve travel is not straightforward. On the
other hand, in a data-driven model, the parameters are easy to choose and the effects
of the parameter changes are simple to realize.

13.2.1 Model Formulation

The valve sticks only when it is at rest or changing direction. When the valve
changes its direction it comes to rest momentarily. Also, when the velocity of the
valve is very small, the valve may stick. Once the valve overcomes stiction, it starts
moving and may keep moving for sometime, depending on the valve input and the
amount of stiction present in the valve. In the moving phase (see Fig. 13.2), the
valve suffers only dynamic friction, which is usually smaller than static friction.
It continues to move until its velocity is again very close to zero or it changes its
direction.

In the process industry, stiction is generally measured as a percentage of the
valve travel or the span of the control signal (Gerry and Ruel, 2001). For example,
2% stiction means that when the valve gets stuck, it will start moving only after the
cumulative change of its control signal is greater than or equal to 2%. If the range of
the control signal is from 4 to 20 mA, then a 2% stiction means that a change of the
control signal less than 0.32 mA in magnitude will not be able to move the valve.

In the modelling approach described herein, it is assumed that the controller has a
filter to remove the high-frequency noise from the signal (see Sect. 13.2.2 for more
discussion on this topic). Then, the control signal is translated to the percentage
of valve travel with the help of a linear look-up table. The model consists of two
parameters — namely the size of deadband plus stickband S (specified in the input
axis) and slip—jump J (specified on the output axis). The term °S’ contains both
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Fig. 13.3 Signal and logic flow chart of the two-parameter data-driven stiction model

the deadband and stickband. Figure 13.3 summarizes the model algorithm, which
consists of the following steps:

e First, the controller output (mA) is converted to valve travel percentage using a
look-up table.

o If the transformed controller output signal (%) is less then O or more than 100,
the valve is considered to be saturated (i.e., fully close or fully open).

e If the signal is within the 0—100% range, the algorithm calculates the slope of the
controller output signal.

e Next, the change of the direction of the slope of the input signal is taken into con-
sideration. If the sign of the slope changes or remains zero for two consecutive
instants, the valve is assumed to be stuck and does not move.

The sign function of the slope gives the following outputs:

— If the slope of input signal is positive, the sign(slope) returns +1.
— If the slope of input signal is negative, the sign(slope) returns —1.
— If the slope of input signal is zero, the sign(slope) returns 0.
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Therefore, when sign(slope) changes from +1 to —1 or vice versa, this means that
the direction of the input signal has changed and the valve is at the beginning of
its stick position (points A and E in Fig. 13.2). The algorithm detects the stick
position of the valve at this point. Now, the valve may stick again while travelling
in the same direction (opening or closing direction) only if the input signal to the
valve does not change or remains constant for two consecutive instants, which
is uncommon in practice. For this situation, the sign(slope) changes to 0 from
+1 or —1 and vice versa. The algorithm again detects the stick position of the
valve in the moving phase and this stuck condition is denoted with the indicator
variable / = 1. The value of the input signal when the valve gets stuck is denoted
as xss. This value of xss is kept constant and does not change until the valve gets
stuck again. The cumulative change of input signal to the model is calculated
from the deviation of the input signal from xss. It is noteworthy that this can also
be performed by using a velocity threshold below which the valve will come to
a rest or stop.

e For the case where the input signal changes direction (i.e. the sign(slope) changes
from +1 to —1 or vice versa), if the cumulative change of the input signal is more
than the amount of the deadband plus stickband (S), then the valve slips and starts
moving.

e For the case when the input signal does not change direction (i.e. the sign(slope)
changes from +1 or —1 to 0, or vice versa), if the cumulative change of the input
signal is more than the amount of the stickband (J), then the valve slips and starts
moving. This takes care of the case when valve sticks again while travelling in
the same direction (Entech, 1998).

e The output is calculated using the equation:

output = input — sign(slope) x (S—J)/2 (13.2)

and depends on the type of stiction present in the valve. It can be described as
follows:

— Deadband: If / = 0, then the valve has a pure deadband without any slip-jump.

— Stiction (undershoot): If J < S, then the valve output can never reach the valve
input. There is always some offset or deviation between the valve input and
the valve output. This represents the undershoot case of stiction.

— Stiction (no offset): If J = S, the algorithm produces pure stick—slip behaviour.
There is no offset between the valve input and the valve output. Once the valve
overcomes stiction, the valve output tracks or reaches the valve input exactly.
This is the well-known ‘stick-slip case’. For this case, the value of deadband
is zero.

— Stiction (overshoot): If J > §, the valve output overshoots the valve input due
to excessive stiction. This is termed as overshoot case of stiction. This may
happen due to miscalibration of the valve as discussed in the previous chapter.

e The parameter J is an output quantity measured on the vertical axis. It signi-
fies the slip-jump start of the control valve immediately after it overcomes the
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deadband plus stickband. It accounts for the offset or deviation between the valve
input and output signals.

e Finally, the output is converted back to a mA signal using a look-up table based
on the characteristics of the valve such as linear, equal percentage or square root,
and the new valve position is reported.

13.2.2 Dealing with Stochastic or Noisy Control Signals

The two-parameter stiction model uses the sign function to detect the change of
valve direction. In the case of a noisy signal, this may cause some numerical prob-
lems in the simulation. In real life, a noisy control signal causes unnecessary valve
movements resulting in rapid wear and tear. In order to handle noisy or stochastic
control signal, either of the following two approaches can be used:

1. A time domain filter, e.g. an exponentially weighted moving average filter
(EWMA), can be used before or after the controller to filter the noise. The work
presented in this chapter uses the following filter:

Az
Gr(z) = ———= 13.3
£(2) -0 (13.3)
In this work, A = 0.1 was used for all simulations. The magnitude of A will
depend on the extent of noise used in the simulation.
2. A transfer function similar to Eq. (12.3) in Chap. 12 can be used to filter out the
high-frequency noise.

13.2.3 Open-Loop Response of the Model Under
a Sinusoidal Input

Figure 13.4 shows the open-loop behaviour of the two-parameter data-driven stic-
tion model in the presence of deadband and varying amounts of slip—jump. Plots
in the left panel show the time trend of the valve input op (thin solid line) and the
output mv (thick solid line). The right panel shows the input—output behaviour of
the valve on a X-Y plot.

e The first row shows the case of a linear valve without stiction.

e The second row corresponds to pure deadband without any slip—jump, i.e. J = 0.
For this case, the magnitude of stickband is zero and deadband itself equals *S’.

e The third row shows the undershoot case of a sticky valve where J < S. This case
is also illustrated in the first and second examples of industrial control loops in
Figures 11.3 and 11.4. In this case, the valve output can never reach the valve
input. There is always some offset. Both deadband and stickband are active for
this case.
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mv (thick line) and op (thin line) mv vs. op
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Fig. 13.4 Open-loop simulation results of the data-driven stiction model

e The fourth row represents pure stick—slip behaviour. There is no offset between
the input and output. Once the valve overcomes stiction, the valve output tracks
the valve input accurately. For this case, the deadband is zero.

e In the fifth row, the valve output overshoots the desired set position or the valve
input due to excessive stiction or miscalibration. This is termed ‘overshoot case
of stiction’.

13.2.4 Stiction in Reality

In reality, a combination of these stiction phenomena may be observed. Although
the two-parameter data-driven stiction model is not directly based on the dynamics
of the valve, its strength is that it is simple to use for the purpose of simulation and
can quantify stiction as a percentage of valve travel or span of input signal. Also,
the parameters used in this model are simple to understand, realize and relate to real
stiction behaviour.

13.2.5 Closed-Loop Behaviour of the Model

Closed-loop behaviour of the stiction model has been studied for two different cases,
namely a concentration loop and a level loop. The concentration loop has a PI con-
troller and a process model having slow dynamics and a large dead time. The level
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Table 13.1 Process models, controllers and stiction model parameters

Stiction

Loop Process  Controller ~ Deadband Undershoot No Offset Overshoot

s J s S S J
Conen. 30 02(%) 5 0 5 2 55 5 7
Level 1 04(%ty 3 0 315 33 3 45

loop has a PI controller and the process is represented by an integrator. The transfer
functions, controllers and parameters used in the simulation are shown in Table 13.1.
The magnitudes of S and J are specified as a percentage (%) of valve input span and
output span, respectively. The results for each of the loops are discussed in separate
sections below.

13.2.5.1 Concentration Loop

The transfer function model for the concentration loop was obtained from Horch and
Isaksson, (1998). This transfer function with a PI controller in a feedback closed-
loop configuration is used here for simulation. Steady-state results of the simulation
for different stiction cases are presented in Fig. 13.5a and 13.5b. In both figures, the
thin lines are the controller output. If an integrator is not present in the process, the
triangular shape of the time trend of controller output is one of the characteristics of
stiction (Horch, 2000). If it is an integrating process with a PI controller, the valve
signal is integrated twice and appears as a series of parabolic segments. Figure 13.7
shows such an example.

Figure 13.5a shows the controller output (op) and valve position (mv). Mapping
of mv vs. op clearly shows the stiction phenomena in the valve. It is a common prac-
tice to use a mapping of pv vs. op for valve diagnosis (see Fig. 13.5b). However, in
this case, such a mapping only shows elliptical trajectories with sharp turn-around
points. The reason is that the pv—op map captures not only the nonlinear valve char-
acteristic but also the dynamics of the process, G(s), which in this case is a first-
order lag plus dead time. Therefore, if the valve position data are available, one
should plot the valve position (mv) against the controller output (op). Apart from
the case of liquid flow loops where the flow through the valve (pv) can be taken to
be proportional to valve opening (mv), the pv—op maps should be used with caution.

13.2.5.2 A Level Control Loop

The closed-loop simulation of the stiction model using only an integrator as the pro-
cess is performed to investigate the behaviour of a typical level loop in the presence
of valve stiction. Results are shown in Figs. 13.6 and 13.7. The second row of the
figure shows that the deadband can produce oscillations. Again, it is observed that
if there is an integrator in the process dynamics, then even a pure deadband can



13.2 Two-Parameter Data-Driven Model of Valve Stiction 169

-7-0-1- linear

-@®--- pure deadband

-tF3F- stiction (undershoot)
77 stiction (no offset)
- H - stiction (overshoot)

(a) Left: Time trends of mv and op; Right: mv—op mappings

0 100 200 300
time/s

pv (thick line) and op (thin line) pv vs. op

-r-e-1- linear

--@a®»--- pure deadband
;; stiction (undershoot)
E:E stiction (no offset)
EE stiction (overshoot)

(b) Left: Time trends of pv and op; Right: pv—op mappings

0 100 200 300
time/s

Fig. 13.5 Closed-loop simulation results of a concentration loop using the data-driven stiction
model

produce limit cycles. The mv—op mappings depict various cases of valve stiction.
The pv—op plots show elliptical loops with sharp turn-around. Therefore, as was
noted in an earlier example, the pv—op map is not a very reliable diagnostic tool for
valve faults in a level loop. A diagnostic technique discussed in Chap. 15 as devel-
oped by Choudhury et al. (2004b) based on higher-order statistical analysis of data
is able to detect and diagnose the presence of stiction in control loops.
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mv (thick line) and op (thin line) mv vs. op
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Fig. 13.6 Closed-loop simulation results of a level loop using the data-driven stiction model
(mv and op)
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Fig. 13.7 Closed-loop simulation results of a level loop using the data-driven stiction model
(pv and op)
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13.3 Comparison of Physics-Based Model
and Data-Driven Model

Although the two-parameter data-driven model is an empirical model and not based
on physics, it is observed that this model can correctly reproduce the behaviour of
the physics-based stiction model described in Chap. 12. The data for Figs. 13.5a and
12.3 are obtained from the simulation of the same process and same controller, but
with different stiction models. By comparing Fig. 13.5 with Fig. 12.3, the following
features can be observed:

e For a first-order plus time-delay model, both stiction models show no limit cycle
for the case of pure deadband. This confirms the findings of Pipponen (1996),
and McMillan (1995), who stated that the presence of pure deadband only adds
dead time to the process and the presence of deadband together with an integrator
produces a limit cycle (discussed further in Sect. 14.4).

e Both models show that a certain amount of slip-jump is required in order to
initiate limit cycles if the process does not contain an integrator and the controller
is a PI controller.

e If the process contains an integrator, both models show that limit cycles are gen-
erated even in the case of pure deadband.

e Both models produce identical results for other cases of stiction.

The open-loop simulation results for both models look qualitatively very similar
in Fig. 13.4 and 12.2. A one-to-one comparison of these figures cannot be made
because there is no direct one-to-one relation among the parameters of the empirical
data-driven model and that of the physics-based model.

13.4 Summary

This chapter first discussed the one-parameter stiction model and its limitations,
followed by the detailed formulation of a two-parameter data-driven stiction model.
The two-parameter stiction model has been validated using the simulation results of
the physics-based valve model. This chapter showed that the two-parameter stiction
model can adequately simulate stiction phenomena. This model can be easily used
to perform simulations in order to develop methodologies for stiction compensation,
oscillation diagnosis and loop-interaction diagnosis.



Chapter 14
Describing Function Analysis

Under some circumstances, a control valve suffering from stiction induces a limit-
cycle oscillation in the control loop. This chapter gives an analysis to gain insights
into the conditions under which such limit cycles might arise and also provides
some understanding of how the magnitude and frequency of the limit cycle are in-
fluenced by tuning of the controller. Describing function analysis uses a quasilinear
approach in which the nonlinearity is approximated by a signal-dependent linear
gain. The key assumption, which is met in the systems considered here, is that the
behaviour of the control loop can be understood by considering just the fundamental
sinusoidal component of the limit cycle. Limit-cycle oscillations caused by valve
stiction can be studied using describing function analysis, and valuable insights
about the signal-generating system can be obtained. The analysis of this chapter
focusses on the describing function of the two-parameter stiction model developed
in Chap. 13.

14.1 Introduction

A nonlinear actuator with a stiction characteristic may cause limit cycling in a con-
trol loop. Further insights into the behaviour of such systems may be achieved
through a describing function analysis (Cook, 1986). The nonlinearity is modelled
by a nonlinear gain N. The assumptions inherent in the approximation are that (1)
there are periodic signals present in the system and (2) the controlled system is low
pass and responds principally to the fundamental Fourier component. The condi-
tions for oscillation in a negative feedback loop arise when the loop gain is —1:

G, (iw) = — (14.1)

where G, (iw) is the open-loop frequency response that includes the controlled sys-
tem and the proportional plus integral controller, and N (X,,) is the describing func-
tion that depends on the magnitude of the controller output X,,,. When the condition
G,(iw) = —1 /N(X,,) is met, the system will oscillate spontaneously with a limit

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 173
(© Springer-Verlag Berlin Heidelberg 2008



174 14 Describing Function Analysis

cycle. The variation of the quantity —1 / N(X,,) with signal amplitude means that
signals initially present in the loop as noise can grow until they are large enough to
satisfy the equality and hence provide a self-starting oscillation. The solution to the
complex equation G, (io) = —1 / N(X), if one exists, may be found graphically by
superposing plots of G, (iw) and —1 / N on the same set of axes.

14.2 Describing Function Analysis for Two-Parameter
Stiction Model

The describing function of a nonlinearity is:

N=+ (14.2)

where X is a harmonic input to the nonlinearity of angular frequency @, and Yy is
the fundamental Fourier component at angular frequency @, of the output from the
nonlinearity. Thus, a Fourier analysis is needed on the output signals shown as bold
lines in Fig. 14.1a. The quantity N depends upon the magnitude of the input X,,,. N
is complex for the stiction nonlinearity because the output waveform has a phase
lag compared to the input.

14.2.1 Derivation of the Describing Function

The input—output behaviour of stiction nonlinearity is shown in Fig. 14.1. The output
from stiction nonlinearity (i.e. the solid line in Fig. 14.1a) is not analytic. The term
d in this figure is used in place of (S—J), which is equal to the deadband. It is useful
to consider a sine wave input (dotted line in Fig. 14.1a) with angular frequency of
Irad-s~! and period 27. The output (the solid line in Fig. 14.1a) is then:
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where X, is the amplitude of the input sine wave, S the deadband plus stickband, J

the slip—jump, ¢ = sin~! X';’(—;S and k the slope of the input—output characteristic
in the moving phase. k is assumed to be 1 for a valve with linear characteristics.
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Fig. 14.1 Describing function analysis for stiction nonlinearity

14.2.1.1 Evaluation of the Fundamental Fourier Component

The fundamental component of the complex Fourier series is:

| 2
— 1) e dr
- [30e

=0

which after substitution of sin (1) = 5. (¢ — e~ ") gives:
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Stating it compactly:
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where T} = f k (X’” ( —e ! ) — S%J) e "drt, and so on. Evaluation term-by-term

1=
gives:
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Collecting all the terms gives the required fundamental Fourier component of the

output:
2r

1 i 1
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where A= (k% sin2¢ — 2kX,, cos ¢ — kX, (5 +¢) +2k(S—J)cos ¢)

and B = —3k% + k%2 cos2¢ +2kX,, sin¢ — 2k (S — J)sin ¢
The fundamental component of the complex Fourier series of the input sine wave is
X / 2i. Therefore, the describing function is:
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14.3 Asymptotes of the Describing Function

There is no output from the nonlinearity when X, < S / 2. The limiting cases con-
sidered are therefore X,,, = S / 2 and X,,, > S.

When X, > 8, ¢ = sin”! (%=F) = £, A = —kxX,,, B =0 and thus N = k.
This result is to be expected because the influence of the stickband and jump are
negligible when the input has a large amplitude and the output approximates a sine
wave of magnitude kX,,. The slope of the moving phase for a valve with a deadband
is k = 1 when the input and output to the nonlinearity are expressed as a percentage
of full range. Therefore for a valve with stiction, N = 1, when X, > S.

When X, = § / 2, the result depends upon the magnitude of the slip—jump, J. For
the case with no deadband (S =J), ¢ = —%,A =0, B= —4kX,, and N = —ik% =
k%e’i”/ 2 For a valve with k=1, N = %e’i”/ 2. This result describes the situation
where the output is a square wave of amplitude X, lagging the input sine wave by
one quarter of a cycle, as shown in Fig. 14.2.

For intermediate cases, where both deadband and slip—jump are present such
that |S—J| > 0, then the X,, = S/2 limit gives ¢ = —%, A =0, B = —2kJ and
N = —iknzTJm = kﬂzTJme’i”/Q. For instance, if / = §/2 and k = 1, then the X,, = §/2
limit gives N = %e_i”/ 2 and the output is a square wave of amplitude X,,, / 2 lagging
the input sine wave by one quarter of a cycle.

When the nonlinearity has a deadband only and no slip—jump (J = 0), the de-
scribing function has a limit given by N = ge~™? where € — 0 as X, — S /2.

VN

N

0 /2 b4 3n/2 2n 0 /2 b4 3n/2 2n
time/s time/s

input (thin line) and output (heavy line)
input (thin line) and output (heavy line)

Fig. 14.2 Input (thin line) and output (heavy line) time trends for the limiting case as X,, = S/2.
Left panel: slip—jump only with § = J. Right panel: deadband only with J = 0. The output in the
right plot has been magnified for visualization; its amplitude becomes zero as X,, approaches S/2
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14.4 Insights Gained from the Describing Function

Figure 14.3 shows graphical solutions to the limit-cycle equation G,(i®w) =
—1 /N (X;n) for the composition control loop (left panel) and level control loop
(right panel) presented earlier. The describing function is parameterized by X, and
the open-loop frequency-response function of the controller and controlled system
is parameterized by ®. Both systems are closed loop stable and thus intersect the
negative real axis between 0 and —1. The plots explain the behaviour observed in
simulation.

It is clear from the left plot of Fig. 14.3 that there will be a limit cycle for the
composition control loop if a slip—jump is present. The slip-jump forces the —1 / N
curve onto the negative imaginary axis in the X,, = § / 2 limit. Thus, the frequency-
response curve of the FOPTD composition loop and its proportional plus integral
controller is guaranteed to intersect with the describing function because the integral
action means that open loop phase is always below —x / 2 (i.e. it is in the third
quadrant of the complex plane at low frequency).

Figure 14.3 also shows the —1 /N curve for the deadband limit cycle. In the
Xn=3S / 2 limit, the curve becomes large, negative and imaginary. The composition
loop does not have a limit cycle if the nonlinearity is a pure deadband, because
the frequency-response curve does not intersect the —1 /N curve. The lack of a
limit cycle in this case has been noted by other authors (Pipponen, 1996; McMillan,
1995).

The level loop with proportional plus integral control has a frequency response
for which the phase becomes —r at low frequency. The right-hand panel of Fig. 14.3
shows that it will intersect the —1 / N curve for the slip—jump cases and also for
the pure deadband case. Therefore, a valve with a deadband and no slip—jump can
cause a limit-cycle oscillation for an integrating process with a P + I controller.

imaginary axis

real axis real axis

Fig. 14.3 Graphical solutions for limit-cycle oscillations. Left panel: composition control loop.
Right panel: level control loop. Dotted lines are the —1 /N curves and the solid line is the frequency
response function
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The frequency of oscillation is higher and the period of oscillation is shorter when
the slip—jump is present because the —1 /N curves with the slip—jump intersect
the frequency-response curve at higher frequencies than the —1 / N curve for the
deadband.

14.4.1 The Impact of the Controller on the Limit Cycle

It has been known for many years that control loops with sticking valves do not
always have a limit cycle (McMillan, 1995; Pipponen, 1996; Olsson and Astrom,
2001). The insights from the above section have explained many of these observa-
tions and are summarized in Table 14.1, which lists the behaviour depending on the
process, controller and the presence or not of deadband and stick-slip.

Gerry and Ruel (2001) have reviewed methods for combating stiction online in-
cluding conditional integration in the PI algorithm and the use of a dead zone for the
error signal in which no controller action is taken. A short-term solution is to change
the controller to P-only. The oscillation should disappear in a non-integrating pro-
cess and while it may not disappear in an integrating process its amplitude will prob-
ably decrease. A further observation is that changing the controller gain changes the
amplitude and period of the limit-cycle oscillation. In fact, observing such a change
is a good test for a faulty control valve (Thornhill et al., 2003a; Rossi and Scali,
2005; Choudhury et al., 2007). The aim is to reduce the magnitude of the limit cycle
in the short term until maintenance can be carried out. In practice, since the expected
change in amplitude and period is complicated to anticipate in advance, one can try
a 50% reduction in gain first or a similar increase in gain if the trend seems to be
going the wrong way. More sophisticated algorithmic control solutions for friction
compensation have also been proposed (Pipponen, 1996; Kayihan and Doyle III,
2000; Hagglund, 2002; Srinivasan and Rengaswamy, 2005).

Table 14.1 Limit cycles in control loops

Process and controller Deadband only Stick—slip

Integrating, PI Limit cycle Limit cycle
Integrating, P-only No limit cycle Limit cycle
Non-integrating, PI No limit cycle Limit cycle

Non-integrating, P-only No limit cycle No limit cycle
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14.5 Summary

The physics-based valve model of Chap. 12 and the two-parameter data-driven
model of Chap. 13 both captured the limit-cycling behaviour of control loops when
the control valve has stiction.

This chapter has provided analytical insights into these limit cycles using de-
scribing function analysis. The analysis was successful in showing when a limit cy-
cle will arise and when it will not, and has provided an explanation for observations
reported in the literature that only integrating processes oscillate if the valve has
a pure deadband. For non-integrating processes, the valve must also have stiction
before a limit cycle can arise.

The analysis in this chapter specified the deadband and slip—jump, as defined
in Fig. 11.2. These are not known in a practical situation; however, so a challenge
remains to detect the presence of stiction and to quantify the amount of stiction for
a faulty valve using measurements from closed-loop operation.



Chapter 15

Automatic Detection and Quantification
of Valve Stiction

Earlier chapters have emphasized that stiction is a common problem in control
valves. Following from the analysis in Chap. 14 of valve stiction, this chapter ad-
dresses the practical problem of detecting and quantifying stiction. Stiction is a ma-
jor problem in spring diaphragm type valves, which are widely used in the process
industry. Invasive methods such as the valve travel test can easily detect stiction,
but are expensive and tedious to apply to hundreds of valves present in a typical
plant. Thus, there is a clear need in the process industry for a non-invasive method
that cannot only detect but also quantify stiction so that the valves that need repair
or maintenance can be identified, isolated and repaired. This chapter describes a
method for detecting and quantifying stiction in control valves using routine oper-
ating data obtained from the process. No additional excitation of the plant or ex-
perimentation on the plant is required. More than a dozen industrial case studies
have demonstrated the wide applicability and practicality of this method as a useful
diagnostic aid in control-loop performance monitoring.

15.1 Introduction

As discussed in Chap. 10, control valves frequently suffer from problems such as
stiction, leaks, tight packing and hysteresis. Based on a large-scale industrial study,
Bialkowski (1992) reported that about 30% of control loops are oscillatory due to
control valve problems. Desborough and Miller (2002) reported that control valve
problems account for about one third of the 32% of controllers classified as ‘poor’
or ‘fair’ in an industrial survey (Desborough et al., 2000). If the control valve has
deadband and stiction, then it may case limit-cycle oscillations in the control loop,
which in turn can cause oscillations in the process output. Stiction hinders the proper
movement of the valve stem and consequently affects control-loop performance.
Stiction can be detected easily using invasive methods such as the valve travel or
bump test. However, to apply such invasive methods across an entire plant site
is neither feasible nor cost-effective because they are cost and time intensive in
nature. Desborough and Miller (2002) have highlighted the desirability of a non-
invasive method, saying: ‘a passive or non-invasive method that can reliably and
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automatically classify valve performance in closed loop is desperately needed in
process industry’ (Desborough and Miller, 2002).

This chapter describes a method from Choudhury et.al (2006¢), which combines
the powerful features of nonlinearity detection with a shape analysis of the pv—op
map for the quantification of the amount of stiction present in a control valve. An
effective non-intrusive data-based monitoring method such as the one considered
here can reduce the cost of maintenance by screening and short-listing only those
control loops and/or valves that need maintenance.

15.2 Stiction Detection — A Literature Review

Invasive methods for the detection of valve stiction put the control loop in manual
and then drive the valve over its full travel span. This is now termed the valve travel
test in the standards of the Instrument Society of America (ISA) (ISA-75.13-1996;
ANSI/ISA-75.05.01-2000). Using this type of test, stiction can be quantified as the
amount of change required in the control signal to move the valve from the position
where it was stuck.

Control valve diagnosis is also straightforward in closed loop using routine oper-
ating data if the controller output signal, op, and either the flow through the valve or
the valve position, mv, are measured and made available. A op—mv plot is a straight
line at 45° for a healthy linear valve, and any deviations such as deadband can be
easily diagnosed by visual inspection or by automated methods sensitive to features
such as the sections where the valve position does not change.

The flow through a control valve often is not measured, however. Similarly, the
position, while it may be measured on a modern valve with a positioner, is not
always available in the data historian. The challenge in the analysis of valve prob-
lems is to discover and quantify the types of fault present using op and pv data
only. The pv is the measured or controlled variable of the control loop, for instance,
the level in the case of a level control loop. The difficulty is that the process dy-
namics (integration in the case of a level loop) greatly influence the shape of the
waveforms.

A number of investigators have suggested methods to determine the presence of
a deadband directly from the shape of the waveform. Rengaswamy et al. (2001)
proposed an automated qualitative shape analysis with the ability to detect square,
triangular and other waveforms and to give a rule-based interpretation of the causes.
The basic ideas were extended for use with closed-loop pv and op measurements by
Srinivasan et al. (2005a), again using pattern-matching templates for square, trian-
gular and saw-toothed features in the temporal domain with dynamic time warping
to accommodate cycles of irregular length. Yamashita (2006a) determined several
waveforms and matched patterns in a two-dimensional op—pv plot against a bank
of templates, successfully detecting stiction in the valves of level and flow control
loops. Singhal and Salsbury (2005) have observed that the pv in a non-integrating
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process with a sticking valve tends to have a left-right asymmetry, and their method
is based on the calculation of areas before and after the peak of an oscillating signal.
A benefit of the waveform analysis tools is that they do not require the waveform
to be oscillating and can therefore achieve a diagnosis even when no limit cycle is
present.

Other methods have used signal analysis. Horch (1999) and Horch et al. (2000)
made the observation that for non-integrating processes, control loop oscillations
due to a sticking valve tend to have an odd cross-correlation function between op
and pv. Stiction in a loop with an integrating process has also been successfully
detected by examination of the probability density function of the derivatives of the
pv signal (Horch, 2002; Yamashita, 2006b), while Stenman et al., (2003) looked for
evidence of jumps in the control-loop signals. Srinivasan et al. (2005b) have devised
a model identification method for detecting the presence of deadband in a control
valve on the basis of closed-loop pv and op measurements using the identification
of a Hammerstein model, which uses the one-parameter stiction model described in
Chap. 13 and then identifies the deadband as a parameter in the nonlinear part of the
model.

A study by Horch (2007) in the book edited by Uduehi et al. compared several of
the above methods on a benchmark data set. It is encouraging that several of them
are able to utilize op and pv data successfully. Rossi and Scali (2005) have also
made performance comparisons of nonlinearity detection by bicoherence, cross-
correlation and a relay test based on waveform shapes. The Horch (2007) study
also included nonlinearity detection by bicoherence and surrogate data methods
(Chaps. 6 and 7 in this book), both of which performed very well although they
do not give the specific diagnosis of valve stiction.

15.3 Detection of Stiction Using Nonlinearity Information
and the pv—op Mapping

In a control loop, a nonlinearity may be present either in the process itself or in
the control valve. The analysis presented here assumes that the process nonlinearity
is negligible in the steady-state operating region during which the data have been
collected. This is a reasonable assumption because the method works with routine
operating data of a control loop under regulatory control. As discussed in Chap. 8,
when processes are fairly well regulated at standard operating conditions, the plant
can be assumed to behave in a locally linear manner, since a linear controller is capa-
ble of satisfactory regulation of the plant. The method discussed in this chapter first
examines the presence of nonlinearity in a control loop in an SISO configuration. If a
nonlinearity is detected, then the process variable (pv), set-point (sp) and controller
output (op) signals are used to diagnose whether the nonlinearity is due to valve
stiction.
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15.3.1 Detection of Loop Nonlinearity

A control loop containing valve nonlinearities often produces non-Gaussian (i.e.,
a signal with asymmetric distribution) and nonlinear time series, namely process
output (pv) and controller output (op) data. Bicoherence-based nonlinearity assess-
ment can be used as a diagnostic tool for troubleshooting of hardware faults that may
be present in the control loop (Choudhury et al., 2002; Choudhury et al., 2004b). As
described in Chap. 6, the tests of Gaussianity and nonlinearity of the control error
signal (sp—pv) are useful diagnostic aids for determining the poor performance of
a control loop. The test described in Chap. 6 uses the normalized bispectrum or
bicoherence to detect the presence of nonlinear interactions in the signal. A distinc-
tive characteristic of a nonlinear time series is the presence of phase coupling such
that the phase of one frequency component is determined by the phases of others.
Phase coupling leads to higher-order spectral features that can be detected in the
bicoherence. Bicoherence is defined as:

B(f1.)
[IX ()X (L)PIENX (fi + f2) 7]

where B(f1, f2) is the bispectrum at frequencies (f1,f>) and is given by

B(f1,/2) £ EX(f)X(/2)X*(fi+ f2)], (15.2)

X(f1) is the discrete Fourier transform of the time series x(k) at the frequency f7,
X*(f1) is the complex conjugate and E is the expectation operator. A key feature of
the bispectrum is that it has a non-zero value if there is a significant phase coupling
in the signal x between frequency components at f; and f>. The bicoherence gives
the same information but is normalized as a value between 0 and 1.

For checking the possible presence of a nonlinear element in control loop, the
control error signal (sp—pv) is tested by using the non-Gaussianity index (NGI)
and the nonlinearity index (NLI) described in Chap. 6. If both NGI and NLI are
greater than zero, then the signal is described as non-Gaussian and nonlinear. The
details of the procedure are summarized in Fig. 15.1. The test can be applied to
any time series to check its non-Gaussianity and nonlinearity. For a control loop,
this test is applied on the error signal (sp—pv) to the controller because the error
signal is more stationary than pv or op signal. If the error signal is found to be non-
Gaussian and nonlinear, it is inferred that the loop in question exhibits significant
nonlinearity.

The nonlinearity can be attributed to the control valve under the following
assumptions:

bic*(fi,f>) & 3 (15.1)

e The process is locally linear.

e No nonlinear disturbance(s) enter the loop.

e The installed characteristic of the control valve is reasonably linear in the current
operating region.
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Fig. 15.1 Decision flow diagram of the method for the detection and diagnosis of loop nonlinearity

If the disturbance is measurable, then the test can be applied to check the linearity
of the disturbance. One may also argue that the valve itself may have a nonlinear
characteristic, e.g. a square-root or equal percentage characteristic, which is defi-
nitely not a fault. To clarify this situation, a simulation study was performed and the
results have been presented in Chap. 8 for equal percentage and square-root valve
characteristics in a simple feedback system. It was found that if the movement of
the valve stem or the change in input signal to valve is within 30% of the full span
(0-100%) of the valve travel, then a control loop exhibits linear behaviour under
steady-state regulatory control. The same conclusion can also be realized by careful
investigation of the valve characteristic curves.

Therefore, the higher-order statistics-based NGI and NLI indices can be calcu-
lated for each control loop in an entire plant site, and the loops that exhibit nonlinear
behaviour can be isolated for further diagnosis. After a control loop is identified as
nonlinear, the causes of nonlinearity should be diagnosed. With the assumptions
listed above, it can be concluded that the valve is most likely responsible for the
nonlinearity. The next problem is to diagnose whether this valve nonlinearity is due
to stiction or some other problem. The pv—op plot is useful for solving this problem.

15.3.2 Use of pv-op Plot

The use of the pv—op plot for the detection of valve problems was discussed in
Sect. 13.2.5, where its difficulties were highlighted. Except for liquid flow loops, the
process dynamics generally mask features that clearly reveal the stiction signature.
If the manipulated variable (mv) is not measured, however, then only the pv—op data
are available, and therefore any method for stiction quantification must be able to
accommodate the restriction to pv and op data only. In the method presented here,
the pv—op plot will be used as a second step to diagnose the valve nonlinearity
problem, not for the detection of the valve problems. The latter is carried out by
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using higher statistical-based NGI and NLI indices. If nonlinearity is detected, then
the pv—op plot is used to diagnose the cause of this nonlinearity.

15.3.2.1 Data Filtering

Because of the contamination of real-world data with noise and disturbances, a
pv—op plot is often unclear and ambiguous. It necessitates the use of a filter to clean
the data. Since the nonlinearity detection is a frequency domain method, frequency
domain-based filtering has been chosen here. Upon detection of nonlinearity, the fre-
quencies responsible for significant nonlinear interactions can be determined from
the significant peaks in the squared bicoherence plot. Then, a frequency domain
Wiener filter is used to obtain those parts of the signal that contribute significantly
to signal nonlinearity. Both pv and op signals are filtered. The Wiener filter sets the
power in unwanted frequency channels to zero. The detailed filter design algorithm
is given in Thornhill et al. (2003), which explains how to deal with aliased frequen-
cies above the Nyquist frequency and constraints on the filter width, and Sect. 15.8.7
outlines an application of the filter. The frequency range for the filter is selected by
inspecting the peaks in the bicoherence plot. It is preferable to use a large number of
data points (e.g. 4,096 samples) for the nonlinearity-detection algorithm because a
large data set ensures the consistency and unbiasedness of the bicoherence estimator
(for details refer to Chap. 3). Filtering is also performed on the large data sets. How-
ever, the use of such a large number of data points in the pvs—op; mapping often
produces a signature that is difficult to read and match with a known pattern of valve
problems. Therefore, a segment of the data consisting of only several hundred data
points should be chosen for the construction of the pvy—opy plot. In the above pvy
and opy are the filtered pv and op signals.

15.3.2.2 Choosing an Appropriate Segment of the Data

The question that naturally arises is how to select a segment of the data for a useful
pvy—opy plot. This problem can be resolved by choosing the segment that has reg-
ular oscillations because valve problems often manifest themselves as limit cycles.
Thornhill et al. (2003) described a method for the assessment of the period and the
regularity of oscillation of a time series. The zero-crossings of the autocovariance
function of the time series are used to estimate the period of oscillation. An oscil-
lation is considered to be regular if the standard deviation of the intervals between
ZEro Ccrossings (O'Tp) is less than one third of the mean value of the intervals (T_F).
The statistic used is: _
1T,

= 15.3
o (153)

A value of r greater than 1 indicates a regular oscillation with a well-defined
period. In this work, the filtered controller output signal (opy) is divided into
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several segments of user-defined length that can be selected based on the period
of oscillation. The segment of opy corresponding to the highest value of r is used
for the pvr—op plot, where pv; is the corresponding counterpart of opy. The data
segment corresponding to the highest value of r is chosen because valve nonlinear-
ities, e.g. stiction and deadband, are measured as the maximum width of the cycles
in the direction of valve input signal in a valve characteristic plot, i.e. the plot of the
valve input vs. valve output signal.

15.4 Stiction Quantification

Some control valves may have an acceptable level of stiction, while others may have
severe stiction that demands immediate maintenance. Therefore, it is important to
be able to quantify stiction so that a list of sticky valves can be prepared in order of
their maintenance priority.

Many of the modern control valves have positioners to measure actual stem po-
sitions (mv). However, the stem position data are not always available from a data
historian or the DCS system. If the valve positioner data are available, a plot of valve
output signal (mv) vs. valve input signal (op) can be used to quantify stiction. The
challenge here is to estimate stiction from the available data — the controlled output
(pv), the controller output (op) and the set point (sp).

It is well known that the presence of stiction in the control valve in a control loop
produces limit cycles in the controlled variable (pv) and the controller output (op)
(Hagglund, 1995; Horch, 1999; Ruel, 2000; Rengaswamy et al., 2001). For such a
case, if pv is plotted against op, cyclic patterns are found in the resulting pv—op
plot. A large number of such plots can be found in Choudhury et al. (2004a) and
Choudhury et al. (2005a, 2005b), where stiction models were used in a closed-loop
SISO system to produce data for these plots (see also Sect. 13.2.5, Chap. 13). The
pvy—op; plot together with either of the following two methods can be used to quan-
tify stiction in the unit of the op signal. The quantified stiction is termed as apparent
stiction because the actual amount of stiction as obtained from the mv—op plot may
differ from the estimated quantity owing to the effect of loop dynamics on the con-
trolled variable, pv, in particular, the effect of the controller to compensate or fight
stiction.

15.4.1 Clustering Techniques of Quantifying Stiction

Clustering methods are generally used for dividing scattered groups of data into sev-
eral groups. Because the pv—op plot for a control loop with a sticky valve exhibits
elliptic trajectories, the data corresponding to a narrow strip along the mean of pv
and parallel to the op axis can be collected (see Fig. 15.2(c)) and used for quantify-
ing stiction with the help of C-means or fuzzy C-means clustering techniques.



188
o — PV
n 05 - - 8P
2
] 0
>
& o5
200 400 600 800 1000
85 —op
80
o
© 7
70
200 400 600 800 1000
sampling instants
(a) Time trends
PV;—OP; plot
1
05
g of
-0.5
mean(PVy) £ 0.25%c,¢
s 70 75 80 85 20
OP;
(c) pv—op plot
0.2
0.1
z o
-0.1
-0.2
65 70 75 80 85 90
OP;

(e) Fuzzy C-means clustering

15 Automatic Detection and Quantification of Value Stiction

-

3 : P
& Max: bic{0.015625,0.023438) = 0.91998 :
2 st : : :
50.5 et : . :
e
el
o
E 0
o
®? 05
00 f
(b) Bicoherence plot
0.15
0.1
00
0.05 o
. 0
=
o

-0.05
-0.1 &
-0.15 L4
-0.2
70 72 74 76 78 80 82 84
oP;

(d) C-means clustering

-0.5 0 0.5 1
(f) Fitted ellipse

Fig. 15.2 Analysis results for a level control loop. The biocherence plot is shown in subplot (b).
Subplots (c¢), (d) and (e) demonstrate C-means and fuzzy C-means method of quantifying stiction
while the ellipse fitting technique is shown in subplot (f)

15.4.1.1 C-means Clustering Technique

In this method, data are partitioned in to a pre-defined number of initial clusters.
Then proceeding through all data points, each point is assigned to the nearest cluster
(in terms of Euclidean distance). The centroids for the cluster receiving the new
item and for the cluster losing the item are recalculated. This procedure is repeated
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until no more reassignments take place. Details of the method are given in Johnson
and Wichern (1998). This method requires the initialization of the centres of the
clusters. There are only two clusters, and the centres can be specified as [min(opy),
mean(pvy)] and [max(opy), mean(pvy)] calculated from the data obtained along the
strip shown in Fig. 15.2(c).

15.4.1.2 Fuzzy C-means Clustering Technique

The fuzzy C-means clustering method as described in Dulyakarn and Rangsanseri
(2001) and Bezdek (1981) minimizes the following objective function.

ZZu X —Vi|?, 1<m<eo (15.4)
j=li=

where U is a fuzzy partition of the data set, V is a set of K prototypes, m is any real
number greater than orequal to 1, u;; the degree of membership of X in the cluster i,

1s any norm expressing the similarity between a measured data point and the centre.
Through an iterative optimization of Eq. (15.4), fuzzy partitioning is carried out
with the update of membership of #;; and the cluster centres V; using the following
equations.

1
;= 15.5
uij Z(ﬂ) (15.5)
k=i dik
n
ZMZ?X]
vi= 1 — (15.6)

where d;; is the Euclidean distance between the observation X (j) and the centre of
the cluster V;. The criteria to end the iteration is when max(|u;; — i;;|) < €, where
€ is a number close to zero (e.g. 1073) and 4; ;j is the membership number at the
previous iteration step. In this study, the number of clusters is two and 107> was
used as the magnitude of €.

The amount of stiction can be estimated from the absolute value of the difference
between the x co-ordinates of the centres of the two clusters. If the co-ordinates of
the final centres of the clusters are (opj, pvi) and (ops, pv2), then the amount of
apparent stiction is determined using the following expression:

Apparent stiction = |op| — opa]|. (15.7)
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15.4.2 Fitted Ellipse Technique for Quantifying Stiction

An ellipse in the least-square sense can be fitted in the pvs—opy plot and then used
to quantify stiction. The given data points are designated as op and pv where

op = [op(1),0p(2),---,0p(N)]" (15.8)
pv = [pv(1),pv(2),- -, py(N)]" (15.9)

Starting with the general equation of a conic, the equation of an ellipse is developed.
The equation for a conic is given by the following (Gander et al., 1994):

a1x12—|—a12x1x2—|—a2x22+b1x1+b2x2—|—c:0 (15.10)

or,
DO =0 (15.11)
where @ = [x1% x1x2 x> x1 x3 1], @ =a; a1 a» by by ], x| corresponds
to data from the op signal and x, corresponds to data from the pv signal. Now,
for a given data set, the above equation can be solved as constrained least-squares
problem: minimize ||®@O|| w.r.t © subject to the constraint ||O]| = 1.
Often real-world data sets require a linearly shifted and rotated conic. Therefore,
there is a need to fit a rotated and shifted conic in a transformed co-ordinates (see

Fig. 15.2(f)). Equation (15.10) can be rewritten as:

x'Ax+b'x+c=0 (15.12)
with x = [x1,x2]7, A = [a1 a12/2; a12/2 a>] andb = [b; by]" where A is symmet-
ric and positive definite. The following expression gives the transformation of the
equation in the new co-ordinate system:

X = QX +t, (15.13)

where Q is the matrix for rotational transformation and t is the vector in the original
co-ordinates for a linear shift of the conic. Using Eq. (15.13), the equation of the
conic in the transformed co-ordinates can be written as:

' QTAQx+ (2tTA +b")Qx 4t At+ b t+c=0 (15.14)

This can be rewritten in the following simplified form

x'AX+b'x+¢=0, (15.15)
where

A=QTAQ (15.16)

b’ = 2t"A+b7)Q (15.17)

=t At+b t+c. (15.18)
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Now, Q can be chosen in a way so that A = diag(A, A2). One approach is to choose
Q as the eigenvector matrix obtained from the eigenvalue decomposition of the ma-
trix A. If the conic is an ellipse with its centre at the origin of the new co-ordinates,
then in Eq. (15.15),

b=0 (15.19)
Therefore, Eq. (15.15) can be simplified as
llx‘lz—&—lzx‘zz—i—c'zo (15.20)
or, )
_2 _
S I N (15.21)
—c —c
VI VT
or,
-2 =2
X1 X2
At = 1 (15.22)
where,
—C —C
=4/ — =4/ 15.23
m PR n p ( )

The lengths of the axes of the ellipse will be invariant to the transformation. There-
fore, in the original co-ordinates the lengths of the axes of the ellipse are 2m and
2n, respectively. The centre of the ellipse is at t, which can be calculated from
t = —0.5A"'b (obtained using Eq. (15.19)). The angle of rotation of the ellipse
(6, measured anti-clockwise from the positive horizontal axis) can be calculated us-
ing any of the eigenvectors. Since the eigenvectors are of unit length, Eq. (15.13)
can be written as

X1 = X1 cosO —x3 sinb +1 (15.24)
Xy = X1 8in6 + x> cosO + 1. (15.25)

Because apparent stiction is defined as the maximum width of the ellipse in the
op direction, the distance between two points lying at the intersections of the el-
lipse and a line parallel to the op axis and passing through the centre of the el-
lipse will be the amount of stiction present in the loop. For any point P(x,#,) (see
Fig. 15.2(f)), Eq. (15.22) can be solved using Eq. (15.24) and (15.25). This gives
the (x coordinate) of points A and P in Fig. 15.2(f):

mn

X=1n + )
/(m? 5in20 + n? cos20)

(15.26)

where (#1,t,) is the centre of the fitted ellipse, m and n are the length of the major
and minor axes of the fitted ellipse, respectively, and 6 is the angle of rotation of
the ellipse. Therefore, the amount of stiction (length of AP in Fig. 15.2(f)) can be
obtained using the following expression
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2mn

Apparent stiction = AP = Ax =
\/(m? sin0 + n? cos?0)

(15.27)

Remark. The information obtained by fitting an ellipse in the pvy vs. opy plot can
be used to quantify hysteresis. Since the hysteresis is measured in the output axis or
y-axis, the following equation can be used to quantify apparent hysteresis:

2mn
V/ (m? cos20 +n? sin%0)

Apparent hysteresis = Ay = (15.28)

15.5 An Illustrative Example

This example explains in detail all steps of the proposed method by applying it to
an industrial data set. The data set represents a level control loop in a power plant,
which controls the level in a condenser located at the outlet of a turbine by manip-
ulating the flow rate of the liquid condensate from the condenser. In total, 8,640
samples for each tag were collected at a sampling interval of 5s. Figure 15.2(a)
shows the time trends for level (pv), set-point (sp) and the controller output (op).
The loop shows oscillatory behaviour. For the bicoherence calculation, 4,096 data
points were used. Figure 15.2(b) shows the squared bicoherence plot corresponding
to the controller error signal (sp—pv). The values of NGI and NLI were found to be
0.46 and 0.85, respectively, indicating the presence of significant loop nonlinearity.
From the bicoherence plot Fig. 15.2(b), it can be seen that frequencies in the range
0.001-0.1 are the most significant frequencies of the signal responsible for nonlin-
ear interactions. Therefore, the pv and op signals were filtered using a Wiener filter
with frequency boundaries at 0.001 and 0.1. Using the method of Thornhill et al.
(2003) described earlier, it was found that the controller output signal was show-
ing regular oscillations with an average period of 19.78 sampling intervals and the
maximum r-value of 10.5 for a segment length of 200 data points. The maximum
r-value was found for samples 2,801-3,000.

The pvs—opy plot is found to be useful for diagnosing the type of nonlinear-
ity. Thus, the filtered pv; and opy corresponding to this segment is plotted in
Fig. 15.2(c), which shows elliptical patterns, indicating valve stiction. Figure 15.2(d)
demonstrates the C-means clustering technique used in the quantification of stiction.
The points denoted by empty and filled diamonds are the initial and final centres of
the clusters, respectively. This method quantifies the apparent stiction in this loop as
11.3%. Figure 15.2(e) illustrates the use of fuzzy C-means clustering in the quantifi-
cation of stiction. The trajectories followed by the centres of the clusters during the
iteration stages are shown by lines with diamonds directed with arrows. The final
centres are again in solid diamonds. The apparent stiction estimated by this method
is 11.25%. Figure 15.2(f) shows the algebraic ellipse-fitting technique, and the ap-
parent stiction estimated using this method is 11.40%. All three methods produced
approximately the same estimates for the apparent stiction.
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Fig. 15.3 Valve position (mv) versus controller output (op) plot. This plot confirms that the actual
amount of stiction was correctly estimated by the apparent stiction-estimation methods depicted in
Fig. 15.2

15.5.1 Validation of the Results

After the results of the analysis were sent to plant engineers, they confirmed that
this loop was suffering from stiction. For this loop, the valve positioner data were
made available. Figure 15.3 shows the actual valve position (mv) vs. controller
output (op) plot. This plot clearly shows that the valve was sticking during the
change of its direction. From this plot, the amount of stiction can be estimated
as 11.25%, which is in agreement with the results obtained from the proposed
methods.

15.6 Automation of the Method

In order to apply the proposed method to a large number of industrial control loops,
it must be automated. The task list of steps required in automating this procedure is
described below:

1. Calculate NGI and NLI for the control error signal (sp—pv). If both indices are
greater than 0, then go to step 2. Otherwise, STOP. Nonlinearity is not a prob-
lem. The poor performance may be caused by tight tuning, detuned controller or
external oscillatory disturbances (refer to Fig. 15.1).

2. If nonlinearity is detected, obtain frequency coordinates (fi, f2) corresponding
to the maximum bicoherence peak in step 1. All frequencies are normalized such
that the sampling frequency is 1. Let i = min(f}, f>) and f> = max(fi, f2).

3. The boundaries of a Wiener filter can be obtained from [f; = max(0.001,
f1—0.05), fg = min(0.5, f> +0.05)]. The small increment 0.05 is subtracted
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Fig. 15.4 Decision flow diagram of the method for the detection and quantification of valve stiction
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or added from the frequencies obtained from the bicoherence plot in order to en-
sure that the exact location of the significant bicoherence peak does not fall on
the filter boundaries.

4. Filter pv and op data with the Wiener filter designed in step 3 to obtain pv; and
opy.

5. Obtaining the segment of the data with regular oscillations

a) Choose a segment length L, say L = 1,000.

b) Divide the op; data into segments of length L. Here op is chosen instead of
pvy because often the op signal is less noisy than the pv signal because of the
filtering takes place inside the controller.

¢) Calculate r and T}, for each segment of op data.

d) Obtain ryy, = max (r).

e) Obtain T}, which is equal to the T, of the segment of op with 7;4x.

f) If L > 5 Ty, then choose L = 5 T, and go to step (b).

g) Now, opyy is the segment of the op s data that corresponds to the 7,4 and pv s,
is the portion of the pvy data that corresponds to op .

6. Use the pvys and opy, data to get pvy, vs. opy, plot.

7. Fit a conic to the selected pvss and opy, data. If both eigenvalues of the A (see
Eq. (15.15)) matrix are greater than zero, then the pvy; vs. opy, plot is an el-
lipse. Otherwise, output the message, ‘Not an ellipse — Other valve problems,
not stiction’.

8. Quantify stiction using Formula 15.28 or 15.7, depending on the method chosen
for stiction quantification.

The above-mentioned automatic detection and quantification of stiction algorithm
has been summarized in Fig. 15.1 and 15.4. Figure 15.1 shows the automatic de-
tection of loop nonlinearity. If nonlinearity is detected, Fig. 15.4 can be used to
quantify stiction.

15.7 Simulation Results

15.7.1 A Worked Example

This section demonstrates the applicability of the proposed method for the detection
and quantification of valve stiction through a known simulated case of stiction. A
simple single-input, single-output (SISO) system in a feedback control configuration
(Fig. 15.5) was used for generating simulated data. The first-order process with time
delay is given by the following transfer function:

73145771

Gz = 1—-0.8z7!

(15.29)
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Fig. 15.5 Block diagram of a simple SISO process with stiction nonlinearity in the valve

The process is operating under regulatory control with a PI controller. A random
walk disturbance generated by integrating random noise was added to the process
output used for feedback. The signal-to-noise ratio defined by the ratio of the vari-
ance of the controlled output (pv) to the variance of the random noise was 6. The
simulation was performed for 6,000 sampling intervals. To remove the effect of tran-
sients, the first several hundred data points were discarded and the last 4,096 points
of the error signal to the controller (sp—pv) were analysed to detect the nonlinearity
present in the system.

The data-driven stiction model of Chap. 13 was used to introduce the stiction
behaviour of the control valve in the closed-loop process. A 3% stiction (S) with
3% slip-jump (J) were used in simulation. Figure 15.6(a) shows the time trends of
pv, op and sp. The presence of stiction produces oscillations in the process. The
values of NGI and NLI are 0.28 and 0.59, detecting the presence of nonlinearity
in the process signal. The bicoherence plot (Fig. 15.6(b)) shows that the frequency
range of interest from a nonlinearity point of view is [0.001 0.28] (using the steps
of automation section). After performing Wiener filtering, the segments of the pv
and opy data corresponding to the segment of op that has the highest oscillation
index were chosen to obtain the pvs—opy plot. C-means clustering, fuzzy C-means
clustering and the fitted ellipse technique were used to quantify stiction. The appar-
ent stiction obtained from these techniques were estimated to be 2.98%, 2.98% and
3.2%, respectively, which is in agreement with the actual stiction used in simulation.
Thus, all these methods are capable of correctly quantifying the amount of stiction
present in a control loop.

15.7.2 Distinguishing Limit Cycles Caused by Stiction and Those
Caused by a Sinusoidal Disturbance

Often, an unmeasured oscillatory disturbance (for example, a sine wave) can initiate
cycles in the controlled and manipulated variables. This example illustrates the ef-
fect of a sinusoidal disturbance with amplitude 2 and frequency 0.01 Hz on the stic-
tion quantification algorithm. Some measurement noise was also introduced, as can
be seen in Fig. 15.5. The stiction model was absent in this simulation study. Thus,
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Fig. 15.7 Stiction detection results for a simulated data set when an external sinusoidal oscillatory
disturbance plus noise are entering the control loop

the diagnosis results should not detect stiction or any other nonlinearity. The time
trend of the controlled variable (pv) in Fig. 15.7(a) shows the oscillatory behaviour
of the process output. The NGI value was approximately zero, indicating a lin-
ear loop. The bicoherence plot for the error signal to the controller is shown in
Fig. 15.7(b). The flatness of the bicoherence plot confirms the linearity of the loop.

15.7.3 Detecting Stiction When Its Impact Propagates
as Disturbance

This case demonstrates the root-cause diagnosis of propagation of oscillation(s)
from one loop to another. This simulation case has been formulated by feeding the
output of a concentration control loop as a disturbance to a level control loop. The
transfer function and controllers for both loops are given below.

For the concentration loop:

36—105 1
G(s) = T C(s) =0.2(1+ 75-) (15.30)
For the level loop:
e—ZS 1
G(s) =~ C(s) =0.1(1+ 75-) (15.31)

The simulation block diagram for this study is shown in Fig. 15.8. The data-
driven stiction model was used in the composition loop with S =3 and J = 2, and
the valve in the level control loop was free from stiction. In reality, it may describe a
scenario where the outlet of a mixing chamber in a composition loop is used to feed
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Fig. 15.8 Simulation block diagram implemented in Simulink for the stiction induced oscillation
propagation study

another processing unit (e.g. a stock tank), and the level of the unit is controlled by
a PI controller. Composition might affect level if the content of the tank is frothy,
for example.

Results of the analysis of these two loops are shown in Fig. 15.9. As shown in
Fig. 15.9 both loops are oscillating. The NGI and NLI values for the composition
loop are 0.004 and 0.57, respectively, and for the level loop, they are NGI = 0.002
and NLI=0.49. NGI values of 0.004 and 0.002 are significant for the given data
set, as shown in Table 15.1. The apparent stiction detected in the composition loop
is 0.70% whereas in the level loop it is 1%. The method falsely detects stiction in
the level loop. The method described in this chapter assumes that the disturbance(s)
entering the loop is linear. For the level loop, this assumption has been violated.

For the root-cause diagnosis of plant-wide or unit-wide oscillation(s), the meth-
ods described in Chaps. 18 and 19 should be used. For application in industry, it
is recommended that the stiction diagnosis method should be used in conjunction
with information from the process flow sheet. For example, for this case, these two
loops are connected and stiction is detected in both loops. Since there is no re-
cycle, it is most likely that the source of nonlinearity due to stiction is located in
the upstream loop, i.e. in the composition loop. The NGI and NLI indices are also
higher for the composition loop, confirming this as the root cause of the nonlinearity.
Other stiction-detection algorithms (Horch, 1999; Rengaswamy et al., 2001; Sten-
man et al., 2003) would also produce false-positive results for this kind of propa-
gated disturbance(s) because the other methods also do not consider the interaction
among the loops.
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Table 15.1 Threshold values for NGI and NLI

Data length NGI,, NLI,
4096 0.001 0.01
2048 0.002 0.02
1024 0.004 0.04

15.8 Practical Implementation Issues

For any practical data analysis, a considerable amount of time is spent on data-
preprocessing to make the data suitable for analysis. The following sections describe
some useful information when analysing data using the method described here.

15.8.1 Bicoherence Estimation

The bispectrum can be normalized in various ways to obtain bicoherence. Some
normalization may not deliver bicoherence magnitudes bounded between 0 and 1.
For example, the bicoherence calculated using the freely available higher-order sta-
tistical analysis (HOSA) toolbox in MATLAB® does not provide bounded values,
rather it provides unbounded values of bicoherence. Therefore, the users are recom-
mended to use the normalization provided in Eq. (6.2). More details on bicoherence
estimation can be found at Nikias and Petropulu (1993).

15.8.2 Nonstationarity of the Data

Most of the statistical analyses including bicoherence estimation have the assump-
tions of stationarity of the signal. For a slowly drifting or varying signal, the
MATLAB® detrend command can be used to make it more stationary. If it does
not help, the signal can be filtered by a high pass filter. For example, if one likes to
remove the signal components at frequencies below 0.001, the signal can be filtered
with a Wiener filter with boundaries [0.001 0.5]. For a random walk-type signal, the
first differencing of the signal may help.

15.8.3 Problems of Outliers and Abrupt Changes

Bicoherence estimation is very susceptible to outliers or abrupt changes in the signal
(Fackrell, 1996). Outliers should be removed and replaced by estimates using a
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suitable statistical method. Also, care should be taken so that the segment of the
signal used for bicoherence calculation does not have step changes or other abrupt
feautres.

15.8.4 Dealing with Short Length Data

As discussed in Chap.3, the reliability of the bicoherence calculation improves for
long data sets and ideally the data ensemble should contain 4,000 samples or more.
Sometimes, however, a practical data set falls short of this ideal, for instance, there
may only be short episodes of stationary behaviour that are suitable for the anal-
ysis. Practical methods for handling shorter data sets include overlapping the data
segments during the calculation of bicoherence using a direct method similar to the
Welch periodogram method (Choudhury, 2004). The number of data segments used
in the bicoherence estimation should be close to 30 (see Sect. 3.2.2 in Chap. 3). Also,
the threshold values used for NGI and NLI should also be changed for obtaining
robust decisions with a minimum number of false-positive results. From the expe-
rience of the authors, suitable threshold values for NGI and NLI for various data
lengths are provided in Table 15.1.

15.8.5 Dealing with Longer Oscillations

Sometimes the oscillation period of the signal is very large, e.g. more than 256 sam-
ples. In those cases, the data can be downsampled in such a way that the size of the
data ensemble being used to generate the fast Fourier transform for the estimation
of bicoherence captures three or four cycles of oscillation. Downsampling of a low-
frequency oscillation could lead to aliasing of high- frequency oscillations present
in the same time trend, which might become undersampled. If this is likely to be an
issue, an antialiasing filter with a cut-off frequency of one half of the new sampling
frequency would be applied before downsampling.

15.8.6 Valve Nonlinearity

The valve itself may have a nonlinear characteristic, e.g. a square-root or equal per-
centage characteristic, which is definitely not a fault. It is therefore necessary to
distinguish between the wanted nonlinear characteristic and faults due to nonlinear
stiction. The simulation study performed in Chap. 8 showed that that if the move-
ment of the valve stem or the change in input signal to valve is within 30% of the
full span (0-100%) of the valve travel, a control loop exhibits linear behaviour under
steady-state regulatory control in the presence of a square-root or equal percentage
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valve (Choudhury, 2004). Therefore, in the beginning of the stiction-detection algo-
rithm, a check on the range of op signal can be performed, and if the range of op is
larger than 30%, a warning can be issued.

15.8.7 Filtering of the Data

In the bicoherence calculations, the main purpose of filtering is to remove the slowly
varying trend and high-frequency noise from the data. If the data does not have either
of these two, the filtering effect may not be visible in such cases. An example of such
data is described in Fig. 15.2, where the data looks very clean and there is no slow
drifting of the mean of the data. But this is not the case for the data set described in
Fig. 15.10. The description of the data set is provided in Sect. 16.1.3. The plots in
the first row of the Fig. 15.10 show that without filtering, the elliptical patterns in
the pv—op plot are neither clean nor distinct. On the other hand, the lower right plot
shows that the elliptical patterns in the pv—op mapping of the filtered data are clear
and distinct. Here, the filter boundary was [0.004 0.1]. The filtered time trends in
the lower left plot show that the filtering has removed the slowly varying mean-shift
and high-frequency noise from the pv and op signals.
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Fig. 15.10 The necessity of filtering of pv and op data before ellipse fitting. The top row shows
industrial data before filtering and the bottom row shows data after filtering. Filtering reveals the
elliptical trajectory in the py—op mapping



204 15 Automatic Detection and Quantification of Value Stiction

15.8.8 Segmenting Data for pv—op Plot

If the whole data set has well-defined limit cycles, one can omit this step and plot
any part of the pv and op data. But in reality, there are data sets where the valve
may suffer from stiction sometimes, but may not exhibit stiction at other times.
Since stiction generally causes limit cycling in closed loop, it is logical to obtain
that portion of the data that has a regular oscillation or oscillations. It should be
remembered that the estimated stiction using the pv—op mapping should be treated
as apparent stiction, which can be obtained from the available pv—op data. As men-
tioned earlier, the actual amount of stiction should be obtained from the mapping of
the valve positioner data (mv) and the controller output data (op). However, the ap-
parent stiction will provide an indication of the severity of the stiction in the existing
operating conditions of the loop.

Further research is required for exact quantification of stiction from routine op-
erating data. Some research results have appeared in Jain et al. (2006), Choudhury
et al. (2006b, 2008) on the quantification of actual S and J from real-life sticky-valve
data. This method requires simultaneous identification of the stiction parameters and
the closed-loop model of the plant. Also, this method requires extensive computa-
tional time and resources. A similar method using a one-parameter stiction model
has appeared in Srinivasan et al. (2005b).

15.9 Summary

A non-invasive method for detecting and quantifying stiction in control valves has
been presented in this chapter. The method first detects nonlinearity in a control
loop by the use of the normalized bispectrum or bicoherence to find the nonlinear
interactions that may be present in the control error signal. If nonlinearity is de-
tected, then pv and op signals are filtered using frequency domain Wiener filter to
obtain filtered pvy and opy signals. If an ellipse can be fitted satisfactorily onto the
pvr—opy plot, this can be taken as a signature of valve stiction. Then C-means clus-
tering, fuzzy C-means clustering or fitted ellipse techniques can be used to quantify
the amount of stiction. The method has been extensively evaluated on simulated as
well as industrial data sets. The algorithm has been commercialized in the Matrikon
Control Performance Monitor product from Matrikon Inc. and is protected by an in-
ternational patent PCT/CA2005/001031 “Detection and quantification of stiction”.



Chapter 16

Industrial Applications of the Stiction
Quantification Algorithm

This chapter evaluates the stiction detection and quantification algorithm described
in Chap. 15 on a variety of control loops obtained from different types of process
industries. This chapter shows that the algorithm can detect and quantify stiction
blindly without knowing the type of the control loop and type of the control valve.
The algorithm has been rigorously and successfully evaluated by applications in
more than 20 industrial case studies. In all cases, the algorithm could successfully
detect control valves that were suffering from stiction and also quantify the amount
of apparent stiction present.

16.1 Industrial Case Studies

Control loops where stiction was detected as the cause of poor performance by the
stiction quantification algorithm are described below. For each loop, set point (sp),
controlled output (pv) and controller output (op) data were available. Unless oth-
erwise stated, a data ensemble of 4,096 samples was used for the squared bico-
herence calculation for each case. For each loop, the time trends of the variables
with the corresponding squared bicoherence plot, the C-means clustering plot and
the fitted ellipse plot are presented. The numerical results for all loops are provided
in Table 16.1. These data were analysed without prior knowledge of the control
valve problems, and the results of the analysis were confirmed later by the plant
personnel.

16.1.1 Loop 1: A Level Loop

Loop 1 is a level control loop in the same power plant described in the illustrative ex-
ample in Chap. 15. This particular level loop also controls the level of condenser lo-
cated at the outlet of a turbine by manipulating the flow rate of the liquid condensate.
Figure 16.1a shows the time trends of the sp, pv and op data. Figure 16.1b shows
the squared bicoherence plot. The values of NGI and NLI for this loop were found

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 205
(© Springer-Verlag Berlin Heidelberg 2008
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to be 0.32 and 0.83 and are tabulated in Table 16.1. These indices indicate that non-
linearity was present in this loop. From the position of the maximum peak at the bi-
coherence plot, the frequency range for the Wiener filter was obtained following the
steps described in the automation section (Sect. 15.6). The frequency band for the

Table 16.1 Numerical results for the analysis of selected Industrial loops analyses

Loop  Loop NGI NLI TNLI fr fu T, r App. stiction %

no. type C-means  Ellipse
1 Level 032 083 445 0.001 0.08 50 22 4.2 4.3
2 Level —0.02 - - - - 95 35 - -
3 Flow 032 080 3.5 0.001 0.08 45 8.4 0.35 0.33
4 Flow 023 032 093 0.09 020 7 2 0.42 0.42
5 Pres. 038 036 077 0.01 025 122 122 11 11
6 Comp. 058 078 635 0.01 0.15 283 116 1 1
7 Flow 45 044 045 0.004 0.14 59 4.6 - -
8 Temp 024 038 276 0.004 028 125 6.5 1 1.14
9 Level 024 0066 1.88 0.001 0.08 o6l 144 9 9.40
10 Flow 0.14 0.16 073 0.001 049 25 73 1.78 1.72
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filter is [0.001 0.08] (1,000-12.5 samples/cycle). The filter will therefore remove
low frequencies that cause non-stationary behaviour and high-frequency noise. The
average period of oscillation was 50 samples for the controller output signal. The
segment of the data corresponding to the maximum oscillation index (the magnitude
of r was 22 for this case) was selected to quantify stiction. Both C-means cluster-
ing and the fitted ellipse technique estimate the amount of apparent stiction as 4%,
which is significant and causes poor control performance. The C-means-clustering
plot is shown in Fig. 16.1c, while Fig. 16.1d shows the fitted ellipse for quantifying
stiction.

16.1.2 Loop 2: A Linear-Level Control Loop

Loop 2 is another level control loop in the same power plant described in the previ-
ous section. It also controls the level of a condenser located at the outlet of a different
turbine by manipulating the flow rate of the liquid condensate. Figure 16.2a shows
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Fig. 16.2 Results for a second industrial level control loop data. The flatness of the bicoherence
plot confirms the linearity of this level control valve, which was confirmed in the valve position
versus valve input plot (subplot (c))



208 16 Industrial Applications of the Stiction Quantification Algorithm

the time trends of the sp, pv and op data. Figure 16.2b shows the squared bicoher-
ence plot for the control error signal. The magnitude of NGI was —0.02 (which is
smaller than zero), indicating that nonlinearity is not present in this loop. Figure
16.2¢ shows the valve positioner (mv) vs. controller output (op) plot. This figure
shows that the valve has a linear response because the data, though noisy, lie mainly
on a straight line.

16.1.3 Loop 3: A Flow Control Loop

Loop 3 is a flow control loop at a refinery. The results of the analysis of this loop
are shown in Fig. 16.3 and also in the third row of Table 16.1. The presence of a
small amount of apparent stiction (0.35% for loop 3) was causing a large ampli-
tude oscillation (see the magnitude of pv axis in Fig. 16.3a) in this loop. The large
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amplitude oscillation for this small amount of stiction could be due to a large gain
in this process. This data set was also used to illustrate the necessity of using a filter
in Sect. 15.8.7.

16.1.4 Loop 4: Flow Control Loop Cascaded with Level Control

Loop 4 is a flow control loop at Celanese Canada Ltd., a chemical complex located
in the east of Edmonton, AB, Canada. This flow control loop is cascaded within
a level control loop. The stiction quantification algorithm detects stiction in this
loop and quantifies it to be approximately 8%. The finding of an apparent stiction
of 8% illustrates the benefit of the valve stiction quantification algorithm. Without
the algorithm, the valve fault may have gone undetected because the time trends in
Fig. 16.4 suggest that the pv is generally tracking sp, although some deviations can
be seen when the sp changes the direction. Figure 16.5 shows an sp—pv plot for the
flow loop that highlights the deviations. The flat horizontal segments of the sp—pv
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Fig. 16.5 The pv vs. sp plot 1800
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characteristic indicate that the pv sticks whenever the sp changes the direction and
confirms that stiction is indeed present. It is possible to construct an sp—pv plot for
this loop because the set point changes in response to the master level controller.
Moreover, the flow which is the pv of the slave loop is the mv for the master level
loop, while the op of the level controller is the sp for the slave flow loop. Therefore
the sp—pv plot for the flow loop is the op—myv plot for the level control loop, which
is the preferred mapping for visualization of actuator nonlinearity as discussed in
Sect. 11.3 in Chap. 11.

16.1.5 Loop 5: A Pressure Control Loop

Loop 5 is a pressure control loop in a refinery. This data set had only 1,500 data
points collected at 20 s sampling intervals. The time trends in Fig. 16.6 show oscil-
lations with 12.2 samples in both pv and op variables. The detailed results of the
analysis are presented in Fig. 16.6 and in the fifth row of Table 16.1. The apparent
stiction present in the valve was approximately 11%.

16.1.6 Loop 6: A Composition Control Loop

Loop 6 is a concentration control loop. The data set contains 1,100 points collected
at 1s sampling interval. The time trends in Fig. 16.7a show oscillations with 28.3
samples in both pv and op variables. The detailed results of the analysis are pre-
sented in Fig. 16.7 and also in the sixth row of Table 16.1. The apparent stiction
present in the valve of this concentration control loop was approximately 1%.
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Fig. 16.6 Results of the analysis of a refinery pressure control loop. Approximately 11% stiction
was present in the control valve

16.1.7 Loop 7: A Cascaded Flow Control Loop

Loop 7 is a flow control loop cascaded within a level control loop of a drum in an
ethylene plant from Mitshubishi Chemical Corporation in Japan. At a sampling rate
of 1 sample/min, 7,200 data points were collected. Time trends for the pv and op
variables for the flow control loop are shown in Fig. 16.8a. The detailed results of the
analysis are presented in Fig. 16.8 and numerical results are provided in the seventh
row of Table 16.1. The bicoherence plot shows the presence of a nonlinearity in this
loop. The absence of an elliptical pattern in the pv—op plot (Fig. 16.8c) indicates that
this nonlinearity is not due to valve stiction. The probable source of this nonlinearity
is likely to be a nonlinear disturbance entering this loop or valve problems other than
stiction, or nonlinearities in the process itself.
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Fig. 16.7 Results of the analysis of an industrial composition control loop. Approximately 1%
stiction was present in the control valve

16.1.8 Loop 8: A Temperature Control Loop

Loop 8 is the same temperature loop described in Sect. 9.5.1 of Chap. 9. The tem-
perature of the dryer combustion chamber is controlled by manipulating the flow
rate of natural gas to the combustion chamber. The results of the analysis are pre-
sented in the eighth row of the Table 16.1. The amount of stiction found in this loop
was approximately 1%.

16.1.9 Loops 9 and 10

Both these loops are from a pulp and paper plant. Loop 9 is a level control loop
controlling the level of a dilution tank. The detailed diagnosis results are shown in
Table 16.1 and Fig. 16.9. This control valve was suffering severely from stiction (ap-
proximately 9% stiction), and its poor performance was aggravated by the presence
of excessive integral action in the controller. Loop 10 is a flow control loop control-
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Fig. 16.8 Results of the analysis of an industrial-cascaded flow loop

ling the flow rate of the water used for washing pulp in a rotary vacuum washer. The
tenth row of Table 16.1 and Fig. 16.10 show the results of the analysis. The apparent
stiction in this valve was approximately quantified to be 2%.

16.2 Online Compensation for Stiction

After a sticky valve is identified, the best solution is to repair it, which may re-
quire taking the valve out of service. In most cases, it is not possible to take the
sticky valve out of service for its immediate maintenance because of the absence
of a bypass line. A method that can help continuing operation of the plant until the
next planned shutdown with minimum loop performance degradation due to stiction
can be useful for the process industry. Several online methods to deal with a sticky
valve have been suggested (Bergstrom and Dumont, 2003; Armstrong-Hélouvry et
al., 1994; Hatipoglu and Ozguner, 1998; Kayihan and Doyle III, 2000; Héagglund,
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Fig. 16.9 Results of analysis of a level control loop in a pulp and paper mill

2002; Tao et al., 2002). For online compensation of stiction, Gerry and Ruel
(2001) suggested the use of a PI controller where the integral action has variable
strength. Héagglund (2002) suggested a method of adding short pulses to the con-
trol signal to compensate stiction in pneumatic valves. As claimed by Higglund
(2002), the knocker friction compensation method has been patented and imple-
mented in industrial controllers. In (Bergstrom and Dumont, 2003), a special adap-
tive controller in combination with a PID controller has been suggested for on-
line stiction compensation. It requires a special function for switching between
the adaptive controller and the PID controller. Some other methods to compen-
sate stiction in control valves can be found in Armstrong-Hélouvry et al. (1994),
Hatipoglu and Ozguner (1998), Kayihan and Doyle III (2000), Tao et al. (2002),
Amin et al. (1997).
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Fig. 16.10 Results of analysis of a flow control loop in a pulp and paper mill

16.3 Summary

This chapter presented the industrial application of the automatic method for de-
tecting and quantifying control valve stiction discussed in Chap. 15. It has been
shown that the stiction-detection algorithm can detect and quantify stiction blindly
without knowing the type of control valves or type of control loops. The algorithm
only requires the set point (sp), process variable (pv) and controller output (op).
The method has already been applied to many industrial sites online through the
Matrikon Control Performance Monitor product from Matrikon Inc.



Chapter 17
Confirming Valve Stiction

Stiction detection and quantification methods that are based on the assumption of
SISO configuration do not take into account the multivariate or MIMO interactions of
the control loops, which causes false positive results when applied to an entire plant
site. Due to these limitations, usually an invasive valve test is required to confirm
if the suspected valves are indeed suffering from stiction. This chapter describes a
method for confirming valve stiction based on changing the controller gain under
closed-loop control configuration. The method is based on the observation that varying
controller gain changes the frequency of the oscillations caused by valve stiction.

17.1 Methods to Confirm Valve Stiction

The automated stiction detection and quantification methods discussed in Chap. 15
can highlight problematic behaviour in a control valve. However, before a mainte-
nance request is issued, it is usual to conduct a valve test to confirm the diagnosis.
The various methods for confirming valve stiction are as follows:

1. Valve travel or bump test: Stiction in control valves is usually confirmed by
putting the valve in manual and increasing the control signal in small increments
until there is an observable change in the process output. This test is known as
the valve travel or bump test (Taha et al., 1996; Wallén, 1997; Gerry and Ruel,
2001). This method of confirming stiction by putting the loop in manual is not
convenient and cost-effective due to the risk of plant upset and production of
off-specification products.

2. Use of valve positioner data: For smart valves, usually the valve positioner (ac-
tual stem position of the valve) data are available. If the plot of valve positioner
(mv) data against the valve input (op) data shows a pattern similar to that de-
scribed in Fig. 11.2, it can be concluded that the valve has stiction. Unfortunately,
most industrial valves (more than 95% cases) are not smart valves. The lack of
availability of the valve positioner data restricts the application of this simple test
to only a few cases.

3. Changes in controller gain: Presence of stiction in a control valve produces
limit-cycle oscillations in the process output (pv) and the controller output (op).

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 217
(© Springer-Verlag Berlin Heidelberg 2008
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Changes in controller gain cause changes in the amplitude and frequency of these
limit-cycle oscillations. Once stiction is detected in a loop, changes in oscillation
frequency due to variation in controller gain can help confirm the presence of
stiction in the loop.

17.2 Gain Change Method for Confirming Valve Stiction

It appears that the simple test employing changes in controller gain is well known
to engineers in the process industries, but is relatively less well known in academia.
This simple test was first reported in Thornhill et al. (2003b) where an online closed-
loop plant test was conducted to confirm the presence of stiction. The influence
of gain change on the amplitude and frequency of oscillations due to stiction has
also been described briefly through a simulation study in Choudhury et al. (2005a,
2005b) and Rossi and Scali (2005). Here, a simulation study of this phenomenon has
been carried out to distinguish stiction-induced oscillation from an external oscilla-
tory disturbance. A theoretical justification through describing function analysis is
also presented.

17.2.1 Distinguishing Stiction from External
Oscillatory Disturbance

The two-parameter stiction model described in Chap. 13 has been used to introduce
the stiction behaviour of the control valve in a closed-loop process. The two param-
eters are deadband plus stickband (S) and slip—jump (J), which are taken as 3% and
1%, respectively, for all simulations. The PI controllers used in all simulations were
implemented in the following form:

1

C(s) =K. (1—1—). (17.1)
TS

The controller gains and reset times are reported in the right column of each figure

provided for each of the following cases.

17.2.1.1 A Concentration Control Loop with a Sticky Valve

The transfer function model for this loop is similar to the one reported in Horch and
Isaksson (1998) except that the time delay has been reduced to 5 for ensuring better
control of the process:

_ 3¢
C10s+1
The model in Eq. (17.2) describes the dynamics of mixing pulp with water from the
inlet of a water flow control valve to the outlet of a mixing chamber (Horch and

G(s)

17.2)
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Fig. 17.1 Effect of changing controller gain on the limit cycles generated by a sticky valve in a
concentration loop. A decrease in controller gain causes a decrease in the frequency and amplitude
of the limit cycles in pv

Isaksson, 1998). The top row in Fig. 17.1 shows that during normal operation (no
stiction), there is no limit cycle with the existing controller settings reported in the
right column of the figure. In the presence of stiction, a limit-cycle oscillation with
a period of 98 s is generated in the loop (the plot in the second row of Fig. 17.1).
In order to confirm that this oscillation is generated within this loop, the controller
gain was reduced by 50%, which in turn decreases the frequency of oscillation.
The third row in the figure shows that the oscillation period is now approximately
198 s and the amplitude of the oscillation in pv is also decreased. Reducing the gain
further decreases the frequency of oscillation. This test confirms that the oscillation
originates within the control loop.

17.2.1.2 A Level Control Loop with a Sticky Valve

The transfer function for the level control loop in this example was an integrator of
the form of =. Figure 17.2 shows the result of changing controller gain, K.. The
plot in the ﬁrst row of the figure shows that during normal operation, there is no
oscillation. The plots from the second to the fourth row in Fig. 17.2 show that, in
the presence of stiction, a decrease in controller gain for the level loop decreases the
frequency of oscillation but increases the amplitude of the oscillation in pv.

17.2.1.3 Connected Concentration and Level Loop

The purpose of this case is to present the technique of distinguishing an oscillation
that originates within the control loop from an external oscillatory disturbance. This
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Fig. 17.2 Effect of changing controller gain on the limit cycles generated by a sticky valve in a
level loop. A decrease in controller gain causes a decrease in the frequency, but an increase in the
amplitude of the limit cycles in pv

simulation case has been formulated by feeding the output of the concentration loop
as a disturbance to the level control loop. Stiction is now only present in the concen-
tration loop valve, and there is no stiction in the level control valve. It is the same
simulation as described in Sect. 15.7.3. Stiction detection algorithms designed for
SISO control loops tend to detect stiction in both loops because they do not consider
interactions between loops. The method of controller gain change is applied to dif-
ferentiate between the loops suffering from stiction and the loops oscillating due to
propagated oscillatory disturbances.

The results are shown in Fig. 17.3. In the case of normal operation, there were
oscillations neither in the concentration loop nor in the level loop (plots in the top
row). Then, due to the introduction of valve stiction in the concentration loop control
valve, an oscillation with a period of 465 is generated in the concentration loop
and it propagates to the level loop. In order to confirm the presence of stiction in
these loops, the proposed gain change method can be applied. If the gain of the
concentration loop controller is decreased by 50%, the frequency of the oscillation in
the concentration loop decreases to 94 s/cycle, which in turn decreases the frequency
of oscillation in the level control loop too (the third row in Fig. 17.3). But when the
gain of the level controller is decreased by 50%, the frequency of oscillation in the
level loop does not decrease further, rather it remains constant. This confirms that
the oscillation in the level control loop does not originate within the loop, but enters
the loop as an external disturbance. Therefore, the level control valve is not suffering
from stiction.



17.2 Gain Change Method for Confirming Valve Stiction 221

Conc. Loop OP Level Loop OP
1 1 normal operation
PN T e W e Conc: Kc= 0.2, ri=2.5$
-1 -1 Level: K=0.5, 1,=100's

T Sk o e period
AL Cone: K 02 5m25, Period=dos

s LA !\!\I\’I\l o
I

IR -2 INARRERA Level: K =0.5, t=100, Period=46s
1 //\\ //\\ /[\\ //\\ 1 RN stiction in Conc. Loop
¥, 1| Conc: Kc=0.2/2,1i=2.5, Period=94s
-1 \// \\// / \\/l St M AL Level: K =0.5,7,= 100, Period =945
1 N N NN ] stiction in Conc. Loop
/ \\ / / \ / \ U\ Cone: K =0.2/2,7,=2.5, Period =94
L VARV AR VARV -1 Level: K =0.5/2, 7 =100, Period =945
0 200 400 0 200 400
time/s time/s

Fig. 17.3 Stiction causes oscillation in concentration control loop and this oscillation propagates
to the level control loop. A change in controller gain of the concentration loop causes a change in
the frequency of oscillation but a change in controller gain of the level loop does not cause any
change in the frequency of oscillation

17.2.1.4 Conclusions from the Simulation Study

For all cases, the limit cycles were present even though the set point to the loop
was zero. That is, they originated in and were sustained by the control loop in the
absence of any external set-point excitation. Based on this simulation study, the
following conclusions can be drawn:

e If a limit cycle originates within a control loop due to valve stiction, a change in
controller gain will change the frequency of oscillation.

e If a limit cycle oscillation enters the control loop as an external disturbance, a
change in controller gain will not change the frequency of oscillation.

Remark 1. If the oscillations in a loop start due to a tightly tuned controller, a de-
crease in controller gain will often decrease the frequency of oscillation. This will
only prove that this oscillation originated within the loop but would not be able to
detect whether it is due to stiction or due to a tightly tuned controller. Therefore,
in order to distinguish between these two cases, one must use a stiction detection
method. Since the presence of a tightly tuned controller does not introduce any non-
linearity in a control loop, the higher-order statistical method described in Chap. 9
can be used to eliminate this loop as a linear loop in the first diagnostic step. After
detection of stiction, the gain test method will help to isolate the valve(s) suffering
from stiction.
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Remark 2. In practice, it is not necessary to change the controller gains by factors as
large as two or four. A change in controller gain by any significant amount should
do the job. The central idea is to observe whether a change in controller gain causes
a change in the frequency of oscillation. If it does, then it can be concluded that the
oscillation originates within the loop.

17.3 Describing Function Analysis

In this section, describing function analysis is used to provide a theoretical justifica-
tion for the observed closed-loop behavior due to changes in controller gain. For the
sake of completeness, a summary of the describing function analysis for the two-
parameter stiction model is provided below. For details, refer to Chap. 14 and also
Choudhury et al. (2005a).

In the describing function analysis approach, the nonlinearity is modelled by a
nonlinear gain N. The inherent assumptions of this approximation are that there
are periodic signals present in the system and that the controlled system acts as a
low-pass filter and responds principally to the fundamental Fourier component. The
condition for oscillations in a negative feedback loop is that the loop gain be —1 or:

G, (iw) = — (17.3)

N (X))’
where G, (iw) is the open-loop frequency response that includes the controlled
system and the controller, and N (X,,) is the describing function that depends on
the magnitude of the controller output, X,,. When condition Eq. (17.3) is met,
the system will spontaneously oscillate with a limit cycle. The variation of the
quantity —1 /N (X;n) with signal amplitude implies that signals initially present
in the loop, e.g. noise, can grow until they are big enough to satisfy the equality
and hence provide a self-induced oscillation. The describing function for the two-
parameter stiction model as provided in Chap. 14 and also in Choudhury et al.

(2005a):

1
N=—-——(A—iB 17.4
—(a=iB). (174

where

A = XTmsin2¢72chosq)—Xm(g+¢)+2(S—J)cos¢, (17.5)

Xn | X . .
B=—3—+—c082¢ +2X,,sin¢p —2(S—J)sin¢ (17.6)

2 2
X _

¢ =sin"! (x S), (17.7)
m

where X, is the input to the control valve or the controller output (op), S is the
deadband plus stickband and J is the slip-jump.
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Figure 17.4 shows the graphical solutions of Eq. (17.3) for the concentration
control and level loops. The systems are closed-loop stable and thus both the curves,
G,(iw) and —1 /N(X,,), intersect the negative real axis between 0 and —1 for both
cases. It is clear from Fig. 17.4 that there will be limit cycles for both loops because
of the intersection of the —1 /N(X,,) curve and G, (i®) curve. With the increase of
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Fig. 17.4 Graphical solutions for limit-cycle oscillations. The dotted line is the —1/N curve. The
solid line, the dash-dotted line and the dashed line are for the frequency response function of the
overall process, G, (im). Concentration loop: Gains are K,; = 0.025 < K., =0.05 < K3 =0.1
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controller gain, K., the intersection point moves to a higher frequency. Thus, the
describing function analysis predicts that an increase in controller gain will increase
the frequency of limit-cycle oscillation and conversely a reduction in the gain will
reduce the frequency of limit-cycle oscillation.
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Fig. 17.5 Comparison of frequencies and amplitudes of limit-cycle oscillation as predicted by
describing function analysis with those obtained from simulation
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17.3.1 Comparison of Describing Function Analysis (DFA) Results
with Simulation Results

Figure 17.5 compares the frequencies and amplitudes of limit cycles predicted by
DFA with those obtained from simulation. Frequencies of limit cycles predicted by
DFA are in good agreement with those obtained from simulation for both loops.
Amplitudes predicted by DFA for level loop are also very close to those obtained
from simulation. However, for the concentration loop, the amplitudes predicted by
DFA differs from that obtained from simulation for the cases of higher controller
gains. The differences in frequency and amplitudes are probably due to the approx-
imate nature of DFA analysis. The DFA approximates the limit cycles as a pure
sinusoid with one fundamental frequency and neglects all other higher harmonics.
But in reality, the limit cycles caused by a sticky valve is not a pure sinusoid and its
shape changes with the change of controller gains.

17.4 Industrial Example

A case study at Eastman Chemical Company identified a suspected deadband in a
level control valve (Thornhill et al., 2003b). The presence of a stiction was con-
firmed in closed loop by doubling the controller gain following the reasoning given
in the previous paragraph. Figure 17.6 shows the plant test data courtesy of Eastman
Chemical Company and a simulation of doubling of the gain using the physics-based
valve stiction model from Chap. 12. The simulation showed similar waveforms to
the industrial data and also a decrease in period and amplitude when the controller
gain was doubled.

A feature of interest in the test and simulation of the level control valve is that
the shapes of the curves are different from those of Fig. 12.3 for the FOPTD process
where op was a triangular waveform. op is controller output or valve demand, pv
is the controlled variable or process output, and mv is the valve position or valve
output. In Fig. 17.6, in contrast, the pv is a triangular waveform and op has a curved
shape. The explanation is that the process is an integrator. In both cases, the mv (the
flow through the sticking valve) has a square-shaped waveform because of its ten-
dency to stick. In Fig. 12.3 for the FOPTD system, the pv (not shown) also has a
square-shaped waveform similar to that of the mv. The square-shaped pv was inte-
grated by the PI controller to become a ramp-shaped op.

In Fig. 17.6, by contrast, the controlled system was an integrator and the con-
troller also had an integrator. Therefore the pv is ramp-like because it is an inte-
grated square waveform. The op is a series of parabolic segments since the result of
integration of a ramp is a parabola.
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Fig. 17.6 Response to a doubling of controller gain of a level control loop with a sticking valve.
Upper panels: Plant tests at Eastman Chemical Company, Lower panel: Results from simulation

17.5 Summary

A simple closed-loop test for confirming the presence of stiction in control valves
has been presented in this chapter. The test is based on the observation that chang-
ing controller gain also changes the frequency of the oscillations induced in the
control loop due to valve stiction. The method has been evaluated using simulation
example and validated by describing function analysis. An industrial case study has
been described to illustrate the method. Another industrial example is discussed in
Chap. 19.
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Plant-wide Oscillations — Detection
and Diagnosis



Chapter 18
Detection of Plantwide Oscillations

Oscillations are a common form of plant-wide disturbances. The presence of os-
cillations in a control loop increases the variability of the process variables, thus
causing inferior quality products, larger rejection rates, increased energy consump-
tion and reduced average throughput. The high level of energy integration in most
modern plants is responsible for the propagation of oscillations from one process
unit to another. It is important to detect and diagnose the causes of oscillations in a
chemical process because a plant running close to product quality limits or operat-
ing constraints is more profitable than a plant that has to back away due to oscilla-
tions (Martin et al., 1991; Shunta, 1995). This chapter focusses on the detection of
oscillations in a single time series as well as in multiple time series.

18.1 Introduction

The well established single-input-single-output (SISO) approach for control-loop
performance assessment (CLPA) and benchmarking (Harris, 1989; Huang and Shah,
1999; Desborough and Miller, 2002; Jelali, 2006) has the shortcoming of not consid-
ering the connectivity of the control loops. In reality, control loops are not isolated
from one another. Specifically, the reason for poor performance in one control loop
might be that it is being upset by a disturbance originating elsewhere.

The basic objective in process control is to divert process variability away from
key process variables to variables that can accommodate the variability such as
buffer tanks and plant utilities (Luyben, et al., 1999). Unfortunately, process vari-
ability is often not easy to divert. The reason for this is that modern industrial pro-
cesses have reduced inventory and make use of recycle streams and heat integration.
The interactions are strong in such processes because the amount of buffer capac-
ity is small and the opportunities to exchange heat energy with plant utilities are
restricted.

A plant-wide approach means that the distribution or the reach of a disturbance
throughout the plant has to be explored, and the location and nature of the cause of
the disturbance are determined with a high probability of being right the first time.
The alternative is a time-consuming procedure of testing each control loop in turn

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 229
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until the root cause is found. Some key requirements for the detection and isolation
of plant-wide oscillations are (Qin, 1998; Paulonis and Cox, 2003):

e Detection of the presence of one or more periodic oscillations;

e Detection of non-periodic disturbances and plant upsets;

e Determination of the locations of the various oscillations/disturbances in the
plant and their most likely root causes.

A wish-list from Desborough and Miller (2002) included:

Automated, non-invasive stick-slip detection in control valves;
Facility-wide approaches including behaviour clustering;

Automated model-free causal analysis;

Incorporation of process knowledge such as the role of each controller.

18.2 What is an Oscillation?

If a signal is periodic with well-defined amplitude and frequency, it is called an
oscillatory signal. A sinusoidal signal is an example of a simple oscillatory signal.
For example, y(¢) = Asin(wr) is an oscillatory signal with amplitude A and angular
frequency .

18.2.1 Units of Frequency

For a continuous time signal, the usual unit of frequency is Hz, which is equivalent
to cycles per second or the inverse of the period of the signal expressed in seconds.
To show a signal in terms of its angular movement, it may be expressed in rad/s.
To obtain the angular frequency in units of rad/s from a given frequency in Hz, the
given quantity should be simply multiplied by 2.

For a discrete time signal, the frequency is often expressed as cycles/sample. To
express this in cycles/s, it has to be divided by the sampling intervals or sampling
time. It is also convenient to normalize the frequency of a signal by dividing it by the
sampling frequency because, in such a case, one can simply obtain the period of the
signal from the inverse of the normalized frequency. For example, if the frequency
of a signal, f, is 0.01 cycles/s and the sampling frequency, f;, is 1 sample/s, then
the normalized frequency is 0.01. The period of the signal will be 10 samples/cycle
(1/0.01 = 10).

18.2.2 Examples of Oscillatory Signals

Probably the simplest example of an oscillatory signal is a sine wave. Other exam-
ples include saw-tooth signals, rectangular signals and a sum of sines. Figure 18.1
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shows four different kinds of oscillatory signals. Oscillations are clearly visible in
these signals because they are clean and not corrupted by noise. In reality, oscilla-
tions may not be clearly visible from the time domain data. The power spectrum, a
frequency domain tool, often proves to be useful in detecting and visualizing oscil-
lation(s) in signals.

18.3 Detection of Oscillation(s) in a Single Time Series

18.3.1 The Power Spectrum

The power spectrum is an useful tool to visualize the energy or strength of various
frequency components present in a signal. Figure 18.2 shows the power spectrum of
the signals shown in Fig. 18.1. Various frequency components of the signals appear
as peaks in the power spectrum.

18.3.2 Hiigglund’s IAE Method

The classic SISO real-time oscillation-detection method of Héagglund (1995) calcu-
lates the integrated absolute deviation (IAE) between successive zero crossings of
the controller error signal. Its motivation is that when the controller error is oscil-
latory rather than random, such deviations are large and the intervals between them
are long. An oscillatory signal therefore has larger IAE values than a random one.
The TAE is defined by the following expression:

Time Trends

saw-tooth \I\I\l\l\

rectangular | f ]

multiple sines /\/\/\/\/\/\/\/\/\/\/
sine curve /\/\/\/\/\/

1 500
Samples

Fig. 18.1 Various oscillatory signals
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Power Spectra
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Fig. 18.2 Power spectra of various oscillatory signals

lit1
IAE; = / Y (1) |dr,

L

where Y (¢) is the controller error signal and #; and ;1| are times of successive zero
crossings of Y (z). These integrated deviations are compared to a threshold value,
which is the JAE value of a sinusoidal oscillation having an amplitude a and with
a presumed oscillation having angular frequency equal to 27 / T;, where 7; is the
controller integration time. An oscillation is detected when the integrated deviations
persistently exceed the threshold, with a set to 1% of the controller range.

18.3.3 Autocovariance (ACF) Based Method

18.3.3.1 Period of Oscillation or Frequency?

In the detection of plantwide oscillations, one is often interested in the period of
oscillation rather than its frequency for the pragmatic reason that it is easier to
visualize and talk about a 30 min oscillation than an oscillation of 0.00056 Hz (for
example). It is therefore desirable to estimate the period of oscillation accurately.
Zero crossings allow a direct estimation of the oscillation period 7},, which is
more accurate than an estimate determined from taking the reciprocal of the fre-
quency of the main peak in the power spectrum. The heart of the matter is that A f
errors in determining the exact position of a spectral peak convert to AT, errors
in the estimate of the period of oscillation, which is large at low frequencies. Low
Jfrequency in this context broadly means oscillations characterized by 10 samples/
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cycle or more. The fundamental reasoning behind this statement can be seen from
the propagation of errors from A f to AT,:

1 1
For low-frequency oscillations, the AT, uncertainty from inversion of the estimated
spectral peak frequency is much larger than the uncertainty arising when the period
is determined directly from zero crossings. !

18.3.3.2 The Autocovariance Function (ACF)

It is recommended to use the zero crossings of the autocovariance function (ACF)
for determination of the period of oscillation. The ACF of an oscillating signal is
itself oscillatory with the same period as the oscillation in the time trend. Oscilla-
tions can therefore be detected if the zero crossings of the autocovariance function
are regular. The benefit of using the ACF is that it is less noisy than the time trend.
For instance, in the case of white noise all the noise appears in the zero lag channel.
Therefore noise does not disrupt the zero crossing of the autocovariance function in
the same way as it disrupts zero crossings in the time domain, and the pattern of zero
crossings reveals the presence of an oscillation more clearly than the zero crossings
of the time trend. The phenomenon is illustrated in Fig. 18.3.

normalised time trend

measurement
o

0 50 time/sample interval 200 250

normalised autocovariance (below), zero crossings (bottom)
1 T T T T

ANANAANANNNDNNANNANNA
V'V VUV VYV VYUV VVVVY]

ACF
o

1 i i i i

T T T T
i i

i

0 50 lag/sample interval 200 250

Fig. 18.3 Oscillation detection in the presence of noise. Upper plot: portion of time trend. Middle:
autocovariance function. Bottom: regularly spaced zero crossings

! The converse is also true. It is generally more accurate to estimate the frequency from the position
of the spectral peak than to calculate the reciprocal of the oscillation period, especially for high-
frequency oscillations when the period of oscillation is small.
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The horizontal axis of the autocovariance functions is a linear axis indicating lag,
and an estimate of the autocovariance at lag ¢ may be determined directly from the
data as

1 N
i=(+1

where X is the mean-centred data scaled to unit standard deviation. The Wiener—
Khinchin theorem shows that the ACF is the inverse Fourier transform of the two-
sided power spectrum (see, e.g. Proakis and Manolakis, 1996), so the ACF may also
be computed via the power spectrum.

18.3.3.3 Assessment of Period and Regularity of Oscillation

Each oscillation has two zero crossings and hence the average interval between zero
crossings is:

interval = % (TP:I:ATP)

where 7}, is the mean period and A7), a random variation in the period. Thus 7, is
twice the mean value of the intervals, and the standard deviation of the period is
or, = 2 X Ojptervalss Where Ojpervals 18 the standard deviation of the intervals.

The interval from lag zero up to the first zero crossing is excluded from the
calculation because it corresponds to only one half of a completed deviation. An
oscillation is considered to be regular if the standard deviation of the period is less
than one third of the mean value. A regularity statistic was discussed and defined in
Thornhill et al., (2003a) such that values of » > 1 indicate a regular oscillation with
a well-defined period:

The statistic » has an interpretation as a three-sigma test of the null hypothesis that
the intervals between zero crossings are random with an equal probability of arrival
in each sampling interval.

18.3.3.4 Multiple Oscillations

It is easy to detect multiple oscillatory components in the power spectrum because
they appear as multiple peaks. For instance, the power spectrum in the second panel
of Fig. 18.4 shows that the time trend in the top panel consists of two superimposed
oscillations. The two oscillations can be seen in the autocovariance function, but
their superposition destroys the regularity of the zero crossings, as shown in the
bottom panel of Fig. 18.4.

The ACF may be used for estimating the periods of multiple oscillations if the
interfering spectral peaks are removed from the power spectrum before calculation
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Fig. 18.4 Multiple oscillations. Upper plots: time trend and power spectrum. Lower plots: autoco-
variance function and zero crossings

of the ACF. Figure 18.5 shows the effect of the removal of the spectral content above
0.01 on the normalized frequency axis. Frequency content above 0.01 has been re-
moved leaving only the left-hand peak. The period of oscillation can be determined
from zero crossings of the ACF as 344 £ 3.6 samples/cycle. In Fig. 18.6, the right-
hand spectral peak has been isolated. The oscillation has a period of 64.3 4-3.1
samples/cycle.

18.3.3.5 Implementation of the Frequency Domain Filter

The filter that removes unwanted spectral content operates by re-setting spectral
power in all the unwanted channels to zero. The ACF is then calculated from the
filtered power spectrum.

Care is needed in coding of the filter because the ACF calculation requires the
two-sided power spectrum to use frequency channels from 0 to N — 1. The two-
sided spectrum includes the aliased part of the spectrum at frequencies above the
Nyquist frequency, which resides between 0.5 and 1 on the normalized frequency
axis. The filter must remove the unwanted peaks and their aliases. Further details
and a worked example can be found in Thornhill et al., (2003a).
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Fig. 18.5 Isolation via signal filtering and ACF analysis of the low-frequency oscillation in
Fig. 18.4
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Fig. 18.6 Isolation via signal filtering and ACF analysis of the high-frequency oscillation in
Fig. 18.4
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18.3.4 Other Methods

Other methods for oscillation detection (e.g. Forsman and Stattin, 1999; Miao and
Seborg, 1999; Thornhill and Hédgglund, 1997) are off-line auditing methods and
exploit the advantages of working with historical data using the time domain, auto-
covariance function (ACF) or spectral peak detection. They achieve the detection of
an oscillation in one measurement at a time; however, more than that is needed for
the detection of common oscillation(s) in multiple time series for the detection of
plant-wide oscillations.

18.4 What are Plant-wide Oscillations?

When an oscillation is generated somewhere in the plant and propagates throughout
the whole plant or to some units of the plant, such oscillations are termed plant-
or unit-wide oscillations. An oscillation may propagate through many units because
of the tight heat and mass integration in the plant as well as the presence of re-
cycle streams. Figure 18.9 shows an example of a plant-wide oscillation problem.
The upper-left panel of Fig. 18.9 shows the time trends of 37 variables representing
a plant-wide oscillation problem in a SE Asian refinery. The upper-right panel of
Fig. 18.9 shows the power spectra of these variables, indicating the presence of an
oscillation with a frequency of 0.06 or approximately 17 samples/cycle. The pres-
ence of such plant-wide oscillations causes significant performance degradation in
the overall plant economy. Therefore, they must be detected, isolated and eliminated
to ensure a good overall profitability of the plant.

18.5 Classification of Plant-wide Oscillations or Disturbances

18.5.1 Time scales

The first distinction in a classification of plant-wide disturbances concerns the time
scale, which may be (a) slowly developing, e.g. catalyst degradation or fouling of
a heat exchanger, (b) persistent and dynamic and (c) abrupt, e.g. a compressor trip.
The focus in this book is on (b), dynamic disturbances that persist over a time hori-
zon of hours to days. The approach is typically one of process auditing in which
a historical data set is analysed off-line. The off-line approach gives opportunities
for advanced signal analysis methods such as integral transforms and non-causal
filtering.
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18.5.2 Oscillating and Non-oscillating Disturbances

Figure 18.7 shows a family tree of methods for the detection of plant-wide
disturbances that was first presented by Thornhill and Horch (2007). The main sub-
division is between oscillating and non-oscillating behaviours. An oscillation sig-
nificant enough to cause a process disturbance can be seen both in the time domain
and as a peak in the frequency domain, suggesting that either might be exploited
for detection. The time trends at measurement points affected by a non-oscillating
disturbance, by contrast, often look somehow similar but in a way that is hard to
characterize because of the multiple frequencies that are present. The frequency do-
main readily reveals the similarities in the spectral content, however, and therefore
spectra are useful for the detection of non-oscillating disturbances. Some dynamic
disturbances are not stationary. For instance, an oscillation may come and go or may
change in magnitude. This localization in time suggests that wavelet methods would
be best for such cases.

Plant-wide oscillation detection requires the recognition that an oscillation in one
measurement is the same as the oscillation in another measurement, even though the
shape of the waveform may differ and when interferences such as other oscillations
are present. A characterization and clustering step is needed in addition to oscillation
detection. Over the last few years, many studies have been carried out to detect plant-
wide oscillations (Thornhill et al., 2003a; Tangirala et al., 2005; Jiang et al., 2006)
and to group similar oscillations together. The following is a brief description of
some of these methods.

PLANT-WIDE DISTURBANCE DETECTION

T T
oscillating oscillating and non-stationary

T T 1 non-oscillating
time-domain methods ACF methods spectral peak
detection

IAE deviations zero crossings zero crossings  damping (textbook) spectral methods
Hagglund, 1995, 2005 Thornhill & Hagglund, Thornhill, Miao & Seborg, |_ T 1
Forsman & Stattin, 1997 Huang & 1999 decomposition correlation spectral
1999 Forsman & Stattin, Zhang, 2003 Thornhill et.al, 2002 Tangirala et. envelope
1999 Xia & Howell, 2005 al., 2005 Jiang et.al.,
Xia et.al., 2005 2006
Xia et.al., 2007 wavelet
poles of ARMA model Tangirala et.al., 2007 Matsuo et.
Salsbury & Singhal, 2005. al., 2003

Fig. 18.7 Family tree of methods for data-driven plant-wide disturbance detection

18.6 Detection of Plant-wide Oscillations

18.6.1 High-Density Plots

High-density plots provide an off-line visualization tool. This plot presents time
series data of all the concerned tags or variables and their spectra in a compact
form. From this plot, one may easily visualize the nature of the data and common
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oscillation(s) present in the data. However, this method has not been automated,
and therefore it does not provide automatically a list of the variables that oscillate
together. Figure 18.9(a) is an example of a high-density plot.

18.6.2 ACF-Based Method

Thornhill et al., (2003a) automated the detection of clusters of similar oscilla-
tions using the ACF. The mean value of the intervals between zero crossings
of the ACF gave the period of oscillation, while the regularity of the oscillation
was also assessed using the standard deviation of the intervals. A fully automated
agglomerative classification algorithm detects clusters of measurements oscillating
with the same frequency and issues a report. All comparisons are referenced to the
period and standard deviation of the most regular oscillation in the group, and a
measurement belongs to a group if its period is no more different from that of the
most regular oscillation in the group by less than one standard deviation.

18.6.3 Power Spectral Correlation Map (PSCMAP)

The power spectral correlation index (PSCI) is defined as the correlation between
the power spectra of two different measurements (Tangirala et al. (2005)). It is a
measure of the similarity of spectral shapes, i.e. a measure of the common frequen-
cies of oscillations in all variables. The procedure to calculate the correlation is
illustrated in the block diagram shown in Fig. 18.8.

The DFTs used to calculate the spectrum are calculated after removal of means
from the time series data. However, the correlation used in the calculation of PSCI is
calculated without the removal of mean of the spectra. The PSCI for any two spectra
1X;(®)|? and |X;(®)|? is calculated as

_ S, [Xi(o) PIX; (w)
VIXi (o) [F1X () [*

correlation(|X;(o) %, |X;(@)|?) (18.1)
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k
=
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Fig. 18.8 The procedure for calculation of PSCI using discrete Fourier transforms or DFTs
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As a result, PSCI always lies between 0 and 1. As shown in the schematic, the
phase information is excluded because only the magnitude of the DFT of the mea-
surements are considered. In the detection of plant-wide oscillations, the objective
is to collect variables with similar oscillatory behaviour.

For multivariate processes, the PSCI is a matrix of size m x m, where m is the
number of measured variables. In order to provide an effective interpretation of the
PSCI, the matrix is plotted as a colour map, which is termed as the power spec-
tral correlation map (PSCMAP). The intensity as well as the colour in the map is
assigned in proportion to the value of the correlation index. An important aspect of
this colour map is its ability to automatically re-arrange and group variables together
with similar shapes, i.e. variables, which oscillate at a common frequency and have
therefore similar values of PSCI. Tangirala et al. (2005) have provided a detailed
description of the method.

18.6.4 Spectral Envelope Method

The spectral envelope method is a frequency domain technique that was first in-
troduced by Stoffer et al. (1993) to explore the periodic nature of categorical time
series. In 1997, McDougall et al. (1997) extended the concept of spectral envelope to
real-valued series. The key idea is to select optimal transformations of a real-valued
series that emphasize any periodic nature in the frequency domain.

Let X be a data matrix of dimension n X m, where n is the number of samples
and m the number of variables. If the covariance matrix of X is Vx and the power
spectral density (PSD) matrix of X is Px(), then the spectral envelope of X is

defined as: B Py(0)p
2 x(®
l(@)—;ﬁ){ BVxp

where @ represents angular frequency A () is the spectral envelope at angular fre-
quency o, (o) is the optimal scaling vector that maximizes the power (or variance)
at the frequency w and the “*’ represents conjugate transpose. The optimal scaling
vector f3(m) is different for each frequency, ®.

With the optimal scaling vector (®), Eq. (18.2) can be rewritten as:

A(0)VxB(0) =Px(w)B (o) (18.3)

3 (18.2)

It follows that A (@) is the largest eigenvalue associated with the determinant equa-
tion:
[Px(®w) —A(w)Vx| =0 (18.4)

B(w) is the corresponding eigenvector satisfying Eq. (18.3).
A simplified version of the spectral envelope can also be obtained by replacing
Vx with V in the previous equations, where V = diag{Vx}.
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It is common to limit 3 to the constraint 3*Vx 8 = 1 or B*V = 1, which makes
the calculated spectral envelope more interpretable and explicable. For such cases,
the quantity A (@) represents the largest power (variance) that can be obtained at the
frequency o for any scaled series with unit variance.

18.6.4.1 Using the Spectral Envelope to Detect Plant-wide Oscillation

Jiang et al. (2006) described the viability of the spectral envelope for detecting com-
mon oscillation(s). If the univariate time series x;(¢), 1 <i <m, —eo <t < oo, is in the
form of a common signal plus independent white noise, say x;(¢) = s(z) + &(z), then
in terms of power spectra, Py, (@) = P(®) + 0¢2, where var(g;) = 0¢%. A simple lin-
ear combination of x; (), say %(t) = m~! ¥, x;(t), will have as its power spectrum,
P:(®) = Py(®) +m~'6?,. The signal-to-noise ratio of ¥(¢) has increased by a factor
of m over the individual x;(r). Therefore, this indicates that the right linear combina-
tion of the original time series will enhance the signal and attenuate the noise. The
spectral envelope method selects the optimal linear combination that can enhance
the signal spectra and dampen the noise spectra at each frequency . This feature
makes the spectral envelope particularly suitable for analysing noise-corrupted data.

18.6.5 Spectral Decomposition Methods

18.6.5.1 Introduction

Spectral decomposition methods can also be used to detect and classify spectral
features in multivariate data sets. The basic decomposition method is spectral prin-
cipal component analysis (spectral PCA). The m rows of the data matrix X are the
power spectra P(f) of the signals from m measurement and a spectral decomposi-
tion reconstructs the X matrix as a sum over p basis functions w'| to w’ p» which are
spectrum-like functions each having N frequency channels arranged as a row vector
(Thornhill et al., 2002).

I I Ip
X=| .. |Wi+| .. |Wot+..+]| ... | W,+E
tm,l tm,2 tm,p

The error matrix E contains the residual parts of the spectra that are not captured by
the p basis functions, while a suitable value for p is assessed by a standard method
such as the average eigenvalue criterion or other methods reviewed by Valle et al.
(1999). Figure 18.9 shows the time trends and spectra of the error signals (sp—pv) in
the SE Asian refinery data set that was introduced in Sect. 18.4 and a set of seven
basis functions from which the spectra in the rows of X can be approximately re-
constructed. In spectral PCA, the basis functions are orthogonal with peaks and/or
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Fig. 18.9 (a) time trends and spectra of the error signals (sp—pv) in the SE Asian refinery data
set. (b) A set of seven spectral PCA basis functions from which the spectra can be approximately

reconstructed
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valleys at one or more frequencies. Some of the basis functions have negative spec-
tral values. It is for this reason that several researchers have imposed the condition
of non-negativity in SPCA analysis (Tangirala et al., 2007; Xia et al., 2007; Lee and
Seung, 1999). This aspect is discussed in more detail in Sect. 18.6.5.5.

The spectrum in the ith row of X is characterized by its coordinates t'; =
(tij1, ti2, ... tip) in the spectral PCA score space. Figure 18.10 shows the score
space for a three-PC decomposition of the spectra in the SE Asia data set. The scores
indicate the weighting for each basis function in the reconstruction of the spectra and
can be used for clustering because similar spectra have similar #-coordinates. The
plant-wide oscillation detection problem requires (i) a suitable distance measure by
which to detect similarity, and (ii) determination and visualization of clusters of
measurements with similar spectra in a multidimensional space.

Section 18.6.5.2 discusses a suitable measure while Sect. 18.6.5.3 shows how a
hierarchical tree can be used to visualize the clusters in a high-dimensional space
(i.e. when p >3). A generalization of power spectral correlation (Sect. 18.6.5.4)
gives an alternative means of visualization of the spectral clusters within a data set.

Spectral independent component analysis and spectral non-negative matrix fac-
torization are post-processing methods that give the basis functions more insightful
properties than those of spectral PCA for the purposes of diagnosis. They aim to
find linear combinations such that each basis function represents just one spectral
peak. These methods are described in Sect. 18.6.5.5.

12
/\

5

0 o0

Fig. 18.10 Results from spectral PCA represented as a three-PC score plot. Major clusters (circles,
triangles and squares) form plumes radiating from the origin. Many tags remain undifferentiated
near the origin when using only three PCs (small black diamonds)



244 18 Detection of Plantwide Oscillations

18.6.5.2 A Distance Measure for Clustering

The vector t'; = (ti1, ti2, ... ti p) for the ith spectrum represents a vector joining
the origin to a position or spot in a p-dimensional spectral PCA score space. In
spectral PCA, clusters frequently take the form of plumes radiating from the origin,
as can be seen in Fig. 18.10 where the clusters represented by triangles, squares and
circles each have the shape of an elongated plume. The physical interpretation of a
plume can be understood with reference to the white squares in Fig. 18.10, where
the plume extends along the t-axis of the score plot and the t, and t3 values are
close to zero. It means that the spectra in this cluster closely resemble the w'; basis
function, which has a single spectral peak corresponding to an oscillation with a
period of 16.7 min. Their position along the t-axis indicates their strength. Tags 2,
3, 10 and 20 with strong, well-defined oscillations are far out towards the end of the
plume while tags 24 and 25 in which the oscillation is much more noisy are closer
to the origin.

Figure 18.10 is a three-PC representation of the score space, but these three basis
vectors may not be enough to accurately reconstruct the spectra in the rows of X.
What is needed is a means of visualization of the structure of the score space of ar-
bitrary dimension. An angular measure (Duda et al., 2000) is well suited for finding
plume-shaped clusters in any dimensions. It uses 6 j, the angle between t'; and t'
determined through calculation of the scalar product:

t/i (t/j)T
|t |t

)

cos (0; ) =

where

/ 1 \T L ,
tl(tf) :ztl,kthand ’tl‘:
k=1

Two t’ vectors joining the origin to spots in the score plot have a small angular
separation when they are roughly parallel. An algorithm for the determination of a
matrix of ; ; values is given below:

Algorithm: Calculation of the angle measures (from Thornhill et. al., 2006)

Step 1: Create a normalized matrix T from T, whose row vectors are of unit length. Each ele-

P
mentin the ith row of T, is divided by , | ¥, tiz > Where p is the number of principal components
V k=1"

in use.

Step 2: Determine the matrix C = TTT. The elements of C are cos (6i)-

Step 3: Create the matrix of angles from A = arccos (C), which returns results in the range
0-180°.
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18.6.5.3 Finding and Visualizing the Clusters — a Hierarchical Tree

The matrix A, whose elements are 6; ;, has to be analysed to find plume-shaped clus-
ters in a PCA score plot. The fully automated agglomerative hierarchical-clustering
algorithm is given below. At the core is step 3, which has the following possible out-
comes: (i) two items are combined to start a new cluster, (ii) another item is added
to a cluster already identified or (iii) two clusters are combined to form a larger
cluster.

Algorithm: Agglomerative classification (from Thornhill et al., 2006; based on
Chatfield and Collins, 1980)

Step 1: The starting point is the matrix A of angular distances with elements ; ;. A text vector
of row and column headings is also defined, which initially is (1 2 3 4 5 ....) to keep track of
the items in the data set. For a spectral PCA application the items are the spectra in the data set.
Step 2: At the kth iteration, the smallest non-zero value 6; ; in the matrix A;_ from the previous
iteration is identified. Its row and column indexes i and j indicate the items with the smallest
angular separation, which are to be agglomerated to form a cluster.

Step 3: A smaller matrix Ay is then generated from A;_. It does not have rows and columns
for the two similar items identified at step 2. Instead, it has one row and column that give
the distances of all the other items from the cluster created from the agglomerated items. The
distances are min {Gl;,,, 6_,;,,}, i.e. the angular distance between the nth item and whichever
member of the cluster was closer.

Step 4: The row and column headings are redefined. The heading for the new row created at
step 3 indicates the items that have been combined.

Step 5: The results of the kth step are written to a report showing the cluster size, the row
heading for the cluster formed at iteration k and the two subclusters within it.

Step 6: Steps 25 are repeated until all the items have been clustered.

A graphical representation in the form of a hierarchical tree can be extracted
from the report generated by the above algorithm. The tree is a dendogram be-
cause it represents the sizes of the clusters on the vertical axis. It utilizes an al-
gorithm that starts at the top and systematically searches down the left and then
the right branches and sub-branches to parse the structure of the tree. The algo-
rithm is recursive, meaning it calls itself over and over again in a nested way until
it reaches a leaf of the tree. The end result is a set of y-coordinates representing
the cluster sizes and tracing the path that joins each individual item on the hori-
zontal axis to the master node at the top of the tree, which are then plotted using a
staircase plot.
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Algorithm: Path Search (from Thornhill and Melbg, 2006)
At the current node,

Step 1: Search left if the next node to the left is not done
find description of the next node to the left
if the next node to the left is a leaf of the tree
set label equal to the item number
mark the path to that leaf as done
return (back to the next highest level of recursion)
else if the next node to the left is not done yet
call Path Search (recursive call)
build the path by adding the y-coordinate of the node to the path
(the path starts empty)
else
mark the left node to the left as done.
Step 2: Search right if the next node to the right is not done:
find the next node to the right
If the next node to the right is a leaf of the tree
setlabel equal to the item number
mark the path to that leaf as done
return (back to the next highest level of recursion)
else if the next node to the right is not done yet
call Path Search (recursive call)
build the path by adding the y-coordinate of the node to the path
(the path starts empty)
else
mark the node to the right as done
mark the current node as done.
Step 3: Plot paths for each leaf as a stairs plot to construct the tree from the leaf of the tree

50

40

30 I

angular separation/degrees

- [ j
ole T O°n + 44000004 o 4o AAAA
2103 02413343354 1110 01528 8 3016 7 1237 3536 6 262917 18232732 5 21 31 22 1
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e

Fig. 18.11 Hierarchical classification tree based on angle measures for a seven-PC model. The

same symbols have been used as in the score plot of Fig. 18.10
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Figure 18.11 is a hierarchical tree for the SE Asian refinery data set using seven
PCs. The vertical axis represents the angular separation of the tags within a cluster.
For example, the spectrum of tag 24 joints the subcluster comprising tags 2, 3, 10
and 20 at a node with a y-axis coordinate of about 4°. This means the t’ vectors for
the spectra of these five tags all lie within 4° of one another in the 7-dimensional
space.

It is easy to recognize clusters visually, for instance, all the tags represented by
squares lie together and well separated from the rest of the tree. The overall angular
size of the cluster of tags with the square symbols is about 6°, while the next highest
node is at 13°. The seven-PC plot shows the relationships among the spectra repre-
sented by black diamonds that could not be resolved in the three-PC plot. It is clear
that tags 1, 14 and 32 have spectra that are unique in the data set and not similar to
any other spectra. It also shows that tags 17 and 18 are closely related.

18.6.5.4 Finding and Visualizing the Clusters — Spectral Correlation Tree

Spectral PCA gives a geometrical insight into the power spectral correlation map
introduced in Sect. 18.6.3. The element in the ith row and jth column of the m-by-m
power spectral correlation matrix SC is:

%Xika j

2y y2

[EXEEXE

kT k
When all m principal components are retained in the model, the spectral correla-
_ ()
~ T
as can be demonstrated by writing the spectra in the ith and jth rows of X in their
decomposed form and exploiting the orthonormality of the w’ vectors:

SC; ;=

tion matrix is identical to the matrix C whose elements are cos (6; ;)

N
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Fig. 18.12 Hierarchical classification tree based on power spectral correlation for a seven-PC
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A power spectral correlation can also be defined using p rather than m PCs (where
p <m) as follows, with X; =1, ;W'| +1;oW» + - - - 1; W', being the approximation to
the ith spectrum reconstructed from p basis vectors. The quantity SCEJ'-j ) represents
the power spectral correlation between the reconstructed vectors without interfer-

ence from the other spectral content that is discarded in the unused m — p PCs.

XX
Z k] Zk [tlk[jk t
’J 2 ]
\/zXlkz \/Ze 1 \/zé 1t 0

It is convenient in the construction of a hierarchical tree to use 1 — SC”) to give a
distance measure that is zero when two t’ vectors are parallel. The corresponding
hierarchical tree is shown in Fig. 18.12. Its advantage is that the nonlinearity in the
cos function makes the clusters more sharply defined with longer branches; however
the interpretation of the vertical axis scale is perhaps less intuitive.

("
= cos (0;;
|t (6)

18.6.5.5 Post-processing of the Basis Vectors — Spectral ICA and NMF

A desirable property of any decomposition of a spectral matrix would be that the
various spectral peaks distribute themselves among the basis functions ideally with
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one peak per basis function. If that were the case, then further analysis would be
facilitated including (i) a one-to-one identification of each basis function with a
different plant-wide oscillation and (ii) an easy algorithmic analysis of which spec-
trum contains which spectral peaks, and hence a mapping of the distribution of each
plant-wide oscillation.

The basis functions used in spectral PCA to reconstruct the spectra are shown in
the lower panel of Fig. 18.9. As observed by Xia (2003), their complicated shapes do
not lend themselves to an intuitive interpretation of the character and distribution of
plant-wide disturbances. The matrix decompositions proposed to tackle this problem
start from the PCA basis functions and apply further transforms to create a better
set of basis functions and a new matrix of scores.

An ICA decomposition is X = AS’ + F where the rows of S’ are independent and
matrix F is the error in reconstruction. Independence means that, if s; is an element
of row vector s’; and s ; 1s an element of row vector s’ j» then

Pr (si7sj) =Pr (S,‘)Pr (Sj) ,

where Pr(s;) and Pr(s;) are the probability density functions of s; and s; and
Pr (s;,5;) is the joint probability density function. Hyvarinen and Oja (2000) showed
that statistical independence can be approximated when the kurtosis (the fourth mo-
ments) of the distributions Pr(s;) of the row vectors are maximized and gave an
algorithm called FastICA that generates an S’ matrix whose rows have probabil-
ity density functions with maximized kurtosis. The algorithm requires initialization,
which is provided by the W’ matrix from spectral PCA.

Xia (2003) and Xia and Howell (2005) gave the first application of ICA to process
spectra and a demonstration of what can be achieved with ICA as a post-processing
step following a spectral PCA analysis. ICA produced a useful set of spectral-like
basis functions with just one spectral peak in each independent component, and the
reasons for this is that kurtosis is maximized when just one spectral peak is present,
as proved in Xia et al., (2005).

Figure 18.13 shows the basis functions from spectral ICA. The fact that each ICA
basis function tends to have one strong spectral peak aids the characterization of the
plant-wide oscillations present in the data set. Moreover, inspection of the rows of
the A matrix indicates at which measurement points the various oscillations can be
observed and where they are absent, which aids in the diagnosis of the spread of a
disturbance through the plant. A hierarchical tree can be created based on the rows
of the A matrix in the same way as described above for spectral PCA using the T
matrix, but the penalty for cleaning up the basis vectors is that some spectral content
which was useful in separating clusters in spectral PCA has been removed and the
clusters in the score space tend to be less distinct.

Non-negative matrix factorization (NMF) was introduced in the area of image
recognition (Lee and Seung, 1999) where it proved effective in decomposing images
into their parts, e.g. noses, eyes and mouths in the case of images of faces. In NMF,
every element in every basis function is either positive or zero, making it a good
choice for the analysis of power spectra, while the decomposition into parts tends
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ICA basis functions

10 10° 10" 10
frequency/sampling frequency

Fig. 18.13 Basis functions from spectral ICA. Each ICA basis function tends to have one strong
spectral peak which can be identified more readily with plant-wide oscillations from different
sources

to result in just one spectral peak in each basis function. The search algorithm is
initialized with the magnitudes of the PCA- or ICA-basis vectors. Studies on the
application of NMF to process spectra for plant-wide disturbance analysis have been
presented by Tangirala et. al., (2007) and Xia et. al., (2007).

18.7 Summary

This chapter has addressed the topic of oscillations in chemical processes. It de-
scribed and demonstrated methods for finding oscillations in the time series from a
single measurement point, and also for detecting plant-wide oscillations.
Oscillation-detection methods include a zero-crossing technique, which is greatly
enhanced by the use of autocovariance functions, as well as spectral methods. The
position of a peak in the spectrum indicates the frequency of oscillation, and the
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spectra are thus useful inputs to algorithms for plant-wide oscillation detection,
which compare the spectral peaks present in time series collected from different
measurement points around the plant.

The aim of a plant-wide approach is to map out the distribution of an oscillat-
ing disturbance. The next chapter will extend the work to the diagnosis of the root
causes, where the basic idea is that just one of the oscillating measurements points is
the cause of the secondary-propagated oscillations appearing at other measurement
points in the plant.



Chapter 19
Diagnosis of Plant-wide Oscillations

This chapter discusses a systematic procedure for the detection and diagnosis of
plant-wide oscillations and demonstrates its efficacy through industrial case stud-
ies. The oscillation-detection methods described in Chap. 18 have been used for the
detection of oscillations in process measurements. Signals having common oscilla-
tions are diagnosed for finding and isolating the root cause(s).

19.1 Root Cause Diagnosis of Plant-wide Oscillation

Oscillations are a common form of plant-wide disturbance. The high level of energy
integration in most modern plants facilitates the propagation of oscillations from one
process unit to another. To operate the plant with a good overall profitability, it is
important to detect and diagnose the root cause(s) of such oscillations in a chemical
plant. Figure 19.1 is a family tree of methods for the diagnosis of the root cause
of a plant-wide disturbance that was first presented by Thornhill and Horch (2007).
It focusses on data-driven methods using signal analysis of the measurements from
routine operation. The main distinction in the family tree is between nonlinear and
linear root causes.

The diagnosis problem consists of two parts. First the root cause of each plant-
wide disturbance should be distinguished from the secondary propagated distur-
bances, which will be solved without any further work when the root cause is ad-
dressed. The second stage is testing of the candidate root cause loop to confirm the
diagnosis.

19.1.1 Finding a Nonlinear Root Cause of a Plant-Wide
Disturbance

Nonlinear root causes of plant-wide disturbances include:

e Control valves with excessive static friction;
e On-—off and split-range control;

M. A. A. S. Choudhury et al., Diagnosis of Process Nonlinearities and Valve Stiction, 253
(© Springer-Verlag Berlin Heidelberg 2008
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e Sensor faults;

e Process nonlinearities;

e Oscillatory disturbances

e Hydrodynamic instabilities such as slugging flows.

Sustained limit cycles are common in control loops having nonlinearities. Examples
include the stop—start nature of flow from a funnel feeding molten steel into a rolling
mill (Graebe et al., 1995) and variations in the consistency of pulp in a mixing pro-
cess (Ruel and Gerry, 1998). Thornhill (2005) described a hydrodynamic instability
caused by foaming in an absorber column. These examples show that disturbances
due to nonlinearity are not just confined to control valve problems.

19.1.1.1 Nonlinear Time Series Analysis

A nonlinear time series means a time series that was generated as the output of
a nonlinear system, and whose distinctive characteristic is the presence of phase
coupling between different frequency bands. Nonlinear time series analysis uses
concepts that are quite different from linear time series methods and are covered in
the textbook of Kantz and Schreiber (1997). For example, surrogate data are times
series having the same power spectrum as the time series under test but with the
phase coupling removed by randomization of the phase. A key property of the test
time series is compared with that of its surrogates and nonlinearity is diagnosed if
the property is significantly different in the test time series. Another method of non-
linearity detection uses higher- order spectra because these are sensitive to certain
types of phase coupling. The bispectrum and the related bicoherence have been used
to detect the presence of nonlinearity in process data (Choudhury, 2004; Choudhury
et al., 2004b). Root cause diagnosis based on nonlinearity has been reported on the
assumption that the measurement with the highest nonlinearity is closest to the root
cause (Thornhill et al., 2003b; Thornhill, 2005; Zang and Howell, 2005).

19.1.1.2 Disturbance Propagation

The reason why nonlinearity is strongest in the time trends of measurements nearest
to the source of a disturbance is that the plant acts as a mechanical filter. As the limit
cycle propagates to other variables such as levels, compositions and temperatures,
the waveforms generally become more sinusoidal and more linear because plant dy-
namics destroys the phase coupling and removes the spectral harmonics that char-
acterize a limit-cycle oscillation. Empirically, nonlinearity measures do very well in
the isolation of nonlinear root causes. However, a full theoretical analysis is miss-
ing at the present as to why and how the various nonlinearity measures change as a
disturbance propagates, and this remains an open research question.
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19.1.1.3 Limit Cycles and Harmonics

The waveform in a limit cycle is periodic but non-sinusoidal and therefore has har-
monics that can be used to detect nonlinearity.

It is not always true, however, that the time trend with the largest harmonic con-
tent is the root cause because the action of a control loop may split the harmonic
content of an incoming disturbance between the manipulated variable and the con-
trolled variable. Insight into the distribution of harmonic content is gained from the
frequency responses of the control-loop sensitivity and complementary sensitivity
functions (Zang and Howell, 2005). Section 5.3.2.3 of this book showed an example
from Mitsui Chemical Company (Matsuo et al., 2004). A level control loop had an
incoming disturbance from upstream, which comprised a fundamental oscillation of
about 46 samples/cycle and a second harmonic with 23-24 samples/ cycle. The con-
trolled variable (level) had a strong second harmonic at 23-24 samples/cycle while
the manipulated variable contained only the fundamental oscillation with a period
of 46 samples. Harmonic analysis would wrongly suggest the level controller as the
root cause because of the strong second harmonic in the controlled variable. Non-
linearity assessment, by contrast, correctly found the time trend of the disturbance
to be more nonlinear than those of the manipulated and controlled variables.

19.1.2 Finding a Linear Root Cause of a Plant-wide Disturbance

Common root causes, besides nonlinearity, are poor controller tuning, controller in-
teraction and structural problem involving recycles. The detection of poorly tuned
SISO loops is routine using commercial CLPA tools, but the question of whether
an oscillation is generated within the control loop or is external has not yet been
solved satisfactorily using only signal analysis of routine operating data. Promis-
ing approaches to date require some knowledge of the transfer function (Xia and
Howell, 2003).

There has been little academic work to address the diagnosis of controller interac-
tion and structural problems using only data from routine process operations. Some
progress is being made, however, by the cause and effect analysis of the process
signals using a quantity called transfer entropy, which is sensitive to directionality
to find the origin of a disturbance (Schreiber, 2000; Bauer et al., 2004, 2007; Bauer,
2005). Transfer entropy uses joint probability density functions and is sensitive to
time delays, attenuation and the presence of noise and further disturbances that af-
fect the propagating signals. The outcome of the analysis is a qualitative process
model showing the causal relationships between variables.



19.2 Industrial Case Study 1 — Eastman Chemical Plant 257

19.1.2.1 An Example

Bauer et al., (2004), used the method of transfer entropy with data from a process
with a recycle stream (Fig. 19.2). None of the time trends was nonlinear and the
cause and effect analysis implicated the recycle stream because all the variables
in the recycle stream were present in the order of flow. Knowing that the problem
involves the recycle stream rather than originating with any individual control loop
suggested the need for an advanced control solution. The time trends of the data set
for this example are presented in Fig. 7.10.

Reactor| Flash o L3
line Flash e
L1 P1 drum s
—{ g
feed L4 L2 &
gas

Fig. 19.2 Cause and effect analysis in a process with recycle (courtesy of A. Meaburn and M.
Bauer)

19.2 Industrial Case Study 1 — Eastman Chemical Plant

An industrial data set was provided by the Advanced Control Technology group of
Eastman Chemical Company. Figure 19.3 shows the process schematic of the plant,
which contains three distillation columns, two decanters and several recycle streams.
There are 15 control loops and 15 indicators on the schematic. There are eight flow
controllers. Six of them are in cascade configuration. The Advanced Control Tech-
nology group had identified a need for the diagnosis of a common disturbance with
an oscillation period of about 2 h. Thornhill et al., (2003b) completed a plant-wide
diagnosis using nonlinearity detection by surrogate analysis and confirmed that the
root cause was an excessive deadband in the control valve of LC2. In this section,
the procedure described in Chap. 18 and in the beginning of this chapter is applied
to this data set to demonstrate its efficacy in the detection and diagnosis of the plant-
wide disturbance in this benchmark example.
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Fig. 19.3 Process schematic (courtesy of Eastman Chemical Company)

19.2.1 Data Description

Uncompressed plant data were collected at a sampling period of 20 s for the period
of 2 days. Therefore, there are 8,640 samples for each tag. The data set contains
48 variables: 14 process variables (pvs), 14 controller outputs (ops), 15 indicator
variables and 5 cascade-loop set points (sps). The time trends and power spectra are
plotted in Figs. 19.4, 19.5 and 19.6.

Figure 19.4 shows the time trends and power spectra of the the 15 variables which
are pvs. The power spectra have a peak showing the presence of an oscillation at
0.003 on the normalized frequency axis corresponding to oscillations with a period
of 333 samples/cycle (i.e. 111 min or nearly 2 h). This oscillation had propagated
throughout the plant and affected many variables in the process.

19.2.2 Reduction of the Problem Size

Thornhill et al., (2003b) carried out a plant-wide oscillation detection followed by
nonlinearity analysis on the time trents of the measurements from 18 control loops
and indicators that were affected by the plant-wide oscillation. Examining the con-
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Fig. 19.4 Time trends and power spectra of 15 process variables

trol error signal for each control loop makes the problem easier to analyse because,
in this case, oscillation-detection algorithm will not detect oscillations for those
loops whose sp and pv both are oscillating in phase. For example, Fig. 19.4 or 19.5
shows that eight control loops are oscillating at a frequency of 0.003 cycles/sample
(or about 333 samples/cycle, nearly a period of 2 h). However, the spectral peaks at
0.003 on the normalized frequency axis for the control error signal in Fig. 19.7 show
that only four loops (LC1, TC1, LC2 and TC2) have oscillations at a frequency of
0.003 cycles/sample in the controller error signal. Therefore, as a first attempt to
diagnose the root cause of this oscillation, one should examine these four control
loops.

19.2.3 Detection of Plant-wide Oscillation by PSCMAP

Figure 19.8 shows the power spectral correlation map (PSCMAP) of the 15 error
variables (see Chap. 18 for more details on PSCMAP). The block in the lower-left
corner confirms that the spectra of LC1, TC1, LC2 and TC2 (tag numbers 3, 7, 12
and 14) are strongly correlated and have similar oscillations. The spectra of PC2,
LC3 and FC5 (tag numbers 9, 10 and 11) are also well correlated with each other
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Fig. 19.5 Time trends and power spectra of 15 controller outputs

but are not considered further because these three loops do not have the oscillation
frequency for which this troubleshooting exercise is intended, as can be seen from
Fig. 19.7.

19.2.4 Nonlinearity Analysis Using Bicoherence-Based Indices

Nonlinearity analysis was performed on the four controller error signals that show
the oscillation at 333 samples/cycle. The data were filtered using a band-pass Wiener
filter with boundaries (0.001-0.1) cycles/sample in order to exclude any effects from
other oscillations. Then, the filtered data were down-sampled by a factor of 10 in or-
der to make them suitable to use with the parameters of the bicoherence calculation
algorithm. The direct method of bicoherence estimation using an approach simi-
lar to Welch’s average periodogram estimation method is used where a 128-point
FFT is implemented using 128 samples for each data segment. By down-sampling
the data by a factor of 10, the oscillation period reduces to approximately 34 sam-
ples/cycle. Therefore, a 128 sample data segment contains enough number of cycles
of oscillation to perform higher-order statistical analysis. The results of this analysis
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Fig. 19.6 Time trends and power spectra of 15 indicator variables
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Fig. 19.7 Time trends and power spectra of 15 controller error signals
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Fig. 19.8 Power Spectral Correlation Map (PSCMAP) for 15 controller error signals

are shown in Table 19.1. Since NGI and NLI values are greater than 0, all four loops
have nonlinearities. The total nonlinearity index (TNLI) shows the extent of nonlin-
earity in each loop. The tag LC2 has the highest nonlinearity. Therefore, with the
assumption of having highest nonlinearity near the root cause, it can be concluded
that this loop is the root cause for this plant-wide oscillation. This is the same con-
clusion as was found in the analysis performed in Thornhill et al. (2003b).

19.2.5 Diagnosis of the Problem in Loop LC2

Figure 19.9 shows the diagnostic plots for the LC2 loop that had the highest value of
TNLI. Figure 19.9a shows that there are significantly large peaks in the bicoherence
plot indicating a nonlinear loop. The values of NGI and NLI for this loop reported
in Table 19.1 are 0.20 and 0.57, respectively, which clearly indicates that the loop
exhibits nonlinearity. Once a loop nonlinearity is detected, it should be checked
whether this is due to stiction or other process nonlinearity. Figure 19.9b shows
the pv—op plot for this loop. The plot shows an elliptical trajectory indicating the

Table 19.1 Nonlinearity analysis results for the Eastman Chemical Plant data

Tag name NGI NLI TNLI
LC1 0.048 0.3 0.297
PC1 0.178 0.43 0.428
LC2 0.202 0.57 0.902

PC2 0.068 0.32 0.636
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Fig. 19.9 Oscillation diagnosis plots for LC2 loop

presence of stiction in the control valve or a phase lag between pv and op in a linear
loop. The NGI and NLI indices showed that it is not a linear loop. Therefore, the
elliptical pattern in the pv—op plot is due to valve stiction. The apparent stiction is
quantified to be approximately 3% using the method described in Chap. 15. Note
that the pv—op plot is investigated only after a successful nonlinearity detection in
the loop. That is why the pv—op plot should not be used alone to detect stiction. This
must be used in conjunction with the nonlinearity test.

Similar results of root cause diagnosis have also been discussed in Thornhill et al.
(2003b). It was reported that the control valve of loop LC2 suffered from a high
static friction or stiction problem (Thornhill et al., 2003b). It has been confirmed
that the control valve caused the variable LC2.pv to oscillate, and the oscillation
passed through the feedback controller and made the controller output LC.op also
to oscillate. After that, the oscillations propagated to the temperature control loop
TClI in the second distillation column and caused the temperature to oscillate. This
is the reason why temperature indicator TI4.pv and control variable TC1.pv had
oscillations too. The paper by Thornhill et al. (2003b) gives more information about
the diagnosis of the LC2 valve.

19.3 Industrial Case Study 2 — SE Asia Refinery Data Analysis

This case study describes the method applied to a refinery data set, courtesy of
a SE Asian Refinery. A simplified schematic of the refinery process is shown in
Fig. 19.10. The data set consist of 512 samples of 37 measurements sampled at
1-min intervals. It comprises measurements of temperature, flow, pressure and level
loops along with composition measurements from the gas analysers. The process
contains a recycle loop from the PSA unit to the reformer unit. Controller errors
(sp— pv) are analysed. The time trends of the controller errors and the corresponding
power specta are shown in the upper panel of Fig. 18.9 in Chap. 18. Both figures
show that there is very dominant oscillation at 0.06 on the normalized frequency
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Fig. 19.10 Schematic of the SE Asian refinery process

axis or approximately 17 samples/cycle. This particular oscillation was present all
over the plant and affected the plant operation adversely.

19.3.1 Oscillation Detection by PSCMAP

The rearranged spectral correlation colour maps is shown in Fig. 19.11. This clearly
identifies that the tags 2, 3, 4, 8, 9, 10, 11, 13, 15, 16, 19, 20, 24, 25, 28, 33
and 34 have similar spectral shape and are affected with the above-mentioned
oscillation.

The spectral map shows three main groups of correlated spectra. The largest
groupis 2,3,4,8,9,10, 11, 13, 15, 16, 19, 20, 24, 25, 28, 33 and 34 in the lower-left
corner. An examination of the spectra shows that this is the group with the oscillation
at 17 samples/cycle. Another two groups are also identified by the PSCMAP. The
group comprising tags 7, 12, 35-37 is characterized by a lower-frequency oscillation
close to 0.012 on the normalized frequency axis while the group consisting of 6, 21,
22 and 31 has spectral content at low frequencies.
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Fig. 19.11 Power Spectral Correlation Color Map (PSCMAP) for the SE Asian refinery

19.3.2 Oscillation Detection by Spectral Envelope

Figure 19.12 shows the spectral envelope for the refinery data set. It also shows that
there is a strong oscillation at 0.06 on the normalized frequency axis. Figure 19.13
shows the variables that are oscillating at this frequency. It can also estimate the

Spectral Envelope

1200

—
(=]
(e ]
(=]

800}
600

400}

Spectral Envelope, A(®)

200

Frequency,

Fig. 19.12 Spectral envelope of the SE Asian refinery process
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strength of this oscillation using a chi-square statistic. Jiang et al. (2006) gave a
detailed analysis of the method.

19.3.3 Oscillation Diagnosis

Both the spectral envelope and the power spectral correlation map find that tags 2,
3,4,8,9,10, 11, 13, 15, 16, 19, 20, 24, 25, 28, 33 and 34 are oscillating with the
frequency 0.06. The total nonlinearity test was applied to these tags to troubleshoot
this oscillation. Table 19.2 shows the results of this analysis. The table shows that
the tag 34 has the highest total nonlinearity index (TNLI). Therefore, tag 34 is iden-
tified as the root cause of this plant-wide oscillation problem. This finding is in
agreement with other previous studies performed on this data set (Thornhill et al.
2001; Thornhill, 2005).

19.4 Industrial Case Study 3 — Mitshubishi Chemical
Corporation

The process under investigation is a plant at Mitsubishi Chemical Corporation,
Mizushima, Japan. The plant personnel reported large amplitude oscillations in the
condenser level of a distillation column causing suboptimal operation and large eco-
nomic losses. The schematic of the plant is shown in Fig. 19.14. The condenser is
located at the top left corner of the schematic. The aim of the study was to find the
root cause of this oscillation.
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Table 19.2 Nonlinearity analysis results for SE Asian refinery process

Tag name NGI NLI TNLI
2 0.15 0.99 2.71
3 0.14 0.94 2.65
4 0.06 0.81 0.81
8 0.06 0 0.81
9 0 0.64 0
10 0.04 0.79 0.79
11 0.20 0.96 2.84
13 0.15 0.96 1.80
15 0.05 0.80 0.80
16 0.09 0.49 1.68
19 0.13 0.88 0.88
20 0.13 0.94 1.76
24 0.01 0.76 0.76
25 0 0 0
28 0.01 0.76 0.76
33 0.08 0.87 3.32
34 0.20 0.99 7.63

Heat
Exchanger
Chain

158 samples/cycle ® pv O oOP 137 samples/cycle ©© PV O OP

Fig. 19.14 Process flow diagram showing oscillations detected in the low frequency range (88—183
samples/cycle)
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19.4.1 Scope of the Analysis and Data Set

There were many variables in the process and a sequential approach was used to
define the scope of the analysis. Starting from the condenser level, the scope of
the study was expanded based on mass, energy and information connectivity of
the process until no more oscillations were detected. For this preliminary analysis,
visual inspection of time trends and spectra were found to be sufficient.

Based on the preliminary analysis, the final data set was chosen to consist of 59
tags. These tags were taken from various process units shown in Fig. 19.14. The
condenser which is at the centre of the study is located at the top-left of the figure.
Fifteen of these variables are controlled using PI(D) controllers, and the controller
outputs for these variables are also included in the study. For these variables, a sam-
ple data set consisting of 2,880 samples was collected at the rate of 1 sample/min,
which corresponds to data for 2 days of operation. Figure 19.15 shows the time
trends and power spectra of some of the tags.

In Fig. 19.14 and the ensuing discussion, the notations used for tags are AC, FC,
LC, PC and TC to represent controller for composition, flow, level, pressure and
temperature tags, respectively. Similarly, FI, LI, SI and TI represent the flow, level,
rotor speed and temperature indicators. The set point, process variable and controller
output are denoted as sp, pv and op, respectively.

19.4.2 Oscillation-Detection Results

For this industrial case study, the data set is filtered using a band-pass Wiener fil-
ter with normalized frequency boundary [0.002 0.5] in order to remove the low-
frequency non-stationary trends. Then, PSCMAP was used to detect and group
the plant-wide oscillations. Figure 19.16 shows that there are two major oscilla-
tion groups in this data set. The condenser level (tag 10) belongs to the first group
consisting of the tags 4, 9, 10, 11, 12, 14, 20, 24, 25, 28, 29, 31, 32 and 36. The
condenser level (LI1) oscillated with a period of approximately 158 samples/cycle.
Thus, the oscillation with a period of 158 samples/cycle was of primary interest of
this study. The other oscillation group consists of the tags 5, 7, 13, 17,23, 27, 37, 39,
48, 49, 50 and 53. This oscillation is at a very low frequency. The spectral envelope
method also offered similar results.

19.4.3 Oscillation Diagnosis

The bicoherence-based NGI, NLI and TNLI indices were calculated for all vari-
ables. The results for the first oscillation group containing the condenser-level os-
cillation (tag 10) have been reported in Table 19.3. The highest TNLI index indi-
cates tag 14, which has the maximum nonlinearity. Tag 14 is a composition variable
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whose data came from laboratory analysis and was only available at every 12 min.
A further investigation of the data for this variable showed that in the data historian,
each data point for this tag was repeated 12 times until the next lab result became
available. Therefore, this tag was eliminated from the possible candidate list of the
root cause of this plant-wide oscillation. The next highest TNLI is for tag 12, which
corresponds to the control error signal (sp—pv) for loop PCI1. The controller PC1
was controlling the pressure of the reflux drum by manipulating the coolant flow
rate to the condensers. Therefore, this loop was suspected to be the candidate of the
root cause for this plant-wide oscillation.

A further analysis of PC1 loop using the techniques described in Chap. 15 shows
that the valve that was manipulating the coolant flow rate has approximately 0.5%
apparent stiction. The presence of 1.25% stiction was also detected in the valve for
TC2 loop. Based on this analysis, we conclude that one or both of the loops PC1
and TC2 is most likely the root cause of the oscillations. The results of the analysis
was communicated to the plant personnel. They replied that the pressure loop PC1
is critical for the plant operation and it is not possible to put this loop in manual to
perform a valve travel or bump test for confirming stiction. Therefore, the method of
changing controller gain described earlier in this book and also in Choudhury et al.
(2005b, 2007) was applied to confirm the presence of valve stiction.

Time Trends Power Spect
T WY ¥ 2 T R

2 N W R O O N @«

1 2048 0.001 0.01 01
Samples Frequency f/f_

Fig. 19.15 Time trends of Mitshubishi case study data (partially shown)
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Fig. 19.16 Spectral correlation map for the Mitshubishi case study data

The controller gain of the PC1 loop was increased by 50% and it was found that
the frequency of oscillations in the condenser level increased significantly, as can
be seen from Fig. 19.17. Before the gain change, the frequency of oscillation was
approximately 154 samples/cycle or 0.0068 cycles/sample and after the gain was

Table 19.3 Nonlinearity analysis results for Mitshubishi Refinery data set

Tag name NGI NLI TNLI
4 0.237 0.24 0.47
9 0.278 0.33 1.95
10 0.276 0.35 1.38
11 0.308 0.41 1.85
12 0.345 0.66 10.34
14 0.406 0.87 15.42
20 0.272 0.25 0.27
24 0.3 0.43 33

25 0.236 0.32 1.65
28 0.295 0.28 0.3

29 0.227 0.25 1.36
31 0.275 0.28 0.83
32 0.278 0.48 3.89
36 0.217 0.2 0.43
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Fig. 19.17 Effect of changes in controller gain on the oscillatory behaviour for the Mitsubishi case
study data. The plots in the left column are for before the gain-change case and the plots in the
right column correspond to after the gain-change case

doubled the frequency increased to 63 samples/cycle or 0.016 cycles/sample. The
power spectra in Fig. 19.17 show the result. The amplitude of the oscillation also
decreased with the increase of controller gain, as can be seen from the time trends
shown in Fig. 19.17. This phenomenon serves as a confirmation of the presence of
valve stiction and is discussed in detail in Chap. 17.

19.4.4 The Results of Maintenance on the PC1 and LI1 Loops

During the shutdown maintenance period of summer 2005, the control valve for the
PC1 loop was repaired and cleaned. After the resumption of the plant operation, the
MPC controllers were also retuned. Figure 19.18 shows the new time trends and
the power spectrum of the data corresponding to PC1 and LI1 loops. The figure
shows that the previous oscillation at the frequency 63 samples/cycle or 0.016 cy-
cles/sample is now gone, as can be seen from the power spectra in Fig. 19.17. Both
loops are operating satisfactorily. By comparing the power spectra of Figs. 19.17
and 19.18, it is clear that the power of all oscillations has been reduced significantly.
The small peak in the power spectrum of LI1 in Fig. 19.18 is due to a low-frequency
oscillation (200 samples/cycle) probably caused by interaction from other loops.
This peak was also present in Fig. 19.17, but somewhat overshadowed by larger
peaks.
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Fig. 19.18 The pressure PC1 and the level LI1 after maintenance of the sticky valve of loop PC1

19.5 Summary

This chapter discussed a systematic procedure to find the root cause of plant-wide
oscillations. The variables affected by the frequency of concern should be detected
and grouped. If the reason for oscillation is suspected to be nonlinearity, the higher-
order statistical-based nonlinearity measures or surrogate data-based nonlinearity
measures can be applied to detect the probable candidates of the root cause. There-
after additional process information combined with further analysis or test should
be performed to confirm the root cause.
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