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Preface

Welcome to the Proceedings of the 2nd International Conference on Information
Engineering and Applications (IEA 2012), which was held in Chongqing, China,
October 26-28, 2012.

As future generation information engineering, information technology and
applications become specialized. Information engineering and applications
including computer engineering, electrical engineering, communication technol-
ogy, information computing, service engineering, business intelligence, informa-
tion education, intelligent system, and applications are growing with ever
increasing scale and heterogeneity, and becoming overly complex. The complexity
is getting more critical along with the growing applications. To cope with the
growing and information engineering and applications focus on intelligent, self-
manageable, scalable information systems, engineering and applications to the
maximum extent possible without human intervention or guidance.

Information engineering and applications is the field of study concerned with
constructing information computing, intelligent system, mathematical models,
numerical solution techniques, and using computers and other electronic devices to
analyze and solve natural scientific, social scientific, and engineering problems. In
practical use, it is typically the application of computer simulation, intelligent
system, internet, communication technology, information computing, information
education, applications, and other forms of information engineering to problems in
various scientific disciplines and engineering. Information engineering and
applications is an important underpinning for techniques used in information and
computational science and there are many unresolved problems, worth studying.

The IEA 2012 conference provided a forum for engineers and scientists in
academia, industry, and government to address the most innovative research and
development including technical challenges and social, legal, political, and eco-
nomic issues, and to present and discuss their ideas, results, work in progress, and
experience on all aspects of information engineering and applications.

There was a very large number of paper submissions (1845), and all submis-
sions were reviewed by at least three Program or Technical Committee members
or external reviewers. It was extremely difficult to select the presentations for the
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conference because there were so many excellent and interesting submissions. In
order to allocate as many papers as possible and keep the high quality of the
conference, we finally decided to accept 542 papers for presentations, reflecting a
29.4 % acceptance rate. We believe that all of these papers and topics not only
provided novel ideas, new results, work in progress, and state-of-the-art techniques
in this field, but also stimulated the future research activities in the area of
information engineering and applications.

The exciting program for this conference was the result of the hard and
excellent work of many others, such as Program and Technical Committee
members, external reviewers and Publication Chairs under a very tight schedule.
We are also grateful to the members of the Local Organizing Committee for
supporting us in handling so many organizational tasks, and to the keynote
speakers for accepting to come to the conference with enthusiasm. Last but not
least, we hope you enjoyed the conference program and the beautiful attractions of
Chongqing, China.

October 2012 Yan Ma
Qingsheng Zhu

Shizhong Yang

General and Program Chairs, IEA 2012



Organization

IEA 2012 was organized by Chongqing Normal University, Chongqing Computer
Society, Chongqing Copious Prachanda Cultural Exchange Services Company,
Chongqing University, Chongqing University of Science and technology, Yangtze
Normal University, Chongqing University of Arts and Sciences, and sponsored by
the National Science Foundation of China, Shanghai Jiao Tong University. It was
held in cooperation with Lecture Notes in Electrical Engineering (LNEE) of
Springer.
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Chapter 1
Study on Standard of Tuition in Higher
Education

Chunfeng Liu, Shanshan Kong, Zhang Ling and Aimin Yang

Abstract There is a lack of a cost constraint mechanism in the current higher
education tuition pricing system of our country. The “one size fits all” tuition
standard fails to reflect the revenue law and the burden ability problems. First,
according to the recent higher education tuition fees data related to quantitative
analysis of higher education of our country’s college tuition situation, and the
comprehensive evaluation of higher education tuition standards is given. Then, the
game theory is used to seek higher education fees into the game of students,
universities, and the government to achieve a balance of interests. Finally, a single
target linear optimization model was established, as the university satisfaction
index for target function, two game matrix as constraint conditions.

Keywords Game theory - Game matrix - Single objective optimization

1.1 Introduction

Higher education is to train high-quality talents, enhance national innovation
ability, and build a harmonious society in the overall situation. Tuition problems
which relate to every student and their family is a sensitive and complicated issue:
if the tuition fees are too high it will render many students unable to pay for it, if
the tuition fees are too low it cannot guarantee quality. Recently, tuition fees has
gained more and more attention and the widespread concern of the government
and the community. The culture of quality is a core set of indicators for higher
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education, different disciplines, professional in the setting of different training
objectives, its quality to have the funds safeguard. Higher education belongs to
compulsory education, and its funds in all countries in the world is obtained by
government funding, school raising, social donation, and tuition fee income. For
access to higher education students with financial difficulties generally take loans
and tuition fees less, free or fill, and high academic achievers who also enjoy the
scholarship given by the government, schools, businesses, etc.

From 1977 our country completely broke free higher education system, tuition
system arrangement has been gradually embodies the beneficiary pays principle,
personal, and national shared tuition. But with the rising tuition fees, personal
responsibility of higher education cost ratio increased, more and more people
begin to question that the current tuition system of higher education is reasonable,
justice, and fair.

1.2 Analysis

Higher education tuition standard is the hot issue of social concern. It is open to
question, with many discussions in the media data lacking support and quantitative
analysis.

1.2.1 The Current Situation and Problems of China’s Higher
Education School Tuition

First, we introduce the ratio of the 1998-2010, college tuition and household
ability to pay and the school funding situation. The study of data shows that from
1998-2010 the per capita income of urban residents has doubled, the growth of
income of rural residents is less than doubled, university tuition fees over the same
period has increased fivefold, and tuition increase is far greater than the per capita
income growth. The tuition accounts for an urban family of three and a rural
family of four with an annual income ratio has decreased. However, the proportion
of 42 % is still unbearable for most rural households. Tuition accounts for urban
and rural residents’ average annual household income ratio have also decreased,
from the beginning of 2005. However, from the 1993 level of 12.218 upto
24.739 % in 2010, more than 20 % of the increase is beyond the reach of most
families. Hence, the higher education tuition standard should be innovated.

1.2.2 The Determination of Higher Education Fees

The system of the higher education tuition-setting process is a process of balanced
national, university, and personal interests of the three. Because of nature of higher
education, the country, college, and person bear the cost of the share, so how to
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balance the three for tuition interests is a difficult problem in the system of tuition
fees [1, 2].

From the school’s perspective, the school hopes to raise fees, so they have
enough money to improve the public facilities and staff welfare. As a result of our
country higher education fees and costs associated with the school, the latter are
more likely to increase rather than decrease their running cost, so as to charge
more money [3].

For the students, they are unwilling to accept the university tuition increases,
and if college tuition is lower, the student financial aid policies will be more
perfect, which is better for them [4, 5].

From the perspective of the government, on one hand, the government has
improved the charge level to reduce funding aspiration pressure; on the other hand,
the government cannot indulge in charges rising too fast, so as not to endanger the
social justice and equal opportunity for higher education [6, 7].

For the specific circumstances see Fig. 1.1.

(Where + denotes the benefit, — said the profit and loss)

Thus, optimizing the students, universities, and government interest relation-
ships is the key to determine higher education tuition pricing.

Universities

Running cost

+ +

A A

Tarifflevel College investment ._‘W
+

A A A

w
c
=
=
k=3
=Y
h 4

The ability to pay

r

Students

Fig. 1.1 University tuition formation game
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Fig. 1.2 Modeling ideas flowchart
1.2.3 Ideas Flowchart

Figure 1.2 gives the ideas flowchart, which is a microcosm of the modeling
method and is able to completely reflect the modeling ideas.

1.3 Model

According to the analysis conclusion, it is inferred that formulating of higher
education tuition standards for students, schools, and government must achieve
their balance of interests [8, 9].

Because university is the player of residents and government that university is
removed from the game and sale tripartite game transformed into a two-party
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game problem. College interests are optimized by the family and the government
two party games of benefit equilibrium results. In the two party game of this article
let the residents be player 1 and the government be player 2, in which player 1 has
m strategies, and is denoted by oy, - - - , &, player 2 has n strategies, and is denoted
by pBy,---,p,, their collections respectively by F; =A = {oy,---,a,} and
F,=B={p, -+, P,}. When the player 1, 2 respectively take strategy o;, f3;,
bureau of the results w set Q probability distribution is denoted as m;;. On the
probability distribution of m;, f; player 2 (government) satisfaction.

If two player’s pecking order, at this time in the game m; players 1 and player 2
is the most favorable is the same factors, Thus this situation middleman 1, 2 were
taken strategy o, ;,;, is optimal. This bureau people strategy number is limited
to two person game, available matrix Q

Bi By -+ By
o | Ty w2 e Tp
Oy | Tor T v T2p (1.1)
Q =
On LTm1  Tm2 - Topn

According to the above analysis to college satisfaction index objective function,
two person game matrix as the constraint condition, to establish a single objective
optimization model:

Objective function maxz = o, +

iojo
Bi B - B,
i [ T T2 v Tin
Constraint condition Q= % | m21 7 -+ 7y
O Tl T2 o T

1.4 The Solution of the Model

First of all, the satisfaction function fi,f, about people 1 and 2 is given, which
bureau middleman 1(resident) satisfaction value is

ai+ﬁj_l//

i (1.2)

i = fi(o, By, 7)) = v +

The satisfaction of the players (government) is
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[ The player's initial satisfaction value.

v

Tru w False

Q‘U:fl ﬁU:j}' {[U:O ﬁu_—.o.

|
'

Different types of schools or different professional optimal tuition.

Fig. 1.3 Programming flow chart

%+ B =y
4

where 7; is the bureau initial satisfaction value of the player 1 (residents), y,; is the
value of the initial satisfaction of the player 2 (government), i is the minimum
cost of university operation [10, 11].

Satisfaction value (o, ;) can be optimized by using mathematical software
according to the above program (Fig. 1.3). This paper selects four kinds of
university (Polytechnic University, Comprehensive University, Foreign Language
University, Agricultural University), and discusses optimal tuition according to its
classification.

First, according to Refs. [5-8], this paper obtained comprehensive university
tuition region (from 4500 to 7000Y) and national finance for such students are
allocated area (from 8000 to 13000Y), and the satisfactory initial value is shown in
Table 1.1.

According to the above procedure, satisfaction value Table 1.2 can be
optimized.

ﬁij :fZ(aivﬁjﬁyj) = Yo + (1.3)

Table 1.1 Initial value table of comprehensive university

Tuition 4500 5000 5500 6000 6500 7000

Vi 6 5 4 3 2 1

Financial student 8000 9000 10000 11000 12000 13000
funding

V2j 6 5 4 3 2 1
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Table 1.2 Satisfied matrix of the optimization about the comprehensive university

The optimized value table of the comprehensive university

8000 9000 10000 11000 12000 13000
4500 0 0 0 0 0 0 0 0 0 0 0 0
5000 0O 0 0 0 0 0 0 0 0 0 6.013 2.013
5500 0 0 5.013 6.013 5.035 5.035 5.057 4.057 5.07 3.079 5.101 2.101
6000 4.035 7.035 4.057 6.057 4.079 5.079 4.101 4.101 4.121 3.123 4.145 2.145
6500 3.079 7.079 3.101 6.101 3.123 5.121 3.145 4.145 3.167 3.167 3.188 2.188
7000 2.123 7.123 2.145 6.145 2.167 5.167 2.189 4.189 2.210 3.211 2232 2.232
Table 1.3 Satisfied matrix of the optimization about the polytechnic university
The optimized value table of the polytechnic university
7000 8000 9000 10000

3000 0 0 0 0 0 0 0 0
3500 0 0 0 0 0 0 0 0
4000 0 0 0 0 0 0 0 0
4500 0 0 0 0 4.017 5.017 4.042 4.042
5000 3.01 7.017 3.042 6.042 3.067 5.067 3.093 4.093
5500 2.067 7.067 2.093 6.093 2.118 5.118 2.14 4.14
6000 1.118 7.118 1.14 6.143 1.168 5.168 1.194 4.194
Table 1.4 Satisfied matrix of the optimization about the polytechnic university
The optimized value table of the polytechnic university

1100 12000 13000
3000 0 0 0 0 0 0
3500 0 0 0 0 6.017 1.017
4000 5.017 3.017 5.042 2.042 5.067 1.067
4500 4.068 3.067 4.093 2.093 4.118 1.118
5000 3.118 3.118 3.14 2.14 3.168 1.168
5500 2.168 3.168 2.194 2.194 2.219 1.219
6000 1.219 3.219 1.244 2.244 1.269 1.269

An order of (5.035, 5.035) can be found in Table 1.2, and corresponding to the
5500 element there is the optimal type university tuition. Therefore, the optimal

comprehensive university tuition is 5500Y.

Polytechnic University, Foreign Language University and Agricultural Uni-
versity satisfaction value calculation method is the same with the Comprehensive
University satisfaction value calculation method.

An order of (4.042, 4.042) can be found in Tables 1.3, 1.4 and corresponding to
the 4500 element there is the optimal type university tuition. Therefore, the
optimal polytechnic university tuition is 4500Y.
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Table 1.5 Satisfied matrix of the optimization about the foreign languages university

The optimized value table of the foreign languages university

13000 14000 15000 16000 17000
11000 0 0 0 0 0 0 0 0 5.164  1.164
12000 0 0 0 0 0 0 4164  2.164 4195 1.194
13000 0 0 0 0 3164 3.1649 3.194 2194 3224 1.224
14000 0 0 2164 4164 2195 3.194 2225 2225 2255 1255
15000 1.164 5.164 1.194 4.194 1224 3224 1255 2255 1285 1.285

Table 1.6 Satisfied matrix of the optimization about the agricultural university

The optimized value table of the agricultural university

7000 8000 9000
3500 0 0 0 0 0 0
4000 0 0 0 0 0 0
4500 0 0 3.026 4.026 3.053 3.054
5000 2.053 5.053 2.081 4.081 2.108 3.109
5500 1.108 5.108 1.136 4.136 1.163 3.169
6000 0.163 5.163 0.191 4.191 0.218 3.218

Table 1.7 Satisfied matrix of the optimization about the agricultural university

The optimized value table of the agricultural university

10000 11000 12000
3500 0 0 0 0 5.026 0.026
4000 4.026 2.026 4.053 1.053 4.081 0.081
4500 3.081 2.081 3.108 1.108 3.136 0.136
5000 2.136 2.136 2.163 1.163 2.191 0.191
5500 1.191 2.191 1.218 1.218 1.246 0.246
6000 0.246 2.246 0.274 1.274 0.301 0.301

An order of (2.194, 2.194) can be found in Table 1.5, and corresponding to the
13000 element there is the optimal type university tuition. Therefore, the optimal
foreign languages university tuition is 13000 Y.

An order of (3.053, 3.054) can be found in Table 1.6, 1.7 and corresponding to
the 4500 element there is the optimal type university tuition. Therefore, the
optimal agricultural university tuition is 4500 Y.

So the optimal tuition standard table is shown in Table 1.8:

Table 1.8 The optimal tuition standard table

Universities Polytechnic Comprehensive Foreign language Agricultural
university university university university
Optimal 4500Y 5500Y 13000Y 4500Y

tuition
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Chapter 2
Role of Teachers in Oral English Teaching

Wanyu Liu

Abstract In oral English teaching, students are the implementers, while teachers
play different roles during this process. Teachers are conductors, guiding students
to start activities. They are directors, designing scenarios for the activities and
assigning roles to students. They are also critics, evaluating students’ oral
expression appropriately. The appropriateness of roles that teachers play can
change the traditional oral English teaching which is teacher-centered. In this way,
teachers can develop students’ initiatives to a large extent and improve their
abilities of oral expression in English.

Keywords Oral teaching - Role positioning - Initiatives

2.1 Introduction

Language is a subject. It is also a kind of tools and means [1, 2]. Human beings
communicate with each other by way of languages, jointly contributing to the
formation of the global village [3, 4]. Spoken language is an important form and
means to realizing the value of languages. Correspondingly, oral English teaching
is one of the most important contents in English teaching [5, 6]. In many colleges
in China, classes in oral English are opened or added for students to develop
English application talents, which indicates the important status of oral English in
English teaching. Teachers are the organizers and implementers in oral English
classes. They have great influence on the effects and quality of the classes [7, 8].
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Therefore, it is essential to strengthen the research on the role positioning of
teachers in oral English teaching so that the quality of oral English teaching can be
improved. It is also very important to improve the forms of oral teaching.

2.2 Mistakes in Oral Teaching

In order to make students study and use English better, many colleges in China
have opened oral English classes in English teaching so that students have more
chances to speak English. Compared with the dumb English classes before, oral
English classes improve students’ enthusiasm and interest in learning English.
They can also improve students’ impression of oral English. However, it is still
great far away from the tasks established. Generally speaking, the following
mistakes exist in modern oral English teaching. First, the English classes are
organized in a dumb way. Because some of the English teachers are relatively old
or they have been teaching English in a dumb way for a long time, their oral
teaching still focuses on explaining grammars, idioms, memorizing, and reciting.
Some of the teachers adopt the methods of reading and writing, spending more
time on input. Some even play a monodrama so that students have less time to
exercise. Although some teachers have realized that oral teaching should be stu-
dent-centered, their teaching effects are still not ideal due to the reason that they
have not found their right role. Therefore, the oral English of students has not
improved obviously. Second, some teachers allow students to take activities freely,
making themselves bystanders so that the classes are in the state of complete
freedom and the activities lack specific purposes, let alone teaching effects. Third,
oral teaching contents are not consistent with students’ reality. The purpose of
study is to guide students’ life and work, so the study contents should be close to
the life and work as much as possible. Because there are problems in the material
of oral teaching, students’ awareness of participation is hard to be aroused and the
classes turn out to be deserted. Fourth, the lack of interaction is still the obstacle in
oral English teaching. In some oral English classes, students practice individually
and communicate unidirectionally. Although some communication seems to be
two-way, there is still no inherent connection in their communication, which does
not belong to significant interaction due to it not based on listening. For example,
teachers raise questions and the students answer them, during which process one
says a sentence, while another says another one. Without interaction and coop-
eration, oral communication loses its essence, let alone to be significantly used.
Besides, oral classes have problem that there are some students who participate
actively while the majority act as bystanders. Some teachers do not perform their
duties properly, ignoring their roles as organizers and guides. In this way, the
classes cannot be extended deeply. Some chaos will occur to reduce the efficiency
of classroom teaching.

The existence of the above errors influences the effectiveness and quality of
teaching of oral English. Therefore, the roles that teachers play are very important.
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Only by finding their right position and acting their roles well can they teach
vividly an oral English class.

2.3 Correct Positioning

So, how do the teachers position themselves in oral teaching? First, teachers
should bear in mind that the protagonists of classroom teaching are students, and
not teachers. Therefore, teachers should avoid too much input during the course of
teaching, which will affect students’ output. At the same time, teachers should be
aware that they are also the organizer and implementer in classroom teaching
besides being a participant. They can provide advice to students and teach them
knowledge and ways of learning, but they should remember that students are the
main subject of study. Students’ input and output positively are the reflection of
excellent teaching results, as John and Morrow 1981 said “The teacher can help,
advise and teach, but only the learner can learn.” Besides, teachers should play the
following roles well—demonstrators, conductors, directors, and commentators.

2.3.1 Demonstrators

In the eyes of students, teachers are their models and tasks to be imitated.
Therefore, teachers should be aware of their status in the eyes of students,
undertaking responsibilities actively and demonstrating themselves positively.
Oral teaching consists of listening and speaking in simple terms. Besides, it also
involves body language, rapid response capabilities, and language organization
abilities. In oral teaching, teachers should require themselves strictly to correct
their pronunciation to make sure they do not pronounce mistakenly. Students
mainly listen to the teachers. So teachers are the demonstrators in oral teaching.
They should play this role well by developing their oral English levels, pro-
nouncing like native speakers, and training their language. In this way, they can
create a better atmosphere for students. By listening, teachers should summarize
some effective ways in teaching. They should try their best to speak English in
classes by adopting the method of from easy to difficult and from simple to
complex. By being taught in English, students can learn more actively. They
should also ask students to answer questions in English. In this way, students can
learn gradually without notice. They will listen naturally, just like staying in
English-speaking countries. Body language is essential during interaction between
teachers and students. Sometimes, students may not understand some sentences,
but if teachers give some guidance and encourage them to listen carefully, they
will tend to understand gradually. As a result, the sense of language will be
developed. The gradual transition from listening to speaking will be beneficial for
the improvement of students’ listening and speaking skills.
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2.3.2 Conductors

Conductors in bands play roles of expressing their understanding of music. A good
conductor is like a doctor who can point out the band’s shortcomings and come up
with some improvement. They make the whole band reach the ideal state by
adjusting the band. Likewise, for students, teachers are the conductors in classes,
while the class is a symphony. Before conducting, teachers should bear in mind the
teaching purpose, teaching method and any steps, key points, and difficult points of
teaching. For some topics, the key function of conductors is to provide guidance to
students on the activities carried out—dialogues between two or group discussion,
scenario performance or debate, when to carry out the activities, what activities
should be carried out, how to carry them out, and so on. In this way, teachers can
activate students’ initiatives to expand the variety of teaching activities. The ideal
teaching effectiveness can be achieved. At the same time, as a conductor in classes,
the teacher should fully understand students’ English levels, knowing their interest
and focus. They should also be clear about who does well or poorly in study to
activate the atmosphere of the whole class. As a result, students will find their own
value and be confident about their further study.

2.3.3 Directors

Conductors grasp the general situation of classroom teaching, while the roles of
directors are shown in different activities of teaching. Oral classroom teaching is
different from writing and reading. It requires students to take part in various
activities to achieve different purposes. So how to design activities and how to
carry them out have been the questions for teachers to act into the role of directors,
arranging roles according to different teaching activities. For example, in Spoken
English Course Volume III Unit 3 Part-time Job, teachers can design an activity of
finding a job and doing interviews, with two students being the interviewers and
some being the interviewees. Students should be divided into groups. Finally, the
best group should be selected. In this activity, teachers act as directors, assigning
roles, designing situations, and solving problems occurring during the activity. In
this way, students’ ability to express themselves orally in English can be improved.
As directors, teachers should also discover and develop roles besides organizing
and coordinating. They should discover the advantages and shortcomings of stu-
dents so that they encourage students to develop advantages and overcome
shortcomings, which can help students to develop themselves comprehensively.
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2.3.4 Commentators

The task of conductors is to coordinate students in a macro way, while the job of
directors is to grasp the situation in a micro way. It is the task of commentators to
evaluate all the teaching activities in a summative way. They should evaluate the
advantages and shortcomings comprehensively during students’ oral expression to
make students more confident. They should let students understand their short-
comings and provide guidance for them so that the same mistakes can be avoided.
In order to be more objective and reasonable, commentators should take part in
different activities to discover problems and solve them in time. To be a good
commentator, teachers should follow one principle. That is, they should not point
out the errors during the process of students’ expression, which will interrupt their
thinking and discourage their confidence. For some simple slip of the tongue,
teachers should pay less attention, while for some big mistakes especially those in
thinking and being made easily by the majority of students, teachers should point
them out in front of all students. In this way, students will pay more attention to the
problem. Besides summarizing the past experience, commentators should also
predict the future and provide guidance for students. Teachers should know the
employment situation in the industry and the trend of future development of oral
English talents as well as how to win in the future employment competition. They
should guide and develop their students according to the situations above.

2.4 Conclusion

Languages are being developed everyday, while the future is constantly changing.
Therefore, in oral teaching, teachers should not play their role passively by
teaching according to the textbooks that have been unchanged. On the contrary,
they should learn to research and explore unceasingly. Suhomlinski once said that
if you want teachers’ efforts to bring fun to themselves and to avoid everyday
classes from becoming a tedious obligation, you should lead every teacher to the
happy road of coordination teaching. Due to its freedom, oral classes are popular
among students, which is very significant in improving students’ ability to use
English in practice. Although oral classes are student-centered, teachers are very
important during this process. It is very hard to achieve the ideal performance
without the participation of teachers. Both teachers and students can benefit from
oral teaching if teachers can play the roles of demonstrators, conductors, directors,
and commentators well.
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Chapter 3
Study on Competitive Power of Chinese
Retail Chain Company

Qingwen Li

Abstract When wanting to improve competitiveness, what should retail chain
companies do—reduce or enlarge? Which has more influence on competitiveness,
shop numbers or shop area? Is improving the self-distribution an effective way?
This paper tried to answer these questions based on the empirical analysis of the
relationship between market share, sale growth rate and shop numbers, shop area,
self-distribution.

Keywords Chain retail company - Competitiveness + Chain

3.1 Foreword

There is statistics showing that in 2008 even though the sales of the top 100
Chinese retail chain enterprises had grown to 18.4 %, it was the first time that the
growth rate had been below the rate of social total retail sales of consumer goods
which was 21.6 %. What is more the growth rate of the top 100 Chinese retail
chain enterprises’ sales scale also continued to slow down and dropped from 45 %
in 2003 to 21 % in 2007. These data suggest that in the development of chain
operation in China there has appeared a sign of obvious slowing, which goes
against the strategy implementation for the modern circulation system which is
mainly based on chain operation, logistics, and e-commerce and the requirements
of the development of expanding Chinese domestic demand, which is not har-
monious with the development speed of the Chinese economy. How to raise the
competitiveness of Chinese retail chain enterprises? We need an urgent answer to
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this question in the background of transforming the economic development mode.
As a result, both in theory and in practice, it is extremely significant for the
research on the effect from quantity of stores, business area, and owned distri-
bution ratio for competitiveness of Chinese retail chain enterprises.

3.2 Related Theories of Competitiveness of Chinese Retail
Chain Enterprises

Scholars both at home and abroad have mainly focused on the reasons for the
existence and boundary of the chain and others for retail chain enterprises.
Oxenfeldt and Kelly (1968) think that enterprises use the mode of chain operation
to get scarce resources that they do not own, because resources for enterprises are
limited [1]. The capital financing theory indicates that newly established enter-
prises can overcome the shortage of capital with the mode of chain operation [2].
Carney and Gedajlovic think that the mode of chain operation is helpful for cost
reduction [3]. Martin (1988) indicates that the mode of chain operation is helpful
for allocation of risks.

Sun Xun and Tan Xiaoling think that scale operation is the life of enterprises,
and they point out that mutual equity, holding stocks, mergers, cooperation, and
other forms will be helpful for chain enterprises to expand their advantages [4].
Zou Qian (1999) thinks that we can learn from the German experience, on the
basis of researches on retail chain enterprises in Germany. First, the scale oper-
ation can give full play to the economic effect. Second, set up various forms of
chain stores according to different consumption levels; third, strive to develop the
franchising. She also gave suggestions to establish distribution centers to speed up
the development of Chinese chains development [5]. Yang Yimiao holds the view
that scale operation is the basic condition for chain Enterprises’ benefit, which
requires chain enterprises’ scale to be not smaller than that of minimum economic
size (minimum moderate scale for MES), and she points out that the small number
of branches is a prominent problem for Chinese retail chains. She also suggested
that we need to enhance the construction of distribution centers, strive to develop
franchising, and the government should strengthen ite support and guidance [6].
Zheng Wenquan (2002) has researched competitiveness of Chinese retail chain
enterprises from the point of economies of scale, information economics, trans-
action cost economics, and property right economics. He thinks chain operation is
an effective shortcut to seek the economies of scale in the field of circulation. What
is more, chain operation reduces the uncertainty in terms of organizational design
and transaction costs effectively. Xie Qinghua and Huang Peiqing (2004) think to
enhance construction of distribution centers and improve concentration distribu-
tion rate as the main approaches to raise the competitiveness of Chinese retail
chain enterprises. Wu Guoxin and Wan Zhejun (2007) suggest to improve the
concentration of industry which is the only way to raise competitiveness. They
also point out that large retail chain enterprises can enhance competitiveness
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through joiningor merging with other enterprises. Luo Jianhong and Sun Weidong
have analyzed the developing trend of Chinese retail chain enterprises from the
point of retail distribution and the core competitiveness of the top 100 retail chain
enterprises during the “10th Five-Year Plan”, and they point out that retail chain
enterprises should pay attention to construct, maintain, and enhance core com-
petitiveness and seize change rules and trends of the chain retail so that they can
form a lasting competitive advantage.

In terms of the existing research, although we have obtained many achieve-
ments, the research on competitiveness of retail chain enterprises is limited by way
of qualitative analysis, hence the persuasion is not strong enough. If we can use the
way of quantitative analysis, people will not only further understand the factors
that have influence on the competitiveness of retail chain enterprises, but can also
confirm the degree of influence from various areas on the competitiveness.

3.3 Selection of Variable and Description of Sample Data

This paper studies the relationship among market share, sales growth rate, stores’
quantity, area of business, and owned distribution proportion.

Mktsh stands for market share, the ratio of total sales of regional retail chain of
total, and the corresponding total retail sales of social consumer goods.

Growthsal stands for sale increase rate, annual total sales of regional retail
chain minus previous year’s total sales, then dividing the previous year’s total
sales in regional retail chain, and the price remains unchanged.

Shopnumber is stores’ quantity and shoparea is area of business; the unit is
million square meters. In order to reduce the interference of different orders of
magnitude of variable and heteroscedastic data, we use natural logarithms for the
two variables, using Ishopnumber and Ishoparea for the corresponding variables.

Distripro stands for owned distribution proportion, ratio of purchase number of
dispatching goods, and all of the goods.

All the data used in the research are from China statistical yearbook since 2004,
because the data needed is only included in China statistical yearbook after 2005,
so the author analyzes the data of various regions from 2005 to 2008. There are 30
data 7 for each variable every year, 120 data in all for four years.

3.4 Econometric Model and the Analysis of Empirical
Results

3.4.1 Econometric Model

The authors established the following model using China statistical yearbook
relevant data since 2004:
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1. Model A

t = 2005, 2006, 2007, 2008 (3.3)

i represents provinces (municipalities and autonomous regions), ¢ represents
year. o< represents intercept, a; represents the unobserved effects: it represents
all factors that influence market share and do not change by time. u;, is random
error. mktsh and distripro and some other variables have been introduced before
in the equation.

2. Model B

growthsal = f5, + f,distripro;, + f,1shopnumber;, + f;lshoparea; + a; + u;

(3.4)
P=1,2, 30 (3.5)
t = 2005, 2006, 2007, 2008 (3.6)

i represents provinces (municipalities and autonomous regions), ¢ represents
year. o< represents intercept, a; represents the unobserved effects: it represents
all factors that influence market share and do not change by time. u;, is random
error. growthsal represents sale increase rate, distripro has the same meaning as
in model A.

3.4.2 The Analysis of Empirical Results

The author uses mixed OLS, fixed effect, and random effects to estimate the above
model respectively, and the results are as follow:

According to Tables 3.1 and 3.2, though three kinds of measurement methods
have shown different results, they still have something in common. And which
method is the best? First let us analyze model A.

The way of fixed effects has a judgment coefficient 0.951, which is twice more
than that of the other two ways, so it has the best effect. In addition, the article has
examined the way of fixed effects and random effects, and the result is that in
random effects the Chi Square statistic of Hausman Test is 1.039154, and the
probable value is 0.7918; in fixed effects the statistic of F' and Chi Square is
31.715777 and 293.829836, and the probable value is 0.0000. The test results
indicate that model A should adopt the method of fixed effects, which is the same
as model B.
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Table 3.1 Three different estimators for model A
Dependent variable: mktsh

Independent variable Mixed OLS Fixed effects Random effects

distripro —0.008227 0.010134 0.019682
(0.480824) (0.606392) (1.306366)
0.6319 0.5459 0.1940

Ishopnumber 0.135338 0.055208 0.051995
(5.933579) (5.492805) (5.956125)
0.0000 0.0000 0.0000

Ishoparea 0.041034 0.016795 0.019101
(2.862186) (2.593207) (2.933432)
0.0053 0.0112 0.0040

n 90 120 120

R? 0.449354 0.950911 0.451818

F 23.3934 46.49083 31.86956

F(Prob) 0.000000 0.000000 0.000000

Table 3.2 Three different estimators for model B
Dependent variable: mktsh

Independent variable Mixed OLS Fixed effects Random effects
distripro —0.173229 (—0.176938) 2.903327
(—=0.117176) (0.606392) (2.700008)

0.9070 0.8600 0.0080

Ishopnumber 1.454591 1.463027 —1.338408
(0.736119) (1.74186) (—2.565354)
0.4625 0.0852 0.0116

Ishoparea 0.438465 1.023352 1.047824
(0.353981) (1.890877) (2.312050)
0.7242 0.0621 0.0225

n 90 120 120

R? 0.011564 0.486683 0.135499

F 0.335387 2.275473 6.060490
0.799775 0.001155 0.000720

The above analysis and the corresponding measure results inform that:

Market share and store quantity have a positively related relationship, which is
obvious in the statistical result.

Market share and area of business have a positively related relationship, the
statistical result is below 0.05.

The relationship between market share and owned proportion of the distribution
center gets different results in three kinds of measurement methods, and it is not
obvious below 0.10, besides, symbols of coefficients are not uniform. This means
the measure results cannot refuse the hypothesis that proportion of the distribution
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center has the Zero coefficient to market share, which means the former has little
effect on the latter.

The sales increase ratio and the area of business have a positively related
relationship, which is obvious below 0.10. Assuming the ratio of the two factors is
unchanged, if the store quantity raise 1 %, the sales increase ratio will raise
1.46 %.

Sales increase ratio and store quantity have a positively related relationship,
which is obvious below 0.10. Assuming the ratio of the two factors is unchanged,
if the area of business raises to 1 %, the sales increase ratio will raise to 1.02 %.

The relationship between sales increase ratio and owned proportion of the
distribution center gets different results in three kinds of measurement methods,
and it is not obvious only in the method of random effects, besides, symbols of
coefficients are not uniform. This means the measure results cannot refuse the
hypothesis that the proportion of the distribution center has the Zero coefficient to
sales increase ratio, which means the former has an uncertain effect on the latter.

3.5 Conclusions and Enlightenments

We can get some conclusions and enlightenments from the analysis of empirical
results as follows:

To increase the retail chain store quantity and expand area of business is helpful
for raising the market share. Comparatively speaking, the way of increasing the
retail chain store quantity is better.

To increase the retail chain store quantity can not only raise market share but
also improve the sales ratio, and the effect on improving sales ratio is more
obvious.

Both increasing the retail chain store quantity and expanding the area of
business is helpful for raising sales ratio. To increase the retail chain store quantity
is more efficient.

Raising the owned proportion of the distribution center has little effect on
raising market share and sales ratio. It is suggested that Chinese retail chain
enterprises should not build distribution centers aimlessly, but need to pay more
attention to increasing the retail chain store quantity and expanding area of
business. In addition, they should take advantage of societal forces to develop the
delivery. Never invest the delivery aimlessly especially when economics is suf-
fering a downturn.

To raise the market competitiveness, retail chain enterprises should pay
attention to increase the store quantity, of course to expand area of business is also
important. Comparatively speaking, the former has a better effect. This situation
shows that the scale is too small for such a widespread problem for Chinese retail
chain enterprises, so the urgent affair for them is to expand the scale of operation.
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Chapter 4

Cultivating Scheme of Students
Autonomous Learning in English
Listening and Speaking

Xianmei Wei and Yiquan Liu

Abstract According to the present situation, this passage tells the importance of
cultivating the students autonomous learning ability. Emphasize the necessity of
using multiply resources, computer technology, and the internet resources. The
teachers should believe the students’ potential, and their speeches should have
emotional appeal and encouragement. Teachers should also set examples to the
students. These are the key functions of cultivating their autonomous learning
ability. Then illustrate the methods of training them English listening and
speaking.

Keywords Multiply internet - English listening and speaking . Autonomous
learning ability - Cultivate

4.1 Introduction

At present, the students are needed to study English better and better, have the
ability to use the language freely and, especially have the strong ability to listen
and speak English as we all know, English is learn, not taught [1, 2]. If the students
really want to master a foreign language, it is hard for them to achieve it just by
listening to the teacher, taking the notes in the class, finishing the exercises offered
by teachers. The students must have autonomous learning ability, this is to say, the
students must be active, they must be able to study hard without being monitored;
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they must be able to make their our plans, finish the study tasks in time, check the
effect of their study, and evaluate their results. They must do more listening,
speaking, reading, and writing.

4.2 Make the Best of Computer Technology and the Internet
Resources

As the computer technology and the internet resources become more and more
popular, more and more schools and teachers use them in class in order to increase
the students’ English standards. Because the resources in the internet have more
event affair materials, more none-language materials; more culture knowledge.
These advantages guide the students to study autonomously, which offer good
condition to train the students to study actively. Teachers can use the resources in
the internet to make PPT. So as to help teach the students, so that, they can
increase the students activity, arouse the students interest, and passion of studying
English. So that, they can increase the students ability to listen and speak English,
to use the language and communicate with others in English freely, using com-
puter technology to make PPT can help teach in class, make the students under-
stand better, learn easier; because the PPT can make the teaching contents
interesting, active, and easier for the students to understand. It can offer the stu-
dents good language situations, so that they can study and master English by
listening, speaking, watching and so on. In class, we must download new contents,
avoid repetition; for example, listening to English songs, we cannot offer the
students the same songs every class, or they will feel boring. We must prepare
different songs for the students to listen.

4.3 Dig the Teachers Initiative

4.3.1 The Teacher Should Believe the Students’ Potential

The teacher should believe that every student will study English well by prac-
ticing. They should use all kinds of methods to make the students overcome
chicken heart, so that, they can become bold and confident to speak English.
Gradually they will speak English fluently. Teachers should not think that the
students are weak in English, and they cannot open their mouth to speak English,
no matter what they do, it is impossible for them to speak. If the teachers think like
that, they will not take measures to increase the students speaking English. As a
result, the students will never open their mouth to speak English. The students
potential are waiting for teachers to dig out. The teachers should build up the
confidence for them. They should make the students know that no matter how
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weak their English spoken language is, they can improve it by practicing. Of
course, the teacher should give the students effective methods to improve it, they
should give the students the power and encouragement. Some of the students think
that their spoken language is originally poor, it is impossible for them to improve,
so they do not want to use strategy to improve their English oral language. They
never take part in discussing in English, and they never go to the English corner to
practice their listening and speaking; they think that it is waste of time to do so. So
that, the teachers in high school should let the students know the metacognition
knowledge, have them understand language orderliness and characteristic, and the
ways and methods of studying the language. This is the precondition to cultivate
the autonomic learning competence.

4.3.2 The Teachers Speech Should have Emotional
Appeal and Encouragement

If you are the new teacher of a class, when you find that the students are very quiet,
and they do not have the consciousness of participatory learning. At that moment,
the teacher should try to find ways to improve their enthusiasm, never think there
is no way to improve their situation. Because everything is changing all the time,
the students are the same. In fact, it is the teacher who has the most important
influence for the students. They go-aheadism lies on the teachers talent of orga-
nizing and leading. The potential of the students is waiting for the teachers to dig
out, enthusiasm of the students is waiting for the teachers to inspired. If it is hard
for the students to speak English, the teachers must have confidence, patience, and
determination and persistence to guide them. The teachers should raise their
enthusiasm and initiative. And teach the students the importance of raising their
enthusiasm and initiative. For example using all kinds of their perception can
concentrate their attention and strengthen their memory.

4.3.3 Teachers Should Set Examples to the Students

This principle is easy to say, but difficult to do. It is the most important to improve
the students listening, speaking, and communicative competence, this is also one
of the most important aims. So the teacher should give students more chance to
speak English. For example: ask them to answer the questions related to the
textbook, require them to retell the stories in it. At the beginning, the students may
think it is too difficult to do that, the teacher must think ways to make them believe
that they will achieve the goals by studying very hard. If the teachers want the
students to reach this requirement, the teacher should practice speaking and lis-
tening, and does very well in speaking and listening, he should not only set
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examples in the ability, but also set example in hard study, he should influence
them by practical action; this is to set examples for them. English corner is the best
place to improve the students speaking, teacher should encourage the students to
go to the English corner. If the teacher think it is a good way and chance to
improve English communicative competence, and go to the English corner
actively, have conversation with the students, this is a great encouragement and
support for the students, and can also help the students respect the teacher. In order
to improve English oral language, it is necessary to practice and train who speak
English very hard. If the teacher requires the students to practice English hard,
even have the habit of thinking in English, the teacher should achieve it at first.
Teachers fluent English will set a good example for the students, and they will be
willing to imitate the teacher with the hope that one day they will reach the
teachers standards.

4.4 Train the Students Listening and Speaking Skills

4.4.1 Give the Students the Task to Practice Listening
and Speaking

In the listening and speaking classes, every time, before the students listening to
English materials, the teacher should ask them to listen with tasks, after finishing
listening, the students should complete the given exercises, or filling in the blanks
while they are listening, or ask them to imitate while they are listening; after that,
ask them try to retell the main ideas of the contents so as to train their oral
expression. The students will concentrate on studying while they are practicing,
listening, and speaking. Every class the teacher should give the students chance to
speak English, and teach them how to open their mouth to speak English. For
example, guide the students to listen and imitate, while they are reading, they
should pay attention to the sound, tone, pause and so on, at the same time, try to
memorize the new words, phrases, and sentences. Then the teacher should guide
the students to start dialogues. If the students are weak in English speaking, teacher
should set examples for the students, after that, choose some of the better students
to act in public. So that, they can learn from each other and encourage each other;
As in every class, the teacher will ask the students to act in public, so the students
will catch time to practice after class, as a result, they will form a good habit to
study English by themselves, then improve their ability of speaking and listening
as well as the communicative competence.
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4.4.2 Improve the Students Participating Consciousness in Class

Increase English oral language and communicative competence is the final goal of
English teaching. So teachers should train them oral ability. During the teaching in
class, the teacher should pay more attention to the activity. When the teacher asks
questions in English, he can require all the students to answer them together in
order that all of the students can think and take part in the activity. If the teachers
always ask all of the students to answer all of the questions, some of the students
may just sit there doing nothing. So the teacher should teach flexibly. Sometimes,
they can ask all of the students answer the questions together, sometimes, require
one of the students to answer it, sometimes, the teacher can ask the students to
discuss the questions. Then choose one of them to answer. So that the students will
concentrate on studying without being absent-minded, as a result, their study result
will be improved.

In class, teacher should ask the students help each other in class in order that all
the students can train their English oral language and improve together. If the
teacher find that most of the students like sitting at the back of the classroom, or
some of the girls like sitting at the back of the classroom, and they dare not open
their mouth to speak English, they always keep silent when others are speaking. At
that time, the teacher can ask the students to change their seat, let the students who
are good at speaking sit beside the ones who are afraid to open their mouth to
speak English so that, all of the students will try to speak English when they try to
help each and learn from each other. Their initiative will be improved. Gradually,
there will be good English study atmosphere in the classroom.

4.5 Conclusion

The students autonomous ability and habit is waiting for the teachers to guide and
monitor, the teacher should use computer technology, design and use the internet
resources, change the multiply contents, pictures, Audio materials, make Power-
Point, design exercises, tests and so on. During the teaching processes, we should
give the students the center position, and the function of the teacher is guiding and
organizing, the students are the main body of the study. The time in the classroom
is limited, teachers should tell the students the websites of English study,
encourage the students to use the English web resources, English classes, practice
English listening and speaking, so as to improve the students communicative
competence.
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Chapter 5
Research on English Teaching
Cohesion Theory

Ke Tu

Abstract To enhance students learning English reading, writing and other basic
language skills, improve the level and quality of English teaching, to bridge the
theory-based, focused on the non-structural convergence in College English
teaching and gives the concrete implementation measures. Application of con-
vergence theory, can train students in English language learning in the sense of
convergence, improve English language skills and overall ability, while university
teachers teaching guide also has a certain value.

Keywords University - English teaching - Convergence theory - Non-structural
convergence

5.1 Introduction

Listening, speaking, reading, and writing basic skills, English is an integral part of
the teaching process, in this four session, are all requirements of the continuity of
language, requiring convergence of natural language, semantic coherence. Any
one chapter is an organic whole, and its integrity is by means of effective con-
vergence and coherence to achieve. Among them, the convergence theory of
discourse has been the focus of the research field of linguistics, linguistics and
language teaching because of its impact is enormous, and to maintain coherence
and cohesion of language has become the basic requirements in English language
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teaching. In recent years, how to effectively use the language of cohesion to the
overall level of College English, foreign language teaching has become a research
focus which has been widespread concern.

Due to the traditional teacher-centered teaching ideological influence, language,
Cohesion, and Coherence Theory in the Teaching of College English has not been
enough attention. Cohesion is an important semantic coherence in English means
whole, for the internal components to seize the language and layout structure,
efficient, and accurate understanding of the meaning of great significance, the
traditional teaching of English by the translation impact of law theory, empha-
sizing the words and grammar, and can the exact phrases and sentences into their
mother tongue has a measure of the standard level of understanding, language
points explained scattered incoherent, difficult to bear the entire article centers.
English teaching reform in the new form will shift the focus to the whole language
teaching level up, efforts to train students in the overall semantic analysis, in
English teaching on the entire article to understand the convergence and coherence
analysis, to choose students who understand levels. Can make students more
deeply understand and change the language of thinking, to stimulate student
interest in learning, thus contributing to the improvement of English language
proficiency.

5.2 Cohesion Theories

Cohesion and coherence in the field of discourse analysis is the two most basic
concepts of discourse analysis is an important issue. Focus on cohesion and
coherence of the studies undertaken has begun to appear. Jacobson in 1960 by the
literary text and repetitive sentence structure formed in parallel to the phenomenon
of convergence is the first study [1]. Halliday and Hasan in 1976 in the “con-
vergence of English,” a book made: “The interpretation of some element in the
discourse is dependent on that of another” [2, 3], a necessary condition for con-
vergence as a coherent, has become an important basis for the theory of conver-
gence between. In 2000, Geoff Thompson in “Introducing Functional Grammar”,
a book that: “Cohesion refers to the linguistic devices by which the speaker can
signal the experiential and interpersonal coherence of the text, which serve a
cohesive function” [4].

China’s well-known scholar Huang Guowen that: convergence is an important
part of textual features, the physical network of discourse [S]. He Shanfen inte-
grated each of said three levels of analysis from the Cohesion means that the
connection including the tense and grammatical forms, substitution, ellipsis, and
with the structure relations (repetition, adding, alternating, and put together) in
four ways. Logical connection is divided into time and space, cause and effect,
turning, and delayed four [6].

Convergence theory: when an English-speaking people hear or read some
English, he can easily determine this is a complete text or is not related to the
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sentence combination. Text is a semantic unit, not a grammatical sentence is
greater than units. Not by sentences, discourse, but to achieve through the sentence
or to decode the text message. Therefore, the sentence can become a group to see
the sentence and the discourse between the existence of different sentences to
constitute a link between stylistic rules and mechanisms.

Structural Cohesion and convergence can be divided into non-structural conver-
gence. Structural Cohesion including Theme—thematic structure and information
structure of known and unknown information. Rather than structural convergence in
the specific discourse reflected reference (reference), omit the (ellipsis), alternative
(substitution), connection (conjunction) and other grammatical cohesion and repeti-
tion (repetition), synonymous (synonymy), antisepses (antonym), hyponymy
(hyponymy) and with (collocation) and other means of lexical cohesion, as well as
tone and voice mode phonological layer connection means.

5.3 Non-Structural Convergences
5.3.1 Articulation Phonology

English is a very rich language rhythm; rhyme the use of cell in the language is very
common. Phonology interface contains the language’s beauty and tidy the United
States, making the language of sound and emotion blend, sound and meaning, with
strong performance and appeal, the pursuit of beauty of form in English, Rhyme is an
important performance. Convergence using the phonological approach, not only the
vivid language to read, beautiful sounds, and the formation of the rhythm is like a line
of convergence from various parts of the word, so that continuity before and after, easy
to understand and remember the audience. Thus, the speech of English speakers is not
only a little expression, but also render an important tool and highlight the theme.

For example, U.S. President George W. Bush as the “inaugural speech” also
used a lot of phonological convergence. Such as:

Cases 1. Today, we affirm a new commitment to live out our nation’s promise
through civility, courage, compassion and character.

(Civility, courage, compassion, and character) This group of highly alliterative
rhythm, so do the American people in front of spirit.

Cases 2. It is the determined choice of trust over cynicism, of community over
chaos.

This is the determined choice-of trust over cynicism; to seek unity in the chaos.

(Cynicism, of community over chaos) the same sound repeated, not only the
expression of the indomitable American spirit of the people, and strengthens the
appeal of the language and emotional expressiveness.

Example 3. We must show courage in a time of blessing by confronting problems
instead of passing them on to future generations.
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(Blessing confronting passing) these three words ending in rhyme, not only
embodies the pursuit of formal beauty in English, Rhyme, while making President
Bush’s speech is more contagious.

5.3.2 The Original Word Cohesion

Lexical Cohesion is to achieve an important means of discourse coherence, lexical
cohesion refers to the word repetition, synonyms, antisepses, hyponymy, com-
plementary, and total and some other relations, to make the discourse semantic
coherence.

Lexical Cohesion in the original word repetition is the most direct way to refer
to the same language is repeated in the same unit of discourse, resulting in sen-
tences of convergence within and between sentences, and play functions, such as
statements or repeated generally more critical discourse words. Repeat the original
words in the text plays a very important role, because people on the message can
not be exactly the same degree of attention, it needs to highlight the repeated
means one or some of the information. In addition, the structure from the text,
starting the efficiency of the exchange of information, people need to use the
original word repetition as Coherence, the statement means smooth. Also “inau-
gural speech” in the paragraph, for example, in this passage, through the story of
the original words of the seven repeat, not only to the general audience about the
glorious history of the United States, but also your opinions, ideas, and reached the
final with the audience in the emotional resonance.

Example 1. We have a place, all of us, in a long story—a story we continue, but those
end we will not see. It is the story of a new world that became a friend and liberator of
the old, a story of a slave-holding society that became a servant of freedom, the story of
apower that went into the world to protect but not possess, to defend but not to conquer.

Example 2. It is the American story—a story of flawed and fallible people, united
across the generations by grand and enduring ideals.

The first thrust of the speech is to highlight, emphasize the theme of the speech,
to stir the listener enough emotional reaction to the reasoning to the situation and
moving. George W. Bush in this section of the original word on the seven story
repeated, not only to the general audience about the glorious history of the United
States, but also to explain his own views, ideas and, ultimately, to resonate
emotionally with the audience.

5.3.3 Synonyms Bridging

Express the same concept or a synonym that is alleged the same thing in different
language forms. Synonyms in text form before and after care of, with convergence
and cross-sentence bridging the two functions. Synonyms appear in the same
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sentence, the sentence can sense two different components to link from, when they
appear in different paragraphs, sentences where not only are linked from the sense,
and a few small sentences can or sentence from the meaning linked to the relevant
paragraphs of each interface. Lexical cohesion in the vocabulary of synonyms is a
broad concept.

Cases 1. It is the American story—a story of flawed and fallible people, united
across the generations by grand and enduring ideals.

Flawed and fallible have shortcomings and deficiencies of the mean. Repeat
these two words, not only the listener are not bored, to better understand the
colorful language and rhythm.

Example 2. Through much of the last century, America’s faith in freedom and
democracy was a rock in a raging sea. Now it is a seed upon the wind, taking root
in many nations.

Lexical cohesion in the vocabulary of synonyms is a broad concept, that I have a
little rock and seed are referring to “America’s belief in freedom and democracy”,
by alleging the same thing—" America’s belief in freedom and democracy”, to
express the same concept, so that rock, seed become synonymous, and in the sen-
tence before and after the echo, vividly described to the audience’s belief in
American freedom and democracy, the role of the different historical periods, while
the political thinking of the abstract is very specific and vivid.

5.3.4 Antonyms Convergence

Opposite meaning of the word or phrase or a relative called antonyms. Opposite in
the same sentence, paragraph or text appear before the formation of Reference so
that the two different languages in the sense of composition in sharp contrast, from
both positive and negative thing or two describing the phenomenon, so that where
the sentence or Text back to back, to the listener or reader to a comprehensive and
vivid impression.

Example 1. The peaceful transfer of authority is rare in history, yet common in
our country.

Both rare and common meaning of words before and after the care of the
contrary, the process is stable in the current U.S. regime.

Example 2. The story of a power that went into the world to protect but not
possess, to defend but not to conquer.

Protect—possess, defend—conquer. Antonyms by these two groups form a
significant control in the sense that Bush’s speech more passionate.

Example 3. Where there is suffering, there is duty. Americans in need are not
strangers; they are citizens, not problems, but priorities.
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Strangers—citizens, problems—priorities. From both positive and negative
descriptions of two things to make the audience on the incoming Bush adminis-
tration’s policies have a more profound understanding of, and Bush, it also means
that the American people their political outlook and strategies.

5.4 Measures

In college English teaching, teachers should be properly applied to the cohesion
theory in college English teaching, so that students understand the convergence of
the important role in the discourse to help students grasp the overall structure of
the article chapter, and recognizing the text is written use of various tools and
techniques of organizational language skillfully produced organic whole, in order
to guide students to accurately grasp the topic, understanding of intentions.

Specific application of the theory of convergence, the authors believe should be
the main infiltrate both reading and writing.

5.4.1 Reading

Students of English skills is the most common reading text to read in English class,
extra-curricular materials, newspapers, and magazines to read, the CET is the
subject of a large proportion of score reading. Convergence theory can effectively
address the small vocabulary, new words, difficult words such as affect the reading
speed of the problem, help students develop good reading habits, instantly find the
topic sentence to read the article and seize articles framework.

Cohesion is the means to achieve semantic coherence of discourse, and English
reading is to get real deep discourse semantic coherence between the various
elements of the process. Therefore, there is convergence in a variety of surface text
link, grasp the discourse within the language component for the layout of the
structure, grasp of convergence reached by the deep semantics of discourse
coherence, discourse analysis, and thus to make efficient and accurate under-
standing of a significance.

5.4.2 Writing

Writing in English, the students even if the usual accumulation of a certain
vocabulary, clear grammatical structure, writing quality, and speed is still not
improved. Therefore, the convergence theory can be appropriately applied to
teaching English writing, so that students understand the important role of con-
vergence, to help students grasp the overall structure of the article in the chapter so
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that students realize that writing articles is to use various means and techniques to
organize the language generated organic whole, and guide students to the most
common method applied to the lexical cohesion in English writing, when students
understand the pure English chapter is how to use various means to generate the
development of convergence, the teacher can be applied to further inspire students
in the English writing mimic the interface between the use of certain means to
make the article more prominent theme, fluent and smooth.

5.5 Conclusions

In this paper, as U.S. President George W. Bush’s “inaugural speech” for
example, to bridge the theory-based, focused on the theory of non-structural
convergence is important in the practical application value. Through my school
proved in recent years, the application of convergence theory for English teaching
on the one hand may stimulate interest in reading and writing students, improve
student writing skills in English reading, thus contributing to the improvement of
English language proficiency, language learning mindset change; the other hand,
university teachers, teaching methods and means of providing a useful reference
guide has a distinct meaning; same time, the application of convergence theory can
help educators of language features, and then discuss the nature of language and
generating mechanism.

References

. Xiaoyun Liu (2006) Cohesion theory research. Hunan First Normal Coll 9(4):133-138
. Thompson G (2000) Introducing functional grammar. Foreign Language Teaching and
Research Press, Beijing, vol 5(3), pp 42-47

3. Halliday MAK, Hasan R (2001) Cohesion in English. Longman Group Limited, London,
Foreign Language Teaching and Research Press, Beijing, vol 8(5), pp 834-837

4. Thompson G (2001) Introduction to functional grammar. Foreign Language Teaching and
Research Press, Beijing, vol 13(11), pp 53-57

5. Huang G (2001) Theory and practice of discourse analysis—advertising texts. Shanghai
Foreign Language Education Press, Shanghai, vol 13(1), pp 83-87

6. He S (2002) Comparative study of English and Chinese. Shanghai Foreign Language

Education Press, Shanghai, vol 25(16), pp 55-58

[N



Chapter 6

Research on Practicing Teaching
of University Students’ Political
and Ideological Education

Jin Rui Zhao and Xin Ying Zhao

Abstract There are a lot of problems in practicing teaching of political and
ideological education in university. It is short of continuity on time, standardability
on organization, pragmaticality on implement. So practicing teaching reformation
should take efforts to increase practicing methods. It should know information
from society and anxiety from students, build the practicing teaching base, com-
bine the practicing teaching resource from on and off campus, develop the positive
effect on the practicing teaching base. To promote the practicing teaching activity,
we should enhance acquaintance security, management security, organization
security and so on.

Keywords Political - Education - Practicing teaching reformation

6.1 Introduction

Nowadays we are facing the most important period of social structure’s trans-
formation, with the advanced information transportation technique, different kinds
of culture, social problems from the world fiercely shock the college student’s
heart. They are doubt about how to explain and solve the problem. So our political
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and ideological education faces the new situation, problem and challenge, and we
need our students to touch, recognize, know and experience the society. From this,
the students can put academic points into practice. They can adapt to the society
more easily. Because of this, our central government enacts policies to change the
situation. Such as “On further strengthening and improving ideological and
political education opinion” and “On further strengthening and improving the
college ideological and political theory course opinion” [1].

6.2 Problems in Political and Ideological Education
on Today’s University

At present, different universities have done different degrees of research and
experiments which are very meaningful, they have accumulated precious
experience. But on the whole, political and ideological education on today’s
university has not formed a common and effective mode. It also has some prob-
lems: it is short of continuity on time, standard ability on organization, gram-
maticality on implement.

Be short of continuity on time [2]. Practicing teaching of political and ideo-
logical education in many universities is not a necessary part of teaching section,
so it does not continue frequently. It is influenced by teacher, leader, and money
and so on. Social practice is not actually planed, it is partly at will.

Be short of standard ability on organization. Practicing teaching of political and
ideological education always take class outside school, so it is difficult than normal
class. It should deals with many factors, just like teachers, students, money, and
trainers and so on; it is a long run not a temporary matter, so we should take a
rigorous plan. But many universities always demand and require. They do not have
a feasible plan.

Be short of grammaticality on implement. Many universities ask students to
take social practices on vacation. But they do not know how to make sure the main
theme, choose the appropriate way, and write the report and other requirements of
social practices. So it leads to the short of grammaticality on implement.

All the situations approves, nowadays we should research and strength the
meaning of practicing teaching of political and ideological education.

6.3 Researches in Practicing Teaching of University Students’
Political and Ideological Education

We should combine in and out of class and change the single teaching method. We
can talk about hot spots of society with students, and initiate the students’ thoughts
and debates. From this, the students can strong their responsibility with society and
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ability of analysis and solve problems. Students would like to take part in the
social practice.

Make good use of resource and put it into practice teaching on campus [3].
Practice teaching on campus is mainly at school, according to the content of
theory, take good use of all kinds of resource of practicing teaching, as follows:

At first, talk about feelings through watching movies. For examples, watching
Chairman Mao’s movies can make students know more about Mao and our party’s
character. After watching it, ask students write more than 1000 words passage.

Second, read some original books and communicate in groups. The teacher
provide to students “Zedong Mao’s Anthology”, “Xiaoping Deng’s Selected
Works”, “Zemin Jiang’s Selected Works”, “Textbook of Scientific Outlook on
Development” and require students to select at least three papers carefully read
and write an essay. The students of class can have mutual communication, elect
representative, no repeat articles, and make a censor speech in class. As students
illustrate the principle contents themselves, they strengthens the content of
grasping, deepened understand the theory. Thus, it can not only develop student’s
vision, improve students’ interest, and theoretical cultivation of students’ ability to
think independently, but also may strengthen students’ ability of self-study,
comprehension, and comprehensive ability [4].

Third, developing subject education activities. Practical teaching is often lim-
ited by funds, vehicles, safety factors so it cannot be put into effect on large area.
So we can invite experts related to this course, scholars and off-campus model
worker, successful people (including distinguished alumni), spiritual civilization
construction advanced collective or advanced individual, local government offi-
cials from do project report, etc., to communicate with students. Such can improve
students’ social identity, enrich the teaching content, and encouraging them to
experience in the era of knowledge economy, enhance the importance of assiduous
study of urgency and social responsibility.

Fourth, developing student society activities actively combine the ideological
and political theory courses extends to student associations. Such as establish
“Deng xiaoping theory” and “the important thought of three represents” research,
cultivate a group of students learning theory, promote the backbone of entire
school student theoretical study, established the “youth volunteer association”
“work-study association” education committee and “self societies”, lets the stu-
dent contact the society, raises the student the idea of serving the people.

Fifth, organization campus cultural practice activity. Campus practice contents
and campus culture activity is connected, it asks students in accordance with the
requirements of teachers, and actively participate in the social activity or campus
large-scale activity, that participate in the activities must be studied and theoretical
knowledge related content, request write activity of summary report. Including
activity process records, activity report, and activities in the process of thoughts
and conclude the activity result. Such as taking the large academic seminar of
experience, social debates, etc. Combine the ideological and political theory
course teaching, determining the appropriate theme, hosting adapt to the curric-
ulum content requirements essay contest, debate, toastmasters, film and TV
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commentary, the moot court and other activities, and broaden and deepen teaching
content. These activities can not only satisfy the requirements of the development
of student’s individuation, and still can mobilize students’ learning theory of
interest, give full play to the role of ideological and political education.

Sixth, actively developing Internet-based ideological and political education
activities [5]. Make full use of campus network platform, especially relying on
thought politics theory class teacher department website for positions; actively
develop the Internet-based ideological and political education activities. In the
online campus BBS “open” politics “concern” column, lets the student inde-
pendently choose interested in BBS on issues, yet, free talk and teacher can also
give correct guidance and evaluation, and guide to help students in learning dis-
cussion after comparison choice, and gradually establish a correct world outlook,
the outlook on life and values.

6.4 Actively Developing Off-Campus Practice
Teaching Activities

Go out for social practice to student’s influence is direct and vivid. “Come on the
paper end sleep shallow; absolutely know this matter to on acts”. On-the-spot visit,
research to give students the impression that more profound, the thought of tou-
ches bigger, education effect is more ideal. We can not use time, funds, traffic, and
security for the practice teaching form confined to classroom practice, watch
video. Of course, in the current real condition, large-scale organization students
out social practice do have some difficulty, but we should pay more attention to
social practice research, go out to social practice, other practical form mutual
coordination practical model transformation, for real ascension of ideological and
political theory of practice teaching effect and diligently.

First, established stable long-term practical teaching bases. The campus prac-
tice teaching and the social practice, compared the enthusiasm of students, the
latter is higher. Practical teaching base of choosing, should has certain represen-
tative ness and typicality, such as revolutionary historical events occurred and
historical characters of activities, these places of historic significance and com-
memorative meaning, recognized by the people of the whole country. Select this
base, rich in content and the representative of strong, have typical significance, the
students education function can receive the good result. Therefore, school
departments should be active in contact with local relevant units, strengthen
cooperation, to establish long-term stability of ideological and political theory
course, establish perfect practical teaching base network. Especially must take use
of local advantages in resources, organize the students to school education sig-
nificance of nearby places to visit and broaden students’ view, rich ideological and
political theory course teaching contents.

Second, organization holiday social practice activity effectively. Summer social
practice activity are college students deeply society, goes down to the basic unit,



6 Research on Practicing Teaching of University Students 45

comprehending the custom of important channel, and also one of college students
to study the theory knowledge relation actual social reality, growth of talent
important ways. Outside social practice, its available plenty time, flexible, prac-
tical rich resources, and the requirements of the organization weak funding low,
students full-staff-oriented participation is strong, examination easily, facilitate
insist for a long time, should be the teaching theory, the main way of social
practice activity. College students’ holiday especially summer vacation time is
longer, to the thought politics theory class teaching practice provides plenty of
time, and it is the most economical practical teaching mode, thus holiday social
practice activity should also be thought politics theory class teaching practice is an
important link.

6.5 Safeguard Measures for Political and Ideological
Practical Education

6.5.1 Ensure of Cognition

To solve the problem of ideology for political and ideological practical education,
we should pay attention the high status of political and ideological practical
education in education. It is a part of the political and ideological education just
the same as the teaching of theory and we cannot divide them into two parts
because theory education is the theoretic basis of practical education. They both
rely on Marxist philosophy principle and sever for it finally. Only realize the
importance of political and ideological practical education radically can we change
the actuality of the short of practical education in many universities.

6.5.2 Ensure of Administration

We must strengthen the standard ability of political and ideological practical
education. Political and ideological practical education is not only a necessary part
of political and ideological education but also the stretching in teaching room of
political and ideological education. It consists of many different related parts, so
we must consummate the administration of its all teaches and make a standard
principle for the education of practical education. It is necessary to implement
regular teaching administration. As for college teaching, it is formulated that
practical education should possess a number of proportions which is the expression
of abundant cognition in education section for political and ideological practical
education. Actually, however, in many universities, these class hours are not well
used, and some even delete these class hours and no practical operation available.
So we need a standard principle to standardize administration.
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6.5.3 Ensure of Organization

It necessary to strengthen the organization word for political and ideological
practical education. It is a kind of new work and is in the condition of trying and
initial operation model. In practical operation, practical education model needs
certain ensure of funds and a team of experienced conductive teachers, most
important is a right period of time to make the whole plan reasonable. All of these
call for not only the efforts of education section but also the help of schools’.

6.6 Summary

In a word, the teachers of political and ideological education should be good at
having the aid of advantageous social environment and take good advantage of
them, take active movements to activate all kinds of teaching resource to serve for
practical education. What’s more, we should optimize diffident kinds of social
resource which is the guarantee for promoting optimum practical education.
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Chapter 7
Reformation of University Students’
Political and Ideological Courses

Jin Rui Zhao and Hui Jian Liang

Abstract There are many measures we should take to reform university students’
political and ideological courses such as widen the multi-media teaching, enrich the
teaching content, strengthen key points of teaching, combine diffident kinds of views
to face up to the problems and contradictions in our real life. By facing to answer but
not to avoid these problems, we will build the necessary ideology and enrich teaching
content by latest theory. Moreover, making connections among national conditions,
patriotism, collectivity, and different related courses can build the proper compre-
hension and attitude toward this lesson. Then, one text of diffident forms will check
the students’ acceptance ability and the consequence of teaching. Above all,
the reformation of a combination of different education form helps express the main
position of university students’ political and ideological courses.

Keywords Political - Education - Teaching reformation

7.1 Introduction

The influence that political and ideological courses have on university students can
not be underestimated [1]. University students fight out of the tense college
entrance examination and come to a new world. The course which influences their
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values of life first is political and ideological courses. How to take this precious
chance, use the proletariat’s value of world guide the students and lead them to the
road of construction of Chinese modern socialism becomes the aim of political
teaching. So an embedded reformation is necessary which combines students and
the theory, moreover, much attention should be laid on the student’s acceptability,
to make teaching actively.

7.2 Widen the Multi-media Teaching

Multi-media teaching represent the directions of modern education which combine
words, pictures, sounds, animation, and movie [2]. Especially the movies can help
teach lively, making classes infect the students as they had experienced themselves.

Teachers should participate in Multi-media teaching to master process of Multi-
media teaching. They can increase vigor for collection of material and update the
structure for knowledge. Multi-media teaching can really work well when utilized

properly.

7.3 Enrich the Teaching Content and Strengthen
Key Points of Teaching

The teaching material of political and ideological courses is very abundant. It is
not easy for the teachers to find the appropriate material. As a result, the teachers
of political and ideological courses should do lots of logical researches, discuss the
problems on face, and solve them by Marxist philosophy principle reasonably. As
there is unchangeable relations in China between the history of revolution and the
modern times of construction and political and ideological courses lay in
answering the questions about reality, we must contribute to the society according
to the speech of Zemin Jiang in the Sixteenth Conference of China, learning the
ideology of “The three representative” and “New San Jin” is also very important
to show the importance of the ideology of the proletariat [3]. Measures below
should be done.

Only recognize the topographical features both in our country and foreign
country can be build pertinence in our teaching. As times went by, our life became
more and more prosperous and our country became more and more developed. It is
the Chinese Communist Party who brings this kind of life to us and two giant
named Zedong Mao, Xiaoping Deng lead us to the road of prosper. The teaching of
political and ideological courses is to tell us these real achievements in theory,
proving the truth of the theory of Zedong Mao and Xiaoping Deng. Concerning
internationality, it is the rapid development that causes the fear of China among
western countries especially America, aiming to block the development of China.
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On one hand, it proves the right of Chinese choosing the road of development. On
the other hand, it tells us we have to make efforts to realize the aim of piece and
development. So we should make connection with the teaching of political and
ideological courses and topographical features of the world follow the theory of
Zedong Mao and Xiaoping Deng to make contributions to our world.

Then we must face up to the problems and contradictions in our life and try to
solve them directly instead of avoiding correctly according to the theory of Zedong
Mao and Xiaoping Deng. For example, the problem of corruption, we should not
only admit its existence but realize it is not the inevitable phenomenon of the
society as the theory of Zedong Mao and Xiaoping Deng says. Instead it results
from many complex social reasons and need to be consummated.

Moreover, indispensable ideology for political and ideological courses should
be built. Every time we talk about how to inculcate Marxism to students, it is a
matter of rigid teaching and even a deny of teaching. It is a kind of misunder-
standing in fact, as Marxism is the original crystallization of human’s ideology.
Leni came up with the right attitude toward inculcate Marxism to students; it is an
important task of the proletariat’s party but not a rigid teaching way. So we must
keep the way of teaching in class taking advantage of teacher’s dominant impact.

Concerning about how to inculcate and how to inculcate effectively, it is pivotal
to us, which calls for the teachers to attempt new methods and new mentality to
improve effect for every class. Keep away from making too many debates during
class which leads to the opposite road of teaching effectively. Of course we’d
better lay more emphasis on the way of teaching, making classes full of interest
helps a lot to inculcate Marxism to students actually.

Third is about the form of practice teaching outside such as visit, volunteer
action [4], and social investigation and so on.

(1) Visiting and investigation. According to the theory of teaching content
arrangement, organization students outside the campus, visit the revolutionary
tradition education and patriotism education base, such as visiting great native
place, the revolutionary relics, memorial and martyr cemetery, and other
important historical memorials. For example the 1911 revolution in Shaanxi
was the earliest response watching uprising of two provinces is one of the
world-famous Sian incident occurred, but also the Chinese communist party
leadership in the anti-Japanese national revolutionary war to victory bedrock.
Yanan, enjoy an excellent reputation as a revolutionary sanctuary Yanan was
located by the CPC central committee, Chinese people’s struggle for liberation
ZongHouFang. The Chinese revolution is starts here, from victory to victory.
These are Shaanxi unique scarce resources, will constitute the for under-
graduate education of national conditions good practice base. Xian offices of
the eighth route army, Bei Lin, history museum, Li Quan xian yang museum,
YuanGuCun, etc. are college students to practice teaching of good base. Also
can further the red flag canal and other neighboring provinces of resources as
the education of college students practice base. Inspects mines, shopping
malls, companies, rural, understand since reform and opening in China in
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various aspects of profound changes occur. Visit as of classroom teaching, the
students with intuitive corroborated purpose, back to write about it and
investigation report, but also to other students in the class feelings and
experience, achieves the preaching of spots and face.

(2) Volunteer action. Encourages students to participate in social activities, make
full use of community resources, and participate in public welfare work. If the
Franco Prussian propaganda, anti-drug publicity, environmental awareness
and sympathy for the disabled, poor old man, to offer the compassion activity,
attend legal consultation, etc., make the students get real exercise activities.

(3) Social investigation. By having students witnessed, hands-on, achieve
understanding, strengthen memory, and consciously practice purposes. Make
students learn in books learnt something, see the gap of reality, recognize
yourself.

Fourth, build an effective evaluation mechanism.

Effective evaluation mechanism is the ideological and political theory course
implementation of practice teaching is an important condition. Ideological and
political theory course teaching practice, and emphasize is effectiveness evaluation
a student in ideological and political theory course teaching, benefit degree, the
simple text report is hard as fair and reasonable judgment basis. To combine the
advanced practical and formulate feasible evaluation system, namely, objective
and fair, arouse teachers and students’ initiative, enthusiasm, and convenient for
operation, really play to the thought politics theory class practice teaching goals
inspection role. One is to put the practice teaching result according to certain score
into universities thought politics theory class assessment, and with ripe conditions,
gradually increasing practical teaching evaluation score, and to improve students’
attention. Assessment should not only lays emphasis on the process of the students
in the practice process ‘behavior, such as students’ moral cultivation, teamwork,
innovation, integrated ability; etc. But we must take the students solve problem
conclusion. Teachers according to the requirements of the earnest investigation
report, comments selection was awarded outstanding person to give the reward,
and combining with teaching practice conducting class discussion, broaden stu-
dents’ view, initiates student deep thinking. Teachers should prompt summary,
with the right theory viewpoint and method of thinking question guiding student,
achieve make students correct recognition and understanding of the social
purposes.

Finally, we can enrich the material of class by the theory of The Three Rep-
resents by Zemin Jiang. The Three Represents is not only the requirement of The
Party in the new time, but it is also to summarize about the history. It is the
combination of Marxism-Leninism and our country that represents Chinese
majority people’s basic benefit and leads us to the road of harmony. As a result,
lying stress on The Three Represents by Zemin Jiang actually and culturally can
strengthen students’ comprehension and acceptance of the teaching achievements
about the Party.
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7.4 Strengthen Key Points of Teaching, Combine Diffident
Kinds of Views

7.4.1 Make Connections Among National Conditions,
Patriotism, and Collectivity

During the practice education of political and ideological courses, we not only
learns the national conditions of China culturally which expresses the great
patriotism in the country, but we also knows the national conditions of China
naturally which tells us it is certain for China to has its unique revolutionary
feature. The national conditions of China decide the way of revolution differs from
Russia and the way of development only can center on the economic construction,
resist on sustainable development strategy, the four cardinal principles, and
development of the west regions. Only promote the spirit of patriotism collectivity
fight for our country can China develop vigorously nation gain self-improvement.

7.4.2 Combine Collectivity and Different Related Courses

Nowadays, the relationship between collectivity and different related courses is
becoming closer which calls for the teachers to know other related courses like
politics, administration, sociology, management, psychology, and so on. Only then
can teachers arouse student’s interests and widen their horizon by new train of
thought. For example, using political mobilizing to express Chinese choosing right
road of revolution, showing the path of sum revolution road by administration, and
taking management as an example to explain about the primary phase of socialism
which leads to deeper comprehension.

7.4.3 One Text of Diffident Forms to Check the Students’
Acceptance

The aim of text is not itself, but it’s the direct stick of education. To improve
students’ synthesized quality, we take many measures like writing what one has
learned from work, reading notes, dissected thesis and social reports in order to
make comprehensive measure for students, reflect their grasp level, and the con-
sequence of teaching actually.
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7.5 Conclusions

In brief, the affect of political and ideological courses to students can not be
neglected. Improving the quality of teaching and consummate the way of teaching
continuously can help improve Marxism level among students, strengthen
students’ analysis ability, and foster large quantities of talents for the construction
of Chinese socialism. At the same time, we need the help of the whole society to
make the teaching of political and ideological courses a perfect education model.
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Chapter 8
Building of E-Commerce Trading
Platform Based on Web Data Mining

Ruihui Mu

Abstract Web Data Mining is the application of data mining technology in the
Web environment collections, and potentially useful patterns or information found
in the relevant data to browse the site from a large number of Web documents.
E-commerce is becoming increasingly important in modern business activities,
business data processing, highlighting the importance of data mining. This article
discusses the main methods of Web data mining in detail and the function and
application of data mining techniques in e-commerce trading platform. Web Usage
mining excavation left in the server-side access records when the user accesses the
Web. The paper presents the building of e-commerce trading platform based on
Web data mining.

Keywords E-commerce - Data mining - Trading platform - Web mining

8.1 Introduction

With the widespread rapid development of the Internet, online shopping habits
have formed. B2C e-commerce website has become the business of choice for
network marketing model. It has become the “site + company + logis-
tics + sale” of trend of shopping mode. The network-based trading platform
interacts and exchanges at this stage to provide customers with better service
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delivery model and interaction. There has been a vertical network service model as
the online shopping market segmentation is vertical [1].

Vertical network service models provide customers with more comprehensive
and accurate service, website shopping guide, shopping, search, online shopping
community, site rebates, and discount on network model website. At the same
time, along with the rise in the online community and social networking service
(SNS), it is making consumers more recognizable on the network service model.
Today, online shopping and WEB2.0 combine community-based service model
into the B2C, and has become the mainstream online trading platform.

For these reasons, the “personalized” business marketing site has grown. Based
on personalized content for users the recommended service is of utmost impor-
tance because it can change the “popular” way to provide users with personalized
information [2].

For the development of a collaborative e-commerce trading platform for large
and medium-sized enterprises, the platform has catalog procurement, tender
inquiry, vendor management, and other functions, taking into account system
integration and other related e-commerce platform and joint procurement pur-
poses. This paper first introduces the characteristics of collaborative e-commerce
transaction platform at home and abroad and is currently the more popular support
technology. Platform functional model, the establishment of platform architecture
and software architecture, and a detailed discussion is related to each module. The
paper presents the building of e-commerce trading platform based on Web data
mining.

8.2 Web Data Mining in E-Commerce

Web Data Mining is the application of data mining technology in the Web envi-
ronment, collections, and potentially useful patterns of information found in the
relevant data to browse the site from a large number of Web documents.
Although in the form of Web mining and research emerging, with the emergence
of electronic commerce and the rapid development of Web mining is an important
application in the direction of e-commerce systems [3]. One of the most closely
related to e-commerce relationships is Web Usage Mining, as shown by Eq. 8.1.

U v=L®), A v={0) (8.1)
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On the Web can be used data mining and analysis of many data many types.
The following types of data can be used for Web data mining technology to
produce a variety of knowledge models. Query data is a typical data generated by
e-commerce sites on the server. For example, the online customer may search for
products or advertising information, query information through cookies or regis-
tration information to connect to the server’s access log. Such online market data is
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a traditional relational database to store the e-commerce site information, user
purchase information, product information and other data, as shown by Eq. 8.2 [4].

o0
I

The knowledge models are as follows: the use of Web data mining technology
can be excavated on the site path analysis, discovery of association rules,
sequential pattern discovery, discovery of classification rules, and clustering
analysis. Web Data Mining in e-commerce applications are as follows: 1. Identify
potential customers, users on the site browsing behavior to reflect the user’s
interest and purchase intent. For an e-commerce site, understand concern volumes.
The customer base is very important, but many visitors found that the potential
customer base is also very critical. If you find that some customers as a potential
customer base for such customers are in order to the implementation of certain
strategies to enable them to become a registered customer group [5]. This means
the increase in the number of orders for an e-commerce site may increase effec-
tively, as shown by Eq. 8.3.
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To provide quality personalized service, increase customer loyalty and the
space between traditional customers and vendors in e-commerce, distance to
customers who have ceased to exist, the customer converted from e-commerce
sites to competitors over there, with only a few clicks of the mouse. The site’s
content and level, words, title, reward programs, services, and any one place are
likely to attract customers, but also may become factors of losing customers.
Mining customers to access information are able to know the customer’s browsing
behavior in order to identify a user’s loyalty, preferences, satisfaction, under-
standing of customer interest, and demand to dynamically adjust the Web page in
order to meet customer needs. A typical sequence in the e-commerce on the
Internet, just on behalf of a shopping page is in the form of navigation on the site,
so we can use the sequence pattern discovery in data mining techniques to carry
out excavation., as shown by Eq. 8.4.
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To improve the site design of Web site link structure optimization, three
dimensions are to be considered: (1) through mining of Web Log find the user to
access the page, thus adding links between pages of close contact, user use (2) the
use of path analysis to determine the most frequent access path in a Web site can
be considered an important product information on these pages, improved page
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design and site structure, and enhance the attractiveness to customers, improve
sales. (3) Web Log mining to find the location of the user’s expectations [6]. If the
access frequency is higher than the actual location of the access frequency
the desired position can be considered in the desired position and actual position of
the navigation links on the Web site structure optimization, as shown by Eq. 8.5.

@) =) + we) + -+ wy —2() + way -1 (1) Z wi o (8.5)

Use of Web data mining technology to tap the e-commerce sites on the various
data sources found that some of the knowledge models can guide companies to
better operate the site and to provide better personalized service to effectively
improve the business site competitiveness.

Cluster client, many companies are on the enterprise customer, market, sales,
service and support information at a deep level excavations and analysis, customer
value, classification, and the discovery of new market opportunities, increase
revenues and profits. In e-commerce, customer clustering is an important aspect
[7]. By grouping similar to the browsing behavior of customers and analyze the
common features of the group of customers, e-commerce can help the organizers
to better understand their customers, timely adjustment of the pages and page
content to the business activities to a certain extent, to meet customer requirements
to provide customers with more suitable, more customer-oriented service, to make
business activities more meaningful for customers and vendors, as shown by
Eq. 8.6.

Wy(a,b) = f dx (8.6)
¢|7

Users frequently access paths many times in a period of time browsing the
continuous page sequence, which best reflects the user’s browsing interest in this
period. Therefore, the mining of user frequent access path for understanding the
user’s current interest, to provide users with personalized service has a very
important significance. Frequent access path mining algorithm input data for the
results of the transaction identification: the set of users of MFP. The output is
collection of the frequent user access paths and the corresponding support. Con-
clusion accordingly, it is the user’s interest model, the relevant definitions and
concepts.

8.3 Building of E-Commerce Trading Platform

The definition of four candidate paths: If two consecutive k-1 long sub-path {xj, ...
xj k-2} and {xj... xj k-1} are elements of FPK-1, that is, their degree of support
not less than Pk-1_.m. Support, then {xj... xj k-1} for FKk of candidate paths.
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Such as session S contains two MFPs: {a, b, c, d, e} and {f, g}, the path of a
candidate looking for FP3 needs to consider three sub-paths {a, b, ¢} {b, and c, d}
{c,d, e}, {a, b} {b, c} is namely FP2 frequent access path, then {a, b, c} is a FP3
candidate path. Frequent access path mining algorithm, mining length k, frequent
access path is to try to construct FPk. The main idea of the algorithm is based on
the concept of candidate paths from the MFP to identify the length of k candidate
paths {xj, ... Xj k-1}, and then calculate its degree of support in all sessions of the
user. Support of collection of the maximum M-path is FKk_m [8].

The E-commerce services industry applies information technology and eco-
nomic development needs, based on an important leading role in the emerging
industry for social global and sustainable development. Chinese e-commerce is in
a period of rapid development. To strengthen the construction of e-commerce
standardization is of great significance for the promotion of economic growth
pattern and sound and rapid economic development, as given by Eq. 8.7.
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The E-commerce trading platform plays a decisive role in the development of
the e-commerce services industry. The transaction platform not only communi-
cates with buyers and sellers on online trading channels,with a significant reduc-
tion in transaction costs, but also opens up a new field of e-commerce services
sector. Strengthening e-commerce transaction platform service specification for
the maintenance of the order of e-commerce transactions, and to promote the
healthy development of e-commerce has a very important role, as given by
Eq. 8.8.

Wafn) =297 [~ )i = R (5.9)

Platform operators deal with transactions on its platform of reasonable care
management: (1) engaged in business activities on the platform, should be pub-
licized operated products made of license, certification and product names, pro-
ducers, and other information, (2 product information) displayed on the website
must be true. Physical (tangible) goods shall be demonstrated from the multi-angle
multifaceted, non-display product color, size, proportion, distorted or wrong;
defective goods should be given adequate explanation by the pictures shown.
It was found that the station operators advertising in violation of laws, regulations,
promptly take measures to stop you can stop, if necessary, to provide online
trading platform services.

When the user and e-commerce businesses fully enjoy quick and easy e-com-
merce, they also face some new problems. On the one hand, users face an array of
many commodities available on the website; they are only interested in part of the
goods. For users to achieve the purchase, it is necessary to browse numerous pages
and commodity classifications to find the goods they need; on the other hand, the
problems of businesses is that many users do not know the interests and requirements
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of the goods [9]. Therefore, e-commerce businesses cannot promptly adjust the site’s
page structure which is available to all users on the same interface. The lack of
personalized service has become the key issue constraining the development of e-
commerce. The Web-based data mining technology for the e-commerce recom-
mendation system provides an effective solution.

8.4 Building of E-Commerce Trading Platform Based
on Web Data Mining

Web Data Mining data sources: The Web page content on the page of text, images,
video and audio information, the user click on browse data records generated by
these information. The Web link structure mainly refers to the various pages
between link structure. Users access Web sites and interact with a lot of links on Web
pages which bring convenience to customers browsing the site. Web log files, mainly
refer to the Web server logs and proxy server logs that extract secondary data.

With the development of electronic commerce, many companies have estab-
lished their own e-commerce sites. Every day a different customer or customers
frequently visit this e-commerce website and produce large amounts of Web data,
while this e-commerce site could generate hundreds of millions of transactions
every day, generating a large number of log files and registration forms, etc.
Businesses are submerged in a lot of information for the customer to spend a lot of
time to search and browse information of interest [10].

To provide customers with an intelligent search engine, application of Web data
mining technology, development of intelligent product search engine, based on
customer interest in preference to expand the customer enter your search keywords
to make the search results more close to the customer the desired results, or you
can browse information based on customer history analysis of customer interest in
the use of intelligent product search engine, to improve the quality of search
results. This can greatly reduce the time cost of the customer search, the spirit of
the costs, and physical costs, thereby increasing the satisfaction of the customer of
the e-commerce site, as shown by Eq. 8.9.

Piif =Pif +Oif = ZC}Zij + Zdlilpjk (8.9)
X %

Mining CRM data in a more customer-centric, Web data mining techniques on
data stored in the CRM system, you can analyze customer behavior, needs and
transactions, but also can analyze the customer’s response to the corporate mar-
keting, and service to enable enterprises and customers for effective communi-
cation, coordination and cooperation, so that e-commerce businesses to be more
customer-centric, so as to provide customers with better service [11].

Web services to provide customers with optimized use of Web data mining
technology to analyze customer access to information and access mode, the
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performance and structure of the site redesign, reflecting the interests of the cus-
tomer, so that customers feel is in their own way visit the site, but also can enhance
the customer on the site of visual satisfaction, as is shown by Eq. 8.10.
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Hy ((f) = 2sin*(nf) > (L/2 _1 b l) cos? (nf) (8.10)

=0

To provide customers with personalized product recommendation service,
personalized product recommendation service is to provide customers with their
interest, but not their direct search to find the product. Web data mining techniques
can browse the search for product information to the customer data mining,
development of personalized product recommendation services, mainly through
two phases: first access based on historical records, as well as users’ personal
information, user clustering and classification, frequent access path analysis, and
then use the recommended method, by digging into the customer’s personalized
information, the user access mode requirements, and requests a page combined
with the similarity of the user base access to forecasts and commodity recom-
mended. This personalized product recommendation service can be well verified
[12].

In this paper, the Web server log file data processing and analysis, the use of
data mining methods from the user’s frequent access path to understand the
characteristics and habits of the user’s shopping, so as to achieve the purpose of
the products recommended to each user. Web mining is a complex, but promising
technology with wide applications in many areas for our study, as shown by
Eq. 8.11.

L-1

Wi = Zhj,lxzf(k+ 1)—I—1mod Nj—1 (8.11)
=0

In today’s society, e-commerce is no longer a stranger. Everyday, a lot of people
visit many websites to conduct their own e-commerce transactions and access,
browse, and trade in e-commerce businesses. At the same time they are updated on
product information. The online Web produces a lot of data; the network is filled with
these data, with e-commerce businesses, and with customers. Only from the valuable
massive data mining information can companies provide better services in order to
attract and retain customers, and improve their effectiveness.

This paper presents the building of an e-commerce trading platform based on Web
data mining. Data mining refers to established business objectives of enterprises. A
large number of enterprise data exploration and analyses reveal the hidden, unknown
or verifiable data for purposes of regularity and for further modeling of advanced and
effective methods. E-commerce is the inevitable result of development of modern
information technology, but also an inevitable choice for the mode of commercial
operation. Increasingly, with huge amount of corporate data, the real value there is
little information, using data mining technology from the large amounts of data
through in-depth analysis, which is conducive to business operations, improves
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competitiveness of information, gives unique advantages to the enterprise, and
promotes management and technological innovation.

8.5 Conclusions

This paper presents the building of an e-commerce trading platform based on Web
data mining. E-commerce is carried out using Electronic Data Interchange (EDI),
e-mail, electronic funds transfer (EFT) and Internet technology in personal, cor-
porate, and paperless exchange of information between countries, including
product information, ordering information, financial information and payment
information, security, and authentication information. The ultimate goal is the
business activities of the network, automation, and intelligent. E-commerce
becoming increasingly important in modern business activities, business data
processing, highlighting the importance of data mining. This article discusses the
main methods of data mining in detail and the function and application of data
mining techniques in the e-commerce trading platform.
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Chapter 9
Study on Professional Education
in Liberal Arts Colleges

Ping-an Wang

Abstract In recent years, in order to bring up qualified military personnel, all the
military academies promote the transformation of college education vigorously,
transformation and construction of professional teaching have taken solid steps,
training level and the quality of bringing up personnel have been promoting
continuously. In recent days, the transformation of professional education has
entered into critical period, various contradictions intervene with each other, and
the task of transformation is still very difficult and important. In order to bring up
military personnel who adapt to information war, we must face the appearing
contradictions and issues carefully, and we should promote the deep development
of professional education vigorously with forward-looking vision, developing
perspectives, science initiatives, and strengthen the power of reform and
information.

Keywords Military personnel - Professional education - College education

9.1 Introduction

Since 2003, all the military colleges have transformed from basing on academic
education to professional education, the prototype of professional education has
transformed, in the procedure of transformation, although we reach some inspiring
achievement, there are also some problems which need to be solved [1, 2]. This
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article discusses some problems which need to be solved in liberal arts’ profes-
sional education classes’ gap development.

9.2 Numbers of People in Professional Education Classes

One important feature of professional education is to integrate closely with the
actual needs of the workplace and improve the ability of students’ operational
control and taking office. Therefore, professional colleges must choose case study
and discussions and other teaching methods [3, 4]. But if we want to make
teaching methods achieve effective results with both appearance and spirit, we
must adjust and compress the scale of professional education classes. First, it is
beneficial to realize various teaching methods [5, 6]. According to the present
teaching methods, every class of every time will have about 100 students, every
topic will have 150 min, if every learner speak for a minute, the teacher’s teaching
time will be at most 50 min, while it is unrealistic to teach all the topic and make
students master the whole material. Second, we can prevent from the appearance
of students who are “in business” or “in holiday”, we even have the phenomenon
that many cadres in a division-level unites study in a same college [7]. There are
many reasons of this case, but the main one is that the quota of people of cadre
training is overfull. As to the army, if opportunities of cadre training are overfull,
leaders will prevent some capable cadres from studying in colleges with various
pretexts, they always think that the organization is very busy, and people are much
needed; there are many opportunities for training in the future. As a result, people
who want to get training cannot come and the idlers of the training get education
instead of them, the important point is that these people do not participate actively
in colleges or study vigorously; they go on holiday by the name of study. This not
only causes the waste of educational material, but also makes the capable cadres
loose the opportunities for further study.

9.3 Issues About Professional Educational
Teaching Methods

In order to supply high qualified, very capable and sound proficient military talents
for the army, we must reform the present teaching method. Although discussions
and case study are advocated, as to the interaction of the class, learners are basically
being taught, not participate actively. One of the reasons is that the theme belongs
to new knowledge, and students never learn it before, thus they cannot answer the
instructors’ questions. The second reason is that learners never consider the
instructors’ questions carefully or look into materials, they are afraid of answering
incorrectly, so they choose being silent. The third reason is that students’ learning
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initiative is not very high; they are not willing to answer the instructors’ questions.
In terms of this phenomenon, teachers can only force students to answer questions
by reading the name list, this will not make atmosphere active, quality and effect of
teaching is weakened largely.

Students like case study course, discussion course, and practice course instead
of teaching course, the main reason is that in the former courses, they can express
their own ideas, acquire other learners’ analysis, and have opportunities of
debating, while in the later class, they can only listen to the teaching of the
instructors, as to practical experiences, they can only pursue by themselves. In
order to change this embarrassing situation, we must transform the present
teaching method. In order to mobilize the enthusiasm of the students’ learning and
make them participate in the whole teaching actively, we should make teaching
and communication interact with each other, every topic divides into teaching,
discussing, topic speaking, and other sections. The time of every morning is
divided into two periods, one is teaching period, time is adjusted to 120 min
(special courses are not included). The second one is discussing period, time is also
120 min, the discussion is appropriate in the next day or afterwards. In discussion,
teachers should base on the last course’s questions mainly, speaking should be
individual or team as a unit, instructors should organize students have deep dis-
cussion combined with forces. To be specific, in teaching period, instructors
introduce the general knowledge of the topic, research results, and developing
trend and so on. As to the division of the relative contents, we should sum up
various topics’ actual situation and cannot have interference forcedly. That is to
say, to some topics, principles are the focuses, to other topics, research results are
the focuses, to some other topics, and further development should be the focus.
The questions of every topic should integrate with the current situation of the
army, they should be targeted, and teachers should make every student have
individual ideas. In discussing period, instructors (professional instructors are not
necessarily) lead the students to have discussion of the last course’s questions. If
the number of people in training class is overfull, the students should speak by
team as a unit, each team competes with each other, and we choose the team which
has distinguished ideas. As the topics of discussions are overfull, the entire
members are required to make preparation carefully. In order to prevent individual
students from meeting the job, the speaker of the team every time is chosen at a
random. The reason of arranging discussing time in the next day or afterwards is
that the new knowledge which is taught by the instructor is still staying in the
student’s brain, and instructors should give students rich time to prepare, they can
search, sort out, analyze, and deal with various references, in this way, students
can involve into the discussion and communication actively, the type of study
changes from passive study to active study, students’ study initiative is thus
promoted. In topic discussion, the instructor is only the host who guide the student
to discuss problems, as long as there are no issues related to the principle, no
staying from the point, no personal attacks, students are allowed to develop freely,
instructors cannot intervene forcedly but make comments, reward the active
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speaker or the team which also has quick thinking, exclusive ideas, they correct the
irregularities appropriately in order to make other topic discussion progress more
soundly.

9.4 Issues About Professional Education Course Design

Professional education is the practical education which is based on training
teachers’ professional ability and its final object is to bring up military personnel
who have high quality. Therefore, teaching system of professional system should
be focused on the professional ability, constituting course structure according to
the ability, choosing teaching contents carefully around ability training, forming
innovative training method sticking to ability. At present, the course structure of
professional education is generally the standard module structure system. The
advantages are that teaching system is very stable, time is rich, teaching quality
has been ensured, if the party, country, and army carry out new paths, measures,
policies, and regulations and so on, learners will not understand and master them at
first time. As a result, we must transform the present course system, and implement
“menu” course system. The so-called “menu” course system means increasing the
related topic anytime according to the trend of situation and demand of students;
this applies to the feature and rules of the development of professional education.
While it is unrealistic to take the method of “menu” teaching to all the topics in
professional educational classes, although the current new topics stick closely to
the current status and students’ demand, the number of new topics is limited, the
second reason is tight time, and in addition to that, restrictions about various
elements cannot ensure the teaching method. Therefore, it is the opportunity to
combine standardized module structure with “menu” topics. In order to implement
this total new teaching method, we must do the next work well: one is that
headquarters’ regulations about professional courses’ time should stick to the
principles of rigor integrating with loose. That is to say, after headquarters
determining the entire times of professional education, some individual necessary
courses, the rest course time will be determined according to the specific situation
of every college’s professional educational class, what’s more, the set of curric-
ulum can adjust by individual colleges according to the party central committee’s
decision, the deployment of the central military commission, the developing trend
of foreign military, and the time of training classes. The second point is that the set
of every college’s professional educational courses’ topics should stick to the
principle of flexibility. At present, every professional educational course’s topics
and amount of hours are all arranged before the register of the students, and there
are no reservation hours, if people want to arrange new topics, students’ individual
studying time must be occupied. Therefore, the new teaching method requires that
except from the low limit of the professional education’s amount of fixed hours,
the high limit is also needed, that is to say, some proportion of reservation is
needed (for example: from 10 to 20 %, that’s depending on the times of



9 Study on Professional Education in Liberal Arts Colleges 65

professional education), and so as to setting up new topics according to the new
demand. The third point is that the increased topics should stick to the principle of
putting quality before quantity. Every year, our party, country, and military con-
vene important meetings, in addition to that, the latest foreign developing trend—
war theories, tactical strategies, talent training laws and regulations, and so on can
all be introduced to the students. There is one point which needs to be noted, the
entire “menu” course should be integrated closely with every professional edu-
cational time’s guiding principles and training target, focusing on the large instead
of the small, prevent from the unqualified setting up. In order to ensure teaching
method, “menu” topics should fulfill most trainers’ demand, a month after
opening school, new topics and amount of numbers should be determined, and the
preparing time should not be less than a month.

9.5 Issues About the Construction of the Team of Teachers
in Professional Education

First, we should keep the door of “enter” carefully. In recent days, many
instructors of all the military colleges take the office in the army, many officers in
the army teach in the college, according to the situation from various aspects, there
are quite a lot of advantages, but problems are not less. If we discuss the reason
deeply, one is that instructors are required to see more, listen more, say less or no
saying before taking office in the army, at this moment, they determine themselves
as outsides, thus the gap between officers and soldiers is widened. The second is
that instructors or officers teaching in colleges are mostly regarded as the guests
who are stopping for a rest; they focus on life instead of work. The third is that
instructors’ posts mostly have the occupation without right; they have no speaking
right and decision making right to most of the questions, even if they get some few
opportunities to express their ideas, they have to appreciate quite a lot. As to the
instructors coming to the colleges, they achieve little; teach a topic symbolically,
while officers’ work experiences in the army are rarely taught to the students.
Unfortunately, some officers face the issue of changing jobs for they have no post
when they return to the army. This phenomenon illustrates that when we study the
foreign military, we must understand the deep spirit on the occasion of integrating
with our military’s actual situation, regulate the related regulations instead of
copying directly. As to the current problems, except from making related regu-
lations perfect, we should make relative adjustment about the time of taking the
office. Anyone who comes to a new organization, they should have longer time to
understand and know new organizations and their related staffs well. Conse-
quently, in order to ensure instructor and officer work carefully, their working time
should be adjusted to 2 years, and their posts will be designated by headquarters’
or the regions’ for the reason that they issue the document. In 2 years’ time, from
understanding, knowing well to integrating and involving oneself into a member of
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the army or the college and taking part in the decision finally. In the working time,
all the relationships (except the file) are transferred into their short term organi-
zation, and they involve into the new organization actually, transfer the post, raise
the post and their posts are not being influenced. Only in this way, can instructors
understand the truth of the army, and acquire some practical experiences. At the
same time, instructors can also learn the related principles and knowledge in
colleges and direct the work in the army.
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Chapter 10
Reform of College Advertising Teaching

Ying Guo

Abstract The advertising industry has been one of China’s most important
industries for decades. Advertising higher education has offered a strong support
on the development of the Chinese advertising industry through providing the
qualified workforce needs. Through reviewing and analysis the brief history and
current major changes of China’s college advertising teaching, the research indi-
cated that the China’s college advertising teaching has. Reformed and developed
responding to social and economic development needs; on the other hand, the
relationship between college advertising teaching and advertising industry is
interactive.

Keywords College advertising teaching - Reform - Curriculum

10.1 Introduction

The advertising industry, which is currently one of the most globalized industries
in terms of production, distribution, and consumption, has played important role in
the development of economy and society in China for decades [1]. The college
advertising teaching, born in early 1980s, has laid a solid foundation for China’s
advertising manufacturing industry [2].

During the past two decades, China’s college advertising teaching has experi-
enced significant transformations to accommodate the development of society and
economy [3]. In a new century, the fast increasing of higher education, the

Y. Guo (X))
Henan University of Technology Zhengzhou, Henan 450000, China
e-mail: guoying@hrsk.net

Z. Zhong (ed.), Proceedings of the International Conference on Information 67
Engineering and Applications (IEA) 2012, Lecture Notes in Electrical Engineering 219,
DOI: 10.1007/978-1-4471-4853-1_10, © Springer-Verlag London 2013



68 Y. Guo

application of high technology,and China’s increasing participation in global
economy has speeded up the development of advertising industry and education of
advertising majors in China [4]. However, the challenges of new society and
problems of employability have been critical. Some of the problems have been
predicted and identified by many researchers [5].

New challenges and problems have urged the further reform in college
advertising teaching. One purpose of this chapter is to analyze the current changes
in college advertising teaching during the past two decades [6]. Another purpose is
to identify the new challenges and problems met in terms of globalization, mass
higher education, and higher technological revolution, and to explore the areas
emergent to reform. The paper was organized into the following three themes with
regard to China’s T&C higher education: brief history, reform and development,
new challenges and further reform needed [7].

10.2 Reform and Development

Since the implementation of nationwide reform of higher education in late 1990s,
the college advertising teaching has made significant development.

10.2.1 Advertising Specialty Adjustment

To solve problems that existed in former higher education such as meticulous
division of majors and extremely narrowed specialty ranges [8], the new round of
reservation of undergraduate specialty catalogue taken charge by the Ministry of
Education, began in 1997, completed and issued in July of 1998, with the total
number of specialties reduced from 504 to 249. In accordance to the adjustment of
specialty adjustment, fashion/advertising design was transferred from a single
structural specialty to a specialty orientation of the art design specialty, with clear
guiding ideal to strengthen basic, dilute the professional, expand knowledge, and
to train personnel with integrated high quality. The current advertising related
programs, according to 1998 undergraduate discipline catalogue, are listed in
Table 10.1. From Table 10.1, there are three advertising related area, which
belong to three specialty, in current college advertising teaching system: fashion/
advertising design and engineering, a specialty within category of light industry,
awarded with bachelor degree of engineering or literature; fashion/advertising
design, a specialty orientation of art design specialty, within category of arts;
fashion performing and design/marketing, a specialty orientation of art design
specialty, within category of arts.
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Table 10.1 Current undergraduate specialties catalogs of advertising programs in China

Discipline categories Categories Specialties/
orientation
Engineering science Light industry Advertising design

and engineering
(note: bachelor
degree of be
engineering or
literature can be
awarded)
Literature Arts Art design (fashion
design)
Art design (fashion
show fashion
design)

10.2.2 Reform of Teaching Contents and Curriculum
in Advertising Programs

During the periods 1980s and 1990s, that is, the early stage of development of
college advertising teaching, as an emerging specialty, advertising programs have
had problems of low qualification teachers, school education and industrial
development out of line, irrational course structure, outdated teaching contents,
and so on. At that time, students major in advertising design, who usually focused
on creative design but neglected product design, were highly skilled in fashion
drawing but quite weak in advertising technology; on the other hand, students
major in advertising design and engineering, who usually focused on theoretical
learning but neglected practice, were poor at practical ability, hardly to adapt to
clothing industry rapidly. In response to these problems, higher education insti-
tutes with advertising programs launched reform of teaching in succession, and the
situation was significant changed.

First, through in-service training, offering in-service degree education, selecting
teachers to go aboard for advanced studies and carrying out cooperative research,
the knowledge structural of teachers has been adjusted. Many young teachers with
Ph.D and masters awarded by institution abroad or at home, have been replen-
ished, and the degree structure of teachers has been improved.

Second, in the light of diversity training objectives, a new curriculum structure
of “platform 4+ module” have been adopted (see Fig. 10.1). The platform cur-
riculum, which is designed in the light of discipline feature and common devel-
opment needs of students, consists of public basic courses (namely general
education courses), basic courses of curriculum consists of a set of module courses
of specialty orientation, which is designed in the light of occupational character-
istics and individual requirements of personnel training. For instance, according to
2010 curriculum at Zhejiang SCI-TECH University, four modules of specialty
orientation, including men’s wear design, shoe and bag design, knit wear design,
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Fig. 10.1 Curriculum structure of “platform + module”

and high fashion design, are involved in art design (fashion design) specialty; on
the other hand, three modules of specialty orientation, including advertising
technology and management, fashion merchandising, and advertising international
trade, are involved in advertising design and engineering specialty.

Third, through integrating new technology and new knowledge into curriculum,
the relatively advanced teaching contents have been shaped. With rapid progress in
information technology, the computer skills have been required for qualified
personnel, and new courses concerned with computer-aided design. Manufacturing
management has been involved in curriculum of advertising program. In recent
years, China garment industry has shifted from traditional production-based to
brand-based, which requires graduates to have some sense of the market and brand
awareness. Adapting to this, fashion marketing and merchandizing courses were
introduced to teaching area of advertising. By boosting combination of engi-
neering, art design, economy and management, advertising program becomes
multi interdisciplinary.

10.2.3 Development of International Cooperation and Exchanges

Since the accession to the WTO, China’s increasing participation in global
economy and world affairs has speeded up the globalization of clothing industry,
which impact on the strong demand of local clothing professionals with interna-
tional competitiveness for clothing industry, pushing the international cooperation,
and exchanges of advertising higher education to become more and more active in
China. Various forms of international cooperation and exchanges emerge,
including: Educational institutions of international cooperation, for instance,
Raffles design institute, Shanghai, which is an international design institute
cooperated by Donghua University and Raffles design cooperation of Singapore;
Educational projects of international cooperation, for instance, Donghua
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University and Bunka Fashion College of Japan in cooperation with the fashion
design project for undergraduate education, Zhejiang SCI-TECH University and
New York State University Fashion Institute of Technology in cooperation with
the fashion design project/advertising design and engineering project for under-
graduate education; Other forms, such as 1 year or 2 year exchange project,
international exchange course regularly taught by foreign professors, Overseas
visits, and exchanges, etc.

In recent years, China fashion institute and department, focusing on training
excellent local talent with international version, have learned and introduced
international advanced education concepts and methods through international
cooperation and exchanges, prompting the internationalization and development of
college advertising teaching.

10.3 Current Challenge and Further Reform Needed

In response to the emergency of mass higher education, the influence of globali-
zation, the advance of economic, and clothing industry, there are current
challenges and problems that the restructured and transformed Chinese clothing
higher education are striving to meet or overcome, which will be discussed below.

10.3.1 Challenges of Globalization

The process of globalization is making higher education more important than ever
before, and the neglect of this sector seriously threatens development. Globali-
zation exerts new pressures on college advertising teaching, making reform
essential [9]. In the era of globalization, the college advertising teaching system
should be adjusted to satisfy both the requirements of the global labor market and
domestic social and economic needs. With globalization, the industry has more
considerable impact on the global economy. Accordingly, advertising education
should encourage comprehensive understanding of the global market as a site for
production, sourcing, marketing, and consumption.

In a global environment and knowledge-based society, today’s world requires
problem-solving skills and flexibility to match the fast-changing world. College
advertising teaching institutions must teach their students not only what is known
now, but also how to keep their knowledge up to date. Accordingly, the creativity
education accompanying with lifelong learning ideals should be focused instead of
rote learning supported by memory.

Globalization makes opportunity for people to burrow out of the confines of
their own institutions and link up with others to solve problems, through cross-
institutional and cross-border networks. College advertising teaching systems
should grab hold of the opportunities offered by global integration through further
international cooperation and exchanges.



72 Y. Guo

10.3.2 Challenges of Employability

The second major challenge comes from the development of mass higher educa-
tion in China. Since 1999, China has expanded its higher education at a remarkable
speed, the college enrollment of new students and number of students at school is
more doubled than those in previous years. The same thing has happened in the
sector of advertising majors, resulting in poorer levels of education among the
students admitted. Increased numbers of students, a shortage of well-fitted pro-
fessional teachers, the lack of teaching resources and inadequate instruction in
larger classes are likely to bring about poor results, consequently affecting the
competitiveness of graduates in the job market.

Since rapid progress in China’s advertising industry, the scale of advertising
industry, including number of employees, output value, and foreign exchange
earned through export has been increased quickly resulting in strong demand of
well-trained professional talent. However, the employability problem, which is
attributed to a lack of labor market intelligence and knowledge gaps between
higher education institutions/graduates and regional employers, has been a critical
challenge for current advertising higher education. In terms of the problem of labor
market matching, the advertising educator should keep in mind the mission of
producing graduates who have the right skills and competencies to match
employer needs and improve education quality through further comprehensive
reform Challenge of information technology revolution.

The third major challenge comes from the development of information tech-
nology. In recent years, since the advertising industry is being revolutionized by
information technology. The use of this technology exists in all phases of the soft
goods chain- from design through production to distribution and retailing.
Accordingly, colleges’ education future advertising talents must prepare their
graduates to work not only in a creative capacity, but also in a technologically
sophisticated workplace.

Current computer use in advertising program in higher education is increasing.
Students receive computer instruction through general education curricula and
professional curricula. But the discrepancy exists between industry and the edu-
cational institutions that train students. In order to keep abreast with an increas-
ingly computerized advertising industry, curriculum should be updated, shifting
from traditional course to new course with further computer application, for
instance, computer technology applications to advertising design, pattern making,
marking and grading; computer-aided experimental learning for visual merchan-
dising: using AutoCAD for retail store planning, layout, and design.
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10.3.3 Curricula Updating and Diversification

In terms of globalization and employability, Curriculum reform is widely recog-
nized as being necessary to ensure higher education institutions to produce
graduates capable of participating and competing in the emerging global society.

The curricula uphold the mission foci through appropriate courses offerings that
address segments of the textile-advertising-retail pipeline [10]. The current textile-
advertising-retail pipeline is the long and complex global supply chain which
encompasses all of the production activities of the textile-advertising complex as
well as the functions of distribution and retail operations to the end users/con-
sumers (Fig. 10.2). In light of strong demand of professionals with high quality in
various segments of industry, the curriculum ought to encompass the segments of
textile-advertising-retail, addressing the areas of advertising design, advertising
production, fashion merchandising, business management and marketing.
Table 10.2 lists the current advertising related programs in USA in accordance
with the latest Classification of Instructional Programs (CIP 2000), which show the
diversity of the programs encompassing segments of the entire advertising chain.
According to statistics, the undergraduates who are enrolled in fashion merchan-
dising are much more than in any other specialization within adverting design,
moreover fashion merchandizing is the largest major at various institutes.

However, since for a long period, the china advertising industry have focused
on manufacturing, corresponding, China’s college advertising teaching empha-
sized the upper stream activities of the textile-advertising supply chain, such as
advertising design and manufacturing, but neglected the downstream activities like
marketing, retailing, and consumer research. According to four scholars’ investi-
gation, there is not a clear academic identity in regard to fashion merchandizing
programs in China.

Therefore, fashion merchandizing major/specialty should be constructed and
merchandizing, marketing, and global resourcing education should be strengthen,

Home
Synthetic fibers furnishings
: 2 End users/
Dismbution/
Textle Apparel S —>
ppa Retailers Consumers
component
Natural fibers Industmal products
Textile-A
» extile-Apparel «
\ Textile-Apparel Retail Supply Chain f
X Upstream Activities Dovmstream Activities P

Fig. 10.2 Comprehensive textile-advertising-retail pipeline
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Table 10.2 Current undergraduate specialty catalog of advertising programs in use

Discipline categories Categories Specialties/
orientation
Family and consumer Advertising Advertising
sciences
Business, management, Specialized sales, merchandizing and Fashion
marketing, and related marketing operations merchandizing
support services
Visual and performing arts Design and applied arts Fashion/
advertising
design

through introduction of fashion merchandizing curriculum from advanced coun-
tries of advertising higher education and in-depth reform continually.

10.3.4 Seamless Linkage of Knowledge

In the past, each segment in the textile-advertising-retail complex operated more or
less separately, producing intermediate products for the next stage of the pro-
duction chain. Corresponding, the higher education of different major and spe-
cialization also shows dependent on their knowledge, lacking of interlink. For
instance, the curriculum of fashion design neglects the knowledge of clothing
manufacturing process, and the curriculum of advertising design and engineering
tends to be too technical and product-oriented in lack of sourcing, marketing, and
consumption education.

The updating clothing industry and the development of increasing integrated
industry chain proposed new requirements on graduates. To solve problems faced
in real world requires the graduates to be equipped with complete knowledge
structure. It means seamless linkage of knowledge in advertising education of
different majors should be constructed through offering a general knowledge of
advertising area for all different advertising majors to understand each other and
communicate efficiently which is very important in vocation. On the other hand,
professional education should be concentrated to help graduates to meet
employment qualification.

10.4 Conclusions

In the twenty first century, the college advertising teaching is meeting new chal-
lenges and problems in terms of globalization, mass higher education, and higher
technological revolution. In order to improve China’s advertising industry
competitiveness in the global textile-advertising supply chain, and to produce
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graduates capable of participating and competing in the emerging global society,
China college advertising teaching should conduct complicated reform and
reconstruction, including further international cooperation and exchanges, further
computer application in curriculum, strengthening merchandizing, marketing and
global resourcing education, curricula updating and diversification, and seamless
Linkage of knowledge of different major and specialization.
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Chapter 11

Study of Comprehensive Training

in Import and Export Business in Higher
Vocational College

Yuying Zhu

Abstract Comprehensive Training in Import and Export Business is an operating
practice curriculum for students in International Trade Major, which includes
extensive professional knowledge, multifarious contents and is teaching
demanding. Develop and construct the curriculum by aiming at Comprehensive
Training in Import and Export Business, discussing the course arrangement and
organizing implementation of comprehensive training from thinking and practice
two aspects. Introduce the foreign trade business environment into school and
innovate the mode of “teaching-business”.

Keywords Training course - Curriculum development - Curriculum construction -
Teaching practice

11.1 Introduction

Vocational technical education is different from the general education, of which
the goal is to train high technology applicative talents that meet the demands of
front-line production and service, making students master the skills required in
practical work at school and achieving a seamless link without gap between school
capacity-building and capacity that required by the employers [1, 2].
International trade is a major of strong practicality [3, 4]. It is difficult for
students to understand and master the professional content and rely solely on
classroom teaching, which requires students in relevant specialties can be trained
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by system operation on the transaction procedures of various trade modes, cus-
tomary closing conditions, and form of settlement after completing the main
professional courses. But most colleges and universities can not provide such
systematic training for students in the major international trade. There are mainly
two reasons in the following.

11.1.1 As May Involve Trade Secrets

Student internships cannot bring benefits to the enterprise and other reason, the
general foreign trade enterprises are not welcome students to practice, resulting
students in the major of international trade difficult to practice.

11.1.2 Even If the Students Practice in Foreign Trade
Enterprises, Due To Their Different Nature

There are some limitations on the types of the foreign trade business [5, 6]. For
example, in a foreign trade enterprise of pure trading, it is difficult for them to
come into contact with the processing operation, which makes students to only
practice in a single trade mode in their internship [7, 8].

In view of solving the above considerations, it is necessary for us to add
Comprehensive Training in Import and Export Business course as an additional
professional training program to enable students build simulating environment of
foreign trade business in school with practicality, applicability and integrity,
playing different roles in the foreign trade business, exercising the simulating
practice of import and export business operations according to the actual operation
of the business process, completing a variety of trade-related business operations
after finishing the professional-related courses. Let students on the scene person-
ally face with practical problems, integrate all knowledge of various subjects what
they have learned,and thus enhance the comprehensive professional capacity for
the upcoming internships and making preparations on social employment.

11.2 A Train of Thought on Curriculum Development
and Construction

Starting such a comprehensive training courses must meet three conditions: a high
degree of simulation of the foreign trade business workplace environment; the
declared software by enterprises from relevant government departments; the trans-
action background conditions that students should know while training; the related
operation files such as training guide books.
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11.2.1 A High Degree of Simulation of the Foreign Trade
Business Workplace Environment

Business environment provides adequate conditions to cultivate professional
ability. To enable students systematically, comprehensively, standardized master
all aspects of import and export trade skills and methods of operation, creating a
high degree of simulation professional environment of foreign trade business is
indispensable.

11.2.2 Declared Software That Integrate Every B2G Process

In practical work, there is a process of network declaration (i.e., B2G) by an
enterprise through software platforms such as China Electronic Port, etc., for
Administration of Exchange Control, the Customs, and other government
departments along with different aspects of foreign trade, while such platforms do
not open to colleges and universities, and which can only be used by the real
business that is licensed and approved by the relevant authorities. In the training
process, we also need to cooperate with such a declaration software, and only
through such declaration software, can we provide students a business environ-
ment same with the practical business operations.

11.2.3 Typical Import and Export Operational Projects
and the Relevant Working Documents

International trade business is of high specialization, involving a large number of
international operating rules and policies changing quickly, if the modes of trade,
customary closing conditions, and payment terms are different, the business pro-
cesses are different with complex operational procedures, various types of com-
plicated documents, a variety of risks, and uncertainties. To enable students have a
systematic operation training under various different transaction procedures and
comprehensively improve their vocational technical skills, approach capability and
social competence, the contents of training must be overall designed.
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11.3 The Practice of Course Development
and Construction

11.3.1 Condition Construction of the Comprehensive
Training Course

From the years 2007-2008, International Trade Major at Nanjing Institute of
Industry Technology takes the construction of characteristic major of the first
national demonstration higher vocational colleges as an opportunity.

11.3.1.1 Highly Emulation of the Foreign Trade Business Workplace
Environment

An import and export business is often through market research, business nego-
tiation, contract fulfillment, and other operation processes, for this reason, we built
an international trade comprehensive training center of 400 square meters, which
has trade negotiating room, the sample show room, import and export department,
general manager’s office, and with integrated services of import and export
business lobby of nearly 20 departments’ stations such as commodity inspection,
customs, banks, insurance companies, freight forwarding, shipping companies, and
so on. In order to enhance the simulation of training and operability, it is also
equipped with the necessary office equipment and workplace environment was
arranged carefully, for example, there are office desks and chairs that are used in
the office premises, printers used for printing documents, telephone facsimile
machine for students while they do business negotiations, sales responsibilities on
the corresponding station wall, etc., in import and export department, all these
have strengthened the fictionalization of the training environment and the layout of
the workplace.

11.3.1.2 Declared Software That Integrates Every B2G Process

The declared software that integrates every B2G process is through more than a
year of research and development with the professional software company which
can apply for licenses, certificate of origin, and can perform commodity inspec-
tion, customs declaration, verification of export earnings, import verification, and
tax reimbursement, etc.
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11.3.1.3 Typical Import and Export Business Items and Related
Working Documents

The key to achieve the objectives of comprehensive training course lies in the
great care while compiling the training projects and effective organization. To this
end, we transfer the dual-qualified teachers with rich foreign trade experience to
form a specialized project development team, tracking typical business operation
deeply into the training base unit, and converting it into six representative teaching
projects that are practical in schools, and with controllable processes which cov-
ering a variety of import and export flows, losing conditions, settlement, regulatory
conditions, and industry product distribution (3 general trade export items, 2
general trade import items and 1 processing program). After finishing the com-
piling, and then expound and prove the working documents such as project con-
tent, organization and implementation, and the teacher’s tutorial manual, student
handbook, project charter, teaching standards of the training course, etc. by team
teachers and experts from the foreign trade enterprises to ensure the authenticity of
the content, controllability, and ordered training arrangements.

11.3.2 Course Arrangement of the Comprehensive Training
and Organizing the Implementation

11.3.2.1 Course Arrangement

This course is arranged in the fifth semester after students finish the professional
curriculum and before the internship for 5 weeks.

Conduct 2 day training on approach abilities and social skills by business
experts at the beginning of the course, and then carry out specific training projects
in sequence, about 3.5 days for each project.

11.3.2.2 Organizing the Implementation of Each Training Item
of the Course

Each training item is approximately organized and implemented according to the
following procedure:

Issuing the assignment—guiding the project implementation—implementing
the project—commenting on the program

Issuing the Assignment

The instructor of the training program should issue the paper assignment or
electronic manuscript in advance through campus network to the training classes
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not later than a week before training. Familiarize students with the project content
and let them get early access to the relevant trade background information ahead of
time such as consulting the main markets of the products, price quotations and
restraint of import and export trade, etc. Get students do cost accounting, prepare
and get aware of the business negotiation while training.

Guiding the Project Implementation

The advisor of the project should make layout description on grouping, role
allocation, implementation requirements, and the necessary precautions while
formally implementing the project.

Implementing the Project

Students should complete the project mandate according to the actual import and
export business process by entering into their designated roles in the working
position.

Commenting on the Program

In the project implementation process, the instructor would comment on the
completion of the whole project after finishing each training project.

In the period of training, except inviting the experts in practice base unit to train
students abilities on interpersonal communication, negotiation and communica-
tion, team work, and so on, we also arrange for the morning assembly every day,
asking students to train with the given work cards and sit in the working position,
and require the students to act consistently with the role of identity and in proper
demeanor and pay attention to the sanitation of office environment, etc. and
demand students to switch roles among different projects. In this way, based on
grasping the specialized knowledge, let students perceive the operations man-
agement of the actual foreign trade enterprises earlier, so as to enhance the
vocational and technical ability of students, the methods ability to complete the job
and interpersonal and communication skills, good psychological quality to over-
come difficulties and setbacks and other social abilities.

By means of simulating foreign trade links, this course has strong simulation
and practicality by letting students simulate each step of the actual operation. After
nearly 2 years of preparation and construction, the course of Comprehensive
Training in International Business in our college has been put into use for more
than 200 students in the major of International Business since the second half of
last year. Students participated in the comprehensive training generally reflect:
after comprehensive training in our college, there is no panic while encountering
the real business problems in the practice unit, and review the comprehensive
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training program participated, the solution to the problem can be found by con-
sidering the practical situation; the enterprises that accepted our internships who
received comprehensive training reflect that the internships from our college can
get started quickly, with strong adaptability and practical ability, and can quickly
finish the specific trade orders independently under the leadership of the master.
From the feedback from students and employers point of view, the course of
Construction of Comprehensive Training in Import and Export Business in our
college has got preliminary achievements

11.4 Several Issues Should Be Noticed in the Curriculum
Development and Implementation

This course draws on the teaching and factory pattern of Singapore Nanyang
Polytechnic, introduce the foreign trade business environment into school, inno-
vate the “teaching business” mode, and hope to provide certain reference of
problems on “the unity of learning and working” in courses of international trade
category and even business administration. But the following aspects of problems
should be concerned:

To ensure that training is not out of line with actual business operations, project
content should be timely amended based on the continuous development of trade
modes and adjustment of national trade policies to ensure the timeliness and
novelty of the training programs.

The student’s evaluation and assessment methods and student performance
evaluation criteria should be clearly defined in the teaching documents. In training
process, the instructor should completely record the examination of each training
session for students.

Training organization, Due to different roles have different volumes of business,
the instructor should make a round consideration, reasonable arrangements and
ensure that each student has full training workload
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Chapter 12
Reliable and Energy-Efficient Routing
Protocol for Wireless Sensor Network

Liwei Tan

Abstract This paper gives hop based routing protocol a detailed analysis, then a
new routing policy—Reliable and Energy-efficient Routing Protocol for WSN
(REERP) is proposed. In data transmission phase, REERP makes parents and sib-
lings as forward selection; relying on a formula for evaluating the routing quality,
routing mechanism has a comprehensive consideration of the forward selection;
trigger update mechanism is used to maintain dynamic network topology and avoid
“routing hole”; data packets act as a part of routing packets, which can reduce
network maintenance cost. Compared with, DD, join-MHC in omnet ++ simulation
tool, REERP proves its strength in load balancing, congestion avoidance, extending
network lifetime, reliability, and low routing overhead.

Keywords Wireless sensor networks - Hopbased routing protocol - Load
balancing

12.1 Introduction

Routing protocol design is an important research area in wireless sensor networks,
reliable, low-cost, and easy to maintain are design goals of WSN routing protocol,
Single path routing algorithms in WSN focus on picking up an energy efficiency
path from interconnect sensor nodes network, e.g., DD [1, 2], Minimum Cost
Forwarding [3, 4]. They make sure data is transmitted on optimized path and
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prolong the lifetime of the network. Besides energy efficiency, multipath routing
take advantage of interconnect nodes network to enhance data throughput and
packet delivery ratio. Hop-based routing protocol has been receiving extensive
attention for its simple and effective design ideas.

In WSN, both suddenly burst large amount of information and frequent event
reporting will rapidly create shortage of resource (buffer space, energy) which
leads to congestion and consequently packet drops. Congestion often happen in the
middle or near the sink node of the network, it causes the reduction of node
throughput and packet delivery ratio. It also increases time delay and energy
wastage. Congestion control in WSN is particularly difficult as data is periodically
collected in response to detected event. In Wireless Multimedia Sensor Networks
(WMSN) [5, 6], video sensors are used to enhance the capability of event
description [7]. Video sensors can generate image and video streaming data, which
with heavy load require higher transmitting capability (bandwidth). Since high
transmit rate is required for multimedia packages, congestion in WMSN is more
prone to happen. So, congestion control is of prime importance in WMSN.

The problem of congestion control has been addressed in many works, e.g.,
CODA, ESRT. They analyze how to detect and control congestion but mainly
under transport layer. For addressing multimedia packets transmitting congestion
problem and assure reliably, we believe cross-layer scheme which considering
under the whole framework will benefit in solving this problem. In this work, we
not only consider proposing a routing algorithm underneath in WMSN but also the
congestion problem following this algorithm. For this target, we proposed a
Minimum Hop Disjoint Multipath routing algorithm with Time Slice load bal-
ancing congestion control scheme (MHDMWTS) to ensure reliability in WMSN.

The concept of minimum hop count (MHC) routing is introduced in papers [8],
sink flooding package to whole sensor field to form gradient hop count field.
Considering energy, the source transmits data only from bigger hop count number
nodes to small number nodes. The strength is that every node in the field can easily
find an energy efficient route to sink. But by sending packets to all available
neighbors will cause short network lifetime for wasting too much energy in nodes.
Also no specified multiple paths to transmit multimedia packets will easily cause
congestion at the nodes near sink. In our work, after minimum hop count field
formed, most efficient disjoint paths with least time delay will be selected to
transmit packets.

Fully disjoint path from source to sink is not easy to form at building up phase
of sensor network. Considering resilient and energy, after primary path is con-
structed, without global topology knowledge, disjoint paths are dynamically
constructed. It requires much computation and time in nodes to find the alternate
path and the path found could be long. In our proposition, the computation is
happened at sink and the alternate path is chosen quickly after primary path
constructed. And the length of the paths is all under minimum hop field control.
The simplicity and time is of prime importance in our routing algorithm.
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In this paper, an improved hop-based routing protocol (REERP) is proposed.
Like MHC [2] protocol, REERP divides network work cycle into gradient phase
and data transmission phase. In gradient phase, nodes delay in sending gradient
packets to avoid redundancy packets and reduce cost of establishing gradient; in
data transmission phase, REERP makes parents and siblings as forward selection;
a formula (routeScore) makes comprehensive consideration of the forward
selection. A trigger update mechanism guarantees a real-time dynamic network
topology.

12.2 Strategies of REERP

REERP also belongs to a hop-based routing protocol in that it utilizes “hop count
information” of sensors towards a sink for packet forwarding. The protocol has
two phases: Gradient setup phase, Data transmission phase, and also has own
routing update mechanism.

12.2.1 Gradient Setup Phase

Step 1  When a sensor (source) is activated, it will send out the path build request
package to the neighbors where hop count is smaller than the sink. The
neighbors receive the request package and add node number of itself into
the package, also add the timestamp of this node, then send out to its
smaller hop count neighbors. This package which contain the route node
number and transmit from high hop count to low will finally reach to the
sink. The first package reaches the sink which with least time delay
contains the primary path information. Each sensor node starts Time Out
timer when it receives first INIT packet, the timer composes of two
fractions, one fraction will be chosen proportional to the measured LQI-
value in the incoming INIT packet, the other fraction will be a coefficient
w(l), go to step 3)

Step 2 After the first package reach the sink, there still have other packages
coming from different routes to the sink. When a new package arrives,
extract the route and compare to the primary path. The comparison is
simple. If there is joint node, then discard the package. If not, the
alternate path is found. Continue to receive package and compare with
both primary and alternate path to find the backup path. If after a timeout
the backup path is not found, then give up on backup path. At last, paths
are found

Step 3 Put each INIT packet information into alternative queue, then compare
HCqeir with HCinir packet PIus 1, if HCgeif > HCinir packet +1 0r HCeit is
NULL, then to HCr set HCinir packet +1, Otherwise do not update HC )¢
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Step 4 If the timer times out, then broadcasts own INIT packet with own
information, then go to step 4), otherwise go to step 2);

Step 5 Check alternative queue, put the node information whose
HCiNir packet = HCgeip + 1 into parent table, and put the node informa-
tion whose HCinit packet = HCseir into sibling table, silently drop any
other node information

12.2.2 Data Transmission Phase

One sensor node’s state goes into data transmission phase if the following con-
ditions meet: HC,; is not NULL,; alternative queue is empty. This can ensure that:
current node has own HC; current node’s two tables have been completed in part;
current node will not process data packet before the condition above.

The sensor nodes will collect and send data periodically and forward data
packet whose relay node ID is they. When choosing relay node, source node
considers parent nodes and take priority of sibling nodes; in parent or sibling table,
source node chooses only one optimal relay node considering rest energy, com-
munication capacity and history record, which is defined in a formula, routeScore.
Relay node needs to reply ack if it forwards data packet successfully.

Source node will choose relay node that has the highest route Score in one table
(parent or sibling). rest Energy and LQI are got from INIT or ack packets of related
next hop node; success Rate is transmission success rate (0—100), initialized as
100, the rate of related next hop node will be reduced by 1 if one time the source
node doesn’t get ack reply. o, 5 and y are weighted coefficients. The sum of
weights, a, § and y, is set to 1, and o has highest weight because current rest energy
of relay node is the most critical index of evaluating node capacity.

Sensor node selects unique relay node to forward data at one time, which avoids
redundancy of data packets; ack mechanism not only offers transmission reli-
ability, but also helps source node update tables timely; rest energy and LQI value
represent current capacity of relay node, success Rate represents history for-
warding record of relay node, so considering these two aspects, source node can
have a more optimal choice.

12.2.3 Topology Maintenance and Update

Network topology will change with the node energy consumption and other fac-
tors, so the initial routing tables can not reflect the current network topology. In
REERP, data packet has a new bool field: update and the default value are FALSE.
In data transmission phase, sensor node checked HC value of every data packet
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Fig. 12.1 Energy per packet value at: a different packet rate and b different number of nodes

received, if HC > HCy s + 2 or HC < HC,. -2, proves that the node receives
data packets except parent, sibling and child nodes, which means topology is
changed. The paper regards this as trigger update condition, then the node sets
update field of next data packet to TRUE, chooses a relay node in tables and
broadcasts this data packet, meanwhile clears up two tables. The neighbors reply
ack packet if receive this “update” data packet to help the source node rebuilds
two tables.

12.3 Simulations and Results

12.3.1 Simulation Setting

Omnet ++ 4.1 [9] is the simulation tool to simulate and analyze simulation results.
The simulation was implemented with OMNet ++. We considered a square sensor
field of size 400 x 400 m* where 28 static sensor nodes are randomly deployed,
channel delay is 100 ms, packet size is 16 bytes, packet loss rate is 5 %, TTL
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Fig. 12.2 Packet delivery ratio value at: a different packet rate and b different number of nodes

(time to live) is eight, initialized energy capacity is 1,000 units, sending one
packet consumes one unit, receiving one packet consumes 0.5 unit, sensor node is
regarded as “dead” if energy under 300 units. In radiation layout, 25 nodes are
randomly distributed in sensor nodes area, and the horizontal coordinate is
frequency to send packets, namely packet rate; this simulation has contribution to
analyze the affects of different packet rate in a fixed network. In surrounded
layout, the horizontal coordinate is the number of sensor nodes; this simulation
has contribution to analyze the affects of different network size.
Simulation factors including:

e Network lifetime: the simulation duration.

e Energy per packet: measure the energy expended per delivered data packet.

e First Node Dead (FND): measure average number of packets delivered to sink
when first sensor node is dead.

e Packet delivery ratio: measure the percentage of data packets generated by the
nodes that are successfully routed to sink.

e Network maintenance cost: measure the proportion of routing packets and data
packets generated.
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Fig. 12.3 Network maintenance cost at: a different packet rate and b different number of nodes

12.3.2 Simulation Results

Figure 12.1 shows average energy consumption of one data packet in different
routing protocols. Figure 12.2a shows that REERP can transfer data more effi-
ciently than other protocols in higher packet rate. Figure 12.2b shows that in fixed
packet rate, with growth in the number of nodes, average energy consumption is
growing in all protocols, and the result of REERP is similar with that of join-MHC.

The simulation results of Fig. 12.3 show that REERP makes sink receive more
nonrepetitive data packets from entire network in not only different packet rate but
also different network size, which is ensured by parent-sibling design, route Score
formula, and ack mechanism.

Figure 12.4 shows the cost of building and maintaining network in different
packet rate and different network size. Figures 12.4a, b both prove that REERP
pays a minimum price to maintain network topology, which is ensured by
the delay forwarding in gradient phase and trigger update mechanism in data
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Fig. 12.4 a Network lifetime at different packet rate and b FND value at different number of
nodes

transmission phase. In Join-MHC, more useless join packets generates in gradient
phase, and in data transmission phase sensor nodes also update routing information
periodically.

12.4 Conclusion

This paper summarizes the status of hop-based routing protocols for WSN, and
analyses strengths and weaknesses of them, and then designs a new routing
strategy, REERP. We have demonstrated through the simulation that our propo-
sition achieves higher data receive rate and longer network life time, which more
reliable than normal multipath without congestion control. But under higher
package transmit rate from source, both receive rate and network life time will
drop fast. And the redundancy is low in our design. These problems affect the
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reliability of our design and which need further study. The design of a more
reliable routing protocol, which apples to large-scale dynamic network, is the next
step focus.

References

1. Aquino-Santos R, Villasenor-Gonzalez LA, Rangel Licea V, Alvarez Cardenas O, Edwards
Block A (2010) Performance analysis of routing strategies for wireless sensor networks.
Revista Facultad de Ingenieria Universidad de Antioquia 3:185-195

2. Han KH, Ko YB, Kim JH (2004) A novel gradient approach for efficient data dissemination in
wireless sensor networks. In: IEEE 2004 international conference on vehicular technology
conference (VTC), pp 2979-2983

3. Intanagonwiwat C, Govindan R, Estrin D (2000) Directed diffusion: a scalable and robust
communication paradigm for sensor networks. In: Proceedings of the 6th annual international
conference on mobile computing and networking vol 2, pp 56-67

4. Duan WF, Qi JD, Zhao YD, Xu QH (2010) A research on minimum hop count routing protocol
in wireless sensor network. In: Computer engineering and applications vol 21, pp 674—679 (in
press)

5. Ahmed Fisal N (2008) A real-time routing protocol with load distribution in wireless sensor
networks. Comput Commun 31:3190-3203

6. Chiang S-S, Huang C-H, Chang K-C (2007) A minimum hop routing protocol for home
security systems using wireless sensor networks. In: IEEE transactions on consumer
electronics vol 53, pp 1483-1489

7. Powell A, Jarry PL, Rolim J (2005) Gradient based routing in wireless sensor networks: a
mixed strategy. Arxiv preprint cs 051:10-13

8. Zheng MC, Zhang DF, Luo J (2009) Minimum hop routing wireless sensor networks based on
ensuring of data link reliability. In: 2009 fifth international conference on mobile ad-hoc and
sensor networks vol 4, pp 212-217

9. http://www.omnetpp.org, the home of OMNET ++ discrete event simulator


http://www.omnetpp.org

Chapter 13
Research on Minimum Coverage
Algorithm in Wiriness Sensor Network

Gang Hong and Xiao-qin Pan

Abstract A distributed algorithm based on sensing region pixels (ABSRP) is
discussed aiming at the problems of low efficiency to find redundant nodes in
wireless sensor network (WSN). To find the redundant nodes, node sensing region
is converted into a series of pixels. Comparative experiments to existing algorithm
show that this algorithm will affect the initial cover set slightly, and the redundant
nodes can be selected out effectively.

Keywords Wireless sensor networks - Redundant node - Minimum coverage set -
Sensing region pixels

13.1 Introduction

Recent advances in micro-electro-mechanical systems, digital electronics, and
wireless communications have led to the emergence of wireless sensor networks
(WSNs) which consist of a large number of sensing devices each capable of
sensing, processing, and transmitting environmental information. Wireless sensor
network normally consists of a large number of distributed nodes that organize
themselves into a multi-hop wireless network [1, 2]. It is always desirable to
extend the lifetime of sensor network nodes without sacrificing their functionality.
Due to their deployment in potentially harsh scenarios, nodes in sensor networks
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are usually powered by batteries with finite capacity. Thus, the study of power
management is particularly important.

In WSNs, all nodes share common sensing tasks. This implies that not all
sensors are required to perform the sensing task during the whole system lifetime.
All nodes have three modes of operation. In the active mode, a sensor can observe
the environment and communicate with other sensors (or with the base station).
The energy consumption of radio frequency module is the highest in the trans-
mission mode [3, 4]. In the sleep mode, a sensor cannot monitor or transmit data.
The node can change to the active mode, whenever it receives the appropriate
signal (either from another sensor or from the base station) [5, 6]. Obviously, in the
sleep mode a sensor consumes much less energy than in the active mode. Finally,
in the off mode, the nodes are completely turned off. If all the sensor nodes operate
in the active mode simultaneously, an excessive amount of energy will be wasted
and the data collected will be redundant and turning off some nodes or some nodes
sleeping does not affect the overall system function as long as there are enough
working nodes to assure it.

The key idea of this paper is to maintain the full coverage in large sensor
networks by a small number of sensor nodes. The scheduling algorithm should
allow as many nodes as possible to be turned off in most of the time, and at the
same time, it should not reduce the current coverage rate and guarantee the net-
work connectivity. In this paper, a distributed algorithm based on sensing region
pixels (ABSRP) is discussed. Sensing region of node is converted into a series of
points, which is called pixels. When there are enough pixels, we can think that the
pixel lattice is the sensing region. If all pixels in the lattice are covered by other
neighbor node, the node is redundant. After we find out all redundant nodes, that
is, maximum redundant node set, its complementary set—the minimum cover set,
is easy to find out. ABSRP converts a complex NP problem into a location relation
between point and circle, so that the problem has been greatly simplified. The
feasibility and performance of the algorithm is analyzed, and experiment shows
that the algorithm is correct. Comparison experiment with literature shows that
ABSRP can select more redundant node out than existing algorithm [7, 8].

13.2 Problem Description

The coverage of this study is followed by the following basic assumptions:

1) Wireless sensor networks is deployed in a two-dimensional (2D) target rect-
angular area R, and its side length is A.

2) Each sensor node can obtain its own location information through some kind of
positioning algorithm (e.g., GPS).

3) We assume that all nodes have the same sensing range, each node knows its
sensing range r, and its sensing region is a circle with radius r.

4) We assume that communication distance of node is R, 2r <R..
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As discussed above, the main objective of this algorithm is to minimize the
number of active nodes, as well as maintain the original sensing coverage.

To facilitate the calculation, we only consider the neighbors whose distance
from the current node is equal to or less than the sensing radius r as shown in
definition 1

Definition 1 Neighbor Set.
The neighbor set of node i is defined as:

N; = {n € S|d(i,j) <r,n # i}

S is node set in the deployment region, S = {s;, s, ... S,/
d (s; s;) denotes the distance between node s; and node s;.

Definition 2 Minimum Cover Set.

Given an area R and node set S, if R is covered by S’, and R can not be covered
by any true subset of S’ (S’ is a subset of S (§' € S)). We define Set S’ is a minimal
cover set of S. If the node number of S’ is the least, we call S’ is the minimum
cover set.

Definition 3 Redundant Node.
If the sensing region of a node is covered by its neighbors, it is redundant.

As discussed above, sensing region of node is a disk with radius ». We place
K lines horizontally and K lines vertically with equidistant (usually K is odd). The
points that lines intersect lines or lines intersect the circle are called pixels. A
discrete sensing region with 13 rows and 13 columns is shown in Fig. 13.1 Each
node can obtain its own location information, and according to K, coordinate of
each pixel can be found out easily. An array is used to save the coordinate
information of the discrete sensing region. If the value of K is large enough to meet
the computational accuracy, the discrete sensing region can approximate the initial
sensing region well. Then we can say that the discrete sensing region is the initial
sensing region. When we want to judge whether a node is redundant, we use the
point in array instead of the circle, and we only need to calculate the distance
between each pixel and other neighbor node. So this algorithm is easy to realize.

Fig. 13.1 Discrete sensing
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In theory, with the increasing of the K value, the number of pixels will increase,
the distance of pixels will reduce, and the error of calculation becomes small.
When K tends to infinity, the error tends to zero.

Theorem 1 Given: Pixels set of node s;: C; = {p1,p>...Pk.--Pm/> Pk IS the pixels of
node s;
Neighbor node set of node s;: N; = {8, Sp ...Sx ...8;}, Sy is neighbor node of s;.
When the K value is large enough.
If Vpi, px € si,3sy, s € N, there is a d(py, sy), d(pr, S0 < 1.

Here, d(py, s,) is the distance between p; and s,

Then the node s; is redundant. That is, for every py, the distance between p; and
s, is less than r, we can say that the sensing region of node s; is covered by its
neighbor nodes. So node s; is redundant.

As we have known, if the distance between a pixel p, and a node s, is less than
the node’s radius r, that is, d(p;, s,) < r, this pixel is covered by the node.

And now, when the K value is large enough, node’s sensing region is substituted
by pixels set C; If all pixels in a node’s sensing region are covered by its
neighbors, this means that its sensing region is covered. According to definition 3,
it is redundant.

We can judge whether a node is redundant from Theorem 1. That is, when all
pixels are covered by its neighbors, it is redundant. On the contrary, if any of its
pixels can not be covered, it is an active node. A redundant node with 7*7 pixels is
shown in Fig. 13.2. As we see, all pixels in its sensing region are covered by s2, s3,
s4, and s5, so it is redundant.

13.3 Algorithm Based on Sensing Region Pixels

As we have discussed above, we save a node’s sensing region using a series pixels.
And according to Theorem 1, a node with all pixels covered is redundant. So an

algorithm based on sensing region is realized.

Fig. 13.2 Redundant node
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It is a distributed algorithm, and every node calculates and saves its pixels
independently. If a node is redundant according to theorem 1, it gets sleep to save
energy. At last, all active nodes are rested. There are four steps to judge a
redundant node:

Step 1  Every node is set to be active

Step 2 Node distributes and saves its sensing region pixels according to K value
and its position

Step 3 Node sends neighbor finding message, then receives neighbors’ message
to find neighbor and save neighbors’ information

Step 4 Node judges’ redundant according to theorem 1 and redundant node gets
sleep

13.4 Simulation Experiment

In this section, first, we verify the influence of K value, and then K value is chosen.
Then the performance of ABSRP in judging the redundant node is compared to the
performance of an implementation of CPNSS [6], GECPNSS [7], and Chi-fu
Huang [8]. We describe that implementation, the simulation environment, and the
simulation results.

13.4.1 The K Value

As we have known, the greater the K value, the lesser the error of algorithm is.
That is, more redundant nodes are found. But the algorithm needs more time on
calculation. So we must find a K value which can select out enough redundant
nodes, at the same time, the time cost on the calculation is acceptable.

In our experiment, we set the sensing region radio r = 10 m. 100 nodes are
scattered randomly in a 100 x 100 m rectangle. We calculate the average of
redundant node in 100 time experiments to reduce the influence of accidental error.

The relationship between K and active node number is shown in Fig. 13.3 and
Fig. 13.4. When K is small, with the increase of K value, the number is increasing.
After K > 11, the number increases little. That is, when the K value is small, there
are some active nodes considered to be redundant incorrectly. When K value is
large enough, the number tends to be 67 and changes rarely. So we can say that all
redundant nodes are selected without error rarely.

The time of calculation per experiment is shown in Fig. 13.5. With the increase
of K value, the time raises quickly. Algorism needs more and more time to
calculate a node redundant in Figs. 13.3 and 13.4.

Considering with the analysis above, we choose the K value to be 13. It can
select all redundant nodes correctly, and at the same time, the cost of time is
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acceptable. An experiment result is shown in Fig. 13.5. And we can see that the
coverage of the experiment area is not changed if we turn off the redundant nodes.

13.4.2 Comparative Experiments

13.4.2.1 Experiment of Constant Radius

Simulation Parameters: Number of node is set n = {20, 40, ..., 200}. Sensing
region radius r = 10 m. The number of active nodes is compared with CPNSS and
GECPNSS.

When CPNSS and GECPNSS judge a node redundant, neighbor nodes in its
sensing region are considered, and neighbor nodes out of its sensing region are
ignored. Thus there are some redundant nodes failed to be chosen, and they are
still on work. ABDSR can select all redundant nodes out, so number of active
nodes is less than CPNSS and GECPNSS (Fig. 13.6).

13.4.2.2 Experiment of Random Radius

The sensing radius in real network will decrease after a long time, so the sensing
radius changes. In this experiment, we simulate the radius a random number.
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Fig. 13.5 An experiment result
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We set radius of node:
r=10 % A,

|; : a random number from 0.5 to 1.

That is, we set node radius a random number from 5 to 10.

We compare DSR with GECPNSS and Chi-fu Huang, and comparison of the
active nodes number is shown in Fig. 13.7.

The number of GECPNSS is equal to Chi-fu Huang approximately, and the
number is increasing when number of nodes gets rising. Number of ABDSR is less
than them, and tends to be stable. There are more redundant node still working in
GECPNSS and Chi-fu Huang.
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13.5 Conclusions

This paper proposed a distributed nodes scheduling algorithm. It can effectively
determine the redundant nodes, and the result is better than the existing algorithms.
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Chapter 14

Quantum Secure Direct Communication
Protocol Based on Four-Qubit

Cluster State

Xianzhong Li, Guotian He, Mingxin Gu and Pengfei Dai

Abstract In order to improve the reliability and security of quantum direct
communication, this paper proposed a new quantum secure direct communication
protocol based on the entanglement properties of cluster state and EPR entangled
pairs. This protocol takes four-quit cluster state as the information carrier, using
unitary transformation, through quantum information states to do the Bell-based
measurements to interpret the secret messages. The cluster state is better than W
state of entanglement properties, has a higher efficiency of the communication, and
is more comfortable to use for information carrier.

Keywords Quantum cryptography - Cluster state - Quantum secure direct
communication protocol - Bell basis measurement

14.1 Introduction

Quantum communication has been a rapidly developing area of research in the
past 20 years, and is a new interdisciplinary study which unifies the quantum-—
mechanical theory, and computer science. After the BB84 [1] and B92 [2] pro-
tocol, a lot of quantum key distribution protocols were proposed.

Compared with QKD [3-5], QSDC [6-8] can delivery secret messages directly
without prior agreement key. It is not necessay to encrypt the message, and thus
improve the efficiency of communication. According to the information carrier, the
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QSDC [9] protocol can be divided into two kinds: one based on the single photon
system and the other based on the entanglement system. Now, the majority of
QSDC take entangled state as the information carrier. In 2006, Lee Hayman et al.
proposed two kinds of self- certified QSDC protocols [10], which first confirms the
correspondent’s legal identity and then carries on the communication.

This article takes a four-quit cluster state as information carrier and completes
QSDC with the help of classical channel. The plan chosen is cluster state rather
than entangled state, as the cluster state interrelatedness and entanglement stub-
bornness is biggest, increases communication efficiency, and in addition, before
the formal coding communication, the introduction of the test photon is once again
determined to improve the safety performance of the communication protocol
security.

14.2 Prerequisite Knowledge

{]0), 1)}, is a standard orthogonal basis, called Z-based, now let|+) = JLE(|O>+
[1)),]—) :%(\O> —|1)), which is called X-based. Four Bell states can be

expressed as:

B} =5 (01)H10)). [foo)=—7= (100} +]11))
1 1
—5100) = [11).11)=5(01) ~ [10)),

Record the four-quit cluster state as follows:

[\S)

(14.1)
Bro)=

|1,b>1234:%(|0000> +1]0011) 4 |1100) — |1111)) (14.2)

14.3 Protocol Description

The protocol’s purpose is Alice sends secret message O or 1 to Bob by the quantum
channel security. It is not necessary to take into account the identity of the parties.
14.3.1 Interceptive Examination Stage

The sender Alice prepares orderly 2n four-quit cluster states|\)),,44, then stochasti-
cally carries out the unitary transformation U; or Ux where, Uy = I QIR IR,
szﬁx®0'x®ﬂx®0'x.
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After completing the operation, Alice randomly chooses n-States in the cluster
state as a checking sequence, and records its location, then hold the unitary
transformation stochastically I or H.

Alice gets the checked sequence’s particles 1, 2, to compose sequence for QA,
and 3, 4, for QB, where:

Or={P1(1) @ P(2),...,P,(1)®P,(2)} (14.3)
O ={P1(3) @ Pi(4),....,P,(3) @ P,(4)} (14.4)

And then sends QB to Bob, after which Bob will select randomly X -based or Z
-based to measure the sequence, and tells the results to Alice. After Alice receives,
informs Bob, Bob then tells Alice about the selected measure base. Alice measures
the particles in his own hand with the measure base of Bob’s, and compares the
results with Bob. According to Eq. (14.2), combines with entanglement properties
[12] of the four-quit cluster state, analyses of error rates. If the error rate is higher
than the pre-set value, then give up the communication protocol and restart from
the first step.

14.3.2 Formal Communication Stage

14.3.2.1 Code Part

Alice takes the left n four-quit cluster states as code sequence. Now the n states
that Alice held are: U;|y) 134 otUx|¥) 1234=IV/") 1234-

Before coding, Alice has left 3 and 4 particles composed sequence SB, particles
1 and 2 for SA. Where:

Sa = {P1(1) @ P1(2),..., P,(1) @ P,(2)} (14.5)
Sa={P1(3) @ P1(4),...,Pu(3) @ Ps(4)} (14.6)

At the same time, Alice prepares n test photons, which are chosen randomly
from{|0),|1), |+),|—)}. and installed in Sz and then composed the sequence Sc,
and record the location of the test photon and the corresponding state. Alice sends
Sc to Bob; when Bob receives, he informs Alice. Alice then announces the location
and state of the test photon. Bob selects Z-based to measure the test photon, and
compared with the results Alice announces, then Bob analyzes the error rate. If the
error rate is lower than expected, notify Alice to encode the SA.

The coding rules are as follows:

If Alicee wants to send a secret message its bit is 0, to perform a g9 =1
transformation on particle 2.

If Alice wants to send a secret message its bit is 1, to perform a o, = o2
transformation on particle 2.
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Table 14.1 Coding details

X. Li et al.

Coding cluster state send

The coding on

The coding on

After the coding

information content particle 1 particle 2

0 I 1 00 ® 00 ® 60 ® G0|Y) 1234
0 oy 1 07 ® 00 ® 00 @ 00|Y) 1234
X I ox 00 ® 0x ® 60 @ 60|Y) 1234
] oy oy 07 ® 0x ® 00 @ 60|Y) 1234

Note: At the same time Alice performs a random transformation gy =1 or
01 = oz on particles 1. Its purpose is, in theory, the Bell-based measurement
results released by the decode stage equally probability to appear |Sq0), [Bo1)s | B10)
and |f;;). Which can prevent the eavesdropper on the measurement results from
the public get sends information; the coding on the particle 2 has no effect with the
coding on secret messages.

Assume that Alice has the n state is: Ur|[W/)534=|¥) 234

The coding details are shown in Table 14.1.

14.3.2.2 Decoding Parts

After Alice’s coding, then Alice and Bob simultaneously joint Bell-based [11]
measurement, Alice sends the measurement results through the classical channel to
Bob. Bob deciphers the secret message and decodes control rules as shown in
Table 14.2. Decode control rules are shown in Table 14.2:

Similarly assuming that Alice has the n states is Ux|W) 534=|¢")134-

The coding scheme is shown in Table 14.1.

Decode control rules is the same as in Table 14 2.

Hypothesis by four particle W states as information carrier, after the coding and
decoding, decode rule table is as shown in Table 14.3.

In theory, the cluster state is better than W state of entanglement properties and
more comfortable to use for information carrier. Through Tables 2 and table 3 to
be known, the cluster state as information carrier combination measurement results
have eight kinds, and W state a dozen states, redundancy combination more.
Obviously with the cluster state as information carrier have a higher efficiency of
the communication.

Table 14.2 Decode control

Alice |Boo) |Bor) 1B10) 1B11)
rules

1Boo) 0 X 0 X

1Bor) 1 x 1 X

1B10) 0 X 0 x

1B11) 1 x 1 x

Note The “ x* says it will not appear this kind of measuring
combination results
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Table 14.3 Decode rule Alice |Boo) 1Bor) 1B10) 1B11)
1Boo) 1 0 1 X
[Bor) 0 1 0 X
1B10) 1 0 1 X
1B 0 1 0 X

Note The “ x* says it will not appear this kind of measuring
combination results

14.4 The Protocol Security Analysis

The security of the protocol is to establish the security on the basis of the QA, QB
sequence and SA, SC sequence transmitted. The communicating parties use the X-
based or Z-based measurements to detect eavesdropping; this method is the same
as BBMO92 protocol. The protocol BBM92 has proved to be unconditionally
secure. This paper’s protocol security and protocol BBM92 are equivalent from
the perspective of information theory. We can be more straightforward; Eve
cannot escape the detection of the communicating parties. Assuming Eve does not
take any eavesdropping measures, Alice according to the news of the secret
message bit value 0 or 1 does transform respectively. In this, assuming that Alice
sends secret message O or 1 probability is 1/2. Because the encoding and decoding
part in the communication process does not require any auxiliary classical infor-
mation, Eve does not get any useful classical information. So, Eve guesses the
probability of Alice sends a secret message can only be 1/2, thus you can get Alice
and Eve’s mutual information:

1 1 1 1
I(A,E)=H(A) —H(A|E) =1 2H<2) 2H<2> =0 (14.7)

Where, H is the Shannon entropy. Similarly, /(B, E) = 0 So Eve can easily be
detected.

Next, analyze the safety of the strongest attacks. Suppose the eavesdropper Eve
sends to each particle placed as detector in the quantum channel. When Alice
coding is complete, Eve is ready to steal the secret message that Alice sends to
Bob. We may assume that the initial state of the detector is |0),, the state after the
interaction of the detector with the Four-Quit Cluster State |y/),,5,, the whole

system density operator iS piy3. = U|¢>|OO><OO|<1MUT, for which the U is an
execution unitary transformation of Eve. Eve in the placement of the detectors, at
the same time, the cluster state will disturbance that is U # I For a single particle
and detector interaction, according to Schmidt decomposition theorem [13, 14]
available:

U(|0) ® |0),) = [0)]aoo), + [1)]aor), (14.8)
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U(|1) ®10),) = [0)]aio), + [1)|ai1), (14.9)
U(l+) ®10),) = [+)|boo), + [=)[bo1), (14.10)
U(|=) ®10),) = [+)[b10), + [=)1b11), (14.11)

where, (ago|ao1) = 0, (aiolair) = 0, (boo|bo1) = 0, (b1o|b11) = 0.
For a single particle and detector interaction, according to Schmidt decompo-
sition theorem available:

(1). When subscript 0 and 1 swap inner product in a variety of |a;)and |b;;) remain
unchanged, i, j € {0, 1}

(2). When subscript a and b swap, inner product in a variety of |a;) and |b;)
remain unchanged,i, j € {0, 1}

Available by the symmetry conditions (1):

(agolaco) = (arilan) (aoilao) = (aiolaio)

(boolboo) = (b11|b11)  (boi1lbor) = (b1o|b10) (14.12)
Available by the symmetry conditions (2)
{agolaoo) = (boolboo)  (aot|aor) = (bo1|bor) (14.13)

According to the above two equations, make:
F = (a00|a00> = <a11|a11> = <b00‘b00> = <b11|b11> > O (1414)

D= <a01|a01> = <a10\a10) = <b01|b01> = <b10|b10> > O (1415)

On both sides of (14.14) and (14.15) equations of their respective take inner
product we can get:

F+D=1 (14.16)

Letlay) = VFlau), [bi) = VFlbi), laz) = VD |a,,> Iby) = VDlby)iivj € {0, 1},

AN

where, (ayla) = (bulba)=(aglaz) = (bylby) =
Equations (14.16)—((14.19) can be expressed as:
U(|0) @ 0),) = VF|0)lao), + vD|1)laor), (14.17)

(1) 10),) = VF[1)an), + VD|0)]a), (14.18)
U(|+) ®(0),) = VF|H)lboo), + VDI =)lbor), (14.19)
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U(|-) @ [0),) = VF|=)[bu1), + VDI+)[bor), (14.20)

Among them, F is fidelity and D is the bit error ratio. Alice sends check
sequence that the state is: IU;|{),3, Eve sends to each particle placing a detector
in the quantum channel, and then the entire quantum channel system by Z-based
can be expressed as:

So, when Alice and Bob choose Z-based measuring the check sequence, the
error ratio is 2FD. Similarly, Alice sends another check sequence and chooses
Z-based measurement; the error ratio is also 2FD.

In conclusion, Alice on the analysis of four-quit cluster State entanglement
properties, Eve inevitably disturbance cluster State. Being tapped test, in theory,
2FD > 0, Alice can detect the existence of Eve. In addition, in the formal com-
munication stage, introduce the test photons, its secrecy by quantum No-Cloning
Theorem and quantum uncertainty principle guarantee. Therefore, there will also
be found Eve eavesdropping, ensure the confidentiality of further communication.

1 [ 10000) (Flaoo).s|do0)es + Dld10)esldio)es

V)iose 2 \0001}@(\500)63\501%4 +[d10)31d11) o4
00L0)VFD ([dor)sldion)es + a1t} sld1o)es
|0011) (Fléii)eald11)eq + Dldor) 3ot s

Jesldio)

desldin)

— —

+ + + + + + F

A A A A 14.21
1100) (F\aoo>e3\aoo>e4 — Dld10) 3|d10) o4 ( )

[1101)VFD(|do0) 31d01) g — |d10) 31a11) o4
1110)VFD(|ao) 31d00) o4 — |d11)e31d10) e
[L111) (Flan)3lan) ey — Dlaor) esldor) 4

~— — O ~— ~—

~—

14.5 Conclusion

Through the above analysis of the security protocol, in the ideal channel, the
protocol for non-coherent attack is safe. In the actual conditions, the safety of
the protocol depends on the actual noise level of the channel. The advantages of
the protocol are:

1. Inserted into the test photons in the communication phase, strengthen the
communication of safety performance.

2. Ensure the security of quantum channel conditions, the cluster state as an
information carrier, maximum entanglement, the highest correlation.

Along with the continuous quantum communication understanding and thor-
ough research, more schemes will be out; I believe the actual quantum commu-
nication will be widely applied in the near future.
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Chapter 15
An On-Demand QoS Routing Algorithm
in Multiservice Scenarios

Yanjing Li and Li Li

Abstract The trend that Internet applications are becoming more various puts
forward higher request on Quality of Service (QoS) of coexisting multiservices in
modern networks. An on-demand QoS path selection algorithm (marked as BW-
cost algorithm) satisfying constrained conditions of both bandwidth and cost is
proposed innovatively in this paper, and its usage procedures in OSPF is claimed
accordingly. The core idea of the algorithm is choosing the best route satisfying
certain bandwidth requirement with smallest cost in order to achieve the goal of
splitting streams and balancing load. Simulation results shows the BW-cost
algorithm can successfully guarantee multiservices’ QoS demands as well as has
much better performance in some targets such as throughput and network utility,
comparing to traditional Dijkstra algorithm. It also exceeds en existing on-demand
QoS algorithm.

Keywords OSPF - Qos routing - Dijkstra algorithm - Multiservice scenario

15.1 Introduction

A multiservice scenario has become the mainstream study scene in today’s net-
works as IP networks are demanded for more satisfying data services. Routing
protocols which are using traditional algorithms to provide best-effort services can
no longer meet the user’s QoS needs any more. For instance of the Dijkstra
algorithm used in OSPF protocol, which is one of the most classic shortest path
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first algorithms, it always leads to the overuse of calculated paths with minimum
hop counts and consequently the congestion at this best path when some high-
quality-demanding data services trying to pass through. So some QoS mechanisms
must be used to balance the load of the network and improve the transmission
efficiency.

QoS routing has been studied for a while. In [1] a cheapest path algorithm from
one source to all destinations when links have two weights (cost and delay) is
presented. Some other solutions use source routing along with shortest path routing
to achieve the goal [2]. Anirudha presented a load sensitive routing (LSR) algo-
rithm based on Dijkstra’s shortest path algorithm [2]. In [3], Karima et al. claimed
that MPLS and traffic engineering provide indeed an adequate mean to establish
constrained routes which satisfy application requirements like bandwidth. A novel
two-phase load balanced shortest path routing (LB-SPR) is proposed in [4], where
each phase uses the standard SPR protocol. In [5], authors described a path
precomputation selection algorithm. A feature of it is that in each iteration, the
intermediate results must be stored in the QoS routing table, which inevitably
increases the expenses in terms of storage.

Another algorithm authors put forward is an on-demand BW-hop based QoS
algorithm feasible when number of requests for QoS routes is limited [6]. They
described how a standard Dijkstra algorithm can, for a given destination and
bandwidth requirement, generate a minimum hop path that can accommodate the
required bandwidth.

Through analysis OSPF protocol and current QoS algorithms, this paper puts
forward a routing strategy capable of ensuring QoS (bandwidth requirement
mainly). The core idea of the algorithm is choosing the best route satisfying certain
bandwidth requirement with smallest cost. Simulation results show that the
improved on-demand BW-cost routing algorithm proposed in this paper solves
the QoS routing problem better than the algorithm in [6] while much exceeds the
traditional Dijkstra algorithm.

The rest of this paper is organized like this: in Sect. 15.2, the BW-cost algo-
rithm and its operation procedure in OSPF are illustrated in details; in Sect. 15.3,
simulation results among different scenarios are analyzed and compared; eventu-
ally a conclusion is drawn in Sect. 15.4.

15.2 An On-Demand BW-Cost QoS Algorithm
15.2.1 QoS Routing Procedures Design

A routing starter computes the QoS route if there is a resource reservation request.
If not, it remains calculating routes using normal Dijkstra algorithm. Elaborate
procedure operated when QoS routing is applied is illustrated as below:
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Each router sets up a bandwidth request queue, a current bandwidth request, a
value of request threshold and a variable of the state of request queue. The request
threshold means the maximum number of acceptable bandwidth requests sup-
ported by one router and should be identical for all routers in an OSPF area. The
state of request queue is set to be REQ_FREE initially.

If there is no bandwidth request from upper applications, the original Dijkstra
algorithm is applied directly. Every time the initiating router receives a bandwidth
reservation request, it looks up the standard routing table to determine whether the
destination address is reachable. If the destination address is unreachable, then the
router denies this request. If the destination is reachable while the state of request
queue is REQ_FULL at the same time, the router should deny the request as well.
Otherwise resource request ID adds up by 1, which starts from 1, and the request is
pushed into the bandwidth request queue. If the number of requests in the band-
width request queue is already equal to the threshold value, the state of it is turned
to REQ_FULL.

Whenever a router receives a request LSA, it firstly determines whether the
state of the bandwidth request queue is empty. If empty, it directly sends out
bandwidth response LSA and regards this received bandwidth request as current
request. Then it checks if the state of request queue is REQ_FULL. If so, it
compares the priority of the latest request to the most inferior request in the queue.
If the priority of the latest request is higher, it discards the most inferior request in
the queue and inserts the latest one into the queue based on the priority mecha-
nism. Otherwise, it discards the latest request.

A router receives a bandwidth response LSA. If the router is the initiating router
and the LSA is the response to current request, it puts the LSA into the database,
which is used to store link states in OSPF, otherwise discards it simply. Whenever
the database has contained bandwidth response LSAs from all the routers in the
domain, the router applies the improved BW-cost QoS algorithm proposed in this
paper, based on the information in the database. During the computation process,
only links able to provide adequate bandwidth are taken into account, otherwise
the link is thought unreachable. If the output of the algorithm is empty, then the
router will deny the resource reservation request. If not, the router generates
bandwidth allocation LSAs and then distributes them.

If a router receives a bandwidth allocation LSA, it checks itself if is part of the
QoS route. If the answer is positive, it constructs a QoS route and reserves required
bandwidth at related interfaces.

A router processes the bandwidth request with highest priority in the queue if it
is not empty. If the router is the initiating one of the request, it sends out the
bandwidth request LSA. Otherwise, it sends corresponding bandwidth response
LSA. If the state of request queue is REQ_FULL, it is turned to REQ_FREE.

When a router receives a bandwidth release LSA, it checks itself if is part of the
QoS route based on information in the LSA. If the answer is positive, it deletes
related QoS routes and releases bandwidth at related interfaces.
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If some OSPF link is broken, standard OSPF procedures are responsible for
flooding all the messages through the whole domain. The initiating router exam-
ines all the requests which have already utilized QoS routes with participation of
the broken link and sends corresponding bandwidth release LSAs. After that, it
reapplies for required bandwidth to construct a new QoS route.

15.2.2 QoS Path Selection Algorithm

The core idea of the algorithm is to perform a minimum cost path computation on
a preprocessed graph whose links without enough bandwidth for services are
deleted from the topology. The pseudo code of the algorithm is illustrated in the
following.

Inputs:

V = set of vertices, L = set of edges, s = source vertex (at which the algo-
rithm is executed), d = destination

Struct tab_entry:

{hops = integer,

prevnode = integer 1..N,

ontree = boolean. }

Variables:

TT[1..N]: topology table, its (n) entry is a tab_entry record; S: list of candidate
vertices; v: vertex under consideration; b(n,m): available bandwidth on edge (n,m);
N: the number of paths being stored; cost(n,m): cost value of link (n,m).

Algorithm begins:

Function qos_djk:{

for n = 1 : N do/* Initialization */

TT[n].hops = Inf;

TT[n].prevnode = null;

TT[n].ontree = FALSE;

TT[s].hops = 0;

vV =s;

while v ! == d do

begin:

TT[v].ontree = TRUE;

for all edges (v,m) in L and b(v,m) >= B{

if (!'TT[m].ontree & TT[m].hops > TT[v].hops+1)

{

S = S union {m};

TT[m].hops = TT[v].hops + 1;

TT[m].prevnode = v;

}

}
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if S is EMPTY

v = d; path = —1;/* This will end the algorithm */
else

v=S5(1);S=S-{vh

end./*for while*/}/*end for function*/

if (path!==—1)then store path;

id = 1;/*initialization, used to indicate which node is checked now®*/
while path!==—1 do

begin:

w=path(id);/*element under consideration*/
k=path(id+1);/*next element on path*/

if (for any node m, m!==w & m!==k & b(w,m)>=B){
b(w,k)=0;/*fail the original selecte link*/

re-do Function qos_djk;

if (path!==-1)then store path;

id=1;/*reset to the first node*/

}*end for if*/

else

id++;/*check next node on path*/

end;/*for while*/

cost=Function sum(path(1));
path_final=path(1);/*initialization*/

for x=2:N do{

if(cost>Function sum(path(x));) then
path_final=path(x);

}/*find the least costy path from all paths*/
Function sum:{

cst=0;/*initialization, used as a temp value for cost*/
for z=1:(length(path)-1)
cst=cost(path(z),path(z+1))+cst;

}/*The function is used to sum the costs*/

15.3 Simulation and Analysis

In the simulation, the network is constructed in OPNET. The topology is shown in
Fig. 15.1. Four traffic flows are considered during the simulation, the ID number is
also the bandwidth requirement value of a specific traffic with unit Kbps. This
design also adapts to the following sections when network parameters are collected
for traffic statistics.
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Three algorithms, the original Dijkstra algorithm (marked as standard Djk), the
QoS algorithm proposed in [7] (marked as on-demand QoS Djk), and the algorithm
proposed in this paper (marked as BW-cost QoS Djk) are simulated.

15.3.1 Simulation Results of QoS Routes

The path selection results of three algorithms are shown in Table 15.1.

From Table 15.1, we can get the conclusion that the improved BW-cost algo-
rithm proposed perfectly balances load of multiple services from one shortest cost
path to several QoS routes with second minimal cost value satisfying bandwidth
demands at the same time.

15.3.2 Simulation Results of Throughput

The simulation results of throughput are shown in Fig. 15.2. From it we can see
that when routers adopting either on-demand QoS algorithm, all 4 services’
bandwidth requirements are guaranteed (light & dark green bars); while under the
SPF algorithm circumstances, only two services with ID 850 and ID 550 are
delivered successfully, huge traffic loss can be found for other two services as
presented as red bars.

Table 15.1 Selected paths in different scenarios with various bandwidth requirements

ID 1100 ID 850 ID 550 ID 350
Standard Djk 2-5-8-10 2-5-8-10 2-5-8-10 2-5-8-10
On-demand QoS Djk 2-5-8-10 2-4-7-10 2-3-6-9-10 2-4-7-10

BW-cost QoS Djk 2-5-8-10 2-3-6-9-10 2-3-6-9-10 2-4-7-10
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15.3.3 Simulation Results of Average Link Utilization

The computing method of average link bandwidth utilization is given as the fol-
lowing formula [7]:

v=% uli. ) (15.1)
(ij)eL IZ]

Where u (i,j) is ratio of occupied bandwidth to initial link bandwidth on link
(i), L is the set of all links in the network. The results are shown in Fig. 15.3.

From Fig. 15.3, we can see that when adopting the traditional SPF algorithm,

the link utilization of the whole network does not improve obviously (no higher
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than 25 %). When it comes to the on-demand QoS scenarios, the average utili-
zation rises significantly as the number of services increases gradually and the new
BW-cost QoS algorithm proposed in this paper has 1 % higher utilization than the
existing on-demand QoS algorithm at multiple stages.

15.4 Conclusion

In this paper, elaborate illustrations are put on the proposed on-demand BW-cost
QoS algorithm and its according working procedures to make QoS metrics com-
patible with OSPF flooding mechanism. Eventually, the simulation results show
that QoS routing extension to OSPF protocol we proposed in this paper is a more
effective mechanism to guarantee services’ quality in multiservice scenario than
the existing one.
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Chapter 16
Large-Scale Test of 4G TD-LTE Network

Jiankang Zhang, Yuwen Liu, Yangli Gu and Lijuan Su

Abstract To have a better understanding of the market concerns, promotion
method as well as its problem in the commercial promotion of 4G TD-LTE
network in China, this study made a depth research into Hangzhou, the first
city in China to promote 4G TD-LTE on its second phase large-scale trial by
means of depth interviews and focus groups. It reveals that the Chinese gov-
ernment and enterprises are now attaching more importance to the independent
intellectual property rights of technology standards and global application in
terms of the value orientation and as for its implementation methods; it appeals
to smooth evolution technology for rapid development. Despite some technical
difficulties, 4G TD-LTE network is changing the culture of Hangzhou and
improving the quality of the local inhabitants’ life. Based on interviews with
core managers and participants involved in the 4G TD-LTE project, the
research results will contribute to the understanding of practical problems in the
promotion of 4G TD-LTE in China and provide proposals for other cities to
apply this technology in the world.

Keywords 4G TD-LTE - 2nd phase large-scale trial - Commercial trial
Free trial
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16.1 Introduction

Time division-long-term evolution (TD-LTE) is the 4th generation homegrown
mobile communication technology developed by Datang Telecom Technology
and Industry Group in China [1]. It has been incorporated into the 4G inter-
national standard by International Telecommunication Union (ITU) since
October, 2010. In April, 2012, China Mobile chose Hangzhou as the first city
in China to try this technology on the 2nd phase large-scale trial before
commercial trial and there are trial spots in Hangzhou are mainly hotspots,
including restaurants, inns, scenic spots, business centers and communities, such
as Rapid Route B1, Pudding Inn, three teahouses around the West Lake, an
import and export company and an inhabitant in a certain community. All the
inhabitants can try 4G TD-LTE free as long as the net backs Wi-Fi, whether in
or out of the network, with no flow limit, no certification, with smart phones,
or iPad or portable computers.

This research will probe into the market concerns, promotion methods, and its
problems in the 2nd phase large-scale trial of 4G TD-LTE in Hangzhou by means
of depth interviews and focus groups.

16.2 Research Methods
16.2.1 Depth Interviews

This research adopts direct, one-on-one depth interviews with people involved in
this project in Hangzhou, including participants in the 4G TD-LTE network pro-
ject, government clerks, technicians, and market participants so as to know about
their personal opinions and attitudes toward the 4G TD-LTE network before its
commercial trial.

16.2.2 Focus Groups

Focus group is a very popular method in current social research projects in China.
It has advantages over a questionnaire in that the participants are like attending a
brain-inspiring meeting where questions are asked in an interactive group setting
and participants are free to talk with other group members which may inspire new
concepts and ideas more easily and efficiently to gain more comprehensive and
unexpected information while in a questionnaire the interviewees tend to hide their
real opinions and their status of life and work and make choices according to
ethnic norms and sometimes they could not fully express their ideas due to their
limited vision.
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16.3 Research Results

16.3.1 Value Orientation: Emphasis on Intellectual Property
Rights and Global Application

The 4G network standard for the 2nd phase large-scale trial in Hangzhou is
developed by a Chinese enterprise which has been incorporated by ITU, The
development of TD-LTE can not only maximize the present technology of TD-
SCDMA and its investment, but also gain more independent intellectual property
rights in related areas, thus take the initiative and have a say over the standard.

In the promotion of 4G TD-LTE network, the Chinese government and
enterprises attach importance to the global application of the standard and try
actively to expand the international market, and the world witnessed the start of
GTI, the Global TD-LTE Initiative, which aims to push the establishment of a top
operating environment, provide service experiences for large customers, improve
its operating efficiency, to promote the combination of TD-LTE and LTE FDD to
the largest degree and promote multilateral cooperation. The establishment of GTI
is a symbol of rapid progress in the commercial use of homegrown TD-LTE and a
step into the international market. In an interview on the internationalization of
TD-LTE, Miao Yu, Minister of China Industry and Information Ministry, says
that, “Besides holding its leading position in China, the development of TD-LTE
technology should conform to the international development so that the telecom
operators and equipment manufacturers could share the international 4G market”.
Experts also claim that TD-TLE, as the evolution technology of TD-SCDMA, has
the equivalent property to that of FDD-LTE and has gained worldwide acceptance.
To grasp this historic opportunity, with the support from the government, China
Mobile cooperates with all parties in the industrial chain and promotes the
development and perfection of 4G TD-LTE network in the industrialization,
internationalization, and innovation so as to create a good eco-environment.

At present, the mobile operators in America have introduced TD-LTE tech-
nology into the internet and mobile clients and Apple Company will apply it to
Iphones [2]. In Japan, the mobile operators also put it into use in 2011 and an
initial 400 billion Japanese dollars has been invested in establishing base stations
for TD-LTE technology which is gradually becoming the mainstream standard for
future wireless mobile communications in the world and has been accepted by
large operators like China Mobile, Japan Softbank, German Telecom, and French
Telecom. It is predicted that over 10 countries and areas will begin to deploy the
commercial use of this technology, several of which have started with this program
and brought nearly 100 billion US dollars for the use of the patent [3]. According
to the latest report made by Infinities Research Company, it is estimated that the
4G facilities market will reach 16 billion dollars in 2015, which will provide an
excellent opportunity in the international market for the homegrown 4G TD-LTE
network. That is the reason why the Chinese government and enterprises go all out
consistently to promote the global application of this technology.
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16.3.2 Implementation Method: Rapid Deployment of Smooth
Evolution Technology

To achieve this goal, China Mobile Zhejiang Branch co developed smooth evo-
lution technology from 3G to 4G network with Huawei and promote the rapid
implementation of 4G TD-LTE network. “With the start of second-phase large-
scale trial of TD-LTE, how to evolve the present TD-SCDMA equipment
smoothly and protect the existing investment to avoid the repetition of construc-
tion has become an important issue under consideration [4]”.

Smooth evolution technology means inserting several boards into the original
3G TD-LTE and updating the software so as to allow two systems of 3G and
4G to operate in the same equipment and at the same time. “Compared with
the newly built project, this technology will decrease the number of stations,
shorten the cycle of the network construction, lower its cost and improve its
quality [5]”. At the same time it can protect and make full use of the original
3G investment.

The main difference between TD-LTE and FDD-LTE is eNodeB and the
interface design of the clients. The smooth evolution of technology lowers the cost
of 4G network deployment by 90 %, and shortens the time for building one base
station from approximately 2 months to 3 days [6]. By the end of May 2012, 4G
networks have covered the central area of Hangzhou and will cover the whole city
by the end of 2012.

In response to the question ‘Will 4G replace 3G that is still green?’” with the
rapid development of 4G TD-LTE in Hangzhou, the expert claimed during the
interview that, 3G and 4G are not mutually exclusive. Many cell phones support
various signal protocols, for example a 4G cell phone can both support 3G and 2G.
The goal to develop 4G is to provide the network service as fast as possible. Also
4G technologies are compatible with most of the current technologies with the
same core networks, transmission networks, and management platforms. With the
help of seamless transition of technology, the majority of the current base stations
can be upgraded seamlessly and only the minorities of outdated ones have to be
upgraded with considerably more efforts.

16.3.3 Hangzhou: On the Threshold of the Era of Real Mobile
Multimedia Telecommunication

Compared with 3G technology, the 4G TD-LTE in Hangzhou adopts a number of
powerful and revolutionary technologies during the process of design and test. The
system makes considerably more effective use of radio spectrum than 2G or 3G
technologies, which not only allows more but also faster utilities in the same
spectrum. It has been tested that the maximum bandwidth of TD-LET covering B1
Bus can be as high as 80 Mbit/s and 40-50 Mbit/s on average [7].
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It has been revealed that, each 4G channel covers approximately 100 MHz of
spectrum, as wide as 20 times of 3G networks, and Hangzhou’s 4G TD-LTE can
satisfy the demands that 3G technologies cannot meet, such as vast coverage, high
communication quality, affordable high-speed data service and HD multimedia. The
wireless multimedia telecommunication services provided by 4G TD-LTE include
audio, video and data service; therefore the network system of Hangzhou’s 4G TD-
LTE can also be called ‘Mobile Multimedia-Telecommunication’ (Table 16.1)..

There is only 20 M of spectrum that has been appointed to 4G networks, and
another 20 M will be given by the PHS channel that is to be retired soon. This 40 M
spectrum could be barely enough for the experimental networks for some districts in
Hangzhou, but not wide enough for the nationwide formal commercial utility. Being
asked by the question ‘Will the spectrum limits obstruct 4G networks development’,
Hu Honglin, a professor in the Shanghai Research Center for Wireless Communi-
cations Chinese Academy of Science, said, ‘“The spectrum will not limit the
development of 4G networks, The number of channels appointed to 4G networks
has been scientifically calculated according to relevant regulations and is enough for
the need of network deployment and coverage’. Additionally, FDD-LTE, the
competitor of TD-LET, has a higher demand of spectrum, which uses symmetrical
channels to upload and download data. However, symmetrical channels are quite
rare globally. Thanks to the asymmetrical channels used by TD-LTE, the disad-
vantage of FDD-LTE is offset and service efficiency of networks is improved.

4G TD-LTE network expressed during the interview that Hangzhou is at the
threshold of the era of real mobile multimedia telecommunication and the life of
smart 4G technology. For example, the citizens in Hangzhou can use various
mobile devices such as cell phones or tablets to easily control household appli-
ances even thousands miles away. If it is going to rain, the house owner will not
worry but just switch his cell phone to Business Trip Mode so that the windows of
his house will be closed as demand and reopen when the rain stops to prevent
mildews. If there is traffic jam on the way home, citizens in Hangzhou can use cell
phones or laptops to remotely open his coffee machine and rebuilder. When he
arrives at home, he may have a cup of aromatic coffee that has been prepared, take
a shower with the water that has been heated, lie into the bed to enjoy a fluent and
exciting sports game on TV or iPad. Furthermore, the development of 4G facili-
tates remote medical care services, for example, some hospitals in Hangzhou are
trying to use mobile devices worn by patients that will report patients’ blood
pressure and BGU 24/7 to the hospital. Also, with the help of 4G networks, experts
in the hospital can observe the real-time status of patients on sports game site or in

Table 16.1 Telecommunication Technologies in China

No. Generation Link Speed

1 1G Analog Mobile Telecommunication Phone call only

2 2G Digital Mobile Telecommunication 9.6 Kbps (32 Kbps max)
3 3G-TD-SCDMA Mobile Telecommunication 2 Mbps (3.6 Mbps max)
4 4G-TD-LTE Mobile Telecommunication 10 Mbps (100 Mbps max)
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an ambulance, and give professional advices and evaluation. Hence, clear and
rapid remote medical advice could be realized for the first aid and the ‘Golden
30 min’ will not be missed. Finally, 4G TD-LTE networks could be helpful to
wireless HD CCTV. Nowadays, all CCTV cameras are fixed (cannot be installed
on some mobile platforms like cars), expensive, and, more importantly, restricted
by many environmental limitations. The mobile and wireless CCTV camera based
on 4G TD-LTE can easily transmit video back and also act as an unmanned
observatory for oilfields, dams, forests, and coasts.

16.3.4 Hot Issues in the Promotion of 4G TD-LTE Network
in Hangzhou, China

In the interviews, several experts point out quite a few problems in the promotion
of 4G TD-LTE network in Hangzhou. First of all, due to different communication
standards, some technologies are difficult to achieve. So far, various mobile
communication systems are not compatible, so it is the primary task to unify the
telecom standards over which large telecom enterprises disagree with each other in
the global promotion of the 4G TD-LTE system. Although the 4G TD-LTE system
brings people much expectation for a better future, it needs to be improved,
“Besides the support of core technologies like OFDM and intelligent antenna, it
needs the enhancement of the interactive interference of suppression technology
and recognition of multi-users so as to improve the anti-jamming capabilities
among the neighboring users and channel-sharing users and cut the investment in
network infrastructures [8]”.

The next problem is the limit of transforming speed and the market shows a
slow absorption of the 4G TD LTE technology.

Second, the limit of link speed may obstruct the market absorption of 4G
technologies. Hangzhou’s 4G LTE is mostly known for its huge link speed
advantage over 3G networks; however, the speed may be greatly limited if by the
network overall capacity, i.e., the more cell phones, the lower speed. It has been
argued that 4G cell phone could hardly enjoy its maximum transfer rate of
100 Mb/s, which would greatly affect the experience of 4G networks users. It has
been predicted by some researchers that, in a foreseeable future, the multimedia
service of 3G telecommunication networks will go to the third stage, in which the
globally 3G networks have been installed, over 25 % of global population is using
3G system, and the market absorption of 3G technologies is still slow. Concerning
the utility of 4G TD-LTE systems in Hangzhou, a transitional period is still
needed, during which the benefit outlook of 4G may be extremely undermined and
threatened by the so-called 5G technologies if the 4G technologies are postponed
no matter for the reason of networks or clients.

Third, the device upgrade may be challenged by the shortage of qualified
engineers or experts. Before the deployment of 4G mobile systems, the most of the
radio infrastructure all over the world are installed based on 3G technologies. If the
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transition from 3G to 4G is inevitable, a great number of radio infrastructures will
have to be upgraded, which will inevitably lower the pace of 4G entering into the
market. At that time, 3G mobile devices may not be required to upgrade to 4G
technologies. Concerning the deployment of 4G TD-LTE in Hangzhou, when
being ask the question “Will 4G be postponed by the shortcomings of 4G mobile
devices?”, the industry expressed during the interview that, “There is no need for
the cell phone in the future to support from the phone call services at KB level to
the data service of hundreds of MBs—Just like there is no need for a cell phone to
work from —80 degrees to 80 degrees.” In other words, from the perspective of the
network users, it is not necessary for client manufacturers to produce cell phones
that cover all signal bands, but just few specific bands to satisfy users’ needs. It has
been revealed that, some companies are like Huawei, ZTE and Samsung are
testing and manufacturing such cell phones that both support 2G phone calls and
4G data services. Meanwhile, some companies a number of manufactures are
designing MiFi devices transferring 4G signals to Wi-Fi signals which is being
widely used and considered as the main application of 4G technologies by Soft-
bank in Japan. The chip manufacturer Innofidei CEO Zhang Hui believes the
design of clients and the deployment of 4D networks could be mutually benefiting
and supportive.

Fourthly, after the deployment of 4G is truly started, the industry lacks the
professional and skillful engineers and experts who are familiar with 4G tech-
nologies, which will also postpone the speed of market absorption.

16.4 Summary

Through the survey of the second phase large-scale trial of the 4G TD-LTE
networks in Hangzhou before its commercial trial, it has been revealed that, during
the process of 4G TD-LTE networks deployment, the Chinese government and
enterprises, in the concept of value, emphasize the intellectual property rights and
global large-scale utility, contend strong for discourse power and leadership in the
global business use of 4G., and work actively to promote the next stage of use and
trial domestically. Where there is a standard, there is a way. “Being independent
from foreign technical convention, TD-LTE found a new way for the industrial
upgrade and independent innovation and laid a solid foundation for the industri-
alization and large-scale commercial use in the future. From following to leading,
China has made a breakthrough for the future mobile telecommunication tech-
nologies [9]”. Thanks to the seamless transition of technology, 4G TD-LTE makes
full use of the current TD-SCDMA by lowering the cost, shortening the con-
struction period and taking the advantages of the previous 3D resources.
However, some technical and practical issues still exist, primarily the location of
base stations. Network service providers have to use some special methods to solve
this problem, like separating antenna and base station, antenna masks, etc. Second,
the TD-LTE industrial chain is trying to solve the issue of large-scale deployment.
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The 2.6 GHz channel works well in densely populated districts, but in some remote
areas service providers have to increase the amount of base stations, which will
increase the running cost or the coverage will be flawed. Also there is no radio
spectrum officially allocated to TD-LTE. But with the time passing, all technical
issues will be solved [10]. “Finally TD-LTE will unite GSM/TD-SCDMA of China
Mobile, GSM/WCDMA of China Unicom and CDM/EV-DO of China Telecom
[11]”. It has been proposed by the 6th LET TDD/FDD International Summit, TD-
LTE GTI that in the next 3 years, TD-LTE by the year 2014 TD-LTE will have
enjoyed more than 500 thousand base stations, more than 100 clients and more than
2 billion people coverage [12].
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Chapter 17
A Routing Algorithm Based on High
Energy Efficiency in Cooperation WSN

Jianbin Xue, Ting Zhang and Wenhua Wang

Abstract To solve the weakness of small energy reserves of wireless sensor network,
an ant colony algorithm based on the minimum energy consumption was proposed.
The new algorithm chooses the path from the energy consumption of the current node
to the next hop node, the path which chosen has the big pheromone to balance the
energy consumption of whole network by the rules of intra-cluster communication and
inter-clustering communication, and choosing the better link to realize the data
transmission. The simulation results show that the path chosen by the algorithm is
better than the simple ant colony algorithm, and the algorithm can save the network
energy consumption better and can prolong the life cycle of the network.

Keywords WSN - Ant colony algorithm - Energy efficiency - Life cycle

17.1 Introduction

Wireless sensor network (WSN) as one of the key technologies of the Internet of
things is listed as one of the ten major technologies in the future. Wireless sensor
network, compared with the common mobile communication network, wireless LAN,
Bluetooth network, the Ad hoc network wireless network, has obvious advantages. It
is a data-centric application-oriented networking, such as: strong ability to self-
organization, dynamic topology, the system of dynamic reconfigurable, and the
number of nodes, the distribution of high density etc. But WSN has some problems
which largely restrict the development of wireless sensor networks. For example,
WSN energy efficiency is large; the hardware resource is limited.

J. Xue (X)) - T. Zhang - W. Wang

School of Computer and Communication,

Lanzhou University of Technology, Lanzhou 730050, China
e-mail: zt19880404@126.com; xuejb@lut.cn

Z. Zhong (ed.), Proceedings of the International Conference on Information 129
Engineering and Applications (IEA) 2012, Lecture Notes in Electrical Engineering 219,
DOI: 10.1007/978-1-4471-4853-1_17, © Springer-Verlag London 2013



130 J. Xue et al.

At present, many studies have focused on wireless sensor network power energy.
In particular, in [1], an ant colony algorithm is applied to the routing protocol of
wireless sensor in order to solve the problem of the limited energy of nodes in
wireless sensor network, and in [2] a WSN model based on MIMO was introduced,
and the energy consumption in this case was analyzed, compared with SISO, the
inductive of the MIMO could reduce more energy consumption of the network.
Wang et al. [3] proposed a network of wireless sensor networks clustering algorithm
based on ant colony. The algorithm effectively balanced network energy con-
sumption, and prolonged the network lifetime. Li and Zheng proposed a variety of
group ant colony optimization routing algorithm in [4], it could obtain multiroutes,
balance the energy consuming in the WSN, prolong the lifetime, and reduce the
network congestion. In accordance with the problem of shortest path, a fallback ant
colony algorithm based on altitude information and ant withdrawal was proposed in
literature [5]. In [6], the node energy level and transmit range were introduced to
ACO pheromone increment formula, to make ACO better adapted to routing pro-
tocols of WSN. However, the study points and length of the paper were limited; the
above algorithm did not consider the energy balance of the whole network.

An ant colony algorithm based on the minimum energy was proposed by this
paper, with the low-energy adaptive clustering routing (of LEACH) algorithm
being analyzed for the shortage of dynamic clustering protocol [7], using ant
colony algorithm to improve the routing mechanism, electing better link to
transmit data, in order to save more energy, reduce the burden of power, and
prolong the life cycle.

This paper is organized as follows. In Sect. 17.2, the related extension-rule
based on TP methods is given. In Sect. 17.3, the parallel TP method based on the
Semi-extension rule is presented. The experimental results of comparing the
algorithm proposed in this paper with other algorithms are also presented in
Sect. 17.4. Finally, our work of this paper is summarized in the last section.

17.2 The Ant Colony Algorithm

Inspired by a real ant colony in the nature of collective behavior, an ant colony
algorithm based on ant colony evolutionary algorithm belongs to stochastic search
algorithm. It was pioneered by the Italian scholar Dorigo [8]. The basic idea of the
ant colony algorithm was [9]: if there was a given point, and there are many paths
from the point to the destination node, the ants at the point need to choose from the
different paths. The ants left some substance on the path and also perceived the
presence of the substance and its strength in the course of the campaign to guide
their direction of motion. In this scheme there is a very important variable—
pheromone, after the ant colony go through a path every time, they will update the
pheromone of the path. The more pheromone the path has, the more ants will go
through the path. After a period of positive feedback there will have more ants
after this path, and this path was the shortest path which was required finally.
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This paper applied the algorithm to the wireless sensor network routing pro-
tocol, finding an optimal transmission path by the ant colony algorithm. The whole
process of the ant colony algorithm is divided into three steps: the distribution and
mobility of the ant colony, the updating and volatilizing of local pheromone, and
the updating of the whole pheromone.

17.3 Algorithm Described

Energy consumption of wireless sensor networks [10] is essentially the superpo-
sition of all nodes’ energy consumption in the sensor network; the network energy
consumption was divided into two parts: intra-cluster communication and inter-
clustering communication. The study found when the transmission distance was
more than 30 m the multiple-input multiple-output (MIMO) system could save
more energy than SISO system. So the multiple-input multiple-output (MIMO)
system was used to transmit data for inter-clustering communication; but for less
than 30 m distance of intra-cluster communication, SISO communication system
was adopted, reducing the energy consumption of the whole network. And com-
pared with inter-clustering communication the energy consumption of intra-cluster
communication was smaller. This paper mainly studied the energy consumption of
the inter-clustering communication.

The inter-clustering communication transmission channel can be modeled as a k
order Rayleigh flat fading channel, according to the free space link transmission
model [11]. In the above model the energy consumption of the inter cluster com-
munication can be got, total energy consumption of transmit L bit data packet [12]
can be shown as follow:

_ ,M% b X
Pb> 20— 1 (4m) P.L a7.1)
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Where, ¢ expresses the efficiency of the power amplifier, Ny single sideband
noise spectrum density, Ry, bits transmission rate, among them, ¢, Py, b, Ny, L, G,
G,, M}, Ny, P, R etc., can be regarded as constant, Pc the power energy
consumption of sender and the receiver communication component circuit, in the
case of fixed circuit, the value was certain. In type (17.1) the values of the b and
k were certain for a specific link. The size of the E was decided by the value of
M, and d. And in MIMO communication system the number of cooperation node
M, —1 was solved base on the value of d, so the size of energy consumption E can
be determined by the value of d. Based on the type the relationship between the
M, and d for partial derivative of E can be got, and made the equal to zero,

% = 0. The relationship between the M, and d can be obtained:

a = IZQ—IHT (172)
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Type (17.2) was the relationship between the energy and the path, in the case
that the path between the node and destination node was determined. It was
considered that digital modulation constellation several b (bits/symbol) and the
value of channel fading coefficient £ were known. The ant colony algorithm was
based on the length of the path to choose the path; the one-to-one energy con-
sumption of E value and the distance d value can be found by type (17.3). So the
energy problem can be solved by converting into the problem of path length.

In the moving of the ant, the rule and probability of the ant jump from node i to
node j was shown as follows:

[fij(t)]“[mk(at)]” j € allowed,
i) =1 .2 e )] (17.4)
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In type (17.4), the allowed, expresses the city that ant k allowed to choose at the
next step, o the importance parameters of pheromone concentration, f§ the
importance parameters of heuristic information. t;; is the pheromone concentration
of the path from node i to node j.

For the simple ant colony algorithm:

1

L= 17.5
M = o (17.5)

d;; expresses the distance between two nodes. For ant k, the smaller the dj;, the
bigger the 1;,, the bigger p;; also. So, the #,, expresses the expectations of ant from
node i to node j.

For the improved ant colony algorithm:

1 1
Ny = E = 1 (176)
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For the improved ant algorithm, the smaller the E, the bigger the 5,,, the bigger
the p;; also.

In order to avoid residual information submerged heuristic information caused
by excessive pheromone residue, after every ant walk finished, update the residue
information and global pheromone.
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To sum up, this paper calculated the state transition probability based on the
energy, that is according to energy consumption to choose the next hop node, then
get an ant colony algorithm based on minimal energy consumption.

17.4 Simulation

Hypothesis simulation environment was in 100 m * 100 m observation area where
48 sensor nodes were randomly thrown, and the nodes were randomly distributed
in the 100 m * 100 m area, all nodes having the same transmission range. One of
them was sink node, and the radius of all nodes was 14 m, simulation environment
by Matlab7.0. Figures 17.1 and 17.2 were the simulation for the link respectively
found by simple ant colony and improved ant colony algorithm.

The link in Fig. 17.1 was found by the simple colony algorithm; the link shape
was irregular; the path was more complex and the distance of some neighbor nodes
was relatively great, which make these nodes premature dead, and cause the entire
network energy consumption uneven, because the simple ant colony algorithm was
proposed to solve TSP problem, and the algorithm was based on the shortest path.
In the network which was combined with the multiple-input multiple-output
(MIMO) system and wireless sensor network, the path length and the energy
consumption was not directly proportional relationship, which led to the individual
nodes premature dead, the network energy consumption uneven.

The link in Fig. 17.2 was found by the improved ant colony algorithm. Simply
seen from the link, it was more uniform and had more rules than the simple ant
colony algorithm found. Analyzing the relationship between energy consumption
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Fig. 17.1 Link found by simple ant colony algorithm
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Fig. 17.2 Link found by the improved ant colony algorithm

and path of MIMO wireless sensor network, the ant colony of this algorithm
updated the pheromone according to dy, that is, based on the size of the energy to
update the pheromone. So the selection of neighbor node was based on the min-
imum energy consumption, so the local optimal solution gotten was the node
which has minimum transmission energy consumption. The link gotten by global
update was the minimum transmission energy consumption of the whole network,
so as to extend the survival cycle of whole network.

The paper analyzed the link found by these two algorithms, simulated the
two algorithm’s energy consumption, then compared the whole network energy con-
sumption and life cycle of these algorithms. Hypothesis k = 3, the optimal constellation
several b = 5. Wireless channel parameter resetting for: ¢ = 0.5, G;G, = 15dB, Ny =
10dB,% = —120dBm/Hz, P, = 1072, R = 300bits/s,f. = 2GHz, L = 2bit. Ant
colony algorithm parameter setting for. a=1,=2,p=0.3,0=50.

From Fig. 17.3, in the same round case the node average energy consumption
of the simple ant colony algorithm was more than the improved ant colony
algorithm. And for the same node energy consumption value, in the improved ant
colony algorithm the round number of transmit data was more 400 rounds or so
than simple ant colony algorithm. It was also suggested that the improved algo-
rithm proposed in this paper can save more energy consumption of the network
than simple ant colony algorithm and can prolong the network life cycle. The main
reason was that the simple ant colony algorithm was based on the shortest path, by
finding the nearest neighbors to select the next hop node, and did not consider the
problem of energy consumption. This article used the ant colony algorithm, dif-
ferent from the simple ant colony algorithm, which was based on the energy
consumption of the current node to the next hop node to choose the least energy
consumption path and improved the energy efficiency of the whole network.
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17.5 Conclusion

This article aimed at the limited energy weakness of wireless sensor network node,
with collaborative MIMO wireless sensor network for model. Transforming the
problem of energy consumption into the problem of distance, an ant colony
algorithm based on the minimum energy consumption for routing distribution was
put forward. The simulation results show that the link found by the improved ant
colony algorithm was simple than simple ant colony algorithm and more suitable
for network transmission. After comparing the two algorithm’s average energy
consumption, it was found that the improved ant colony algorithm can improve the
energy consumption of network and prolong the network life cycle.
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Chapter 18

Communication Protocol for Greenhouse
Monitoring System Based on Wireless
Sensor Network

Han Qiao, Qin Ma, Xin Zhu, Mingli Li, Jinhui Zhou
and Xiongchun Duan

Abstract At present, wireless sensor network (WSN) is mainly used in some
applications with a few sensor nodes and poor expansibility, which make it dif-
ficult to change the number of nodes in the WSN and the number of sensors in the
node flexibly. In this paper, a new communication protocol for greenhouse
monitoring system with multifunctional nodes is designed based on zigbee WSN
technology to overcome the shortages above. The protocol establishes and main-
tains the routing table dynamically. And the bit mask method is used to mark
devices and sensors which can access multiple devices in one packet. Through the
elaborately designed protocol, different nodes can join the system automatically.
Users can scan the data, capture images, and control the devices through browser
on the Internet. The experiment results show that this greenhouse monitoring
system based on WSN has perfect transportability and expansibility.

Keywords Wireless sensor network - Communication protocol - Greenhouse
monitoring system - Zigbee - Bit mask method

18.1 Introduction

In recent years, greenhouse agriculture has increasingly become an important
direction of modern agriculture development [1]. And the design of an effective
and accurate greenhouse monitoring system is prerequisite for improving the
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monitoring function service of greenhouse. wireless sensor network (WSN) has
these advantages of low cost, low power consumption, flexible network organi-
zation [2, 3]. At present, the WSN has been applied in cabbage farm [4] and feed
storage [5] successfully in foreign countries. Different applications of zigbee based
on wireless sensor network in agriculture are developing rapidly [6]. Rajesh Singh
has developed a pressure monitoring system using a RF module coupled to AVR
MCU. Steven Silva has developed a website for monitoring water pollution based
on Zigbee and WiMax technologies and realized the remote monitoring via
browser. Liu Hui has used WSN to detect the environment parameters such as
temperature, humidity, illumination, and harmful gas. These parameters can be
summarized and managed at the server [7, 8]. These systems use some wireless
communication technologies such as GPRS, WCDMA. And WSN has been
applied in aquaculture, information collection of tea plantation and the cold chain
environment of fruit respectively by Shi [9], Wang [10] and Guo [11, 12]. These
developers have made great achievements in the zigbee protocol stack, packet loss
rate and system stability. Zhang has designed a two-way communication, which
can enable users to control these parameters in real-time way [13, 14]. But in the
above applications, detecting data mainly depends on only one sensor. And the
remote system is not mature enough to expand easily.

In this paper, a new communication protocol for greenhouse monitoring system
with multifunctional nodes is designed based on zigbee WSN to overcome the
poor expansibility of existing monitoring system. The protocol establishes and
maintains the routing table dynamically. And the bit mask method is used to mark
devices and sensors which can access multiple devices in one packet. Through the
elaborately designed protocol, a distributed monitoring system is designed to
realize scanning the data, capturing images and controlling the devices through
browser on the Internet. And this greenhouse monitoring system designed in the
paper has perfect transportability and expansibility.

18.2 General Architecture of Monitoring System

As Fig. 18.1 shows that the monitoring system includes three layers, which are
relatively perception layer, network layer and application layer. The perception
layer is made up of the greenhouse equipment. The network layer consists of
zigbee nodes and embedded gateway. And the application layer program is located
at the center server.

The gateway takes the S3C6410 provided by Samsung as the core processor
(533 MHZ main frequency). It has a peripherals interface and built-in hardware
image encoder. Gateway has IP network interface, DM9000 network adapter,
WM-GMR-09 wifi module, WSN interface, and zigbee coordinator. At the same
time the gateway is connected with some equipments, such as camera, wind speed
sensor, wind direction sensor, and so on.
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Fig. 18.1 Structure of the system

The MCU CC2530 with low power consumption and cost provided by TI is
used to build zigbee wireless network. The MCU K60 using ARM Cortex-M4 for
the kernel and produced by Freescale is the core control unit of the node. There are
many actuators in the node including humidifier, heater, incandescent, and devices
which are charge of communication with automatic equipment, such as pick-up
robot, patrol robot, irrigation equipment, and so on.

The server is responsible for summarizing and storing the data of all sensors.
The web server program provides service for clients to browse the data and operate
the local equipment in the greenhouse through the Internet.

In Fig. 18.2, the single-arrows represent the calls and returns, and the double-
arrows represent data communication.W2S represents web server and communi-
cation data packages for daemon, which are realized by the structure WEB2-
SERVER below, similar to S2G, G2N, and so on.

Different nodes are just different in device driver and user interface, but the
communication, acknowledge and data management of system follow the same
method. Like this, compatibility of different nodes is realized, thus it is only
necessary to add related user interface and device driver when new types of node
are added which can make system suitable in different situations.
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Fig. 18.2 Data flow of the system
Table 18.1 Each segment of packet
Segment Meaning Size
GWID The serial number of gateway 4 bytes
NODEID The serial number of each node in zigbee network 4 bytes
DEVID The serial number of each device at one node 4 bytes
LoD The length of field DATA in bytes 4 bytes
DATA Data for transmitting, different CMD has a specific meaning Alterable
PACKETID Unique identification of packet between gateway and server 4 bytes
CRC Cyclic redundancy check 4 bytes
CMD The type of user’s request 4 bytes

18.3 Design of Communication Protocol and Data Structure

From the Fig. 18.2, there are six data structures of the packet used in each layer.
And the meaning of each segment is shown in Table 18.1. The six data structures

are designed as

follows:

WEB2SERVER: GWID, NODEID, DEVID, LoD, DATA, PACKETID, CMD
SERVER2GW: NODEID, DEVID, CMD, LoD, DATA, PACKETID, CRC

GW2NODE: NODEID, DEVID, CMD, LoD, DATA, PACKETID
NODE2GW: NODEID, DEVID, CMD, LoD, DATA, PACKETID
GW2SERVER: GWID, NODEID, DEVID, CMD, LoD, DATA, PACKETID,

CRC

SERVER2WEB: GWID, NODEID, DEVID, CMD, LoD, DATA, PACKETID
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CMD, DEVID and DATA fields are responsible for semantic representations.
The values of CMD and DEVID fields are shown in the Tables 18.2 and 18.3, and
DEVID represents the devices which are available in the way of bit mask. Each bit
represents one device. The command has an operation to the devices whose cor-
responsive bits are set, or has an operation of uploading frequency to node when
all the bits of DEVID are 0.

For example, if there is a packet whose GWID = 4, NODEID = 7, DE-
VID = 0 x 00001800 (bitll and bitl2, that are humidifier and temperature
controller), CMD = 0 x 0002, DATA = 0 x 0046001c(70,28), it will present a
request to adjust the humidity and temperature to 70 % and 28 °C around node
No.7 in greenhouse No.4, using humidifier and temperature controller.

If the users need to obtain the current temperature and humidity of Node 7 in
Gateway 3 by client browser, these steps of responding to the above request are
shown as follow:

Step 1. The client web program generates the original WEB2SERVER data
package as follow: GWID = 3, NODEID = 7, DEVID = 0 x 0003,
CMD = 0 x 0003, LoD = 0, DATA is empty; PACKETID consists of
timestamp and random number.

Step 2. The client web program transmits this package to a daemon designed to
communicate with gateway. The daemon adds CRC field to start trans-
mission using TCP protocol and waits for ack (acknowledgment charac-
ter) signal from gateway. It will transmit again if time is out.

Step 3. Gateway will transmit an ack signal of GW2SERVER with

CMD = 0 x 0006.

If the check is successful, find the short address of node No.7, delete NODEID
to form GW2NODE and send it to the node.

Step 4. The node checks the DEVID bit by bit. When it comes to the bit of
temperature (bit 0), node will sample the data of temperature once, and
add 4 to LoD to fill this 4 bytes. When it comes to humidity bit, it will do
the similar thing. After all bits are finished, the data NODE2GW is
formed. Then the node will send it to the gateway.

Table 18.2 Downlink command
CMD Describe Meaning of the field DATA

0 x 0001 Control the device with switch value On or off
0 x 0002 Control the device with numerical value The expected value of controlled variable

0 x 0003 Request the data of sensors Empty
0 x 0004 Alter the upload frequency The expected value of upload frequency
0 x 0005 Reply the request for time hack Current time

0 x 0006 ACK for network communications Empty
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Table 18.3 Uplink command

CMD Describe Meaning of the field DATA
0 x 8001 Apply for controlling device Success or fail

0 x 8002 Apply for requesting data The requiring data

0 x 8003 Add a record in routing table Gateway, node or device

0 x 8004 Remove a record in routing table Gateway, node or device

0 x 8005 Request for time hack Empty

0 x 8006 ACK for network communications Empty

Step 5. The gateway will send data in packet GW2SERVER to the daemon in
server and then wait for ack signal. And the daemon will return the data to
the client web program if check is successful. And these data are added to
the database after it finishes analyzing these data.

As for the operations whose actuators are directly connected to the gateway,
such as image capturing, the process of request is similar but simpler. Their
NODEID is 0, which is the ID of gateway in zigbee network. Then these requests
and devices will be analyzed on gateway like nodes. After image is acquired, the
gateway will compress it to format jpeg and send it to the server. The client web
browser shows the image as shown in Figs. 18.3, 18.4. In addition, the users can
adjust the angle of cameras by up, down, right, and left buttons.

The users can configure the nodes and gateways by their GUI supplied by LCD
or touch screen. And the device list will be established once the node is powered
up. The routing table is established when the gateways and nodes join the system
by transmitting the corresponding commands.

Fig. 18.3 The upload and display of sensor data
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Fig. 18.4 The capture and display of image

18.4 Experiment Results

The WSN based on the above new communication protocol is established in
laboratory. And the numbers of nodes are eight. In order to verify the transport-
ability and expansibility of the monitoring system, there are three types of nodes in
laboratory. The first type is only connected to temperature and humidity sensors.
The second type is connected to one sensor and four devices including fan, irri-
gation valve, light, and stepper motor. And the third type is connected to automatic
picking machine. Experiment results show that all the nodes can work well, upload
data correctly, and control remotely. That’s to say the stability and suitability of
system are good.

18.5 Summary

In summary, the communication protocol designed in this paper improves the
expansibility of monitoring system in three aspects. First, the design of dynamic
routing can meet the variable number of nodes. Second, the design of software
layer in the node improves the portability and the communication protocols need
not be changed when the system is updated. Finally, the gateway and node are
both configurable, which make the device in a certain node changeable and
expansible.
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When the short delay and real-time characters of the system are achieved,
different types of nodes have good compatibility and flexible configuration. And
the sensor nodes can be adjusted to avoid chaos automatically according to the
configuration when the system is expanded. The new communication protocol
makes up the deficiencies of existing greenhouse monitoring system. In the future,
the system can be promoted. These applications of data and image processing will
have more enhanced functionality.
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Chapter 19

Research on Single-Carrier System
with Frequency-Domain Equalization
in HF Communication

Boyuan Xu, Fei Xu and Weizhang Xu

Abstract The application of frequency domain equalization technique makes
single carrier modulation a valuable alternative resisting multiple-path and time-
varying channel in the broadband RF communication. This paper does a research
on the principle and characteristics of Single-Carrier systems with Frequency-
Domain Equalization (SC-FDE), and gives the performance of SC-FDE based on
the 2 UW frame structure under RDM channel.

Keywords Single carrier - FDE - HF channel - MATLAB

19.1 Introduction

As we all know, the RF channel is the time-varying and disperse channel, and it
has the selective fading of time frequency and space. The occupied bandwidth in
the communication of shortwave is mainly limited to the 3 kHz till now. It is
difficult to raise the bandwidth and data rate because of the high complexity of
time-domain equalizer. The technology of frequency domain equalization is pro-
posed to resolve this problem owing to its low calculation of the SC system in a
large degree [1]. SC-FDE has a advantage of reduced peak-to-average ratio
requirements (PARR) and low sensitive to the freq offset compared to OFDM. The
paper does a research on the SC-FDE based on the MATLAB simulator [2].
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Fig. 19.1 The flow of the sender
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19.2 Sc-Fde
19.2.1 The Principle and Structure

SC-FDE and OFDM are closed in the system structure, and both have the similar
means of signal processing that in each of these frequency domain systems.
Figure 19.1 gives the system flow of SC-FDE, and the concrete digital signal
processing is described as follows: the sending part first adopts technology of bit-
to-symbol mapping of QPSK, then adding unique words (UW) to data framing, at
last data frames are sent through the channel to transmit after shaped filtering. At
the receiving part, the UW in each data block is used to estimate the characteristics
of the channel and get the equalizing coefficients. To the data received, processing
of FFT is used to get the frequency characteristics. The equalizing coefficients are
multiplied by the corresponding data in the sub channels, then the data is converted
to time domain by the IFFT module and UW is removed. At last the demapping
and decision module realize the function of demapping and decision.

At last the output symbols of the demapping and decision module in time
domain become:

27

1N71 o 1 N
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19.2.2 Frequency Domain

The precondition of adopting the FDE is the data block transmission by adding
UW to realize the conversion from linear convolution to cycle convolution.
Meanwhile the Channel characteristic is known. The process is that the equalizer
produces the inverse characteristics to offset the function of the channel, so it can
resist the ISI caused by RF channel. Also we can consider it that the equalizer is
used to convergent the extended energy of symbol transmitting to its own time
slot. It is equal to invert a filter to make it with the sub-channel to have charac-
teristics of banner and liner phase [3]. Figure 19.2 shows the flow of FDE, in
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which y(k) are symbols received and Y (k) are the in the frequency domain. Z(k)
are the multiplication of Y(k) and W(k), and Z(k) are z(k) by FFT.

The technology of FDE contains liner equalization and nonlinear equalization,
and it is divided by the structure of equalizer, that is whether the output is used for
feedback. Liner equalization includes zero forcing ZF and MMSE, while nonlinear
equalization is mainly the decision feedback equalization with the shortcoming of
error propagation. This paper simulates the SC-FDE adopting the liner equaliza-
tion including ZF and MMSE. The equalizing coefficients with ZF are:

1
Wiz)=—,k=0,1...n—1 19.2
0= 5 n=1) (19.2)
And using MMSE is:
H*(k)o% H*(k
W(k) = 2( Z S = (2) = (19.3)
|H(k)["o5 + o5 |H(K)]” +%2

2
T

We can conclude that from the formula, MMSE method considers the influence
of noise and channel at the same time has better performance than ZF method
especially in the condition of low SNR, while the ZF method has a less calculation

[4].

19.3 Simulation of SC-FDE
19.3.1 Design of the Data Frame Structure

In this simulation, adopts the 2UW frame structure, shown as in the Fig. 19.3. UW
at the head of data block is used as guard interval similar to the CP inverted in
OFDM data blocks [5], while UW has its own feature that UW is fixed and known
to the receiver so it can be conveniently used to channel estimation as the training
sequences [6]. So in the 2 UW in the continuous data blocks the first one is used as
guard interval and the second is used to channel estimation, so it has a better
property of channel estimation. Now this frame structure is widely used in the SC-
FDE and has good performance.
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Fig. 19.3 The data frame FFT Window
structures of SC-FDE
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On the ideal condition UW should have the feature of constant-amplitude in the
frequency domain because of its function of channel estimation, so that it can
produce relative stable frequency response to test the channel characteristics at
frequency points. This paper adopts the Zadoff-Chu sequences [7-9] which have a
outstanding of the const amplitude in time and frequency domain. This simulation
uses the Zadoff-Chu sequences which are defined as follow:

cit) = expln (450

N +qk)],k0,1,...Nl(N is odd)  (19.4)

M (k?
C(k) = exp [jZnN <2+qk)} ,k=0,1,...N—1 (N is even) (19.5)

19.3.2 Simulation Results

This simulation adopts the data frame of 2UW under the third channel model of
DRM standard. Table 19.1 gives the parameters of simulation system and
Table 19.2 shows the parameters of DRM channel 2. Figure 19.4 shows the
simulation results under the parameters in Table 19.1. We can see the system
displays a better performance after equalization, and adopting MMSE method is
also better than ZF method with the SNR increasing.

Table 19.3 shows three series of parameters of SC system, in which length of
UW is fixed, while length of data block is different. Figures 19.5 and 19.6 show
the error rate curves under different parameters adopting ZF method (Fig. 19.5)
and MMSE method (Fig. 19.6). We can see that whether MMSE or ZF is used the
performance under the first parameters is best, under parameters 3 is better and
the parameters 2 the last. So it can be concluded that the shorter the data block is,

Table 19.1 The simulation parameters of SC-FDE

Band-width Mapping Aggregate Data block Uuw Frame Valid
(KHz) mode data length Ts length head (ms) data rate
rate(Kbps) (ms) Tg (ms) (Kbps)

10 QPSK 20 32 4 16 14.88
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Table 19.2 The parameters of DRM channel 2

Parameters path Path1 Path2 Path3 Path4

Delay Ag(ms) 0 0.7 1.5 22

Path gain py 1 0.7 0.5 0.25

Doppler shift Dy, (Hz) 0.1 0.2 0.5 1.0

Doppler spread Dy, (Hz) 0.1 0.5 1.0 2.0
10°

Bit error rate
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Fig. 19.4 The simulation result of SC-FDE

Table 19.3 Three kinds of simulation parameters

Parameters Ts (ms) Tg (ms) FFT points Effective data rate (%)
Parameter 1 16 4 96 50

Parameter 2 32 4 224 75

Parameter 3 24 4 160 66.7

the performance of system is better, and the ability to resist the time-varying
feature is stronger, however the effective data rate is reduced.

19.4 Summaries

This paper describes the principle of SC-FDE and gives the methods of channel
estimation and equalization. Also this paper has a study on the frame structure and
displays the performance of SC system based on the 2UW frame structure under
the DRM channel by MATLAB simulation tool. We can see that in the broadband
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Fig. 19.5 Simulation results
with ZF method

Fig. 19.6 Simulation results
with MMSE method
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RF communication, SC-FDE has a good performance to resist multiple-path effect
and is paid more and more attention to by the people owing to its advantage
compared to the TDE and OFDM. It can be said that SC-FDE has a broad
application prospect in the broadband RF communication.
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Chapter 20
LEACH Clustering Routing Protocol
for WSN

Dongfeng Guo and Lijun Xu

Abstract The node energy, storage space, and computation ability are limited, so
energy saving is the primary goal in the design of wireless routing. The traditional
wireless routing cannot be directly applied to the WSN, so WSN routing protocol
research has important practical significance. The improved LEACH protocol
means to make each nodes energy utilization more equalized to extend the total
amount of data and network survival time. To improve the performance of the
whole network is a crucial principle for the research of WSN according to a
specific application in the future.

Keywords WSN - LEACH - NS2 - Simulation

20.1 Introduction

Wireless sensor network consists of a large number of nodes, which exchange data
through wireless communication technology. Wireless sensor network collects
information from plenty of nodes in sensors and has a data processing and inte-
gration to convey the final information to the observer. Routing protocol is so
critical for network that it has a direct impact on network performance, efficiency,
and safety [1]. Wireless sensor network has its own characteristics and is different
from the traditional network, and its routing protocol presents difference from the
letter. The routing protocol of traditional network cannot be directly applied to
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wireless sensor network [2]. As long as the differences between wireless sensor
network and IP routing protocols as following: when designing routing protocols,
node energy of wireless sensor network is limited and on the important position.
In the transmission process, node energy is far away from the network center, while
many-routing protocols mainly face much to one of the data current and one to
much of the control current rather than point to point communication in the
traditional network. During the data transmission, first, it is to do an integration of
data processing. Mobility of wireless sensor network is poorer than the Ad Hoc
networks [3].

20.2 A Wireless Sensor
20.2.1 Architecture of Wireless Sensor Network

Wireless sensor network is generally composed of the sensor nodes, cluster nodes,
and management nodes, and sometimes it contains Internet, satellite links, and
console. Aggregation has a received data processing and integration to convey the
handled information to the management node through the Internet or satellite links.
Furthermore, aggregation node has the function of data processing and transmis-
sion and designs enhanced sensor nodes in order to have much capacity and
processing space [4]. While management nodes examine and manage the whole
network, receive the information transmitted by aggregation nodes, and send the
relevant control information.

20.2.2 Node Structure of Sensor

Node consists of the power service module, the radio traffic module, the processor
module, and the sensor module. The node is the object in the wireless sensor
network deployed studies fields to collect and the repeater information and com-
plete cooperation assigns, each node is marked with different ID.

20.2.3 Layered Structure

According to the characteristics of the wireless sensor network design network
system has two-dimensional structure, namely the lateral communication protocol
layer and longitudinal management surface. Communication protocol layer is
divided into five layers, respectively is physical layer, data link layer and network
layer, the transport layer, the application layer. Network management surface is
divided into mobility management, energy consumption management, and task
management [5, 6].
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20.2.4 Common Wireless Sensor Network Routing Protocol

Wireless sensor network routing protocol is divided into plane routing protocol
and level of routing protocol in terms of the topological structure of viewpoint in
routing protocol. Plane routing protocols include the flood agreement and chatting
agreement, Sensor Protocols for Information via Negotiation (SPIN) agreement
and directional diffusion, while level routing protocols include LEACH, TTDD
agreement, SPEED agreement, and GEAR agreement.

20.3 Analyses and Improvement of LEACH Routing Protocol
20.3.1 LEACH Routing Protocol

The LEACH protocol is the first based on clustering hierarchical routing protocol.
Compared with the plane routing protocol, LEACH has characteristics of low
consumption and long survival of network. Selecting LEACH protocol as the
research object and improvement can be understood more in-depth of the working
process of hierarchical routing. The LEACH protocol makes use of self-organizing
clustering, clustering with its strategy to select a node as the cluster head node, in
the data transmission, all cluster member nodes first sending the data to the cluster
and cluster head receiving all cluster members data, and then having the data
fusion and sending to the remote base station.

(1) Selection in Cluster Head

The basic idea of LEACH protocol is that energy consumes a balance to each
node so as to prolong the lifetime of network. The cluster head nodes receive other
information within the cluster nodes, process the information, and sending to the
base station. The LEACH protocol uses periodic selection cluster head nodes to
solve the excessive consumption in cluster head node energy. In the LEACH
algorithm, the node independently determines whether a cluster head or not.
Periodic selection cluster head node is called round, each round consists of a
cluster of the establishment stage and stable data transfer stage.

In each round of clusters process, the goal is to form K clusters. Algorithm
starts with a random value from O to 1 and gives it to each node, function in
formula 20.1 showed as follows to select the cluster head node.

_ P o
ST prmod (1jp)] " €C (20.1)

T(n)=0---n € other

T(n)

For an arbitrary node N, the node N generates a random number range 0-1, if
this number is less than a given threshold value T(n), the node N will become the
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cluster head node, at the same time, the node N broadcasts itself as a cluster head
information. P is cluster head node ratio, its value is generally 4-5 %, and the
value will be changed with applications. R is currently circulating round number,
such as the current is carried on the tenth round, » = 10; G is a set in recently 1/P
wheel has not elected a cluster head node. In a cycle, a node can only become a
cluster head. When r = 0, T(n) = P, whereby probability of each node as the
cluster head node is the same, value of P, R will be larger. The T(n) value is larger,
the probability of cluster head nodes becoming cluster head is the greater.

(2) Phase in Cluster Building

The “wheel” (round) is defined as the unit circle in the LEACH protocol. Each
round consists of two stages, namely the establishment phase and stable phase.
Node uses the formula (1) to calculate. By setting a threshold 7(n) to judge
whether itself becomes a cluster head node. Once a node becomes the cluster head
node, we need to broadcast the news of being a cluster head in remaining nodes
network.

When a node is a cluster head node, it will send broadcast message to other
surrounding nodes to show that is the cluster node, during this period it has been
waiting for other nodes respond and waiting for other nodes to join. A noncluster
head node may receive information from a plurality of cluster head node; finally, it
selects to join the cluster according to the energy which is determined by the size of.

(3) Stabilized Stage in Clusters

After completing cluster building stages into the stable stage, this stage is
mainly to complete data transfer. If the sensor node always has data to send, when
the time for their turn to transmit data, member node will send data to the cluster
head node. In the transmission phase, each member node has been shut off its own
wireless communication module until its own time slot come open module to save
energy. But the cluster head nodes to accept other node information within the
cluster, so the cluster head node transceiver needs opening, hence, the cluster head
node energy consumes more quickly than others.

20.3.2 Shortcomings of LEACH Protocol

The LEACH protocol has many advantages, but it also has some shortcomings,
mainly in the following aspects:

(1) Selection of cluster head is not ideal

The LEACH protocol uses random manner to become cluster head, which is
lack of binding and does not use the residual energy of nodes as a reference
coefficient to select the cluster head.
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(2) Cluster head distribution is not balanced

The LEACH protocol uses completely random manner to produce cluster head
nodes, so the distribution of the geographical position is not optimal and is more
likely to produce the unreasonable distribution.

(3) Signal hop communication is not reasonable

LEACH protocol uses a single jump communication in the process of com-
munication, which greatly limits the size of the network.

20.3.3 LEACH-Improved Protocol

Wireless sensor network node energy is so limited that routing protocols are
designed to save energy in important position in order to prolong the survival time
of the entire network. The LEACH protocol in the selection of cluster head nodes
do not take the residual energy of nodes into consideration, it may choose the
residual energy of less node as the cluster head node, where the cluster head nodes
distribution is uneven and some regional cluster head distribution is much too
small to reduce the network survival time. The way of single jump is used in
communication, by the model of energy consumption; the distance from the base
station node energy consumption is increasing dramatically. As for LEACH pro-
tocol existing problems, this paper puts forward an improvement of the LEACH
protocol LEACH-improved.

The LEACH-improved protocol focus on problems of LEACH protocol, from
the following two aspects of the LEACH protocol was improved:

(1) Selection of Head Cluster Node

The LEACH-improved protocol selects cluster heads to increase the residual
energy of the nodes in the cluster detection, or selects those nodes with more
energy as the cluster head node in order to prolong the network life time. Current
node is current energy and origin is the initial energy of nodes. The LEACH-
improved protocol increases the probability of higher energy node a cluster head to
prolong the network lifetime. The improved formula for cluster head selection as
shown in a formula 20.2.

p * Ecurrent cG
... n
1 —px* (rmod (1/p)) * Eorigin (20.2)
T(n) =0---n € other

T(n) =

(2) The Multi-hop Path Transmission

The LEACH-improved protocol joins intercluster routing strategy. Cluster head
is responsible for the data collection of cluster member cluster head node, data
fusion calculation, and sends the fusion data through the multihop routing to the
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base station. This chapter assumes that the data redundancy is limited and data from
different clusters can not further data fusion, so it relays cluster head node simply
forwarded from other formal cluster header data. In the network a cluster head node
is denoted as Ci, Ci and the distance between the base stations recorded as D (Ci,
BS), jump process is as follows: the cluster head nodes with radius d to broadcast
their own news around, message contains the node ID Ei, energy, distance between
cluster heads and base station (Ci D, BS). This cluster head node Ci is adjacent to
the cluster head node set to SCi = {Cj, Ck},..., where the cluster head relays
cluster head set for SCv = {CvICv in SCi&d (Cv, BS) = D (Ci, Bs)}, if SCv is
empty, then the cluster head transmits data directly to the base station, or selects the
largest cluster head node of energy value in the collection SCv. If the maximum
residual energy node is the only, then the node as the next hop routing node or in a
plurality of energy values in the largest cluster head node selects the distance from
the base station to recent cluster head node as the next hop routing node.

20.4 Simulations
20.4.1 Comparison of Protocol Stimulation

The comparison of LEACH-improved protocol and LEACH protocol is mainly
from two aspects contrast analysis-the node data transmission amount and node of
the survival time.

(1) Data transmission quantity simulation analysis

Data transmission quantity is node of the total amount of data that is transmitted
to the base station. Figure 20.1 shows the improved LEACH-improved protocol and
the original agreement in the test of energy consumption and the base station
receives the total data quantity of the curve. From the chart shown, protocol
LEACH-improved in consuming the same energy, the base station receives the great
total amount of data. This shows the LEACH-improved has a promotion space than
the original protocol, as you can see from Fig. 20.1, when consumed the same
energy 80, LEACH-improved protocol accepts 6,000 of the amount of data, when
consumption is 100, LEACH-improved protocol accepts the amount of data 7,000
than the LEACH protocol, which describes that the LEACH-improved protocol
improves the total data receiving volume, this is mainly because the improved
protocol in energy consumption is compared to the average, so the lifetime of the
whole network is improved and the data transmission is more efficient.

(2) Simulation Analysis of Node Survival Time

Node of the survival time of wireless sensor network is one of the important
parameters, survival time directly determine the performance of networks and the
life time of the whole network. Figure 20.2 shows the number of nodes in the
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Fig. 20.2 Node survival time

network survival curves varying with time. The coordinates stand the time, and the
ordinates stand node survival number. As can be seen from the graph, LEACH
protocol has node death in 215 s, while LEACH-improve emergences the phe-
nomenon of death node until in 275 s, and node death time postpones too much.
This description of the LEACH-improve Protocol extends node survival time, at
the same time, the energy consumption of the node is lower and the LEACH-
improved protocol indeed reduces the energy consumption of the node, making the
node energy consumption is more balanced to prolong the survival time of a single
node, so that the performance of the whole network is in promotion.

20.5 Summary

After the detailed analysis of the first choice of LEACH agreement and the sta-
bility of the family of transmission stage, and the instructions of LEACH agree-
ment during operation of the energy consumption model, it points out the
shortcomings of LEACH agreement: in the process of selection of cluster head
without considering the residual node energy, in the process of transferring, the
way of communication is the single jump and proposed the improved protocol
LEACH-improved agreement in this foundation. Through the simulation
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experiments, it can be concluded that the improved LEACH-improved agreement
can increase the overall data transmission and extend the node of survival time,
which improves the network environment and makes the network performance
improved.
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Chapter 21
Security Model Based on Cluster
Formation in Ad Hoc Network

Shuyu Hu

Abstract We apply the idea of systems analysis and integration to constructing
the AD hoc network security model based on cluster formation in this paper. In
this security model for ad hoc networks, the initial nodes are authorized by the
user, or validated by the cluster headers in other clusters when the cluster is
created. The cluster header is elected by all nodes in the cluster, and there is a
temporary cluster header in charge of the cluster header elections.

Keywords Ad hoc networks - Cluster formation - Security

21.1 Introduction

Mobile Ad Hoc networks are dynamic self-organizing networks, which are built by
some mobile nodes. Those mobile nodes are capable of wireless communication.
Mobile Ad Hoc networks have the arbitrary and temporary topology [1]. In the
networks, each node can be used as a host or router. Mobile terminal has a routing
function, and can make up arbitrary topology by wireless network connection
[2, 3, 4]. This kind of network can not only work independently but also connect
with the Internet or a cellular wireless network [5, 6, 7]. Compared with the usual
networks, the mobile Ad Hoc network has some special features: self-organization,
dynamic network topology, multi-hop communication route, limited wireless
communication bandwidth, limited host energy, distributed network, and so on
[8, 9, 10].
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The security of mobile ad hoc network has been the hotspot of current research.
Compared with the fixed wired networks, mobile Ad Hoc networks face more
security threats [11, 12, 13]. In the fixed network, the enemy needs to lap cable to
wiretap, and to find loopholes of the firewall or gateway to access internal
resources. But for mobile Ad Hoc networks, wireless channel make wiretap
become probable anywhere, with the mobility of nodes making the networks
without border and the firewall unable to play a role [14, 15]. Mobile Ad Hoc
networks face more threats than fixed networks, such as wiretap, falsification of
identity, replay, message tampering and refuse services, and so on, and therefore
need security protection [16, 17].

At present, researches on cluster technology of mobile Ad Hoc network are still
at the initial stages. There are still many unresolved issues in modeling of mobile
Ad Hoc Networks, such as what is the appropriate architecture? What is the best
framework model? How to authorize nodes to create networks? How to validate
the security of mobile Ad Hoc network? And so on.

21.2 A Wireless a Hoc Network Ids Model Based
on the Cluster
21.2.1 Assumptions

We proposed a mobile IDS model based on the cluster. As its structure shows in
Fig. 21.1, the assumptions are as follows:

Fig. 21.1 Cluster formation

A cluster header
—— transport path
control path
cluster

B
- |

]
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(1) Each node is inserted a GPS positioning system. And by doing so, the cluster
header can get each node’s moving speed, direction and orientation in the
cluster.

(2) Wireless signal propagations are in accordace with fee space propagation
model [2], and use the prediction method proposed in literature [3]. This
method assumed that the strength of the received signal of the model are
mainly decided by the distance between receiver and the sender.

(3) Each node’s effective radiate distance are equal: specifically, if one node is in
the other node’s radiate rage, then they are adjacent nodes and have a line
between them.

21.2.2 Cluster Formation

There are many conditions of formatting a cluster, as shown in Fig. 21.1.
The initial nodes must be authorized by the user or validated by the cluster
headers in other clusters if they what create a cluster.

(1) Each discrete node indicates itself by sending a HLLO message and authen-
tication handshake.

(2) There is only one hop distance between each the node in a cluster.

(3) The number of nodes in a cluster is limited. If there are too many nodes in one
hop distance, some nodes will create a new cluster.

(4) The created new cluster must be able to maintain the channel with the cluster
header validating it. If the channel is brea, the initial node needs to be
re-authorized or re-validated and cluster re-created.

The process of Initial nodes’ cluster formation:

If the initial node X is authorized by the user, then the user input the initial key
to generate the key pair for the initial node.

If the initial node X is authorized by the cluster head of other cluster, firstly, this
node will generate the key parr M, {SK,, PK,} by assembling the public key of the
cluster head and the random number generated by itself. Secondly, PK, will be
encrypted by SK, and distributed to the cluster head for certification.

SK, is the secret key of this. There is no node in the network knows its contents.
PK, is the initial node’s public key and known by all nodes in the network. Set the
number of cluster nodes is m, the initial node broadcast it’s PK, to m neighbors
node in its one hop.

The nodes which receive packets will generate the key pair M, {SK,, PK,} by
assembling its public key of the cluster head and the random number generated by
itself. PK, will be encrypted by PK, and distributed to the initial node X.

While X receive this package, it will decrypt it will decrypt it SK,, and obtain
public keys of each nodes.
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X issue Certificate CT <V;, PK;,N;,t,T > for each node, it meas that: in the
time interval [t,t + T1, persona public key is PK; elective.

21.2.3 Election of the Cluster Header

Cluster headers are elected by nodes in the cluster; the following factors need to
be considered in election:

(1) The security of nodes: whether the initial nodes are authorized by users or
validated by the cluster headers in other clusters.

(2) The residual energy: Mobile Ad Hoc network nodes’ battery power is limited,
the residual energy is very important.

(3) The configuration parameters of the performance: to choose good perfor-
mance, high efficiency, high hardware parameters as the cluster header as
much as possible.

(4) Dynamic parameter: the node’s mobility speed, moving direction, and the
distance between nodes are the most important data; we can calculate the
dynamic parameter of the node by using them.

(5) The cluster header control and manage the entire cluster and it does not
participate in the cluster Routing Forwarding when the cluster header is not as
sender or receiver in the cluster.

The election procedures of the Cluster header are as follows:

If the initial node was not validated by the cluster header in other clusters, then
the initial node works as a temporary cluster header, and it also can be elected as
the official cluster header in the following creation process. If the initial node has
been validated by the cluster header in other clusters, then the cluster header in
other clusters works as a temporary cluster header, and it cannot be elected as the
official cluster header in the following creation process.

At first, each node sends its vote to the temporary cluster header, then the
temporary cluster header calculates and compares the votes, and then select the
official cluster header.

Assuming the nodes amount in a cluster as m, the nodes respectively are
decrypted as: X, X5, X3,...... X, the remaining energy of the node X, is A;, the
configuration parameter of the performance is B;; the dynamic parameter is C;, the
cluster header election function is:

W(X;) = eA; + fB; + gC; (21.1)

where e, f, g are weights;

Node X; sends its parameters of speed, coordinates, id, and direction of
movement to its adjacent X.

X receive the information of X;, then calculate the predicted connection time
using the method proposed in the literature [4]:
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Assuming the speed of node X; is V;, the adjacent nodes X;’s speed is Vj, node
X;’s position coordinates is (x;, y;), the adjacent nodes X;’s position coordinates is
(xx, yi), the node X;’s mobile direction is 0; (0 < 0; <2n), the adjacent nodes X;’s
mobile direction is 0 (0 < 0, <2m), the distance between two nodes is S:.

(a(xi —xi) +c(yi —yi)) + \/(a2 +c2)s? — (alyi — yi) — (x; —Xk)c)2

Ci=

a* +c?
(21.2)
in the formula:
a = v;cos 0; — vy cos O (21.3)
¢ = v;sin 0; — v; sin 0, (21.4)
S = \/(Xi —x)? 4+ i =)’ (21.5)

Assuming the shortest maintain time of the links (x; to xi) is T, compared
C; <Thin, if C; <Tin, then calculate the following associated values:

Which E; is the node’s residual energy, Emax is maximum energy capacity of
the node;

Bi = kM; + fN; + hP; (21.6)

Where, k,f, h as the wrights, M, is the parameter of the CPU’s operation rate, N;
is the memory parameter, P; is parameter of the network throughput;

Where, e,f is the wright?

Then, send the value of F(X;), C; to the cluster header;

Compare the values of W(X;), W(Xp)------ W(X,), the largest one is the
cluster header;

21.2.4 To Add and Remove Nodes in Cluster

Each node in cluster can be added or removed from the cluster, as shown in
Fig. 21.2:

Each node can change their places in AD HOC network. So when a node X
moves outside the scope of the cluster W, the cluster header Wm will send transfer
messages including authentication information to the cluster header Mm of the
cluster M base on the mobile path of the node X. While node X is nearing Mm, X
will send a join request including its authentication information to m. M receives
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Fig. 21.2 Nodes in cluster to
join and remove

the request and checks it with messages. If consistent, Mm will agree X to become
the member of cluster M, and W will send a conf message to Wm.

Wm will record the event into log when it receive message from Mm, then update
the cluster information, and delete the relevant information of node X in the W.

If the node X moves outside the cluster W, and not near any cluster (it is judged
by the direction of node X’s movement). The cluster header Wm will send transfer
packets to all the cluster headers in the Ad Hoc network until receiving the
message that this node had been attended any cluster. Then, it records this event
into its log, updates the cluster’s information, and deletes the relevant information
of node X in the W.

21.3 Conclusion

If the cluster heads do not play any role as a sender or receiver, they also need not
participate in the route exchanging and data forwarding. They are in charge of
resource scheduling and intrusion detection control of this cluster. Although a
cluster model of the Ad Hoc network is given in this article, its algorithm still
needs more in-depth study, and also intrusion detection of cluster.
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Chapter 22
An Enhanced BitTorrent Protocol
Supporting Multiple Network Accesses

Xue Yifei

Abstract We present our architecture which uses an enhanced BitTorrent
protocol, supports multiple network accesses simultaneously, and localizes
information retrieval. Our results showed that, for the scenario considered, the
median download duration is reduced by more than 33 % compared to standard
BitTorrent. The load on the inter-domain backbone was also significantly reduced.
Since the information is localized, one would expect that it puts a high load on the
gateway routers inside a network domain. However, the number of packets
received by gateway routers was reduced by 62 %. The nodes could also send data
at higher rates, recording a 63 % increase. The results display similar behavior to
the prototype experiments.

Keywords BitTorrent - Peer-to-peer - Wireless local area networks - Multiple
network accesses

22.1 Introduction

In today’s Internet there are multiple users and servers located around the world.
Internet applications have advanced from simple end-to-end communication
applications to online-games, peer-to-peer file sharing applications, and video
streaming services among others. The Internet was built on the host-centric
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paradigm, which states that end-to-end connectivity between hosts is a prerequisite
for effective communication. However, most of the traffic in today’s Internet is
related to content distribution applications [1, 2], which include file sharing; audio/
video streaming; groupware instant messaging (akin to Twitter) and status noti-
fication; and collaboration applications. For handling content traffic, new kinds of
technologies have been developed. Peer-to-peer networks have proven to be effi-
cient in file sharing by making the information available to a large number of
users. Content distribution networks (CDNs) are useful in pulling the load away
from a central server by distributing information to servers located close to the
users. However, these technologies are still based on end-to-end connectivity,
tying the content to specific hosts. The inability of the current Internet architecture
calls for a transition to information-centric networking. Network of Information
(NetInf) is an information-centric approach taken within the EU-funded FP7
4WARD project [3]. Netlnf proposes a uniform mechanism for locating and
retrieving content, which is more suitable to the usage of the current Internet.
Currently, relationships between different copies of the same content are not
represented. NetInf aims at employing access patterns similar to anycasting to
obtain the closest replica of the content in a networking sense. It has been con-
sidered as a viable architecture for mobile networking, since it may reduce energy
consumption of mobile devices and provide ubiquitous Internet access [4].
Research on information-centric networking is active, and in addition NetInf there
are other proposals, such as PSIRP [5] and Content Centric Networking [2].
Information-centric networking allows users to focus on the information objects
they need, rather than pointing to a specific, physical location of the data. Instead
of connecting nodes and their processes, information-centric networking aims at
connecting information consumers with information producers and distributors.
The networking paradigm called NetInf [6] adopts this approach. Currently, the IP
address is both an identifier and a locator. It expresses where the content is located
and the name of the location. Thus, when content is moved to a different location
its name also changes. The dual role of an identifier and locator should be excluded
by using a flat namespace for persistent identification of content [7]. The content
should be retrievable by a common known name even if it moves to another
location. Flat namespace means that there is no hierarchy in the naming of content.
The NetInf information model has two objects: the bit-level object (BO) and the
information object (IO) [7]. BO is a digital representation of the information: a
specific sequence of bits located in a file, on the wire, in the air, or any other
possible location. BOs can be divided into smaller pieces, to support features such
as swarming in BitTorrent. An IO is a general term for a piece of content or
information [6, 8]. By using IOs it is possible to locate content, regardless of
irrelevant characteristics, such as, encoding of a certain song. In an information-
centric network the same IO can reside in multiple copies at different locations [7].
The principle of object resolution in Netlnf is that objects are retrieved based on
their unique identifiers. To find an object in the network, users query a NetInf
name resolution system. Routing forwards the object retrieval query to the storage
location of the object, where it can be forwarded to the requesting client.
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This paper describes an information-centric multiaccess supported NetInf
simulation model with the OMNeT++ discrete event network simulator [9] and
analyzes the simulation results. This paper builds upon, and extends our previous
work on a proof-of-concept prototype for multiaccess NetInf [10]. In particular,
this paper centers on feasibility on a larger scale and quantifies in this context the
individual NetInf node performance improvement. In earlier work we showed that
with an information-centric approach, it is possible to make significant gains in
performance [11]. The scenario involved multiaccess content distribution for the
case of video streaming in a large wireless metropolitan area network (WMAN). It
was also shown that an information-centric approach may be' instrumental in
reducing the energy use of WMANSs and information and communication tech-
nology (ICT) in general [12].

This paper presents the first simulation study on a multiaccess supported
information-centric approach in a wireless peer-to-peer network. Reducing inter-
domain traffic and improving download speeds of end users in peer-to-peer net-
works has been studied before. BitTorrent Ono [13] uses biased neighbour
selection to find peers that are close in a networking sense. An ISP-supported
oracle has been suggested in [14, 15]. However, these solutions are still based on
end-to-end connectivity, i.e., the content is located at specific hosts in the network.
In addition to peer-to-peer file sharing, information-centric networking is naturally
suitable for content distribution scenarios such as A/V streaming. Downloading the
closest possible replica can minimize the amount of inter-domain traffic and speed
up streaming video.

This paper is structured as follows. Section 2 describes our methodology and
details the simulation environment. Section 3 presents evaluation results and Sect. 4
concludes the paper and lists items for future work.

22.2 Simulation Scenario

The performance gains of a multiaccess supported information-centric approach
are evaluated with a simulation model, which was implemented in the OMNeT++
discrete event simulator v.3.3p1, INET Framework [16] v.20061020, and OverSim
[17] v.20080919. We enhance the BitTorrent module described in [18] to support
our information-centric approach. The net-work topology includes several network
domains or subnets. Each domain contains a seeder, a tracker, and a certain
number of wireless access points. Figure 22.1 shows the simulation scenario,
illustrating only a fragment of the network topology due to space constraints. The
tracker inside the domain is called a subtracker (a normal BitTorrent tracker). A
separate subnet called the Core Network holds a core Netlnf tracker. As an
approximation, the core Netlnf tracker acts as a global Netlnf name resolution
point and the subtrackers are local NetInf name resolution points.

The simulation area is a residential area of 0.675 km? (900 x 750 m), con-
sisting of 30 wireless access points, an access router, three backbone routers, ten
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Fig. 22.1 Simulation NetInf Core Network
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gateway routers, ten sub trackers, a core tracker, a fixed number of downloaders
and ten seeders. The network consists of ten domains and each domain has three
wireless access points. A gateway router is located at the edge of a domain and it is
used for connecting the domain to a backbone router. Multiaccess nodes are placed
in two adjacent wireless access points located in different domains. The simulation
experiments also include single access nodes, which are placed in a random
wireless access point. In Fig. 22.1 a multiaccess node is connected to two networks
and holds two IP addresses. To support information exchange between the
trackers, a signaling protocol was developed and evaluated with a proof-of-concept
prototype [10]. The protocol was implemented in a testbed as an extension of the
signaling protocol used in standard BitTorrent communication. In this paper, we
focus on the most relevant elements as shown in Fig. 22.2. In a crude approxi-
mation, IOs can be mapped to the equivalent of the torrent file and the tracker’s
response in BitTorrent and BOs correspond to the content distributed by the
swarm.

Once a NetInf node joins the network, it tries to get associated to a WLAN
access point and establish a TCP connection with the core tracker. Multiaccess
nodes form a connection with the core tracker via both interfaces. The core tracker
implements part of the functionalities of an IO resolution server, which is used to
map I0s to a BO or to other I0s. Upon connection establishment, the tracker
request message is sent. The core tracker responds with a tracker response con-
taining a corresponding IO. This IO points to the respective 1O resolution server in
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Fig. 22.2 Signaling and
information exchange schema & O &

BitToment Host  CoreNatlnfrracker Subtracker Subtracker  Bit Torrent Hos

4 Nl Eo
Tracker Request =E g
E2T
racker Response m _‘;‘%
\. _\/ 8
Tracker Raquest Al E
Tracker Rbquest o E
¢ Tacker Response 5
I Rasponse g
/ HANDSEAKE | g
- L -
. BITFIELED - g
B
P INTERESTED ol &
=
UNCHOQXE 5
\
{
REQUEST (piefe. subpiece ™\
= PIEC‘E (subpiece] g
R.EQ‘L[EST{piece. ubpisce §
o =
ik PIECE (subpikcs) g
g
HAVE
A
|

the network domain of the NetInf node. For a multiaccess NetInf node, the res-
olution can occur simultaneously in two different domains. A BO is the actual
sequence of bits of a file and for the BO resolution the node can contact either of
the local resolution servers. For a BitTorrent-like NetInf operation, the BO reso-
lution corresponds to pointing to the seeders (and leechers when appropriate) of
the swarm. In the last step, the NetInf node establishes connections with the NetInf
nodes and uses the standard BitTorrent protocol to obtain the BO. This approach
aims at retrieving the content from the closest peer possible, making sure of using
local resources first and avoiding cross-domain traffic.

The metrics of interest for our evaluation are the download duration of a file,
the amount of packets received by the routers and the average download and
upload throughputs. The amount of received packets in routers is used for quan-
tifying the traffic flows in the network: how much traffic is maintained inside the
network domains and how much traffic travels out-side. Our simulation parameters
are given in Table 22.1.
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Table 22.1 Simulation

Parameter Value
parameters Area (rectangular) 900 m x 750 m
Simulation runs 10
Number of seeders 10
Number of active downloaders 40
Number of domains 11
Number of backbone routers 3
Number of gateway routers 11
Number of subtrackers 10
Number of wireless APs 30
Access link bit rate (b/s) 1 x 10"
Access link delay (s) 0.001
WLAN radio bit rate (b/s) 11 x 10°
File size (MB) 50
Piece size (kB) 256
Block size (kB) 16

22.3 Results

The simulation experiments include conducting ten independent runs with an
active user population of 40 and the following three configurations: single access
(SA) Netlnf, multiaccess (MA) Netlnf, and standard BitTorrent. With single
access Netlnf all nodes have one WLAN interface and with multiaccess NetInf two
WLAN interfaces. The last configuration includes the normal topology-unaware
overlay BitTorrent net-work. In this scenario, there are no subtrackers; the peers
con-tact a single tracker in the network for finding other peers.

Table 22.2 shows the average number of received packets by all backbone
routers for ten simulation runs. It shows that both multiaccess and single access
NetInf can drastically reduce the traffic load on the backbone routers. With stan-
dard BitTorrent the amount of packets received by the backbone routers rises up to
over 8 million, while with multiaccess and single access NetInf the amount is
approximately 160 000, which indicates a 98 % reduction. The reason for this is
that NetInf maintains the traffic inside the network domains and only sends packets
to the core network domain to reach the core tracker. Standard BitTorrent is a
network topology unaware overlay protocol. Connections are formed with all peers
available and packets are sent to multiple different domains in the network.
Table 22.2 shows that an information-centric approach can also reduce the packets
received by the gateway routers. With standard BitTorrent the received packets
rise up to nearly ten million and with NetInf the amount is well below four million.
The total reduction in received packets is 62 % for multiaccess NetInf and 66 %
for single access NetInf. The reason is the topology unawareness of BitTorrent.
Once a BitTorrent node completes the download of a piece, it sends HAVE
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Table 22.2 Average number of received packets

Configuration Backbone routers Gateway routers
Standard BitTorrent 8 256 866 9 827 848
Single access NetInf 158 672 3 351 568
Multiaccess NetInf 161 858 3 745 938

messages to all connected peers, which increases the number of received packets at
the gateway routers. In an information-centric approach the HAVE messages are
sent only to nodes inside the domain.

22.4 Conclusion and Future Work

To sum up, the information-centric approach is an efficient solution for content
distribution applications and the results have created incentives for future work in
this area. Further work must be done to explore larger network configurations,
support mobility, and evaluate energy efficiency aspects.
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Chapter 23
An Improved QoS Routing Algorithm
in Internet

Hongbo Huang and Yongzhi Wang

Abstract An efficient routing algorithm for Improving the QoS in Internet has
been proposed and presented in this paper. The algorithm is a kind of multi
constrained path algorithm. The routing takesplace based on more than one link
weight components. To avoid the NP complete problem and to increase the
computational efficiency some advancements are added. These include the defi-
nition of nonlinear path length, where the subpaths may not be the shortest path,
having ‘k’ number of shortest paths in a node instead of having only the shortest
path, and then removing the path dominancy for state space reduction. Finally, the
concept of look ahead is also included through which a predicted path to desti-
nation is mapped. This work only implements the removal of path dominancy
where the queue is updated by removing the dominated paths from the queue. The
simulation also shows the better performance of the system.
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23.1 Introduction

The network has two things for transferring data packets, the routing protocol
and the routing algorithm. Routing protocol manages the transfer of topological
information to nodes and changes in the networks, whereas routing algorithm
finds out the path to destination using these topological information given by the
routing protocol. To have good quality of service we should have both these to
be well fit for the given network and the traffic loads. When talking about the
protocol, currently there is no protocol that mainly concerns QoS requirement of
user. The term QoS refers to some measures namely loss, jitter, delay, and
bandwidth. When we say that a service achieved its QoS, then the path through
which the packets flow take place must have the required bandwidth, less loss
and jitter, low traffic. Usually QoS is divided into two levels, application level
and physical level.

Qos routing algorithm. The QoS is currently an emerging field in networks,
since the evolution of fast and reliable networks. In the future every service may
require an algorithm like this for its service. The QoS routing algorithm can be
applicable for any kind of network services that require satisfaction QoS
requirement of the customer who avails the service. Future networks might pos-
sibly make use of QoS routing algorithm since the hardware and software evo-
lution of high speed networks is of less cost. In such circumstances we need a QoS
routing algorithm to reduce resource wastage and to effectively utilize the
resources. When the multimedia embedded data communication is taking place in
a wide network like the World Wide Web, then there must be a lot of QoS
requirements. The ordinary shortest path algorithm cannot be applicable any more
since they only depend on single constraints. So in these criteria we can apply the
QoS routing algorithm.

Due to the force that service providers are responsible for the QoS maintenance
of the services that they are providing they mainly concentrate on the physical
level QoS. For this situation this algorithm is a good remedy. Although proposals
exist for Internet related to QoS issues, currently nothing exists. There is also no
QoS routing protocol on the Internet.

Related work. Many papers have targeted the QoS routing problem, but only a
few dealt with the general MCP problem. Jaffe proposed a shortest pat algorithm
using linear combination of link weights [1, 2]. Iwata et al. proposed a polynomial-
time algorithm to solve the MCP problem. The algorithm first computes one (or
more) shortest path based on one QoS measure and then checks if all constraints
are met. If this is not the case, the procedure is repeated with another measure until
a feasible path is found or all QoS measures are examined.

Chen and Nahrstedt proposed two approximate algorithms for the MCP prob-
lem [3]. The algorithms return a path that minimizes the first weight provided that
the other m — 1 (scaled down integer) weight are within the constraints. Korkmaz
and Kurnz have proposed a randomized heuristic for MCP problem. Under the
same network conditions, multiple executions of the randomized algorithm may
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return different paths between the same source and the destination pair.
This heuristic tries to find a path within the constraints by using the nonlinear path
length function [4, 5].

23.2 Proposed Routing Algorithm

This paper focussed on removing dominated paths from the queue where we have
our limited requirements and other sources for simulating the modules. For the full
implementation of the QOS routing algorithm we need a lot of resources and some
real networks like structures for simulating and measuring the performance.
Though the work targets on network side the implementation of path dominance
does not require any network structure and it is enough to have minimum system
requirements in which a simple module testing can be possible [6].

When we talk about the exact requirement of the path dominancy we need a
queue and some values that have been already loaded into the queue since the
previous modules of main algorithm. Then our aim on this queue is to modify so
we have to access that queue and it has to be returned as modified form.

The data flow diagram (DFD) of the proposed work explains the state changes
of modules when data flow take place. The DFD of the proposed system is shown
in Fig. 23.1.

The DFD has totally five states where each state represents the modules.
Whenever a module is called control flows to that module. In the five modules of
the proposed system include the update queue as theme of whole work. This
module implements the path dominancy. Intern it calls the other aiding modules
that simplifies its task [7]. The sub modules are private to update queue and only
update queue module must make use of these.

The main module makes a call to update queue module. The queue, which is
not modified, is passed as argument to the called module. There will also be
another parameter that reflects the number of differences that are allowed between
the components of subpaths. After that the update queue rearranges the queue
based on the weight vector of the link. At this time we have the shortest path at the
top of queue [8].

Fig. 23.1 The data flow

. . Original Queue
diagram of the system

Update
Queue (int, n)

Difference Compare (pl, p2)
Remove (path.p)
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23.2.1 Modules Design

This system that implements process of removing path dominancy has mainly one
module that then makes use of the three sub modules. The modules are update
queue, rearrange, compare and remove.

23.2.1.1 Update Queue

The main module that is called by the main module after populating the queue has
the following syntax. Public void update Queue (int n).

The main aim of this module is to get the original queue and then doing some
kind of process that removes the dominated paths from the queue and then returns
back the modified queue to the main algorithm. When designing this method
instead of passing and getting back the queue to this module, this module is
included as a member function for the Queue class, which is of user-defined type.
This module and the queue are bound together since this module is only going to
use the queue, nothing else. The original queue is rebuilt after removing the
dominated path. This is then set as the queue for the rest of main algorithm. This
method is declared as public so that the main module can make a call for this
module. This module is also allowed to take one integer parameter that gives the
number of difference that can be allowed between the link weight components.

23.2.1.2 Rearrange

As a sub module this arranges the queue in an order based on the path length
specified in the path type. The syntax is private void rearrange ().

Since this is a sub module and the other modules out side of queue type should
not use it, it is declared as private to queue type. Only the update queue module has
the access to this module. It simply attacks the queue of which it is member for
sorting the queue so that the further operation will be an easy one.

23.2.1.3 Compare

For comparing the sub links present in the queue and returning the difference as
result this module is designed. Syntax of this module is private int compare (Path
pl, Path p2).

The declaration of private is vital since the queue cannot be misused. The result
of this module is an integer number that reveals the number of difference between
the paths weight components. The arguments of this module are two subpaths from
the queue that have to be compared. Path is of user-defined type that holds the
subpath details. Actually this module does not affect the queue since its only
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compares the arguments given to this module. There is no use of this module at
outside of update queue module.

23.2.1.4 Remove

For altering the queue we need to remove the paths that are identified as dominated
paths. For this purpose another private module is designed and named as remove
as implication of its purpose. The syntax of this module is private void remove
(Path p).

Complete protection is necessary for this module since it has capability to
entirely erase the queue to which it depends. It does not return anything since the
queue is only modified in direct manner. For identifying which subpath to be
removed from the containing queue it requires a parameter that gives the path to be
eliminated. Design must make sure that this module is only available to the update
queue module only.

23.2.2 Class Design

The java is used as programming language so we need to pack these modules into
user defined classes. This gives us a proper abstraction of modules from its
operation details.

Path. 1t would be better to have a separate type for referring the subpath that
will be placed into the queue. For this a type Path is designed that holds details for
the subpath. Usually we can have some identification for that path that tends to
place a name for that sub link. Then it is required to store the link weight com-
ponents. They may be of fractional factors. We need also the path length so for
calculated as separate item. These thinks are enough to dictate that it is a domi-
nated path. So after these design considerations we can have the Path class with
name, components and the length as members. For proper handling of these
attributes we need the member functions to read and write data over these attri-
butes. Only through these public methods all attributes can be accessed.

Queue. This is another class that is used in our design that implies the queue.
The queue at each node is the collection of paths. Then according to this we have
the queue type, which is going to have the collection of objects of Path type. The
collection is then manipulated by the member functions present inside the queue
type. These methods are advertised to the main module so that it can call these
methods for updating the queue. At first we need a method to upload any paths to
the queue. This is a simple method that only adds the given path to the collection
maintained inside of the queue. Our main purpose is to get the dominated path out.
So it would be very purposeful if the update queue module were placed inside this
type. If we place the important module inside this type then the sub modules will
be placed inside this type. For getting any path from the queue based on the index
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another method is also added that returns the subpath at specified index. This
method may be applicable for the main module so it is made as public. But mostly
this method is used to get the paths for comparison inside the update Queue
method.

Test. This is the class that holds the main method for the simulation of this
system. It has only the main method and then creates the queue and loads it with
path then simulates the actual process of removing the dominated paths from the
queue. The design of this is straight forward that a class is declared and it has only
main method.

23.2.3 Rearrange

The goal of this module is to rearrange the queue for easy access and comparison
purpose. There is sorting take place inside this module. The length of the subpath
up to this node where actually the queue is present is the criteria used for the
sorting. At the end of sorting the subpath having the shortest measure is placed
first.

The general process of the module can be defined as: look for population, get
the length of each path and use any sorting, rebuild the queue after sorting

The first process of the module is to get the queue. Since the queue is present as
member variable inside the abstract type the method can easily get access the
queue. Before starting the process we have to look for the population of the queue.
If queue is not having element if suppose the queue is damaged, and if queue is
having only one element then it is not required for further processing of this queue
since it is waste to spend time without any useful reason.

When we confirm that queue is having more than one element then we precede
our further operation on the queue. We have to get the array of paths stored in the
queue so that it would be very easy for sorting. Since our queue is type of
collection we need to convert it first to array then we can do the arranging process.
Proper care must be required for conversion process. Java has inbuilt facility for
conversion we can make use of those conversion utilities.

After the conversion the elements are get sorted using the bucket sort where
each element is placed at the position where it can be perfectly fit. Each element is
compared with the other element based on the path length stored as member of the
path type. Sorting takes time based on the size of the queue and how fast the path
length can be accessed.

The original queue is again rebuilt using the sorted array at the end of this
module so that it can be used for modification. Since this module converts the
queue collection as array it is necessary to rebuild the queue again as collection
from the sorted array.

The queue collection is actually a reference when we look at the point of
member variable. So it is now important to make the reference to this new queue.

The abstract content of the queue of the module private void rearrange ()
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{
/Icheck for queue empty

/lget the array of subpaths from the queue collection
/Isort the elements of retrieved array

/frebuild the collection from the array

//make the change to member variable

}

This module can be used before modifying the queue and also after the mod-
ification of the queue inside update Queue method. One advantage of sorting the
queue after modification even though it is not necessary is to fast the subpath
selection process from the queue in main modules of the remainder part of the
algorithm. This method, we can place it inside the queue collection in the private
part so that the outside member of the update queue cannot access it.

23.2.4 Remove

Incase if it is necessary to remove any paths from the queue after it is marked as
dominated path it will be better to have a separate procedure for such work. The
aim of this module is to remove the path, which is specified as an argument, to this
module. This module deletes the path from the queue collection. The rough idea of
this module can be like.

Check for the queue empty
Check for the path
Remove it from the queue

We have to make sure that queue is not empty before we precede the process of
removal. If the queue is empty then it is totally not make point for deleting any
element from this queue. So for the correctness of this module the queue is checked
first of its size. We can make use of the inbuilt collection property for this purpose.

The path to be removed is given as argument to this method. This is of path
type. We can directly make use of this argument. The entire queue is searched for
this path. If the path is found out then it can be deleted. After deletion the queue is
automatically rearranged and it will now like ordinary queue with continuous
elements. The collection of queue as inbuilt member for this function and only the
given path is forwarded to this method.

If path given by the caller is not found in the queue the function simply returns
back to caller without any deletion process. The body part of this module can be
specified as private void remove (Path p)

{

/Icheck for empty

/forward the argument to inbuilt function
/Ireturn back to caller

}
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This method is placed inside the private part of the queue since it is sensitive to
improper use due to its affect over the queue content directly.

23.2.5 Compare

For checking the path dominancy we require a method that checks for the dif-
ference between the link weight components. Compare module make this process
efficient. This module gets the paths to be compared and it thoroughly goes
through the link components and if any difference is found then it will be noted.
The difference is counted at each time if the first path component is greater than
the second path component. This difference may have value more than zero if it is
so otherwise it may have the value of —1 that is there is no relation between given
two paths.

The paths for this module are passed as arguments by the up date module. The
arguments are of Path type, which is a user-defined type, that denotes the subpath
and some attributes of these path. One of these attributes is the array of compo-
nents for this link. This attribute aids to find the dominated path.

After getting the two paths the components count that is the number of com-
ponents is retrieved. The reason for retrieving the number of components is to loop
through the components and to get the difference. For this system the links have
equal number of components. So it is enough to check the component count for
any one link.

Now the job is to compare each component. It is assumed that the first path
components must be compared to the other path component. If the first path
component is greater than the second path component then the difference is
incremented so that we can say that there is some way for path dominancy.

Before processing we have to make sure that the difference variable must be
initialized. This could be very useful at the end of the module if no difference is
found. Now we can directly return the result without worrying about the content.
This also avoids the additional use of flags for denoting that there is no difference.

When comparison is over the result must be returned back to the caller. It may
be the difference or the notion of no difference.

The abstract content of this module is private int compare (Path pl, Path p2)

{

//initialize the difference

//go through the components

/Icheck the difference and increment the value
//continue for all components

//return the difference to caller

}



23 An Improved QoS Routing Algorithm in Internet 185

23.3 Experimental Results

The main theme of the system is this module and it is the only method that is
called manually by the simulation part of this work. This module does the aim of
our work. It finds the dominated paths from the queue and removes it from the
queue for efficiency purpose. When the dominated paths are removed the search
space of the algorithm is reduced so the execution speed is improved.

This module first sorts the queue then it identifies the paths that are dominated
by other. This marked path is now ready for deletion. The next process of this
module is to delete the dominated paths and rearrange the queue for final result.

The idea of this module is sort the queue, compare the paths to other paths,
mark the dominated paths, delete the dominated paths, rearrange the queue, return
the queue to main module.

The first process of this module is to call the rearrange module for sorting
purpose. When the call returns to this module the sorted queue is placed in the
collection. Then the first element of the queue is placed as reference and the next
elements are compared to this path using the compare method. The first path and
the next element of the queue are passed to the compare method. It returns the
difference between the paths. The update Queue method has one argument that
gives the threshold value for the difference between the components. If the dif-
ference is greater than this threshold value then the first path dominates the second
path and keeping the second path is no longer required. This time the path, which
returns the difference, is marked as dominated and this mark is implicit repre-
sentation of deletion mark. This procedure continued until all the paths are
checked against the reference path. Next step of operation is to delete the marked
paths from the queue. For this each path from the queue is analyzed against the
mark. If there is mark then that path is deleted from the queue with the help of
remove module.

The abstract view of this module will be like, Public void update queue (int the
diff)

{

/Isort the queue for easy process

/Iplace the first path as reference

//call the compare by passing the paths with the reference

/fmark as dominated if difference is higher than threshold

//continue until all paths are analyzed

/lremove the unwanted paths

//rearrange the queue

/Isend the report

}

The final stage of this module is process of sending the report in which a simple
message is produced for the user.
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23.4 Summary and Conclusion

The queue is packed as user-defined data in our work and all the modules are
packed as members of user defined data types. We can improve this simple
implementation so that we can add the other features such as look ahead and ‘k’
shortest path. The next enhancement is loading the nodes queue in both direction
from destination to source and in the reverse. As a conclusion, even though this
appears to be effective some loss of exactness in subpath calculation was there.
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Chapter 24
Synchronization Accuracy in Wireless
Sensor Networks

Ying Zhang

Abstract This paper provides new methods to estimate the clock migration in
wireless sensor networks. The synchronous benefits IGMKPF) method improve
the performance of the system, compared and applicability CRLB maximum
likelihood estimation, any random delay mode, such as symmetric gaussian and
exponential model. Generally speaking, in case of (unknown) the gaussian dis-
tribution analysis, closed-form solution may not exist-expression MSE benchmark,
and difficult to get lower. However, this paper derived Cramer-after Rao bound
(PCRB) and IGMKPF. An important element in the clock estimates is that the
improvement of the performance of the prediction is an unknown observation
noise density estimation which led to an improvement.

Keywords Wireless sensor networks - Synchronization + Maximum likelihood
estimation

24.1 Introduction

In two network node clock synchronization complete information is usually
through the exchange. Due to the existence of information and may be limitless
stitch delay, information can be any delay, the synchronous hard to [1]. The most
common distribution model is put forward and the index of the gaussian network
latency probability density function (PDFS) [2]. Maximum likelihood estimation
(MLESs) for clock estimate the symmetrical presence of gauss and index called
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MLEg network latency and MLEg, respectively. In [2], and the results show that,
MLEg comparison sensitive, delay distribution network MLEe. At the same time,
the cramer-rao lower bound (CRLB) with inverse is proportional to the number of
observation [2]. It also seems to be, to improve performance, MLEg and MLEe
need a large number of observation. However, because the network is a new type
of system, such a solution is not appropriate.

24.2 Problem Formulation and Objectives

The two-way timing message exchange mechanism is a recently proposed clock
synchronization scheme for wireless sensor networks [2]. In this mechanism, the
synchronization of two nodes A and B is achieved through a number of N cycles.
Each cycle assumes two message transmissions: one from node A to node B,
followed by a reverse transmission from node B to node A. At the beginning of the
kth cycle, the node A sends its time reading 7;; to node B, which records the
arrival time of the message as T, y, according to its own time scale. Similarly, a
time message exchange is performed from node B to node A. At time T3, node B
transmits the time information 7, and T3 back to node A. Denoting by T4, the
arrival time at node A of the message sent by node B, node A would then have
access to the time information T, j = 1,..., 4 at the end of the kth cycle, which
provide sufficient information for estimating the clock phase offset 04 of node A
relative to node B clock [3,4].

Similarly to [2], the differences between the kth up and down-link delay
observations corresponding to the kth timing message exchange are defined by
Uk = T2Ak — Tu( =d+ QA + Lk and VkI: T47k — T3,k =d — HA + Mk,
respectively. The fixed value d denotes the fixed (deterministic) propagation delay
component (which in general is neglected (d ~ 0) in small range networks that
assume RF transmissions). Parameters L and M stand for the variable portions of
the network delays, and may assume any distribution such as Gaussian, expo-
nential etc.

Given the observation samples z; = [Uy, Vk]T, our goal is to find the minimum
mean-square error estimate of the unknown clock offset 0. For convenience, the
notation x; = 04 will be used henceforth. Thus, it turns out that we need to
determine the estimator % = E{x|z'}. Where z' denotes the set of observed
samples up to time , 7' = {z1,22,...,z} . Since the clock offset value is assumed
to be a constant, the clock offset can be modeled as following the Gauss-Markov
model:

X = Fxpe_1 + v (241)

where F stands for the state transition matrix of the clock offset. The additive
process noise component v can be modeled as Gaussian with zero mean and
covariance E [vkv[] =0 = 03. The vector observation model is given by [5]:
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% = (U, Vi]" = Ad+ Bx; + my (24.2)

where A[1 1]",B=[1 —1]", and the observation noise vector n; = [L¢, M;]"
has zero mean and covariance R — diag{t)'2 0'2}, and it accounts for the random

n’“n
network delays.

24.3 Posterior Cramer-Rao Bound for Sequential Bayesian
Estimation

We need a lower bound on the covariance of the estimator, x; for the true state x,
defined by (24.1) and (24.2). Assuming that regularity condition holds for the
probability density functions; the posterior Cramer-Rao bound provides a lower
bound on the mean-square error matrix for random parameters. Letting X(z) denote
an estimate of x which is a function of the observations z, the PCRB provides a
lower bound on the mean square error (MSE) matrix M, and it is expressed as the
inverse of the Bayesian Fischer Information Matrix (BFIM) J [6]:

M = EZ,X{[)AC(Z) — x][x(z) — x]T} > J! (24.3)

The BFIM for x is defined as J:EZ,X{fAjlnp(x,z)}, where Ag) is the
m x n matrix of second-order partial derivatives with respect to the m x 1
parameter vector ¢ and n x 1 parameter vector 0. In [6], the BFIM is shown to
follow the recursion:

S = DF = (D) (% + D) DY (24.4)

where the matrices DZ are expressed in terms of expectation integrals, once we
have a sample representation of the posterior density, these expectation integrals
can be calculated through sample mean approximations. We can obtain the sam-
ple-based representation of the posterior pdf p(xx+1|zx+1) by exploiting the work
done in particle filtering [7]. Therefore, we can generate weighted samples on a
stochastic grid to represent the posterior density and estimate the Fisher compo-
nent matrices with the empirical averages:

N
DIt = 1N AT (x X)) (24.5)

n=1

N
D2~ 1 /NZAIZ(X,E”>,X£’QI) (24.6)

n=1

N
P = 1N AR (XX ) + A% (X, x(), ) (24.7)
n=1
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Fig. 24.1 PCRB and CRLB for symmetric Gaussian delays. a o2 = l and Jo = 1. b ¢? = 1
and Jy = 1/d2

Figures 24.1 a, b shows CRLB and PCRB when the random delay model is
Gaussian with zero mean and variance o2 = 1 for various initializations of the
Fisher information matrix J, and different power levels for the process noise (62).

24.4 An Iterative Gaussian Mixture Kalman Particle
Filtering Approach

The proposed iterative gaussian mixture kalman particle filtering (IGMKPF) esti-
mator combines the Gaussian mixture Kalman particle filter (GMKPF) with the
observation noise density estimator [5]. The observation noise density estimator
consists of the state model and a cost function in the form of an innovation equation
expressed as the difference between the observation and estimated state posterior
pdfs: p, — p.. The innovation equation is produced by considering the estimate
yielded by a standard Kalman filter as well as a GMKPF estimator using the prior,
process, observation, state posterior, and noise density, which are propagated over
time. Figure 24.2 provides a perspective on the proposed IGMKPF estimator.
IGMKPF algorithm

. At time k, initialize the densities and set the initial state X;—; = xp.
. GMKEPF step (estimate the state posterior density).
Calculate the state posterior density pg(xk|z¢) using GMKPF.
If k reaches the end of observations, go to “Infer the conditional mean and
covariance step”.
3. OND step (estimate the observation noise density).
Calculate the observation noise density p(i1) given z; and p,(xk|zx), and state
model (Egs. (24.1) and (24.2)).
The observation noise density

pe(m) = 21, ”/;@N(”k; M&’),R/(f)).

N =

using GMM is approximated by:
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Fig. 24.2 Block diagram representation of IGMKPF estimator

4. k =k + 1, go to the GMKPF step.
5. Infer the conditional mean and covariance:
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24.5 Simulation Results

In this section, computer simulations will be conducted to assess the performance
of IGMKPF, PCRB-IGMKPF, MLEg [2], MLEe [2], and CRLB for estimating the
clock offset in WSNs that are subject to two types of network delays: symmetric
Gaussian and exponential. The process noise assumes the power ag =109,
Figure 24.3 a,b show the MSE of the estimators under the assumption that
the random delay models are symmetric Gaussian and exponential, respectively.
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Fig. 24.3 MSEs of clock offset estimators. a Gaussian 6> = 1. b Exponential 1 = 1
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The notations KN and EN denote the set-ups with known observation noise density
and estimated observation noise density, respectively. The MSEs are plotted
against the number of observations ranging from 15 to 30. Note that IGMKPF
(G = 3) performs much better (over 100 % reduction in MSE) than CRLB and
MLEg in the presence of a Gaussian delay model.

24.6 Conclusions

Because the network delays may undertake any distribution and maximum like-
lihood estimation performance is quite sensitive distribution network delay, design
clock synchronization algorithm robust network latency of unknown distribution
appears as a very important problem. Bayesian framework, puts forward new clock
synchronization algorithms, called the filter iterative particle gaussian mixture
model (IGMKPF), and proves that the robust performance achieved the good and
the existence of the unknown network latency distribution. Cramer-Rao after
PCRB and bound MSE performance evaluation, the IGMKPF show improved
performance and robustness relative maximum likelihood estimation.
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Chapter 25
Energy-Efficient Routing Algorithm
in Wireless Sensor Networks

Hongmei Li

Abstract In this paper, we propose a congestion-aware energy-saving routing
protocol (CER) network. Specifically, a source node degree get obstruction of the
surplus energy and neighbor node determine destination for packet. Wrapped in a
jump of routing with a minimum cost, light routing traffic, and high energy level,
such congestion could be reduced and the network life increased. The experi-
mental results show that there is a significant improvement in energy saving,
network, and other energy output as-aware routing protocol.

Keywords Wireless sensor networks - Routing algorithm - Energy efficient

25.1 Introduction

Energy efficiency is a key aspect in wireless sensor networks sensor (network), in
optimizing last months need or even years without charge [1, 2]. Most of the work
in energy saving routing network only focus on before path finding method based
on the minimum energy consumption, the biggest energy level or the minimal hop
[3, 4]. These methods can reduce energy consumption. But in optimization and
dense environment and high risk group jams, should consider the energy-aware
routing. Because it will not only like a packet loss network performance and delay,
but is also one of the most important factors, it leads to excessive energy
consumption.
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25.2 CER Protocol

25.2.1 Network Model

The proposed network consists of a sink and a set of sensor nodes as show in
Fig. 25.1. In this network, the sink node collects data from other nodes.

To avoid potential disconnected nodes, we define a lower threshold residual
energy (LTR) which is the minimum acceptable residual energy of a node for
routing. Each sensor node is distinguished by its residual energy level to classify
into: EE-Node, R-Node, and FF-Node [5, 6].

To avoid the high congestion problem, we define an upper threshold congestion
degree (UTC) which is the maximum acceptable congestion degree of a node for
routing [7, 8]. The network is considered with different congestion areas as
Fig. 25.2 which is an example obtained in a high congestion network case with
UTC = 2. In this figure, Emergency congestion area (A1) includes the overloaded
processing nodes with congestion degree high than UTC. Potential risk area (A2)
includes light congestion nodes with congestion degree between 1 and UTC. Safe
area (A3) includes light traffic nodes with congestion degree lower than 1. Based
on the congestion areas, CER distributes the traffic fairly to decrease congested
nodes and packet loss rate.

25.2.2 CER Protocol

In WSNs, energy efficiency is the main problem. So the least cost routing is
considered in CER as an important factor. The energy cost is calculated as:

Fig. 25.1 Classification of R-Node

node’s function based ) ! A
on residual energy ) i
EE-Node
|
sink / source node
=

Fig. 25.2 Congestion area

ivision margancy
divisio g Area(A )

g 2 ‘

=

= 9

oy

=3

§ [o]

40

40

Node IDs o o



25 Energy-Efficient Routing Algorithm in Wireless Sensor Networks 195

E,‘j = C*diStij (251)

where Ej; is the energy cost to forward a packet from node i to node j, dist; is the
distance from node i to node j, and ¢ is a weighting constant which reflects
the power cost of wireless transmission per unit distance [9]. We assume that the
distance dist;; can be easily obtained by several techniques, such as signal atten-
uation or estimation depending on RSSI [10]. Maximum of dist; equals the
maximum range R,.x of the used wireless. So we can get the maximum energy
cost Epax = CFRpax.

We use the following rule to map a value of the factor to a routing weight
parameter. The rule shows that a parent node with higher routing weight is a better
choice for routing. We call D; as congestion degree at node j, Dp,x = UTC as
maximum considerable congestion degree, RE; as residual energy at node j, RE ,x
as maximum residual energy in a sensor node. In addition, W, W,, W, are defined
as congestion weight, residual energy weight, and energy cost weight, which
indicate the normalized values of congestion degree, residual energy, and energy
cost in CER routing.

RE;
W, = — 25.2
REmax ( )

D‘
W,=1-—— 25.3
Dmax ( )

E::
W,=1- -2 25.4
Emax ( )

The final routing decision depends on W,., W,, and W,. We linearly combine
above three parameters to construct a routing weight RW;; for the path from node
itoj as:

RW; = (1 — o — B)W, + aW, + W, (25.5)

Where: 0 <o <1,0<f <1,and 0 < o + f < 1. The routing coefficients o
and f determine how much impact of the congestion weight and residual energy
weight on the routing decision. The positive effects of these routing coefficients
drive the packets to move in light traffic and high energy level area. The value
(1—a—pf) reflects how much importance of energy cost on the routing decision.
Adjustment of the routing coefficients brings different effects on the network
performance. Our main goal is to route the packets toward the next hop which has
the lowest energy routing cost, light traffic and high energy level. And it is difficult
to find the perfect results for all situations of applications in WSNs. So in normal
case, CER maintains equivalent values of three factors as discussing in the next
section. Besides, CER also supports a flexible routing. In high network congestion
case as Fig. 25.2, most of the neighboring nodes near the source node have high
congestion degree, seem overloaded processing, and toward Al area. They create
“congestion mountain” obstacles on the paths from the source node to the sink
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Fig. 25.3 CER routing

algorithm . CER -Routing Algorithm (parents[]) {

next-hop = null;
for each p of parents[]
if D, < UTC and RE,>LTR
if p.RW >next-hop. RW== true
next-hop = p
Endif
Endif
End for
10. Retumn next-hop:
11. }

3000 =F.On Lh duild 1D

node. Although they may have a short distance and the better energy level, they are
not good paths for routing, because they lead to a high packet loss rate and
increasing congestion level. Fortunately, CER offers a flexible routing by adjusting
the routing coefficient « toward proximity of 1 to increase priority of forwarding
the packet to sink through the light traffic area. So the packets are driven along the
mount of “congestion mountain” obstacles as show in Fig. 25.2 to avoid high
congestion area and reduce routing traffic to A2 area. Therefore the packet loss rate
and congestion are reduced efficiently.

Figure 25.3 shows CER routing algorithm. First, CER rejects risky areas where
include nodes with high congestion and low energy level as EE-Nodes and nodes
in Al area. Next, CER finds a parent with the best routing weight as the next hop.
Then source node forwards the packets to the selected next hop. The next hop
receives the packets and this process continues until the packets reach to sink node.
In the worst case, if there is no returned next-hop, the packets are kept in nodes’
buffer, and some packets will be dropped by buffer overflow.
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25.3 Performance Evaluation

Figure 25.4 presents the packet delivery ratio of the routing protocols. With Min--
Hop routing, after 150 s of simulation, delivery ratio is decreased fast by some over
utilized paths and exhausted energy nodes. In PEW, it can reduce exhausted energy
nodes, but high congestion and more energy consumption is one of the existing
problems of this protocol which increases packet loss rate. Under different values of
routing coefficients, we obtain different results of packet delivery ratio. With con-
figuration (0.0, 0.0), CER1 implies CER as the least energy cost routing. So its result
is very close to Min-Hop routing because it has disadvantage of static routing in
WSNs. At the first stage, the delivery ratio is very high because congestion is
avoided. But a routing algorithm without considering the energy cost as an important
factor leads to energy consumption of overall network highly.
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Figure 25.5 presents energy consumption of the network with the correspond-
ing routing protocols, which is the consumed energy of the network at the time.
Energy consumption in CER is reduced significantly as compared with PEW and
Min-Hop, because the high congestion and low energy problems are addressed. It
demonstrates that considering congestion in energy-efficient routing as CER is
more efficient for saving energy.

Figure 25.6 presents an improvement of our proposed routing protocol in
reliability by reducing packet loss rate. Since CER rejects risky areas in routing
and distributes the traffic fairly based on congestion and energy level, the packet
loss rate is reduced efficiently. In Min-Hop and PEW, the existing high congestion
and low energy problems are serious causes of packet loss.

25.4 Conclusion

We effectively solve high congestion and low energy problems. The simulation
results show that to reach a better network performance CER through improving
energy consumption, packet loss, the network life keeps network throughout.
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Chapter 26
Planar Inverted-F Antennas Structures
for Mobile Communications

Ming Li and Juan Song

Abstract In answer to the increasing demand for portable terminal antenna, many
of the works were all these years shorted-circuit quarter from the more commonly
known PIFA wave antenna (planar inverted-F antenna). The main advantage of
this antenna is their weak compactness and manufacturing cost, in addition to their
important performance. In this chapter we put forward the new antenna-type
geometry. Elements of coaxial probe feed. The design of the structure of advice
from a simple PIFA antenna, based on software IE3D makes it possible to have
Bi-bands, tri-bands, and quadribands antenna.

Keywords PIFA Antenna - HFSS and IE3D Software - Mobile Communications

26.1 Introduction

Different communication standards require more and more low radiation structures
crowded in telecom equipments [1]. Again and again to answer these questions, it
is wise to develop thick, low compact antenna for the good performance of storage
in adapting to the conditions for radiation efficiency. In addition, the concept of
multiband antenna is impossible, because it allows the party of many of the same
features as the radiation structure to remain [2]. The work presented in this paper
describe the study of a PIFA antenna (planar inverted-F antenna) which has length
approximately equal to 4/4 [3, 4].
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26.2 PIFA Antenna

PIFA antenna is a ground plane, radiation unit, feed, and wire or wires of short-
circuit article circuit, with connections between landlines and top plate.
Figure 26.1 shows a typical PIFA configuration. Antenna is feeding in the location
of the base line which connects the electric wire. This is a very attractive PIFA
antenna; wireless system in space within the antenna, wireless system is quite
limited. The addition of a shorting circuit strip allows giving good input imped-
ance measurement to be achieved with a top plate that is typically less than /4 [5].

Feed circuit One and a half rigid coaxial has a central conductor extension at
the end of the outer conductor which is used to form PIFA thread feeding. The
conductor of the coaxial is the edge of the welding showing a small hole in the
ground plane position. The common circuit board-type PIFA short selling is a
better way to reduce the antenna size, but the results are narrow impedance
bandwidth.

Our study is based on a simple PIFA antenna presented in Fig. 26.2

The PIFA is designed to operate at 2.4 GHz as [6]:

fr=cpw+L)]" (26.1)

where c is the velocity of light, W and L are, respectively, the antenna width and
length.

In order to validate our results, we initially simulated PIFA antenna of Ref. [7]
with software HFSS and IE3D. The antenna dimensions are W = 11 mm,
L =27 mm, h =7.5 mm and x = 7.2 mm on a ground plane of 130 x 70 mm
[7]. The respective geometries in each editor are given as in Fig. 26.3a, b.

In Fig. 26.4a—c, one respectively represents the return loss, the input impedance
locus, and the polar radiation pattern in 2D.

The radiation pattern representation allows knowing the electromagnetic
behavior of the antenna. According to the two graphs of Fig. 26.4c given for the
plans E and H, the radiation is almost omnidirectional. The obtained results by
HFSS and IE3D are in good agreement with those of Ref. [7].

Fig. 26.1 PIFA antenna with  Ground plane —
shorting circuit strip Feed wire

Short circuit
Radiating element

Fig. 26.2 The shape of PIFA
structure

W

Ground plane

Feed wire
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Fig. 26.3 a The PIFA antenna geometry on the HFSS editor. b The PIFA antenna geometry on
the IE3D editor
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Fig. 26.4 a The return loss. b The input impedance locus. ¢ The radiation pattern in 2D at
f =2418 GHz

26.3 Proposed Antennas Structures

We applied to the initial antenna of the miniaturization techniques which give
multibands antennas integrated in the handsets mobile [8].
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—=========
el I W =30 mm
I U/ TFeed wire Wy =50mm

h =7mm

r
\ 4

Ground plane

-
-

Lo =100 mm

Fig. 26.5 The PIFA antenna geometry
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presented by HFSS

This goal of this paper is to propose new PIFA designs applicable to GSM and
WiMAX systems. Figure 26.5 shows the PIFA antenna configuration proposed for
a Bi-bands operation. The structure contains two short-circuit plans of height
7 x 5 mm, a radiating element folded towards low of 5 mm height, and two
horizontal arms of 7 x 3 mm height.
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In Fig. 26.6a—c one respectively represents the return loss, the input impedance
locus, and the polar radiation pattern in 2D.

The PIFA structure simulation by HESS gives a Bi-band antenna operating at
two resonant frequencies, 0.991 and 3.697 GHz. The first return loss for the fre-
quency 0.991 GHz has a peak lower at —18 dB and the second for the frequency
3.697 GHz goes down until —17 dB value. We found almost the same results by
IE3D, with peaks of —22.5 and —30 dB appearing at frequencies 1.026 and
3.488 GHz respectively. These results translate a very good adaptation of the
antenna.

In the same way, the representation on the Smith chart shows the input
impedance locus positions at the two desired frequencies which are located at the
chart center.

The radiation patterns in polar coordinates in the two plans E and H at the two
resonant frequencies represented by the preceding figure show that the antenna
radiation is globally almost omnidirectional, except for that of the plan H of the
second frequency.

26.4 Conclusion

In this paper we proposed several antenna structures, operation of telecommuni-
cations standards for mobile and wireless communication applications. Some small
antenna design PIFA types can accord the current standards of operation. Three
PIFA antenna designs allow operation of each GSM/WiMAX standard, GSM/
WiMAX/uwb, and GSM/WiMAX uwb wi-fi//. The antenna was simulation soft-
ware based on IE3D in three-dimensional spaces. A good agreement between the
various the results obtained. We can see that at the input to the antenna, these three
suggestions reduce the crowded frequency structure.
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Chapter 27

Study of Web-Based Independent
Learning Environment in the Course
of Programming Foundation

Yan Gou, Dongsheng Liu and Liping Zhang

Abstract This study focuses on the network teaching platform based on Tsinghua
online education, and takes the tree structure of printed alphabet as the case in
order to expound the process of construction of web-based independent learning
environment in the course of programming foundation, in which the problems
rising, circumstance creation, objectives definition, motivation arousing, initiative
exploration, monitor, and regulation are included.

Keywords Independent learning environment - The platform of network teaching -
Program design foundation

27.1 Introduction

At present the study of web-based independent learning environment is one of the
most popular topics in the research of network assistant teaching [1]. The course,
Program design foundation, suited perfectly for network teaching, which is also
highly needed to assist teaching. After a long period of teaching, I found that it is
hard for the students who are new to the course program design to complete this
teaching task, due to the outstanding capacity of students, teaching hours are far
from enough and teaching contents are in great amount. However, a wealth of
teaching resources would be offered by means of the platform of network teaching
to satisfy students’ learning demands greatly. Meanwhile, this platform would help
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students widen their horizon, stimulate their learning interest, and further improve
their information competence. The teachers also benefit a lot from the materials
over the Internet, and they could choose corresponding contents to organize
teaching practice according to their teaching requirements. While plenty of
courseware, reference materials, and exercises make it possible for students to
practice on this platform over which we provide a lot of teaching resources and
create a lot of opportunities for students to communicate, cooperate, and go with
self-teaching [2].

This paper aimed at constructing the independent learning environment on the
Internet, which caters to both the teaching characteristics of program design
foundation and facilitates students to master the contents of this course, combining
the study of the network teaching platform based on Tsinghua online education
(hereinafter referred to as THEOL Network Platform) [3] and the study features of
students in our college. This paper is to provide theory basis for learning practice
under the environment of Internet and promote the integration of theory and
practical application by applying this autonomic learning environment to class-
room teaching and analyzing the process of students self-teaching.

Taking the construction of autonomic learning environment as a guide, this
paper applies the abstract theory to practice. A real autonomic learning environ-
ment is constructed through the applying of THEOL network platform, which
improves learning interest, stimulates creativity, and promotes teaching.

27.2 The Construction Case and Study of Web-Based
Independent Learning Environment in the Course
of Programming Foundation

According to the construction mode and the implementation process of indepen-
dent learning environment in the course of programming foundation, with a
consideration of the characteristics in this course, we have designed an indepen-
dent learning mode based on problems exploration. This mode focuses on the
THEOL network platform, combining online evaluation system, and plagiarism
detecting system. As shown in flow Fig. 27.1.

27.2.1 Asking Questions

Students who are new to the course of programming foundation would feel it boring,
dreary, and difficult. Therefore, they have little interest in this course and have no
idea about how to transform the problems into programming language [4]. Conse-
quently, stimulating learners’ interest during the learning process is always the first
priority. We have chosen the tree structure of printed alphabet as a discussing topic,
more interesting and direct, hopefully to arouse students’ interest.
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Fig. 27.1 The model of _ _
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As a result there are the following questions appearing in the course forum on
the THEOL platform. Let us discuss how to solve this problem.
Programming the following tree structure of printed alphabet.

27.2.2 Creating Situation

THEOL network platform provides a general learning environment including the
course learning resources, additional materials, and hyperlink with various
studying activities. THEOL platform at this stage works as a creation tool and
creates rich learning situations.

This situation creation in autonomic learning activity focuses on the section of
course forum. First, questions are brought up in the form of discussion, and then a
discussion section named For Everyone to Discuss the Tree Structure of Printed
Alphabet is created, which is mainly for learners to voice their views and discuss
during the process of problem solving. Teachers could provide a great quantity of
examples and cases of double cycles such as printed alphabet graph, statistic
program of selected subjects of physical education, judgment of leap years,
chicken and rabbits in the same cage, and so on. Students become aware of the
similarities and disparities between the cases through these examples so that they
can master well in double cycles. Meanwhile, it is helpful for the students to solve
the problem of tree structure of printed alphabet and successfully complete this
independent learning.
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27.2.3 Setting Learning Goals and Enhancing
Learning Motivation

Teachers present the basic grammatical part of branch and iteration statements in the
statements of control flow in advance and they instruct students to discuss problems
and finish the tasks by assigning exercises, arousing students’ intrinsic exploring
interest and motivation, and making them enhanced during the process of explora-
tion. Then the learning goals would be displayed on the THEOL platform.

27.2.4 Learners’ Autonomic Exploration on the Platform

27.2.4.1 Writing Source Program

The students being aware of problems and learning objectives could answer
questions in detail with the help of course learning materials, additional resources,
relevant Internet resources about program design, and contents in textbook on the
THEOL platform. They can also discuss by means of various communication tools
offered by the platform. Advice is given in the discussing section For Everyone to
Discuss—tree structure of printed alphabet in order to avoid blindness and too
much freedom of learners’ exploration.

After this autonomic learning, the author discovered in the interview that some
students use the search engine Baidu to find relevant information on websites by
typing tree structure of printed alphabet as key words. They formed their own way of
solving problems after referring to the other’s methods of calculation. While some
students got their own algorithm by consulting programming foundation textbook
and relevant contents in other textbooks first and following the learning advice and
tips. Next, students begin to write source program under the compiling environment
on the local machine. When the compiling task is successfully finished, some test
data would be input to judge the accuracy of source program preliminarily.

27.2.4.2 Online Judging

In the traditional teaching process, students would write source programs and
submit them to the teacher for examination. Owing to the large number of stu-
dents, these source programs would become a huge burden for the teachers for
they have to examine with their manual work, and error caused by human element
is unavoidable. Therefore, under the web-based independent learning environment
of program design foundation, the writer adopts the online judging to test students’
source program. If the source program passes the judgment it will go to the
similarity test; or it needs alterations until it passes the judgment. Teachers do not
have to correct students’ work one by one any more. Instead, by looking into the
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testing system they would know the number of students who have finished tasks
and the results of the comparison in the similarity test, by which they could find
out the students with plagiarism. Finally, teachers would give an assessment based
on the experiment report. Thus, teachers’ working load is greatly reduced and
students’ learning interest is highly improved, with the teaching quality rising as a
result.

Students submit their source program over the Online Judge, which begins to
run the compiler automatically. If there would be error in the compiling process, it
will display Compile Error; otherwise the students’ source program will be run by
inputting files as the running data. Comparing the obtained result with the data in
output files, if they are totally the same, the program is marked as “Accepted”; or
it will be displayed as “Wrong Answer”, and the “Presentation Error” with the
wrong format. At last, students would finish their independent learning by sub-
mitting their experiment report with the use of the assignment section on the
THEOL Internet platform.

During the process of independent learning, the adopted Online Judge is one of
the most important features in the construction of web-based independent learning
environment and is the characteristic of the course of program design foundation.
On the one hand, it helps reduce teachers’ burden; on the other hand it is con-
ductive to the unified test criterion. From the perspective of students, they become
very happy while seeing “Accepted” on the screen. This makes the students feel
the joy of success and sense of accomplishment, which urge the students to do
more exercises and stimulates them to face new challenges.

27.2.5 Monitor Adjustment

27.2.5.1 Monitored by THEOL Network Platform

At this stage, it is necessary to use THEOL network platform as monitoring and
adjustment tools in students’ learning. THEOL network platform provides pow-
erful monitor function. Teachers could use this platform to get relevant data, such
as the number of logging on and reading teaching material, handing in the
assignments and publishing topic in the BBS, questioning to teachers and studying
the notes, finishing questionnaires, and reading the test questions, etc. In this way,
it is convenient for the teachers to be aware of circumstances of all the learners on
the THEOL platform and understand the learning process of them in order to guide
and adjust learners’ learning perfectly.

27.2.5.2 Monitoring with the Online Evaluation System

During the independent learning process, teachers need to monitor and adjust
students constantly and to urge the students with less consciousness to take an
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Fig. 27.2 The function of monitor and regulation of online test system

active part in the problem exploration activity and finish the assigned task on time.
With the help of statistic function of Internet teaching platform, teachers could
check students’ independent learning and examine the number of subjects finished
or the advancement of subjects at present, which is assisted by the “online state”
in the online evaluation system (as seen in Fig. 27.2).

27.2.5.3 Monitoring with the Plagiarism Detecting System

Students would discuss, explore, and solve the problems put forward by their
teacher, who afterwards collect the source program when their students submit.
The students’ task is severely identical in the process of experiment; therefore,
teachers need to test the similarity of students’ source program with the Jplag
testing system of German Karlsruhe. The testing system will present the com-
parative result of different source programs (as seen in Fig. 27.3) After analyzing
the result, the teachers select those tasks with high similarity as the main suspicion
of fraud, so they would be sure whether the students cheat or not by asking about
the details of procedures and their train of thought in the process of solving
problems. The students who cheat could be basically picked out through the test
above and would receive punishment thus to reduce plagiarism in the future.

After the independent learning this time, the writer finds that teachers’ moni-
toring, adjustment, and timely feedback to the students would stimulate their
enthusiasm and interest during the learning process. Learner’s self-monitoring also
plays an important role in the learning effect under the independent learning
environment of program design foundation.
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Fig. 27.3 The detail information of a program with higher degree of similarities

27.2.6 Learner’s Summary and Reflection Through
the Platform

Learners could collect, read, and analyze a lot of documents through various
channels, and they eventually form their own opinions after discussing with others.
Furthermore, the learners could voice their view, summarize, and reflect over the
Internet post in the discussion section of the THEOL Internet platform.

27.3 Conclusion

The study of web-based independent learning environment is not a pure research
on theory, while it focuses on contributing to the teaching practice effectively and
solving the specific important problems [5]. This paper takes the double-circula-
tion tree structure of printed alphabet in the course of the program design foun-
dation as the case in order to describe the study process of web-based independent
learning in detail.

After the application of the web-based independent learning environment for
the whole semester, the learners take more interest in the course of the program
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design foundation. At the same time, the accomplishment on information and the
capability to use information technology have been dramatically improved, as well
as the ability to independently explore the based network. Thus, it can be seen
obviously that the application of the independent learning environment does
promote learners to learn well the course of the program design foundation and
improve various abilities of the students in order to contribute more to cultivating
the innovation spirit and improving the practice capacity.
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Chapter 28
MPLS VPN Technology in Campus
Network

Dong Wang

Abstract A variety of novel service systems have been created in the campus
network access to cross-MAN, and college information workers are required to
ensure that these systems are in real-time, efficient and safe operation in the same
physical network. To address this issue, this paper proposes the solution by which
the BGP/MPLS VPN technology is introduced in the campus network, where the
virtual private network of service systems is deployed to give the key steps to
implement the program, which is a proven reference.

Keywords Campus network - Service systems «- MPLS VPN - BGP

28.1 Introduction

Multiprotocol label switch (MPLS) VPN technology involves the use of public
backbone network for the transmission of the network information within the
enterprise. It can meet the needs of the enterprise information in security, real-
time, high bandwidth which greatly enhanced the flexibility in network operation
and management. In recent years, domestic end-users of various fields come to
gradually realize the advanced technology of MPLS, and the VPN business
demand based on MPLS technology have increased significantly.

On the other hand, the majority of colleges and universities devoted significant
resources to basically complete the work on renovation and expansion of the base
platform of the campus network, leading to a significant increase in the campus
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network bandwidth, reliability, and the advanced feature of the network protocol.
Different programs have come along aiming to establish the new variety of service
systems in the campus network, such as all-in-one card private network, financial
private network, and special video surveillance network, etc. How to fully ensure
that these service systems work in a real-time, efficient, and safe manner in the
campus network is an urgent issue facing the workers of the university information
system.

According to the MPLS VPN technology and its features, this paper describes
its application in the campus network of the Chongqing Institute of Technology as
a useful exploration for the MPLS VPN technology to be used in the campus
network.

28.2 Principle of the MPLS VPN Technology

In the traditional IP network, packet that arrives at a router is planned to find the
route table to set the hop routing in accordance with the principle of “longest
prefix match”. When the network size is large, a route table lookup may take a
long time. To make it worse, burst traffic often causes a buffer overflow, resulting
in the packet loss and the increased transmission delay and the declined quality of
service [1].

MPLS is defined by RFC3031 [2] as a tag-based IP routing selection method,
which is focused on that the peripheral network is based on routing while the core
network on label switching. Each IP packet enters the core network via the
peripheral network; the support label switching router will “mark” a fixed length
to the IP packet, which is then forwarded in hardware. This eliminates the need for
the process in which the IP data packets to a router must rise to the third level of
the router and use software to find the routing table, thus greatly improving the IP
packet forwarding rate. Network administrators can also use the MPLS tags and
marks to forward the forwarding equivalence class (FEC) to achieve quality of
service (QOS) and the traffic engineering.

In the MPLS network, MPLS LSP in tunnel is responsible for sending the VPN
data (two-layer frame and three-layer grouping). The service provider is the edge
router PE, within the user VPN, determines whether the routing selection is made,
by which the MPLS VPN is divided into two types: Layer 2 (VPLS and VLL) and
Layer 3 (BGP/MPLS VPN5s) [3]. The latter in the network is often used as it can
greatly simplify the service, featured in scalability, flexibility, and convenience of
large-scale deployment.

BGP/MPLS VPN follows the RFC2547 [4] standard, it uses the extended MP-
BGP Community attribute to distribute user VPN routing information [5], and uses
MPLS to forward VPN traffic from one site to another site. A typical BGP/MPLS
VPN model is composed of three parts: customer edge (CE) device, the provider
edge (PE) device, and provider (P) device.
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CE device: the user edge router, which has direct access to the network oper-
ators. It can be a router or switch or host. It cannot “feel” the presence of the VPN,
nor has the need to support MPLS.

PE device: the provider edge router, which is connected with the CE. In the
MPLS network, all the processing on the VPN occurs on the PE.

P device: the operator’s core router, which is mainly placed to complete the
routing and fast forwarding.

In BGP/MPLS VPN, an ISP’s network is available to support multiple I[P VPNs.
Each VPN is, to its users, a separate private network. Each VPN is associated with
one or more VRFs (VPN routing or the forwarding instance). A VRF includes a
routing table, a forwarding table and a set of interfaces that use this forwarding
table. PE router maintains a separate routing table and the forwarding table for
each VRF, thus to prevent the information sent to the other VPN. Additionally,
each VPN is allowed to use the overlapping IP addresses.

28.3 Application of MPLS VPN Technology in the Campus
Network of Chongqing Institute of Technology

This Institute is a young undergraduate institution, and it has established a cross-
metropolitan area network for the use of its three campuses, which are scattered in
the city to connect the Gigabit Ethernet network. In the process of building such a
digital campus, the institute has established a university-wide smart all-in-one card
system, which is composed by the backend server, and a number of POS machines,
and transfer machines. These devices are spread over three campuses at different
physical locations. In order to achieve the normal communication of these devices,
each device is assigned an IP address. At the same time we have established card
business systems, private network based on the existing campus network to ensure
the safe operation of the service system in the campus network. This is a private
network based on the BGP/MPLS VPN technology as a virtual private network.
Please see Fig. 28.1 for its network topology.

The campus network supports 10 MPLS convergence devices, including core
equipment. Exchange agreement with the label distribution protocol (LDP) is be
used as MPLS, and OSPF as the IGP protocol. This paper takes already-built card
virtual private network as an instance to introduce its key steps, where the device
RONGYUANI is used to describe the device configuration.

1. In theory, the formation of BGP/MPLS VPN network requires the CE, PE, and
P routers. In order to achieve simplicity, we did not include the P routers in the
design of all-in-card private network. The convergence exchange devices and
core devices were designed as PE, and CE was simplified into a POS machine
or back-end server or a single layer switch.
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2. Each PE was divided with their areas of jurisdiction for use of the VLAN
numbers in the card network, and the corresponding physical port was added in
the VLANS.

VLAN 100 NAME YIKATONG_MPLS
PORT ACCESS VLAN 100

3. In each PE, the divided VLANs were given the definition of VPN VREF, such as
the name as YIKATONG, and in the mean time, its RD, the export target, and
the import target were all set to 6500:1.

IP CEF

IP VRF YIKATONG

RD 6500:1

ROUTE-TARGET EXPORT 6500:1
ROUTE-TARGET IMPORT 6500:1

4. Each VLAN interface connected to the CE was linked to the defined VRF, and
the card network was added to the VPN routing.

INTERFACE VLAN 100
IP VRF FORWARDING YIKATONG
IP ADDRESS 172.17.1.1

5. To configure the MP-BGP to spread the VPN routing information required
configuring the IBGP interconnection in each PE.

Router BGP 6500
No BGP default ipv4-unicast
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Neighbor 10.0.2.1 remote-as 6500

Neighbor 10.0.2.1 update-source loopbackO
Neighbor 10.0.11.1 remote-as 6500
Neighbor 10.0.11.1 update-source loopback0

6. Make the statement within the VPN and activate the neighbors as part of the
BGP.

Address-family vpnv4 UNICAST

Neighbor 10.0.2.1 activate

Neighbor 10.0.2.1 send-community extended
Neighbor 10.0.11.1 activate

Neighbor 10.0.11.1 send-community extended

7. Each PE device had its YIKATONG subnet distributed to the VPN network,
enabling other ten PE devices to learn its sub-network.

Address-family IPV4 UNICAST VRF YIKATONG
Redistribute connected

8. Enable the MPLS capabilities in each PE interface, which is used to connect to
another PE.

Interface gi0/0
Tag-switching

Completion of the above steps means the end of building the all-in-one card
special network transmission platform in the campus network, where each PE
device may share the routing data on the card networks of other PE equipment. In
this way, the CE devices that are located in scattered places can communicate with
each other, except for nonauthorized users. This fully ensured the transmission
security of the card’s private network system. With the future increase of the card
nodes, it is also allowed to use the dynamic routing protocols RIP/OSPF in each of
the VPN to greatly enhance the network scalability. If the campus network needs
to build other private networks, such as a remote video monitoring private network,
or a financial professional network, the idea of its design is basically the same with
the achieved steps. Each new private network is required to create a VRF, and
assign different identifiers of the RD, the export target, and the import target.

28.4 Conclusion

In building a variety of application platforms for service systems in the campus
network, using MPLS VPN technology for the private networks may bring the
following benefits:
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1. Security and confidentiality: the various operational systems are completely
isolated, and independentof each other, by which service data is not easy to get
leaked.

2. Reduced construction and management costs: a variety of service systems that
share one physical network are possible to save construction costs, without
having to purchase the equipment and the laying of fiber optic systems for each
system, plus saving administrative costs.

3. High scalability: with the increase of the various operational systems, it is
flexible to achieve the expansion of the physical network and logical network.

Practice has proved that using MPLS VPN technology to build a private net-
work of service systems in the campus network is quite impressive concerning
stable operation and low failure rate, able to create a better network application
environment for teaching, research, management, and service. Compared to its
peers, this institute is one of the early few ones to use the technology in the
construction of an all-in-one card network, truly worthy of being merited by other
colleges and universities of the country.
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Chapter 29

Evolution Course and Analysis of Internet
of Things

Peng Li, Qingzheng Xu and Na Wang

Abstract As the three industrial tide of information technology after computer,
Internet, and mobile communication, Internet of Things may provide fresh impetus
for communication technology in the future, and it is attached importance as
nation’s information strategy by more and more government. In this paper, the
evolution course of Internet of Things is reviewed, and then the relationship
between Internet of Things and related technologies, such as Internet, sensor
network, ubiquitous network, M2M, cyber physical system, is analyzed to com-
prehensively understand the denotation and connotation of Internet of Things.
Finally, we put forward some development direction of Internet of Things.

Keywords Internet of things - Internet - Sensor network - Ubiquitous network -
M2M - Cyber physical system

29.1 Introduction

As a new industrial tide of information technology after computer, Internet, and
mobile communication, Internet of Things plays an important role in promoting
Internet development and pushing society forward, and it is becoming a new
growth point of economy development in the near future. The ratio of Internet of
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Things service to Internet service is 30:1 according to predicting results by For-
rester, unattached market research agency in USA. With the huge potential market,
Internet of Things, a new trillion industry, is attached importance as nation’s
information strategy by more and more government. Therefore, many develop-
ment plans and action programmes based on Internet of Things are formulated.

Jiabao Wen, Premier of the State Council of the People’s Republic of China,
said that “We will make substantive progress in developing motor vehicles
powered by new energy sources and in integrating telecommunications networks,
cable television networks, and the Internet, and accelerate R&D in and application
of the Internet of Things. We will also increase investment in and policy support
for emerging industries of strategic importance” on March 5, 2010. Internet of
Things is first written in the report on the work of the government, which means
that its development is becoming the national development strategy of China.

Until now, Internet of Things has been applied successfully in military,
industry, agriculture, environmental monitoring, architecture, medical treatment,
space, and oceans exploring. However, as an emerging technology, the connota-
tion and denotation of Internet of Things is varied by different people, and it has
not a distinct and uniform concept.

29.2 Definition and Evolution Course of Internet of Things

Internet of Things is not a new concept, but in fact a technology existing for over
ten years. It is the development and commercialization of wireless communication
technology, the core technology of Internet of Things, which produces the pros-
perity and development of Internet of Things nowadays.

The original idea of Internet of Things first appeared in The Road Ahead
authored by Bill Gates published in 1995 [1]. He said that, “When the personal
computer is popular, we can abolish the bottleneck road using identity card or note
and waiting in line in airport, theater, etc. For example, when you entered the
airport, your personal computer can verify you have brought the ticket through
connecting with computer system at airport. Your computer can also verify your
legal identity and open the door without the key or magcard”. However, limited
status of wireless network, hardware and sensors of that time, Internet of Things do
not become the main aspect of information technology at that period.

Radio frequency identification (RFID) system is first proposed by Auto-ID
Center of USA Massachusetts Institute of Technology in 1999 [2]. In this system,
all items are connected with Internet through some information sensors, such as
radio frequency and bar code, and then distinguished and supervised intelligently.
The early Internet of Things is proposed based on the material flow system, in
which the radio frequency is used as a substitute for the bar code to manage the
material flow system intelligently.

The connotation of Internet of Things is clearly changing with the development
of new technology and application. World Summit of Information Society was
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held in Tunis, and ITU Internet Reports 2005: the Internet of Things was published
by International Telecommunication Union on November 17, 2005 [3]. The report
comprised of six fields: concept of Internet of things, related technologies,
potential market, challenges, new opportunities for development, and life in the
future. Unfortunately, ITU has not made a specific definition of Internet of things,
but only described it as a whole new communication and computer network
connected every items, every person, at every time, and every locations.

European Union constituted the route diagram of Internet of Things research in
September, 2009, and described it further as following [4]. As a part of Internet in
the future, Internet of Things is a dynamic network facilities in the world, with
self-configuration ability based on standard and alternate communication protocol.
Its physical and virtual items have identity and physical property, and they can
seamlessly integrate into the information network using intelligent interface.

In the comment of the 2010 report on the work of Chinese government, the
Internet of Things is explained as follows. Internet of Things is a network con-
nected all items with Internet through appointed protocol, to share information and
then distinguish position, track, and monitor and supervise them intelligently [5]. It
is an extension and expansion based on Internet.

29.3 Related Concepts of Internet of Things

To understand the connotation of Internet of Things, it would be useful to clarify
some related technologies, such as Internet, sensor network, ubiquitous network,
and M2M and cyber physical system.

29.3.1 Relationship Between Internet of Things and Internet

Internet, the greatest invention of the twentieth century, has greatly promoted the
great variety of international development structure and the profound transition of
human society to information society. What is the relationship between Internet of
Things and Internet? The relationship between them can be reduced to four types
based on different application stage of Internet of Things [6]: (1) Internet of Things
is the same as sensor network, not connect with Internet. That is to say, Internet of
Things and Internet are two substantive networks. (2) Internet of Things is a part of
Internet, and it is an extension and expansion naturally based on Internet.
(3) Internet of Things is an extension and expansion based on Internet, and they are
two equal networks. (4) Internet of Things is Internet in the future.

The foundation network of Internet of Things has some variation based on its
applications, including public communication network, trade special network, and
even new communication network especially for it. Usually, Internet is propitious
to the foundation network of Internet of Things, especially when the scope of
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connected items has gone beyond the local area network and when we need public
communication network to send and receive the useful information. So, Internet of
Things is seen as some extension and expansion of Internet application with the
properties of trade application, Web 3.0, and cloud computing.

Internet is people oriented, in which the sharing information is produced, sent,
and edited by some people. But Internet of Things is item oriented, in which the
information is produced, sent, and edited by some items to acquire and understand.
In the era of Internet of Things, each item can independently communicate,
address and control, and the network can eventually understand the world.

From some point, Internet can be seen as a network connected the virtual world.
At the same time, Internet of Things can be seen as a network connected the
physical world. Then danger from information world is brought naturally into the
physical world. So, the Internet of Things security is more serious than Internet. In
case of security problem, the cost of lives and property is great and can not reduce
the losses by redundancy and disaster backup. In addition, individual privacy is
another problem in Internet of Things.

29.3.2 Relationship Between Internet of Things and Sensor
Network, Ubiquitous Network

29.3.2.1 Relationship Between Internet of Things and Sensor Network

In ITU-T Y.2221 proposal, a sensor network is composed with some sensor nodes
exchanging sensor data through wired or wireless communication [7]. Each sensor
node is made up of sensor and optional power element testing data and linking
them. Compared with other traditional network, sensor network has some out-
standing features, such as resource-constrained, self-organized structure, good
dynamic, application related, and data centered.

Sensing is the soul of both Internet of Things and sensor network. The core of
sensor network is senor, reflecting a part of item. At the same time, the core of
Internet of Things is item, reflecting the whole item. In a sense, sensor network is
the main bearing network, excepting public communication network and trade
special network, and the main information sources. The scope of Internet of
Things, which can sense the items using sensor, bar code, and RFID, is larger than
that of sensor network from this point of view.

29.3.2.2 Relationship Between Internet of Things and Ubiquitous Network
In ITU-T Y.2002 proposal, ubiquitous network is described as follows [7]. In the

case of service ordered, person or facilities join the service freely with the least
technology restriction no matter when, where and what method. Ubiquitous
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network has beyond the scope of intrinsic telecommunication network and pro-
vides the communication between person and person, person and item, item and
item.

From the view of the connotation of ubiquitous network, it is very much
concerned with harmonious interaction between people and the environment, and
sensing equipment and wireless network is only the tools. Ultimately, the ubig-
uitous network belongs to Internet, Internet of Things, and also intelligent system.
Compared with the today’s realizability of Internet of Things, perhaps we can say
that, ubiquitous network is the perfect state and long-term vision of information
network technology. That is to say, ubiquitous network includes all features of
Internet, sensor network and Internet of Things. Internet of Things is yet an object
of ubiquitous network, and the forerunner and the commanding height during its
development.

29.3.2.3 Conclusion

Based on the concepts of Internet of Things, sensor network and ubiquitous net-
work, and their features as mentioned earlier, we can simply summarize their
relationship as follows. Ubiquitous network contains Internet of Things, and
Internet of Things contains sensor network.

From the view of communication object and technology coverage, we can find
that, (1) sensor network is the foundation for the extension and application of
Internet of Things, and it is the end of network to collect data information. Except
for some kind of sensor, the sensing equipment includes RFID, two-dimension
code, and other terminal inserted with mobile communication unit. (2) Internet of
Things is the primary and inevitable stage to ubiquitous network, the ultimate goal
of information society. The ubiquitous network realizes the integrating of the
heterogeneous networks and then achieves the communication goal between item
and item, item and people, people and people.

29.3.3 Relationship Between Internet of Things and M2M, CPS

29.3.3.1 Relationship Between Internet of Things and M2M

M2M, an abbreviation of Machine-to-Machine, Man-to-Machine, or Machine-to-
Man, is intended to send data and share information through intelligent and
interactive seamless connection among people, machine, and background system
[8].

The core idea of Internet of Things is identical to M2M, which is the most
common and feasible method. The main difference between Internet of Things and
M2M is application field. The application of M2M is restricted to wireless com-
munication network, a principal field of Internet of Things.
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29.3.3.2 Relationship Between Internet of Things and Cyber physical system

Cyber physical system (CPS) is a multidimensional complex system integrating
environment sensing, embedded computing, network communication, and physical
environment [8]. The object of CPS is to possess computing, communication,
accuracy control, distance cooperation and autonomy property of physical system,
and to perfectly coordinate between virtual society and realistic society through
autonomous control system and information service system.

With the similar ability of Internet of Things, CPS more emphasizes the
feedback loop. To be more specific, it realizes real-time and dynamic information
interaction and information service through the feedback loop between computing
process and physical process, and then extends some novel ability at last.

Compared speaking, industrial community pays close attention to M2M, the
common application of Internet of Things at the present stage. However, CPS, an
important technology pattern of Internet of Things in the future, is attracted the eye
by academic world.

29.4 Development of Internet of Things
29.4.1 More Extensive and More Comprehensive Connecting

First, the connecting object will extend from people to item. On the technical side,
the diversity of the end of the network will increase dramatically. Intelligent
degree of the prior network equipment is high, such as mobile telephone, PDA,
iPad, and even personal computer. However, intelligent degree of the network
equipment in Internet of Things is relatively low. For example, the computing
ability and memory space of a sensor node can not compared with other equipment
mentioned above. In the future, more network equipment may have little intelli-
gence but distinguishable. In the era of Internet of Things, active intelligence is to
distinguish and control other objects, and passive intelligence is to be distin-
guished and controlled by other intelligent items.

Second, the network communication pattern will extend more and more widely.
It is possible that, the node is connected into the network lasting 1 min or even 1 s
in 1 day, such as delay tolerant network (DTN). It is also possible that the node is
only connected into the network logically. For example, node A, not joining any
network, will exchange the data every 1 hour with mobile node B, updating data to
a base station every day. In this case, the nodes A and B are both considered as
node in Internet of Things. These different cases may embody the universality of
communication pattern of Internet of Things.
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The other side of the more extensive and more comprehensive connecting of
Internet of Things is the node number. Without Internet of Things, the greatest
node number may be 10 billion or 100 billion, even if every people surf the net
and each people has many network equipment. However, in the era of Internet of
Things, every item can be connected into the network and controlled. The node
number is surging into 100 billion or trillion, which will pose immense challenges
in network technology and be adverse impact on our mind seriously.

29.4.2 More Thorough Sensing

With more extensive and more comprehensive connecting, Internet of Things will
have more thorough sensing and more profound insight. As we all know, sensor is
invented 100 years ago, but communication is a useful addition of sensor in recent
10 years. According to instructions and working alone, sensor operating will not
have the properties of cocomputing and self-adapting.

For example, in the story of the blind man feels an elephant, each one made
distinct description after feeling an elephant. It was clear that they can sense the
elephant more thoroughly, if they exchange the position and observation angle
with other partners after feeling a part of the elephant.

29.4.3 More Synthesized Intelligence

Naturally, the next step is deeper and more synthesized intelligence after more
thorough sensing. Forest fire prevention is a classics application of sensor network
and is proposed first. How can we find the potential fire hazard from the contin-
uous and arid value measured by temperature sensors? The temperature beyond the
threshold value can be regarded as a potential fire, which is the simplest incident
detection algorithm. We can further cosense using many sensors to avoid false
alarm and missed alarm for the error of single sensor system and to increase the
reliability of fire detection, which is the intelligence of “Many hands make light
work”. Further, using multidimensional sensing data, such as humidity, wind
speed and wind direction, we can also provide the forest fire warning information
to relevant departments and remove the risk in the bud, which is the intelligence of
“To nip a thing in the bud”. We can also mine mode from long period data and
mine relationship from seemed irrelevant event such as El Nino, which is the
intelligence of “A straw shows which way the wind blows”. The intelligence is
continuously deepened from the temperature data to potential fire, from short term
and discrete event to long term and wide scale climatic phenomenon [9].
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29.5 Conclusion

Internet of Things, merging the advanced technologies and the novel ideas, has
crossed the huge chasm between electronics, automatics, communications, bio-
technology, mechanics, and hylology. Its objective is to share information not only
between people and people, but also between people and item, item and item.

Researches on Internet of Things have huge economic and society value to the
next generation information technology. From academic research angle, the evo-
lution course of Internet of Things is reviewed, and then the relationship between
Internet of Things and related technologies is analyzed at closer range in this
paper. Based on personal comprehension, Internet of Things will go ahead to more
extensive and more comprehensive connecting, more thorough sensing, and more
synthesized intelligence.
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Chapter 30
Study of the Hierarchy Management
Model Based on Active Network Node

Wenshu Duan, Tianping Dong, Yan Ma and Lunpeng Liu

Abstract Active network can provide a programmable interface to the user where
users dynamically inject services into the intermediate nodes. However, the tra-
ditional prototype of network management does not accommodate to the man-
agement of active networks, it cannot utilize the distributed copulation capabilities
that active networks provides. This paper analyzes the structure and mechanism of
the active network management system, introduces a pattern of active network
management, and studies the structure, management mechanism, design outline,
and each connection of the management system. The paper also studies the net-
work topology discovery and traffic.

Keywords Active network - Network management - Active node

30.1 The Management of Active Networks

Due to traditional network management using the centralized management, we
manage the network without using the computing power of the active network
node. Therefore, the traditional networks neither effectively implement the active
network management, nor reflect the advantages of active network. In order to
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Fig. 30.1 The architecture of
active network management
system

Code Server

Terminal Terminal

adapt to the characteristics of the active network, the management model of active
network should break through the asymmetric management model of traditional
network. Necessarily, active network include the network control, management of
workstations, and the active node perfectly, so as to solve the key issues of
manager-side in the traditional network. It also loads the dynamic business and
manages dynamic MIB. The structure of active network management (ANM) is
shown in Fig. 30.1.

In the Fig. 30.1, it is known that active node is the main object of the active
network management in the system of ANM [1]. It is an equivalence relation
between active node and control management workstation, and instead of the
relation between client and server in the simple network management protocol
(SNMP). Intuitively, ANMS contains the following features, such as ANMS is an
interface of the network managers for controlling and managing active network.
Active node is the main management object of network management system that is
responsible for handling the initiative letter bag. Execution Environment (EE)
provides the environment which must operate and handle the active envelope.
MEE represents the overall management functions of active node. Code server
(CS) provides the logical method which is necessary for network element equip-
ment to collect data. And the terminal system uses the service of active node to run
the active application.

30.2 The Structure of the Active Network
Management System

In this paper we propose an active network management model based on the
management features and the structural characteristics of the active network. The
management model based on the node is the core management, which make full
use of the advantages about active network initiative, dynamic, and intelligent to
achieve the active network distributed intelligent management.

The structure of this management mode is shown in Fig. 30.2 [2]. In this mode,
the management system must complete the node management, configuration,
analysis, and monitoring which consists of the network management node and the
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Fig. 30.2 Hierarchical model of network nodes and active nodes

active node, the node management (Local Mgrs SW), the modeling layer (Mod-
eler) and the instructions of the adaptation layer (Instrumentation). Management
system will achieve the following functions. For instance, to manage node con-
figuration, failure and performance with the control EE of node, to visit and
configurate node by the node OS API issue commands, to provide a set of API
interface for EE in order to make active application (App) can adapt and confi-
gurate the network resources and monitor the performance of the network
dynamically.

30.3 The Structure and Forwarding Mechanism
of Management Message

30.3.1 The Structure of the Management Message

In the design of this system, the active packet is encapsulated into UDP and ANEP.
The active message consists of the UDP header, ANEP header, active message
subject and effective load, which is shown in Fig. 30.3. Next, we will introduce the
usage and meaning of fields in the active message subject.

Active message subject follow the construction of ANTS encapsulation body
form, and there are several domain in its head.

Capsule/protocol: This field is used to describe this text that belongs to the code
segment, the code group, and the corresponding agreement.

Sharing head: It contains the source address, the destination address, a node
address and version information, and so on, and it is the common domain of the
different types of package body.
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Fig. 30.3 The encapsulation format of management packet

The Fixed head of ANTS | APType | AppType | The part determined by type

Fig. 30.4 The format of management packet

The head information decided by the type: Different types of active packet have
a different field, and the number and size of the field are not the same.

In this system, we will divide the active messages into the direct implemen-
tation messages and active application messages according to the code distribution
mechanism of a message. The transmission of the direct implementation messages
is “package”, that is to say the small program code is transmitted by the encap-
sulated messages directly. The active application message becomes complicated
and it uses the code distribution mechanism known as on-demand to obtain. The
active messages only carry code identification. Therefore, we join two fixed fields
in the head information, then the unity format of active message as shown in
Fig. 30.4.

APType field: it is used to indicate the type of active message. 0 means direct
execution of the messages, and 1 means active application of massages.

AppType field: it indicates that the massage belongs to the application type. For
example, 0 means getting ordinary network management message, 1 said common
network management message; and 2 denotes patrol message. The purpose of the
establishment of the field is to make the active packet which could complete the
implementation of the traditional node.

30.3.2 The Forwarding Mechanism of the Management Message

(1) One—One mode forwarding

One-One forwarding mode is one of the simplest forwarding modes. It is
divided into two structures according to the package in the section. One structure is
similar to the current end-to-end communication mode, which is not to enforce
middle node. This approach is mainly used to access to the specified node as
shown in Fig. 30.5a. Another structure, as shown in Fig. 30.5b, is a forwarding
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Fig. 30.5 The schematic of One-One mode forwarding, BFST forwarding mode and DFST
forwarding mode

mode which is calculated along the transmission path. In this mode, package body
packets are necessary to carry the program executed in the node in accordance
with a specified intermediate node. Through the implementation methods, man-
agement node can put the concentrated tasks into practice along the entire trans-
mission path.

(2) Breadth first search traversing (BFST) forwarding mode

This mode, as shown in Fig. 30.5¢, is a kind of parallel control modes. When
the message of the package reaches an active node, it is directly sent to the
neighbor nodes which connected to the current node. The same implementation
will be playback when the message reaches the adjacent nodes. Obviously, the
network will come up a lot of the copies of the encapsulation body message after
one transfer. When these copies to reach the next node, they are copied and
forwarded to their neighbor node, then a copy of the message is in turn forwarded
continue until the messages traverse the entire network.

(3) Depth first search traversing (DFST) forwarding mode

This mode, as shown in Fig. 30.5d, is a kind of serial control modes. In this
mode, the package message is directly forwarded to a neighbor node which con-
nected with the current node, when it reaches an active node. Then the message
was forwarded to a neighbor of the neighbor in turn until the messages traverse the
entire network.

30.4 The Analysis of Active Packet Path
Forwarding Algorithm

The network is defined as the connectivity graph G = (V, E) [3], where V repre-
sents a set of nodes, E represents the two-way connection between the nodes.
Every active node consists of fast forwarding(FF) unit and EE, etc. All packets
have delay in forwarding when they go through each hop, and the forwarding
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Fig. 30.6 The schematic of active packet forwarding mode

delay includes the propagation delay and queue delay. Some packet may be
processed by EE, so this packet also includes processing delays. If a communi-
cations link treats the pack using FIFO order, the service program of EE also
follows FIFO order. The head of a packet mainly contains the source, purpose,
application identifier and other information. FF matches packet headers through a
set of Filters, if there is a match then turn it over to EE processing, or directly
forwarding to the destination address. However, delays of each package are limited
on the node. Simply, we assume that FF delay is banded by constant C, and the
executable code delay in EE is defined as function P (k). Then, C and C + P
(k) represent the delay for forwarding packets on the node and the delay for
executing in EE, respectively [4].

Here, we ignore the cost of the transfer of programs, and we could assume that
most of the active network code can be obtained from the node cache [5]. Because
of the node in the treatment could copy the package in order to send messages to
the EE, the function P (k) mainly depends on the package in the EE calculation, so
P (k) must be a linear function at least [6]. And we have the assumptions as
following:

P(k) = Pc + kP (30.1)

In the above formula, k means the length of the packet and P represents a
constant. Normally, we can ignore the P, so the above equation could simply
rewrites as:

P(k) = kP (30.2)
In order to analyze the performance, we define the following concepts.

TC(n): time complexity. To measure the time of a task from beginning to end.
MC(n): message complexity. To measure the node number of the active packet in a
task.

In the structure represented in Fig. 30.6, Link-A is seen as the nodes of a
management center and the algorithm injected into the corresponding active
packet.

Next, we will analyze several algorithms used in this paper.
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(1) The Get-Response is similar to the Request-Respond in the SNMP.

In the Get-Response algorithm:

TC(n) =nP +»_2iC (30.3)
i=1
MC(n) = i 2i (30.4)

where nP is the action delay of n tasks executed in the EE, and 2i means the time
delay fori =1, 2, 3, ..., n—1 hop.

(2) The Report-En-Route is a forwarding request to the next node when the
request which reached to the node sends the response to the source side.

In the Report-En-Route algorithm:

TC(n) = 2nC + nP (30.5)
MC(n) = n + Z i (30.6)

where nP is the time delay in the implementation of all the nodes, and 2nC means
transmission delay that includes the time cost in sending to the destination and the
returning to destination.

(3) The Collect-En-Route algorithm is that the request which arrived at node
carries the response information to the next node, and the request will directly
returns to the source when it reaches the destination node.

In the Collect-En-Route algorithm:

1
TC(n) = 2nC + %

iP = 2nC + P (30.7)

i=1
MC(n) =n (30.8)

The iP is the time delay in the implementation of node. Because of the length of
the package will add a unit after a hop, obviously, the biggest message complexity
of the node n does not exceed 2n.

(4) The Report-Every-1 algorithm is a compromise definition of Collect-En-Route
algorithm and Report-En-Route algorithm. The time complexity and message
complexity of Report-every-1 algorithm are appropriate.

The thought of Report-Every-1 algorithm is described as that n will be divided
into n/l section, each section length is 1, and we would send a fixed size massage
which is initialized to collect-en-route algorithm to all the n/l section. So, the
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section i started in Collect-En-Route until cost more than the (i — 1) (C + P) time
unit.
So in the Get-Response algorithm:

TC(n) = (n — )(C+P) + Zl: (C 4 iP) = O(nC + (n + *)P) (30.9)
i=1

nl 2
MC(n) = O(n) + > _ (I +il) = 0(7) (30.10)
i=1

We assume [ = /n, then the TC (n) is linear, and the message complexity is
In order to keep balance in the two complexities, we make 2= ”2/1, and then
the two complexities are O(n/*).

30.5 Conclusion

This paper discussed the active network management model which has indepen-
dent module and accurate task. And each layer can be dynamically updated to
adapt to the volatility of the active node in the active network and the expansion of
the active application. Ultimately, the stability and scalability of network man-
agement are improved obviously, and the active network management meets the
needs of the modern network management commendably.
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Chapter 31
Fault Elimination in Campus Network

Hong Ye, Yuanyuan Liang, Mingyong Li and Wenshu Duan

Abstract The campus network of Chongqging Yuzhong vocational education center
was the background for this paper, from campus network troubleshooting model,
troubleshooting of tools, combined with the troubleshooting case to discuss common
faults and eliminating methods of the campus network. The purpose is to help the
personnel maintenance of the campus network to troubleshoot network problems
quickly, Troubleshooting steps, which is proposed in this paper, is obtained by long-
term practical experience of the author, it has practical value and operability.

Keywords Campus network - Troubleshooting - Troubleshooting tools

31.1 Introduction

The campus network is popular to understand as a LAN, which consists of the
campus computers, connected to the Internet via a router and become a part. The
campus network is mixture of protocols, technology, media and topologies, with the
development of information technology, the use of campus network is becoming
more wide [1]. In the application process, due to hardware and software, it fails
more frequently, the school’s teaching and dealing with daily work and affairs more
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and more dependent on network, Once a network failure cannot be immediately
removed, Damage done to schools may be large, even catastrophic [2].

The network failure can be quickly and accurately locate the problem and
troubleshooting, is a challenge for our network maintenance and management
personnel [3], It not only requires a strong understanding of network protocols and
technologies, It is more important is to establish a troubleshooting ideas of the
system, and reasonably applied in practice, isolate, decomposed complex problem,
or reduced troubleshooting range, in order to timely repair the network failure.

31.2 The Classification of Common Fault

Although the network failure phenomenon is manifold, network failure also have
some relevance [4]. Network failures can generally be divided into two categories:
connectivity issues and performance issues.

The connectivity problem is easy to notice. The main form of connectivity
problems are the following:

Hardware, media, power failures—network infrastructure, hardwares such as
routers, switches, hubs, servers, terminal equipment, transmission media, power
equipment, as use time of Internet goes on, or vandalism, leading to equipment
problems.

Software configuration error—software configuration error is a common net-
work failure. As network protocols is too many, and configuration is complicated,
if a parameter of a particular protocol is not configured properly, it is likely to
cause network connectivity problems.

Compatibility issues—the establishment of computer network requires a lot of
network devices, from the PC terminal to the network core routers and switches, is
likely to be composed by network equipment of multiple vendors. At this time, the
interoperability of the network equipment is very necessary. If the network device
is not well compatible, it also can lead to network connectivity issues.

Computer network performance problems as follows:

Network congestion—the performance of any node in the computer network
has problems can lead to network congestion.

To the destination is not the best route—The design issues of routing protocol
will lead to the data reach the destination network by sub-optimal route.

Insufficient power supply—ensure that the power of the network equipment can
achieve the required voltage level; otherwise it will result in equipment handling
performance issues, which affect the entire network.

Routing loops—distance vector routing protocol may produce routing loops,
cause broadcast storms and reduce network performance.



31 Fault Elimination in Campus Network 239

31.3 The Troubleshooting Steps

The paper uses systematic troubleshooting method. Troubleshooting systematic is
reasonable,to find out the general principles of the cause of the malfunction and
troubleshooting step by step, and its basic idea is systematically reduced by the
large collection (or isolation)consist of the possible cause of the failure into several
small subset, so that decline the complexity of the problem rapidly.

The ordered ideas can help resolve any difficulties encountered while trouble-
shooting. The following steps shows the general network troubleshooting
processes.

Step one: the failure phenomenon observed—first of all, I have to complete and
describe clearly the phenomenon of network failure, marked the failure location
and failure consequences. For example, a PC in Office 201 at 10:30 on May 16 can
not access, can not access all site.

Step two: the collection of failure information—first look for the situation of
network topology, a variety of running protocols and configuration; then,
according to description of the problem feedback user, ask users that affected by
the failure about the details, while using network device to diagnostic information.
Protocol analyzer tracks and records information collect useful information,
understand the operation of the relevant network equipment.

Step three: the empirical judgment and theoretical analysis—based on experi-
ence and technical theory of network failure mastery, make preliminary analysis to
rule out some obvious points of nonfailure.

Step four: list of all possible reasons—develop a troubleshooting plan according
to the remaining potential sticking point, list every possible cause of the mal-
function according to the order of the failure possibility’s level, start with most
likely fault cause, each time only one change.

Step five: implemented troubleshooting program for each plan—implementa-
tion debugging program for each possible cause gradually according to trouble-
shooting plan. In the troubleshooting process, if a possible causes proved invalid,
be sure to return to the state before the troubleshooting, and then verify that the
next possible reason. If the possible reasons you listed all is invalid, that means it
has not collected enough failure information, did not find the failure point, return
to the second step, and continue to collect the fault information, until you find the
cause of the malfunction and troubleshoot network problems.

Step six: documentation of troubleshooting the process—when eventually ruled
out after a network failure, do remember recording the work you have done.
Document the process is not a trivial task for the following reasons:

Document is a summary of troubleshooting valuable experience, is the most
important reference data of this process of judgment and theoretical analysis;
document records the changes the network parameters have made in this
troubleshooting;

This is relevant information the next network failure should collect.
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Documented record including the following aspects:

The description of the fault phenomenon and the collection of relevant
information;

Network topology mapping;

Equipment list and media list in the network;

Protocol list and inventory in the network;

Possible causes of failure;

Develop the program and the results for every possible reason;

The feelings and experiences in the troubleshooting;

The other, such as reference data use in the troubleshooting list and so on.

31.4 Troubleshooting

There are three common troubleshooting ways of campus network: stratification,
block method, substitution method.

Layering idea: all the models follow the same basic premise, when the lower
structure of the model is working properly, its high-level structure can work
properly. Layered troubleshooting method according to the OSI reference model,
from physical layer to application layer, troubleshooting layer by layer, and ulti-
mately solve the troubleshoot problems. Specifically each time should be con-
cerned about the following problem while using the layered troubleshooting.

Physical layer—cables, connectors, signal levels, coding, clock, and framing,
these are all factors contributed to the link, state is down.

The data link layer—package inconsistency is the most common cause that
leads to the failure of data link layer. When use the interface command to displays
the ports and protocols, if the port up is agree with down, there is a fault on the
data link layer. Data utilization is related to data link, port and protocol is good,
but the link bandwidth may be excessive use, then causing intermittent connection
failures or network performance degradation.

The network layer—the wrong address and subnet mask error is the most
common causes of network layer failure; routing protocol is part of the network
layer, and a very complex part is the important content of trouble shooting, while
troubleshooting, along the path from source to destination to view the router’s
routing table, check the IP address of router interface. Typically, if the route does
not appear in the routing table, you should check whether entered the appropriate
statement, the default, or dynamic routing, and then manually configure the
missing route or exclude the failure of the selection process of the dynamic routing
protocol to update the routing table.

Senior—is likely to be terminal fault of the network, and then it should check
the computers, servers and other network terminal ensure the normal work of the
application and software and hardware of terminal equipment running well.

Block method divided network into blocks:

Block network is divided into blocks:
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Management section—router consists of name, password, service, and logs.

Part of the port—address consists of packaging, cost, and certification.

Routing protocol consists of section—static routing, RIP, OSPF, BGP, and
import-route.

The strategy part—routing policies consists of security configuration and so on.

Access part—the main console consists of Telnet, login or dumb terminal, etc.

Other part of the application—language configuration consists of VPN con-
figuration, QoS configuration.

The substitution method is the most commonly method I will choose when I
check the hardware. Replace a cable that is a good one to try when suspected
cables problem; replace an interface module to try when suspected interface
module’s problem.

31.5 Troubleshooting Tools

Network products of H3C series provide a complete set of commands, can be used
to monitor working conditions of network interconnection, and troubleshoot basic
network failure. The following is diagnostic command:

Ping command—used to check the connection of IP network and host read-
ability, in order to determine whether network connectivity is good.

Tracers command—used to test the gateway that the data packet via from the
sending host to the destination, it is mainly used to check network connection, and
analysis where the failure occurred in the network .

Display command—used to display the basic information, configuration
information and parameters of the router’s hardware and software.

Reset command—used to clear the current statistics and exclude the interfer-
ence of the previously accumulated data.

Debugging command—used to obtain the details of the exchange of packets
and frames in the router.

The H3C network management tools—Quid view, it is unified management and
maintenance software for data communications equipment, such as routers,
switches, there are the following fault management functions:

Alarm real-time monitoring, provide alarm sound and light tips, support
external alarm box;

Support alarm switch to Email, SMS;

Support alarm filtering, allowing users to focus on important alarms, query
results can generate reports;

Support redefines alarm base level, support alarm dump to ensure the efficiency
and stability of the system operation;

Support alarm topology location, locate the focus to the topology objects;

Support alarm correlation analysis, including shielding the repeat alarm,
shielding the flash alarm, shielding the root-cause alarm.
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31.6 Troubleshooting Examples

Three LAN in school, including 192.11.56.0 network for a user segment,
192.11.56.118 server as a log server; 192.15.0.0 is a centralized application server
segment. A day, the user reflects the log server 192.11.56.118/16 and backup
server 192.15.254.153/16 encountered a backup problem (Fig. 31.1).

The survey collected the following information:

Recently, the 192.11.56.0 segment clients continue to increase;
FTP transfer speed between the machine and the backup server is 7 Mbps, FTP
transfers speed between the machine and the log server is slow, only 0.6 Mbps.

Between the nonpeak of the log server and backup server, the FTP transmission
speed is about 6 Mbps.

According to my own past troubleshooting experience, I am sure this is a
problem of network performance degradation, so where is the problem? Between
the machine of 129.9.0.0 segment and the backup server, FTP transfer speed is
normal, so we can exclude 192.15.0.0 segment performance fault.

Based on the empirical judgment and theoretical analysis, summed up the
possible reasons as follows:

The reason of the performance of the network segment 192.11.56.0 may be:

Log the server performance issues;

Performance issues of 192.11.56.0 segment gateway;

Performance issues of 192.11.56.0 segment.

Cloud performance issues, the route from the network segment 192.11.56.0 to
the network segment 192.15.0.0 are not the best route.

Possible reasons 1: the route from network segment 192.11.56.0 to network
segment 192.15.0.0 is not the best route.

Test program: use the “tracer 192.15.254.153” command on the gateway of the
network segment 192.11.56.0, found that to returning length of probe packet is
only 10 ms, indicating that the reason of the possible reasons is not failure cause. I
entered the circulation troubleshooting process again.

Fig. 31.1 The routing table
of school LAN
‘ C: 1921156.12016
D:129.9.35.53/16 @
| ,
] l

| A 192.11.56.118/16

B: 192.15.254.15316
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Possible Reason 2: log server a performance problems.

Test program: test the FTP transfer speed between the host C and log server of
the same segment is 6 Mbps, normal. It shows that the problem has nothing to do
with the server A.

Possible reason 3:192.11.56.0 segment gateway performance issues.

Test program: test FTP transfer speed between host C and backup server B is
7 Mbps normal. Exclude the gateway factors, because B, C is in a different segment
while and the speed is normal.

Possible reasons 4: the performance problems of 192.11.56.0 segment its own.

Test program: using the command “display Mac-address” on Ethernet switch
of the network 192.11.56.0, the output is as follows:

Possible causes, I develop a testing program as follows:

Port Rcv-Unicast Rcv-Multicast Rcv-Broadcast
6/32 10317812 0 8665

Port Xmit-Unicast Xmit-Multicast Xmit-Broadcast
6/32 6667987 286652 2474038

Port Rcv-Octet Xmit-Octe
6/32 14094829358 1516443041

Using the command “the display Mac-address” on the Ethernet switch of Network
192.15.0.0, the output is as follows:

Port Rcv-Unicast Rcv-Multicast Rcv-Broadcast
6/36 55780287 0 285

Port Xmit-Unicast Xmit-Multicast Xmit-Broadcast
6/36 27879749 190257 119430

Port Rcv-Octet Xmit-Octe

6/36 67172587081 4998816809
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Thus, the proportion of the broadcast packets and uncast packets on the network
segment 192.11.56.0 is 1:3, indeed too big. Asked again what is the mainly
business the user segment runs, and arrive the ultimate failure cause as follows:
192.11.56.0 network segment is a common user network segment, for business
reasons, each user needs to send a large number of broadcast packets and multicast
packets, with more and more users access the network recently, the network server
in this segment need to spend more resources to deal with a growing number of
broadcast packets and multicast packets, naturally slow down the transmission
speed of its service.

Since this is a network layout inappropriate, then rearrange the location of the
server, move the server to the 192.15.0.0 network segment, then troubleshooting.
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Chapter 32

Adyvices of Perfecting the Civil Law
on Protection of Network Virtual
Property

Yu-e Li and Zhi-jie Li

Abstract Based on the idea and thinking of perfection advice in the civil legal
protection about the online virtual assets, this paper compares the character and
value through the network virtual assets and take the advantage of the authority
instrument to adjust data that compare with the real questions. Moreover, provide
some advices, principals, and methods of the virtual assets that based on the civil
legal protection. It divides the basic real right and the characteristic of virtual
assets property, and provides the suggestion for the special virtual assets property.
Their special legal establishment for the network virtual assets is the necessary
result during the modern network development. Therefore, it is the basic
requirement for perfecting the socialism law.

Keywords The concept of network virtual assets - Real right

32.1 Introduction

With the rapid development of the network game industry, network space brings
the new question that was ever seen in the legal field. Network virtual assets are
one of the questions. The network virtual assets are combined with electronic data.
The loss of network virtual assets means the electronic data loss of the game player
ID. This behavior belongs to the unlawful entry, and stealing of user’s information.
However, the “illegal invasion of computer information system” only protects the
computer network information about national affairs, national defense, financial
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instrument, high technology, and other special fields [1]. The protection of per-
sonal network information belongs to the empty part of the legal adjustment. At
present, there have been disadvantages in our civil system of the network virtual
assets. Aiming at these disadvantages, here, we suggest the legal can base on the
principle of autonomy of the will and the affair principle to modify and implement
the present civil law. Moreover, determine the fault principle and doctrine of
presumption for the virtual assets. The complicated questions of virtual assets need
to legislate independently and standardize the quality and right of virtual assets [2].

32.2 Existence Point of Virtual Assets

Network game is the new entertainment mode that is under high development.
From starting til now, the age arrangement is growing. It first started from the
junior school student, high school student, and college students. Now, it is
expanding to the old people [3]. This variety brings more consumer group. There is
no lack of the high consumption of the middle age. Just as the report shown,
18.6 % players spend 500 Yuan in each month. That is 3.7 % higher than the last
year. The expanding age arrangement promotes the game player to become larger,
more mature that can greatly promote the game industrys development. Moreover,
it can increase the consumption level and bring the better development of the
online game industry [4].

Based on the research of the authority institution (Fig. 32.1), the major
objective to play the online game is pure entertainment, making friends, and spare
time. The proportion is 34.26 %, 28.88 %, and, 12.71 %. The game player who
can obtain the benefit is nearly 3.26 %. The trade is not including the people for
entertainment. At the same time, the growing game players and trade amount
cannot be ignored. This means we need to perfect the regulation in order to
standardize the virtual assets trade of the increasing online game [5].

Scale map of online game research

@ Purily enterlainment
Making friends

B Spare time

m The pame player that can obtain the
benefit from the games

B Others

Fig. 32.1 Scale map of online game research
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In personal view, people approve that the virtual assets value is the wave of the
future. It is the best protection to build the regulation of the virtual assets by some
institutions. This can increase the player consumption. With the hot development
of the online game industry, the background disputes are growing. The various
relationships harmonious in the competition among developers and operators, the
contradiction of virtual assets protection between players and operators, and the
benefit balance between online game economy and culture is the big background
stable [6].

32.3 The Concept of Network Virtual Assets

Virtual assets are the nonphysical and chemical properties. With the internet
development, the virtual assets expression is increasing. For example, QQ number,
game account, game equipment, game currency, network integrates, and so on.
The various types of virtual assets express the different benefit and obligation. The
different characteristics are under legal classification. This is under the consider-
ation of virtual assets in the general aspects and the individual difference [7].
The trade between virtual assets and real assets are very common at present.
The popular online game increases this kind of trade. There exists the fighting for
the game equipment or other virtual assets in the Internet bar. This expresses the
urgent and important to build the virtual assets. The virtual assets dispute is mostly
developed under the online game development. Therefore, from the angle of
online game,it can express the process of question production and development.
The operators lost the players’ virtual assets can make up through the technology.
The wild existing virtual assets stolen, and invasion, the technology will be
helpless. The virtual assets stolen and fraud needs to determine the detailed value
not only in the criminal help but also in the civil remedy. If we cannot ensure the
detailed value, it is adverse to maintain the network security and player’s benefit.

32.4 Protection Opinion of the Network Virtual
Assets in the Civil Law

32.4.1 Legal Protection Arrangement of the Network
Virtual Assets

The citizen property includes the visible and invisible assets. Network virtual
assets belong to the invisible assets. We can buy the virtual assets from game
developer or other game players or change with them. Then the virtual assets have
the attribution of the common production. However, the present law is not perfect
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that will lead the series loss cases. This will greatly decrease the network benefit
and operator enthusiasm.

From the legal definition of the property, virtual assets can obtain the protec-
tion. Acquire the assets needs the holder’s labor (leveling), real asset payment (buy
the game card), market dealing (buy and sell the equipment). The network virtual
assets have obtained the basic character of the real assets. The virtual assets have
to prepare the following conditions that can obtain the legal protection.

The holder obtains the assets in legal. The player can sell the independent
equipment. Property legal is the first element.

The legal obtain approach. No cheating, no defraud and obtain it in the legal
arrangement.

The value needs to have the conformability. The transform production needs to
have the independent value. The judgment depends on the labor strength, length as
well as the virtual production.

Purchase ability is valuable. People will show the price only for the practical
requirement. Food is used for filling the stomach. The virtual production is used
for satisfying the spiritual pursuit. That is the value.

32.4.2 Property Protection of the Virtual Assets

Property protection means the law protects all the lawful rights and interests. That
includes the right of occupation, usage, benefit, domination, and the punishment.
Right has the inviolable character of the national protection. Protect the real rights
is to protect the inviolable rights. In the real life, the violate rights are different.
That means protecting the real rights is the common targets by the various legal
departments. In the present network, the protection of QB is urgent. For the
characteristics of the virtual assets, we can follow the civil law to express the
following characteristics:

Property determination. Each virtual production has the own platform, we need
to ensure the information, work with the player and operator, record the computer
system to determine the ownership.

Request the turn-back. If the owner is violated, he has the right to apply for the
send back. This is useful for the operator. The lost data from the system, the
operator can return it can take the responsibility and obligation. It has great sig-
nificance for the internet tenderization.

Request indemnify for the loss. Compensate for loss means the real right person
has the right to request the compensation that caused by the illegal action. This is
the method to protect the obligatory right.

Determine the property, request the compensation, and compensate the loss is
the civil protection method. It can use in single or combine with other laws. This is
worth to reference and improve on the virtual assets legislation.
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32.4.3 Property Determination of the Virtual Assets

Property means in the legal arrangement, the owner has the occupation, benefit,
and management right on the assets. Virtual asset is the special form with the basic
characteristic.

Absolute right of the ownership. Different from the other property, the own-
ership do not need any right. The owner can enjoy the complete right without any
intervention. The virtual assets production needs the hard work of the game player
with time and basic labor cost. Therefore, the virtual assets are special. The
ownership belongs to the real right with exclusiveness. The virtual assets need to
have the exclusiveness. It is important to have the only owner. At the same time,
the exclusiveness can avoid the assets dispute.

Different from the real right, here suggest the virtual assets have no elasticity.
The owner can set the servitude and mortgage right while holding the basic real
right. The occupation is apart from the usage. However, if there has been no real
right loss, the owner still has the right to control. Based on the virtual and special
storage of the virtual assets, the writer advises not to hold the elasticity character.
The network trade is much more convenient than we think. It will bring great
trouble while obtains evidence and identification. Therefore, the elasticity is not
suited for the virtual assets.

Virtual assets do not need to have the permanence. In the modern network
trade, loss of equipment needs to upgrade. Many accounts have the limitation no
matter in time or the usage. Otherwise, in the virtual world, there exist many
uncertainties. Therefore, here we suggest not determining the virtual assets per-
manence. However, the legislation can take the special arrangement to set the
limitation. Just like the preferential card has time limitation in our real life. It is the
empty part of the real legislation. The card sending institution has not legal lim-
itation. Many customers cannot obtain the relative compensation after cheating.

32.4.4 Build the Convenient Litigation Channel

We know the civil dispute is the civil affairs as well as one kind of legal dispute
and social dispute. Civil dispute is the dispute of civil rights and obligations and
the civil property. The main regulation to solve the civil dispute has reconciliation,
accommodation out of legal action, arbitration, and civil action. Each method has
the definite limitation. The owner of virtual assets has the universality that sepa-
rates far apart. The legislation needs to take fully consideration of the party
regional lock. At the same time, the party might not travel for the small number
compensation. Here we suggest adopting the regional determination. The method
to obtain evidence will not limit in the traditional method and approach. Mean-
while, it needs to break the regional limitation and build the nongrade litigation
institution. It is necessary to simplify and promote the civil dispute process.
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We can combine the various powers that rapidly determine the property. In per-
sonal view, the network police are particularly important. In the meantime, pay
attention to the various operators monitor and management that can provide better
network security service to protect the virtual assets. We have to say the
responsibility of network operators. As the network operators, they need to grasp
the users’ basic condition, registered company name, network record, the IP dis-
tribution. Moreover, the illegality information production and management have to
record. This is beneficial for the network protection and monitoring in the large
part.

32.5 Summary

In the rapid development period of the Internet, we can find that the legal of virtual
assets is very important among the various network competitions. Legal protection
of the asset starts from the detailed value with the relative evaluation methods. The
Internet development is only 10 years in the society, and the network legislation is
behind the times. At present, there has no detailed legal to maintain and determine
the game player virtual assets. Moreover, it is inexistence to ensure the virtual
assets value. In personal view, the best way to protect the network virtual assets is
as well as the civil property to provide the rigid and special identity. The legal
perfection can promote the network security, and develop the network profit. The
modern society of socialism legal development, it is possible to think and practice
the virtual assets protection and legislation for each network user.
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Chapter 33
Intelligent Learning System Based
on Ontology for Network Learning

Xie Yong

Abstract In this paper, we used ontology and semantic annotation to construct the
intelligent network learning behavior analysis system, based on network learning
behavior model and concept relations in the network learning domain to build the
ontology base, extract metadata, or semantic annotate data of the behavior infor-
mation which we collected. Match the semantic parsed data with ontology base to
deduce learners’ learning effect, to evaluate learning process, and to give some
advice for learners’ learning. This system can help development of network
learning platforms and educational resources also help teachers in designing and
organizing the curriculum.

Keywords Ontology - Network learning - Intelligent learning system

33.1 Introduction

With the Internet and network technology developing, network learning became
the primary instructional media in our life [1, 2]. Learners can study with network
learning at any time. It provides personalized, virtualized cooperative studying
environment for learners’ learning [3, 4]. Learners’ behavior reflect multistructural
and multilevel properties in the network environment, so analyzing learners’
behaviors are essential to develop the network learning platforms and educational
resources, to help teachers designing and organizing the curriculum, to provide
guide for learners’ studying [5].
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Unfortunately, many analysis systems only carry out surface and manual, not
in-depth, automatic analysis. In this paper, we will introduce ontology and
semantic annotation into the network learning behavior analysis system, which is
able to automatically analyze and make the analysis result more intelligent and
reasonable. Outlines the basic idea of the system framework, describes the process
of creating analysis system for network learning behavior, and explains the data
flowing in the framework. Afterward we show an example, analysis of a learner’
behavior who is learning through the network learning.

33.2 Related Works
33.2.1 Network Learning Behavior and its Model

It includes behavior subject, behavior object, behavior tools, behavior community,
community organizations rules, and division of labor, and so on. Network learning
behavior showed multidimensional and multilevel property compared with tradi-
tional learning behavior.

Commonly, the network learning behavior divides into three levels: low-level,
mid-level, and high-level [1]. In general, it includes browsing page, information
search, sending and receiving e-mail, real-time exchanging, BBS discussion,
asking questions, answering questions, downloading, browsing lesson plans
preservation, and so on. Table 33.1 is the detail description of network learning
behavior model. We build ontology base and evaluate the network learning
behavior based on the network learning behavior model.

33.2.2 Ontology

An ontology is defined as “a common vocabulary for researchers who need to
share information in a domain. It includes machine-interpretable definitions of
basic concepts in the domain and relations among them.” The domain is the
subject area and ontologism is, basically, systems of categories.

Ontology specifies a rich description of the:

Terminology (vertices in a graph);

Concepts (vertices in a graph);

Relationships between the concepts (directed edges in a graph);

Rules;

A set of instances assigned to a particular concepts (data records assigned to
concepts or relation).
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Table 33.1 Use metadata description part of concepts in online learning behavior model

Network learning Properties
behavior
Browsing page URL, title, keyword, time(into pages, exit pages),low-level network

learning behavior
Browsing lesson plans The theme of lesson plans, time (enter page, exit page, frequency), the
lesson plans (read, unread),low-level network learning behavior

Information Keywords, searching results, searching engine, low-level network
researching learning behavior
Downloading Sources, keywords, URL, description, low-level network learning

behavior, form

Sending and receiving Address, the theme, mid-level network learning behavior

e-mail

BBS discussion Subject; the number of reading time, frequency, posting number,
whether was deleted, the number of articles, high-level network
learning behavior

Asking questions Theme, frequency, the number of back, mid-level network learning
behavior

Answering questions  Theme, frequency, the number of correct, the number of wrong, high-
level network learning behavior

Real-time exchanging Tools, exchanging time, theme, content, high-level network learning
behavior

In short, ontology is relevant to a particular domain or area of interest.
In this system, the ontology is used as the following:

Describing the content of learning subjects, learning objects,learning behaviors,
learning effect, learning tools, learning evaluation, and their relations;

Using the semantic annotation to mark learners’ learning contents and learning
behaviors, learning tools;

Imposing a structure on the information in the domain;

Retrieving information based on the ontology which we built;

Resolving semantic heterogeneity problem through ontology rules;

According to semantic annotation data, querying the ontology base, based on
this to deduce learners’ learning affects, and to give the learning evaluations;

Generally, we use metadata to describe concepts and their properties in
ontology, Table 33.1 [1] is part of the concepts in the network learning behavior
model description with metadata.

33.3 System Architecture
33.3.1 System Functional Blocks Diagram

Figure 33.1 is the system functional block diagram of intelligent network learning
behavior analysis system. Different colors of the arrows in the model represent
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different block, the following illustrates each function of the block. The core of
this model is the semantic parsing and the ontology base, as shown in the red.

33.3.1.1 User Interface: The Layer Include Following Part

User interface: learners can learn or operate in this web base interface. It provides
a convenient operation user graphic interface.

Web Service API: provide supporting for other programs of distance learning
system or famous across platform application service.

33.3.1.2 Data’s Collecting Layer

The block of data collecting is used to collect the data of network learning
behaviors. It has two ways to collect data. First is the asynchronous collecting,
learners input the information before the first learning. Second is the synchronous
collecting, the layer through real-time tracking to record the network learning
behavior information.

33.3.1.3 Intelligent Semantic Parsing: This Method Focus on this Part

Data parsing: using grammar parse the data, find out the subject, predicate, and
object of the sentence, make them meet the triple of subject—predicate—object,
where the concepts are classified by ontology and enable the computer to

Fig. 33.1 System functional :
blocks diagram User Interface~

. WebService APl |

Data Collecting Layer«

Data parsing (Link grammer)e |

. Semantic- |

__OntologyBasee

AolCoM« | | | Internete |
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understand or distinguish the relations between words and sentence in grammar
structure.

Semantic filter: this engine cooperates with syntax analyzer to precede keyword
extraction. It applies to wrong grammar check [2].

Metadata extraction: metadata extraction is to extract critical words based on
Table 33.1; it focuses on extracting metadata which can reveal the word indexing
of theme of the resource.

Semantic annotation: the metadata is extracted, but it is lack of machine rea-
soning ability. After metadata extraction, we need to semantic annotation of data,
and then use the data pattern matching with the data in the ontology base.

33.3.1.4 Store Data Layer: The Layer Includes

Ontology base: ontology base is important in the system. In our research we use
Protégé_3.4 (http://protege.stanford.edu) as an ontology-developing environment.
Concrete steps are as following:

First, according to the definition of the metadata and their attributes in
Table 33.1 construct the classes, properties, and examples.

Second, build relation among the concepts. Developing the class hierarchy and
defining relation of concepts are important.

Typically, we create a few definitions of the concepts in the hierarchy and then
continue by describing properties of these concepts and so on. The two tasks are
always twisted and should be done at the same time

Data base: data base used to store the collecting the data of network learning
behavioral and final analysis result which are basis for the next analysis.

AOICoM: the ALOCoM ontology is a generic content model that defines a
framework for Los (Learning objects) and their components [3]. It is the network
learning standard material developed by XML.

Internet resource: the source of knowledge extraction includes various Internet
data, which is useful to analyze the learning behavior. First, according to the
definition of the metadata and their attributes in Table 33.1 construct the classes,
properties, and examples.

33.3.2 Datas Flow in the Somatic Layer

Figure 33.2 is the data flowing in the Semantic layer. The process as following:

The block of data collecting collects the data of learners’ behavior;
Syntax analyzes the collected data through the data parsing, and mark them
meet the triple of subject—predicate—object;
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the SEMANTIC layer
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Semantic filter check the analysis result;

Extract metadata’s from the syntax analysis result and semantic annotate the
analysis data;

Use the semantic annotation data or the metadata to match with the ontology
base, to evaluate learners’ behavior, to infer learning motivation, learning strategy,
and the behind learning effect;

Integrate the analysis results and display it for learners and store the evaluation
result and data of learners’ behavior in database for the next analysis’ input.

33.4 An Application Example

In this section we depict a simple application on intelligent network learning
behavior analysis system in order to illustrate the proposed model.

One learner (Lily) for the first time study in the network learning and she inputs
some information about her learning custom, educational background, learning
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object, and so on. And then she learned all through browsing page, asked three
questions and answered one question, exchanged information with other students.
Data collecting layer collect some information based on Table 33.1, extract the
metadata or semantic annotate the data, construct the ontology structural drawing,
matched it with the original data in the ontology base, to deduce learner’s learning
effect, to given a evaluation for Lily’s learning and some advice of learning more
effectively, and store the analysis result in database, As a basis for the next
analysis.

33.5 Conclusions

Network learning behavior can be defined as learning based on the environment
which is created by modern information technology and include new communica-
tion mechanism with rich resources, to carry out web-based or distance autonomous
learning behavior. But, the system cannot be logical deduction; ontology base is
built manually rather than automatic extending. Of course, some behavior evalua-
tion is not very accurate. Future research we will focus on these issues.
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Chapter 34

IOT Intelligent Monitoring Terminal
Based on ARM+Linux

Li Lu and Qi Ren

Abstract Based on acknowledgment of the Internet of things, this paper builds
the Linux system on the ARM9 platform with researches of industry application
needs and the key technologies of the intelligent monitoring terminal. Moreover,
combining with the corresponding drive and service, it integrates with the video
signal and analog monitoring information and uses B/S architecture to implement
the system, and put forward a complete design of the intelligent monitoring ter-
minal and corresponding network system.

Keywords The Internet of things - Intelligent monitoring - ARM+Linux - B/S

34.1 Introduction

With the social economy development and the urban modernization acceleration,
there increases the various potential safety hazard and improves the prevention
complexity. Therefore, we need to develop the basic safety supervision, security
monitoring, predetermination, precaution, management, rescue, and the research
of technology security system. Determine the security monitoring through bringing
the new technology. Moreover, the various systematic solutions will apply into the
security monitoring that headed by the IOT technology. How to strengthen the
system engineering level of safety production monitoring and improve the present
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monitoring efficiency will be the important assignment and development direction
during the period of safety in production and monitoring [1].

Embedded system’s center is the application. The special computer system has
district requirement in system function, cost, size, and power dissipation. Beside, it
has the characteristics of small power dissipation, high performance, low cost, and
strong instantaneity. Therefore, this system obtains the wild application in industry
control, transportation, security, finance, communication, and other industries.

This article researches the present security monitoring system and find out the
existed high cost of building and maintenance, worse compatibility, and the
problem of single function. Moreover, the article will combine various functional
module s on the ARM platform, comprehensive use the embedded system,
communication system to design the terminal of security monitoring in order to
provide one set of application system design with strong function.

34.2 Internet of Things Introduction

Following the definition of ITU, Internet of things is the network that goods
associate with goods. The English name is ‘The Internet of Things’(I0OT) . By
using the sensor, video identification technology and the global positioning sat-
ellites, the Internet of things can real-time monitor any thing that need monitoring,
communication, interactive objects, or process. Moreover, collect the specified
information of sound, heat, light, electricity, chemistry, mechanics, organisms, and
geographic position. At last, it can achieve the communication of objects between
object, objects between human to finish the intelligent perception, identification,
and management of object and process [2].

Through the intelligent perception and identification technology, the Internet of
things applies with the wild network and ubiquitous computing. It is the third
information industry revolutionary period after computer technology and Internet .
The Internet of things’ essence and core center is the business and applications as
well as the application continuation in the objective material world [3]. Therefore,
the application innovation about the Internet of things is the assurance to keep the
development. The application development of user center is the target and standard
to develop the Internet of things.

From the information technology, the Internet of things is the identifying objects
with perception and intelligent processing ability. Based on the standard operated
communication protocol, and under the support of broadband mobile communication,
next generation network and the cloud computing platform, the Internet of things can
obtain and process the objects or the environmental information around. Moreover, it
can judge the event development, provide management, and control decision in order
to form the global information system of information acquisition, object management,
and control [4]. The Internet of things is combined with information object technol-
ogy, automatic network technology, and the intelligent application technology [5].
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On the various parts of the Internet of things industry, different enterprises and
organizations will explain its meaning from the own view. However, the industry
has the unique understanding about the completed system. In basically, the Internet
of things includes three layers: perception layer, transport layer, and the applica-
tion layer [6]. The perception layer is responsible for the total perception of the
objects that need to be monitored and identify the identification or information
collection. The transport layer takes charge of supporting the transport channel for
the reliable data. It can transport the collected perception information to the
application layer through the different wire or wireless communications.
The application player means to do the intelligent processing when receiving the
perception information and use or express the data after processing.

34.3 Design of IOT Intelligent Monitoring Terminal
34.3.1 System Structure

Based on the system requirement evaluation, the terminal needs to collect the site
video information, temperature, and concentration sensor data. At the same time, it
needs to start the Web Service, and provide data service for the browser or
Smartphone client through inserting the Internet. Clients can check the monitoring
information while control the IO point output by browser (Fig. 34.1).

Based on the function design of terminal system, there need to include processor
module, camera, sensor signal collection, network processing module, IO control
interface, display module, power module, and other basic function modules.

34.3.2 Hardware Model Selection

Embedded system has the center of application and computer technology is the
basement. Moreover, we can clip the hardware and software for applying into the
special computer system that has strict requirement on function, reliability, cost,

. Monitoring terminal
Video data < > £
Video Network
processing processing PC
Temperature
data ®1| Sensor data Display
processing module Mobile phone
Concentration Power client
- > 10 control
data module

Fig. 34.1 The figure of terminal system function
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size, and the power consumption [7]. The technology of embedded system belongs
to the arrangement of object control technology. ARMY processor is the 32
positions processor with low power consumption. It is suitable for the low
consumer of cost and power consumption that has been wildly applied into the
filed of industry control, network equipment, and data communication.

Connect the processor module with other modules can take charge of all the
control and data processing. It includes single chip and other outside circuits such
as ROM, RAM, and clock generator. Processor module needs the high operation
frequency and processing speed that can load into the embedded Linux system.

The processor uses S3C2440 clip from SAMSUNG Company. This clip uses 32
positions RISC command set, and provide the microcontroller solution with lost
price, los power consumption and high function for the handheld device and
common applications. This chip has the ARM core, uses the design of los power
consumption, the dependent 16 KB command Cache and 16 KB data Cache.
Moreover, it reduces the system cost and useless components that specially design
for the low power consumption. S3C2440 has the high practical applicability [8].

Processor, RAM, and ROM combine the data processing system module.
Onboard ROM includes one clip 2 MB nor Flash of onboard BIOS and one clip
ROM of 256 M N and Flash System; two circumscribed 64 MB SDRAM clip, and
include the 12 MHz clock generator circuit and other outside circuits. The
S3C2440 needs the 1.2 V core power supply and 3.3 V outside power supply.
Therefore, the module needs to bring two kinds of power supply interfaces.

The sensor is the electronic element that transmits the physical quantity into the
electrical parameter. The design uses one temperature sensor. There have been
various temperature sensors and based on the measurement mode, they can divide
into contact and noncontact. Based on the electrical element character it can divide
into thermal resistance and thermocouple [9]. The design uses temperature sensor
to collect the present environment temperature and transmit the collect data
through processor and communication module in order to support for client request
and record.

The common temperature sensor uses 0—10 mA or 4-20 mA standard circuit
output. However, it needs the 24 V direct-current power supply. At the same time,
it cannot satisfy the design requirement of low power consumption. Therefore, this
design uses stainless steel package DS18B20 digital temperature sensor. The
sensor has small size, wear resistance, long operating life, convenient usage, good
antiexplosion that can suite for the boiler, tunnel, generator room, refrigerator,
air-condition, storage tank, and other measuring temperature places. At the same
time, the antiexplosion design can satisfy the requirement of antiexplosion filed.
DS12B80 can use the single line port to achieve the double communication with
the microprocessor [10].

PerkinElmer Company produces TPS2534 series of gas concentration sensor. It
is the infrared thermopile gas sensor of nonspectral two-channel. This sensor has
small size, high precision, high applicability, and rapid response. It is designed
aiming at the gas concentration detection that has been widely applied into the
various detection of infrared gas concentrations.
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TPS2534 infrared thermopile gas sensor of nonspectral two-channel uses TO-5
package with whole sealing nickel metal case that filled with dry nitrogen.
TPS2534 sensor has two infrared sensing windows with the sensitive response area
of 1.2 x 1.2 mm? and 2.6 x 2.3 mm?> We can use it to calculate and refer to the
channel light intensity. Otherwise, the internal TPS2534 uses 30 Qk thermistor can
detect the element outside temperature as the reference variable of the temperature
compensation. TPS2534 has four important pins they are gas channel pin, refer-
ence channel pin, temperature channel pin, and the ground connection pin.

34.3.3 Software Design

The software design is collecting relative data and start the network service at the
same time. The various normal functions depend on the software structure and
function. This system is building base on the Linux operation system. It has the
multitier function processing that need the communication. Except the arithmetic
code, there includes system core, various drive programs, algorithm programs, and
different service programs. The completed assignment process is shown in Fig. 34.2.

As Fig. 34.2 shows, when the system power up, start the Linux operation
system, we need to initialize the various outside equipments in the first place.
Moreover, we load various corresponding drive programs (especially the drive of
temperature and concentration sensor). Then, we load Web Service and MJIPEG
service to prepare for the information display and video streaming. After every-
thing is ready, the system will begin to wait for the request information from
WEB. When receiving the request, the system will send request to the module of
video processing and sensor data processing. After receiving the real-time video
data and original data of temperature and concentration, we can obtain the detailed
value through analog digital conversion. At last, we send result to the terminal
users through the Web service.

34.4 Summary

This article provides the design proposal of intelligent monitoring terminal that is
based on S3C2440 processor and Linux operation system, through inserting the
internet, use Web Service to integrate video and sensor information for providing
users to check. This design has the character of low cost and wide application.
At the same time, it has the strong function, and the high systematic instantaneity.
The ARM architecture chip is more suitable for the wild application of multimedia
portable productions on the cost control. Therefore, we can use the low cost to
build the security-monitoring network that has strong functions.
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Chapter 35
Study of Security Technology in Wireless
Sensor Networks

Chunjie Tang

Abstract Due to its own characteristics, wireless sensor networks are different
from the wired network security issues in the operating system and network
protocol design. ZigBee technology, for example, is the use of security technology
to analyze its security features and security requirements from multiple perspec-
tives, and describes the specific application of the ZigBee network security
encryption technology.

Keywords Wireless sensor network - Security - Encryption technology

35.1 Introduction

Modern information technology includes sensor technology, communications
technology, and computer technology [1]. The information collection, transmis-
sion and processing by the sensor network technology combined with sensor
technology, communications, and computer technology to form an organic whole.

In recent years, wireless communications, microprocessors, microelectro
mechanical systems technology has changed widely in the rapid development of
sensor network technology , and this technology is gradually becoming more
mature. At the moment, there have been many articles in this regard, but are still in
the fledgling stage. The development of sensor network technology is of great
strategic significance for the social stability and economic development [2].
However, wireless sensor networks, there are a lot of faults, which result in
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security problems, the use of security technology for wireless sensor networks,
security analysis, and to take measures for protection, can better promote the
progress of the wireless sensor network technology.

35.2 Wireless Sensor Network Technology

At present, with the computer network technology development, system on chip
wireless communications, microelectronic mechanical systems, and embedded
technology advances have contributed to the emergence of wireless sensor net-
work technology. Wireless sensor networks include a large number of laid in
monitoring area, small size, low cost sensor nodes, sensor nodes with wireless
communication, sensing and data processing capabilities, and wireless transmis-
sion to the formation of multihop network systems. Network coverage area, the
information of the monitored object can be the network system, perception,
acquisition and processing, and sent to the observer. Through wireless networks,
sensor nodes can also change each other with information; you can transmit the
information to the remote end of the wireless transmission and data processing
functions. Figure 35.1 shows the wireless sensor network structure.

Each sensor node can sense the sonar, shock waves, infrared and other forms,
and they can also target information data acquisition, transmission and control,
implementation, and ultimately monitoring, tracking, positioning, and forecasting.
Wireless sensor networks have many types of sensors can monitor a wide variety
of phenomena of earthquakes, temperature, noise, pressure, speed, and direction.
Figure 35.2 shows the structure of the wireless sensor network node.

With the deepening of China’s economic reform and modernization process
continues to accelerate, increasing national attention on mine safety, regulatory
efforts have been strengthened, small and medium-sized coal mines and large
towns have a lot of equipment, mine safety monitoring system, effectively con-
trolling the major gas explosion the accident [3]. However, the lack of information
on the location of underground personnel monitoring, is still widespread well into
the personnel management difficulties, Inoue it difficult to promptly and accurately
the distribution of underground personnel and operating conditions, in the event of
an accident, disaster relief, security aid is inefficient, especially accident after the

Fig. 35.1 Wireless sensor
network structure Sensor

Wireless sensor Receptionist

Observer
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Fig. 35.2 Wireless sensor network node structure

rescue personnel on the mine location of the lack of reliable information, severely
restricted the efficiency of disaster relief, to save the most precious time lost.
Safety is the core of human security. Therefore, the coal mine on the use of
appropriate personnel tracking and locating equipment, all-weather mine into the
well of real-time automated tracking and staff attendance, keep track of each
employee’s position and activities in the underground track, the location of all
mine personnel distribution and other urgent needs. Location of underground
personnel monitoring and management system is a set of underground staff
attendance, tracking and positioning, disaster first aid, equal to the daily man-
agement of integrated applications.

35.3 ZigBee Network Securities

ZigBee technology is a two-way wireless communication technology with short
distance, low complexity, low power, low speed, and low cost. It is a way of
communication in wireless sensor networks, mainly used for short distance, low
power consumption and transmission rate between a variety of electronic equip-
ment for data transmission as well as typical periodic data, intermittent data and
low-latency data transmission applications. The ZigBee characteristics of security
threats are: the security threat to the physical layer, link layer security threats,
network routing layer security threats. Figure 35.3 shows the ZigBee framework
protocol.

Due to the characteristics of ZigBee technology, the transmission of informa-
tion between the communication link can easily be tapped, and analyze the data
less reliable. Can also be tapping the sensor information package to analyze the
transmission of network traffic, and then was informed that the position and role of
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Fig. 35.3 ZigBee framework
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the sensor node. Once the sensor node is positioned, the eavesdropper can capture
sensor nodes through the node to obtain important information such as the key so
the addition can also modify the captured node and it once again into the wireless
sensor networks, further more subtle attack and destroy. Node location information
of practical significance for many ZigBee networks, the node location information
is correct or not largely affected its effectiveness [4]. ZigBee network location
protocol or algorithm, the common node is generally through a class of special
nodes called anchor nodes to determine their own position. Safe positioning of the
need to study the problem, including the reference value of the security of the
location of the anchor node, namely: the location of the reference value for all
anchor nodes are correct, the ordinary location of the nodes can be accurately
positioned, if a position reference value to be forged, or the existence of the
damage to the beacon node, so we can not accurately locate it.

35.4 Analysis and Countermeasure of Security Technology
Based on the ZigBee Network Security

35.4.1 ZigBee Network Security Objectives

In the process of transferring data in the wireless network nodes, only nodes
legitimate, correct understanding of the information captured, illegal node cannot
correctly understand the information contained in the data [5]. By using data
encryption before transmission, we can prevent unauthorized users to decipher, so
that legitimate users through the decryption to obtain information, and we can also
improve the security of data transmission through data encryption, thus ensuring
the integrity of data transmission. In sensor networks, data integrity, message
authentication code to test this is with the shared key of the hash algorithm, it
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shared key and the message to be tested are connected together, and then hashed
minor changes to the data will be more serious impact on the value of the message
authentication code.

In ZigBee network, a lot of processing of the data collections need base station
to prevent the attackers only to ensure the freshness of each message. This
freshness is mainly reflected in the sender is the latest data and the latest shared
key sent to the recipient. The data transfer process, the attacker would information
into a website, the receiver only through the data origin authentication can be sure
that the correctness of the message of ZigBee networks are often used to share a
unique symmetric key for data origin authentication.

35.4.2 Security Encryption Technology in ZigBee Network

The security technology is the methods we need to prevent a variety of injuries, as
well as fires, explosions and other accidents in the production process and provide
workers with safe, good working conditions and to take technical measures. In
network security, security technology mainly refers to the secure encryption
technology. ZigBee network is encrypted protection, the use of secure encryption
technology can effectively prevent eavesdropping during data transfer, and mali-
cious tampering, thus ensuring the normal operation of the data transmission.

The use of secure encryption technology for the existence of the ZigBee network
security issues and threats, imposed to protect specific process includes three steps,
encryption, decryption and key expansion. In the ZigBee network, using the
Rijndael algorithm to encrypt the data transmission to ensure the security of data
transmission, the Rijndael is an iterated block cipher with variable block length and
variable key length, block length and key length can be specified as 128, 192 or 256,
three lengths correspond to the number of rounds of 10, 12, 14. Each one includes a
linear mixed layer, nonlinear layer and the key added layer. From the linear mixed
layer diffusion; the confusion from the nonlinear layer; key encryption and
decryption process respectively r + 1 sub-key.

(1) Encryption

Figure 35.4 shows the AES-the Rijndael encryption process, in which the S-box
(S-box) from the byte substitution (Byte Sub) role; SP structural password, in the P
layer or linear layer here is the line shift transform (shift row transform) and
column mixing (mix column), with diffusion, and cannot be out in the last cycle of
confusion.

We presume that X is a 128-bit input; Y is the output of a 128-bit, and AES-the
Rijndael encryption is expressed as [6]:

Y=(0goTo I')o (O, oHoToF)o...o (OKH(X)OHOTOF)OOKO(X)
(35.1)
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Fig. 35.4 Specific steps of encryption

@ _ 9

In the equation, “o”is the composite symbol for the replacement, Ky, K, ...,
K,_1, K, is the sub-key.

0,1 Fy*® — F)® is a permutation; X € F)®, 0y, = X @ K;

T is the byte substitution and replacement from F}?% —
posed by the 16 S-box of F2128.

S = LoF is the equation for the S-box operations, in which F is the inverse
algorithm for GF(2%); L is the affine transformation on a finite field GF(2%).

From the matrix, we can get

128, which is com-

(35.2)

O == OO O = =

(2) Decryption

The encryption process of computing uses the matrix inverse operation to
decrypt and uses the inverse S-box byte to show its changes.
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(3) Key expansion

The encryption process must be realized by r + 1 sub-key; other sub-keys also
must be able to form 4 (r + 1) 32-bit word. If the packet length is 128 bits, then a
key is constituted by 126-bit AES key, and 11 128-bit sub-keys, each sub-key is
composed by four 32-bit words W[i](0 <i<43), the seed density the key main
W [0], W [1], W [2], W [3] the other by the following expression [7]

W4] = W[0] @ S(Rotl(W[3])) & Rcon(1]
W[5] = W[1] ® W[4]
. wi6] = W[2] ® W[5]
Wil = W[7] = W[3] & W[6] (35.3)
W8] = W[4] & S(Rotl(W[7])) & Rcon|[2]

According to the above equation, Rolt byte is circulation shift; S (x) is bytes
instead; Rcon is the round constants can be defined by the following expression [8]:

Reonli] = (RC[i],’00’,'00’,"00'). (35.4)

In the above equation, RC[i] ='01', RC[i] = x x (Rcon[i — 1]).

By replacing the permutation network, and using the inverse operation of
multiplication over finite fields, AES-Rijindael is security encryption technology
and nonlinear layer in addition to the plus mode, mode subtraction, modular
multiplication, shift a large number of simple and effective computing, but they
must be adequate resources for wireless sensor network nodes can be realized.
ZigBee network security encryption technology processing safety performance
will be greatly enhanced. We can see great significance to the security technology
used in wireless networks.

35.5 Conclusion

Through the analysis of the safety performance of wireless sensor networks,
ZigBee network threats exist and need to achieve security goals, we found that
ZigBee network is encrypted using the AES-Rijndael security encryption tech-
nology to more effectively ensure that the data smooth transmission and to
overcome the drawbacks of wireless transmission, in order to realize the efficiency
and security wireless data transmission.
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Chapter 36

College Student’s Poineering Work
Ability Analysis Based on the Network
Environment

Zhijin Wang

Abstract Affected by the world financial crisis, the employment situation of
college students is not very good in the past 2 years; pioneering work of students
has become a trend. But their pioneering work also has many weaknesses, so they
are serious obstacle for their pioneering work process. Therefore, this chapter has
discussed from the four influence factors of developing their own pioneering work
capacity of the contemporary college students based on the network environment,
and has use the fuzzy comprehensive evaluation method to analysis College
Students starting an undertaking ability. At last, the result of College Student’s
poineering work ability belongs to a higher level is pointed out.

Keywords College students’ pioneering work - Pioneering work ability
Network environment - Fuzzy comprehensive evaluation method

36.1 Introduction

With the advent of the financial crisis, according to our country’s human resources
ministry statistics, many students choose to be boss of them; pioneering work has
become a new trend of College Students’ employment. The pioneering groups of
college students are mainly come from college students and graduates from the
university. Because increasing enrollment of college students has led a series of
problems, it is very hard for many College Students to find a good job. Although
this part students with high knowledge and high academic qualifications
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characteristics, they need help and attention because of lacking the social expe-
rience. Students pioneering work should seriously analyze the risks of entrepre-
neurial process. Some risks can be controlled; some risks cannot be controlled,;
some risks need to be avoided; some risks are fatal or not can be managed. Faced
with these risks, college students should know how to deal with them and resolve
them. Students can select many items. For example they can choose their own
interest professional; they can choice the hot project of market consumption or
purchase; they can choose the low cost investment; they can choose low risk and
small projects; they can select customer awareness higher project; they can select
projects that range from web shop to the entity undertaking project [1]. However,
the network is the important weapon that cannot be ignored for contemporary
college students. The network can help students to improve their ability, can
provide college students start their entrepreneurial dreams, and can enhance stu-
dents’ spirit of innovation and pioneering work.

36.2 Analysis of the Current Situation of College Students’
Pioneering Work

The following four aspects are discussed for the investigation of the contemporary
college students’ pioneering work status in this paper: family, school, national
policy (government), social environment (network). The information is shown in
Fig. 36.1.

First, college students’ pioneering work ability cultivation mode contains
individuals and families; Second, college will help students for their ability of
starting undertaking; third, our government can put forward some policies to
encourage pioneering work and play a supporting role; finally, the social and
network environment is a requisite weapon for College Students’ innovative
undertaking [2]; in order to better realize their entrepreneurial dreams, college
students should make good use of the network. The following picture shows the
four factors that dominate the whole process of pioneering work of College
Students (Fig. 36.2).
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Fig. 36.2 Four factors of pioneering work ability cultivation

The following discussion is the current situation investigation that based on the
network environment:

(1) The investigation of the concept of pioneering work

This paper, through the concept of the investigation, has found that most col-
lege students have not understood very much the concepts of pioneering work [3].
A lot of people think that is to be the boss, even some students think pioneering
work is the development of science and technology project. But we can found that
contemporary college students’ pioneering work is still very curious from
Fig. 36.3.

(2) In the College Students’ innovative undertaking education survey, many
college students want to learn career guidance courses [4]. It indicates that
they are really very interested into the venture of pioneering work. In the

Not interested
Not very interested
General
Interested ) 37.50%
Very interested ) 33.90%

0.00% ©5.00% 10.00% 15.00% 20.00% 25.00% 30.00% 35.00% 40.00%

Fig. 36.3 The interest of college students
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Table 36.1 The poineering work education

Problem Pioneering Pioneering work knowledge
work course
Option Y N N/A Company Relationship Individual Social
Management help practice
Percent 84.7 2.8 12.5 28.6 43.1 8.4 40.7

Table 36.2 The requirement of students for the government

Option Percent
College students’ innovative undertaking fund support 72.6
All kinds of Service 64.2
Loan policy 54.8
The new business approval 50.1
Preferential tax 36.9
Urge schools opened poineering education courses 39.7
The support of public opinion 48.6
Widen financing channel 43.3

courses, students are more hopeful toward courses on interpersonal, commu-
nication skills, and team spirit and so on. Therefore, we should set up some
useful courses for students [5]. Table 36.1 is a reflection of some college
students’ pioneering work education.

(3) Table 36.2 is a reflection of college students in the entrepreneurial process.
Many students think they require the government to provide funds to support
them and relevant agencies to provide services. And some students need to
relax the lending policies, tax incentives and broaden the financing of pref-
erential policies [6] (Fig. 36.4).

Through the above analysed various factors, we can find that the contemporary
College Students actually have high enthusiasm. They do not know enough about
the concept of pioneering work and the related problems. The students also put
forward their ideas; they need the school open for the relevant professional
courses, and give them more social practice activities for exercising their own
entrepreneurial ability. Similarly, students want to get government as they estab-
lish preferential policies and to provide them with financial support [7].

Through the above analyzed issues, three suggestions are put forward for
students:

Intellectual services belong to the areas of pioneering work. On one hand, home
field is traditional channel that is very suitable for students. College students have
accumulated rich experience; on the other hand, college students can make full use
of educational resources, and more easily earn first pot of gold. If the conditions
are not mature, it may cause the bad results.

Students can make full use of cyber source. In the high-tech area, college students
have the advantage, but not all students are suitable for the high-tech pioneering
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Fig. 36.4 Problems for Relatives against  40%
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standing results can succeed [8]. Therefore, contemporary college students must
grasp the network on their own business role. In order to strengthen the use of
network, college students should believe that the entrepreneurial dream can be
realized smoothly.

Students can make full use of their network. On one hand, college students can
make full use of university customer resources; on the other hand, college students
familiar with peers’ consumption habits, thus it is getting more easily for college
students. Since the students rely on the cheap route, customers are attracting with
low price. In addition, due to their limited funds, college students cannot choose
good location shops. Therefore the promotion work is particularly important [9].

36.3 Fuzzy Comprehensive Evaluation for College Students’
Innovative Undertaking Ability

For the twenty-first Century students, the network has already become the key
factors for their career success, so the contemporary college students’ entrepre-
neurial capacity has been evaluated in this paper based on the network environ-
ment. But the evaluation cannot be used for a simple score to evaluate, so we use
the fuzzy comprehensive evaluation. Fuzzy comprehensive evaluation is the sys-
tem of multiple interacting factors comprehensive evaluation based on fuzzy
mathematical knowledge. Fuzzy set theory by Professor Chad, the American
automatic control expert, it uses to express uncertainty in 1965.

(1) The classification of evaluation factors and formula

Evaluation is given: Y = {y, ¥2, y3, ..., Y.}
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In order to facilitate the weight distribution and evaluation, the evaluation
factors are divided into a number of categories. Primary evaluation factors can be
set up under the second evaluation factors X = {x1, x2, x3, ..., x,,}.

The fuzzy mapping from X to Y is created. f: x — F(y).

F can induce the fuzzy relationship R which is can be represented in matrix
form:

ri rz2 ri3 ra ris
R = 1 o)) 3 4 rs (361)
r3a1 I 133 T34 I35
Establishment of weights: according to their importance of different concen-
tration, factors are given the corresponding weights:

A= (al,a27a3) (362)

On the evaluation subjects, set M is selected:

M = {A (high), B (high), C (general), D (poor), E (poorly)}.

Comprehensive evaluation and results: a comprehensive assessment can be
made. The formula is shown as follows:

B=AXR= (b17b27b3,b47b5) (363)

rin riz rizo rig ris
B = (al,az,a3) X 1 rp 13 4 s = (b],b27b3,b4,b5) (364)
31 T2 133 134 I35
To get an accurate evaluation results, each grade variable values can be got. A
(very high): 100-90, B (high):90-80, C (general):80-70, D (poor) 70-60, E (bad):
60-0.
According to Table 36.1, we can find the corresponding evaluation results.

(2) Data analysis

The fuzzy comprehensive evaluation method is described; a certain college
students’ pioneering work ability is calculated:

First, weight should be established:

Through mathematical calculation, the weight of every factor can be got:
A = (0.41, 0.37, 0.25, 0.32).

Then the matrix is established:

This paper is through expert grading method. Experts give the fuzzy evaluation
results (Table 36.3). The frequency and probability is shown in (Table 36.4).
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Table 36.3 Evaluation table
Grade A B C D E
Score 100-90 90-80 80-70 70-60 60-0

Table 36.4 The frequency of evaluation factors

College students’ pioneering work A B C D E
Consciousness 0.84 0.20 0.04 0.01 0
Ability 0.73 0.21 0.13 0.02 0
Level 0.68 0.17 0.18 0.07 0
Evaluation on the results is shown as follow:
i ri2 r3 a4 ris
B = (ai,az,a3) X | rai rn rs3 ru rs | = (bi,by, b3, by, bs) (36.5)

r3i rs 133 r34 135
= (0.54,0.137,0.147,0.072,0)

Finally, according to the assessment of college students’ pioneering work capacity,
the final result is calculated: C = B x P = 85.21.

The school students’ pioneering work ability belongs to a higher level.

36.4 Conclusion

With the advent of the twenty-first century, the network era becomes main trend in
our daily life. Internet is a modern fashion in the new era. Under the network
environment, contemporary college students should know how to make use of the
network’s huge resources to realize their pioneering work dreams. This is worth
for our further discussion. In order to guide students join in multichannel
employment and encourage pioneering work and flexible employment, govern-
ment puts forward some favorable policies for college students. We see not hard,
the state is to encourage and promote students to start their own businesses. So, the
contemporary college students must grasp the current opportunities and make good
use of cyber source for improving their ability of pioneering work.
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Chapter 37
College English Teaching Resources
Library Based on Campus Network

Fuqgiang Wang and Lijun Xu

Abstract By the analysis on the present situation of college English teaching
resources library construction, beginning with the module and function of college
English teaching resources library construction, the constructional ideas of college
English teaching resources library is put forward, covering the following aspects as
listening, speaking, reading, writing, translation, which has important significance
on the integration of teaching resources, the construction of students’ autonomous
learning platform and the improvement of the quality of English teaching.

Keywords Campus network - College english - Teaching resource library

37.1 Introduction

With the rapid development of campus network in colleges and universities, more
and more English teachers can use the network to carry out all kinds of teaching
activities, but scattered and limited English teaching resources and the lower
resource sharing rate and utilization rate became the “bottleneck” restricting the
further improvement of teaching efficiency [1]. Under this background, to realize
the informatization of our higher education and scientific research, it is necessary
to give full play to the advantages of modern information technology, build,
manage, and make good use of teaching resources, so as to speed up China’s
higher education modernization pace. At present, how to share distributed
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resources in English teaching, to improve English teaching resources utilization,
establish a standard, rich, practical, and widely shared college English teaching
resources library, already became the problem that should be solved urgently [2].

37.2 The Design of System Structure of College English
Teaching Resources Library

Modular design is the foundation and key of construction of the resources library,
and it is necessary to consider the data structure, storage format, input/output device
and the application mode of soft, hardware choice, and also pay attention to the
teacher’s use habit, classroom teaching needs, following the coordination, inter-
action, the flexibility, and the ease construction principle [3]. The author thinks, the
functional structure system of college teaching resource library can use Microsoft
Visual Studio 2005 as a development platform, SQL Server 2000 supporting the
ODBC interface is chosen as background database, ADO.NET is chosen as Web
database access interface, through the combination of ASP.NET and ADO.NET,
build and provide the page content containing database information. The use of the
Enterprise Manager (Enterprise Manager) and Query Analyzer (SQL Server) and
other powerful tools provided by SQL Server, can easily perform on the design,
development, deployment, and management of database.

In general, a complete database system can be divided into 3 categories of
users: system administrator, resource administrators, and ordinary users.

The system administrator. The system administrator has the highest authority in
the system, and has authority to operate all the features the system provides. The
main responsibility is to undertake resource library system maintenance and
configuration, carry on the statistical analysis on the system’s overall situation, and
manage the classification of resources and the user (mainly on resource admin-
istrator), also responsible for the safety management of system.

Resource administrator. The permissions of resource administrator is only after
the permissions of system administrator, and have a certain user permissions
(mainly to the ordinary user management). The main responsibilities are resource
evaluation, resource review, resource maintenance, and resource requirements
support services [4]. Resource manager’s specific responsibilities include the
following two aspects.

37.2.1 Resource Management

(1) Resource review. Review and store the resources uploaded; in the end,
resources uploaded exist in the form of the resource list, which can be seen by
the users only after the administrator reviewed and published.
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(2) Resource maintenance. Add resource. Upload resources from the management
side, including the upload of single file and multiple file package; Delete
resources. To delete the duplication of resources; resource modification. Make
necessary changes on the resource name, resource type, resource classification,
the information of name uploaded.

37.2.2 Service Center

37.2.2.1 User Management

Management of all registered users, including the removal of illegal users, setting
the member integral.

37.2.2.2 Service Management

Service content includes: needs support and View resource requirements the user
sends and then reply. Comments management. View users’ comments on
resources, adjust timely resource evaluation grade; the feedback on suggestions.
Give feedback on time on the user’s complaints, suggestions; the average user.
Common users are end users and beneficiaries of system, including registered
users and non registered users. Non registered users can browse all resources, but
can only download zero integral resource of “tourist zone”, but cannot enjoy other
services.

For the convenience of using resources provided by the system, system pro-
vided such functions for registered users as resource retrieval, download resources,
resources collection, resource requirements. In addition, for the convenience of
communication between the administrator and registered users and is convenient
for registered users to expand resources, system also provides resources reviews,
resource upload and other functions to achieve the purpose of co-construction and
co-sharing of resources.

(1) Fast browsing and retrieval. The fast browsing. According to the discipline
and profession classification developed by the Ministry of education and
educational resource types, browse resources hierarchically; the resources
retrieval. In accordance with the keyword, resource categories to find
resources required.

(2) Tourist area. For unregistered users to download zero integral resource.

(3) Resource use. The downloading of the resource. To download resources
needed to the local computer; the resource evaluation. Conducting subjective
and objective evaluation on the resources quality, afterward, rewards are
available; the resources collection. Resources can be collected to the
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“

member’s personal favorites, to facilitate the next use; needs support.
Requesting support when the resources users required cannot be retrieved,
sending to the resource manager in the form of short message in station.

The member center. Modify personal information. Registered users modify
their own basic information and passwords; upload resources. Registered users
upload the local resources and URL resources to the resource center, waiting
for a resource manager audit, the user can receive bonus points passing audit;
the uploaded resource. Registered users view the uploaded resource, which
can be modified before audit; my favorites. Registered users view, delete
collection resources; the complaints and suggestions. Registered users com-
plain or make personal recommendations on the unsatisfactory library service.

37.3 Resources Classification Design of College English

Re

Teaching Resource Library

source classification design, must aim at serving for the teaching, meeting the

needs of teaching, based on the practical, convenient, sharing design principles.

ey

@)

3

“)

&)

According to the sources, it can be divided into the following modules:

Introduction to the course. Including syllabus, teaching schedule, teaching
goal, content, evaluation means, and learning method. The plate is designed to
help students understand the course, master learning methods, better play the
main role of students, prompting them to assume supervision on their own
learning responsibility.

The electronic teaching plan, network courseware: electronic lesson plans and
the PPT courseware compiling according to textbook provide the students the
necessary help for previewing before the class, reviewing after class as well as
autonomous learning.

Exercises: exercises and homework in each paper help the students to carry on
self detection, not only offer students learning focus and direction of learning,
but also help them effectively assess their study effect.

Video and audio data: add the video data related to curriculum content, such as
“I have a dream”, “westward movement.” which reflect the cultural back-
ground on English, and thus students can more intuitively understand Amer-
ican culture, improving the intercultural communication ability.

The network link: search and link to the high-quality goods curriculum
websites related to online courses, provide students more professional, more
comprehensive information on the study to learn the course, and expand the
horizons of students.

Libraries can be divided into the following ten modules as listening resource

Library, oral resource English library, reading resource library, writing resource
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Fig. 37.1 Resource first order classification

library, translation resource library, lexical resources library, grammatical
resources library, culture resources library, interesting English library, examina-
tion questions and examination papers library [4]. As are shown in Fig. 37.1.

On versos (left, even-numbered pages), please give the paper number (do not
use the word “paper” and the paper title. The main words in the paper title (all
words except articles, conjunctions and prepositions of fewer than five letters)
should begin with a capital letter, just like on the first page of the paper [5].

On rectos (right, odd-numbered pages), please give the author’s initial(s) and
last name. If there are two authors, please separate their names with “and”,
e.g., “A.N. Other and M.R. Smith”. If there are three or more authors, please just
give the first author’s initials and last name, followed by “et al.”, e.g., “M.S.
Writer et al.”.

Please ensure running headers are no longer than one line. When dealing with
particularly long paper titles please shorten them to an acceptable length in the
running header only.

37.4 Conclusion

The campus network has powerful functions, but in many universities have not
been fully developed and utilized. Especially in the aided English teaching, their
value has not been reflected. The construction and application of college English
teaching resource library based on campus network, provided a good teaching
environment for the majority of teachers, provided students with a better learning
platform, which can develop college students’ English comprehensive skills and
learning strategies highly efficient, improve the students’ English and human
quality meanwhile greatly improve the utilization value of campus network.
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Chapter 38
A Novel Secure Pairwise and Groupwise
Synchronizing Scheme in WSN

Qin Dong

Abstract Existing solutions yet for time synchronization in sensor networks are
not resilient to malicious behavior from external attackers or internally compro-
mised nodes. The feasibility of a pulse-delay attack (external attack), whereby an
attacker can introduce arbitrarily long delays in the packet propagation time
directly can affect the achieved synchronization precision. It is assumed in the
proposed approach that all nodes are directly connected to one another. Hence,
propagation delay is minimal. The proposed approach is able to overcome from
external as well as internal attacker problems in group synchronization. The
external attacks are resolved with the help of message authentication codes (MAC)
and the use of private keys and internal attacks are found out on the basis of send
and receive time. Once the group is secure from external as well as internal
attacker i.e., no malicious node is present in the group then each node synchronizes
to the common clock in the group.

Keywords Wireless sensor networks - Time synchronization - Malicious nodes

38.1 Introduction

Wireless Sensor Network (WSN) consists of hundreds or thousands of micro
sensor nodes that are joining together to form a network. WSN [1] accurately
monitors remote environment intelligently by combing the data from individual
nodes. Applications of sensor networks are in providing health care for elderly,
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surveillance, emergency disaster relief, and battlefield intelligence gathering. Time
synchronization is a critical building block in distributed WSNs. The special
nature of WSN imposes challenging requirements on secure time synchronization
design.

38.2 Requirement of Time Synchronization

There are several reasons for time synchronization in sensor networks. First,
sensor nodes need to coordinate their operations and collaborate to achieve a
complex sensing task. Data fusion is an appropriate example of such coordination
in which data collected at different nodes and aggregation of data gives a mean-
ingful result. Second, synchronization can be used by power saving schemes to
increase network lifetime. When using power-saving modes, the nodes should
sleep and wake-up at coordinated times, such that the radio receiver of a node is
not turned off when there is some data directed to it. This requires a precise timing
between sensor nodes.

38.3 Related Work

Till date a number of protocols are proposed for time synchronization [2]. There
protocols are broadly classified in receiver—receiver-based [3, 4] time synchroni-
zation or sender—receiver-based [3, 5] time synchronization. For discussion we
have considered reference broadcast synchronization (RBS) [6] protocol and time
synchronization protocol for sensor network (TPSN) [7] as receiver—receiver-
based protocols. On the other hand, secure pairwise synchronization (SPS) [8]
protocol is considered as sender—receiver-based protocol.

38.3.1 Receiver—Receiver Protocols

Reference Broadcast Synchronization protocol [6] is receiver—receiver-based time
synchronization protocol which reduces some uncertainty in packet delay over
the time synchronization protocols. The send time and access time are typically the
largest source of error and biggest contributors to the none-determinism in the
latency. RBS does not need to consider about sender‘s nondeterministic packet
delays: send time (This is the total time of building the message and transfer it to
the network interface to be sent. This time highly depends on the operating sys-
tems in use) and access time (This is the time needed to access the channel. Every
network employs a medium access control (MAC) scheme, like time division
multiple access (TDMA), and total access time depends on that scheme. In TDMA
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Fig. 38.1 Time-critical path for traditional protocols and RBS protocol

for example, network node has to wait for its slot to start transmitting while in other
schemes, network nodes wait for the channel to be idle. To remove sender‘s non-
deterministic packet delays, RBS provides high precision of time synchronization.

Figure 38.1 shows benefits of RBS over traditional protocol. As shown in fig In
RBS a reference message is broadcast to two or more receivers. Each receiver
records its local time when it gets the reference message and then receivers try to
synchronize their respective local clocks [9] by exchange of time synchronization
packets.

Another receiver-receiver-based protocol is Timing-sync Protocol for Sensor
Networks (TPSN) [7] which is generally used as a multihop time synchronization
protocol. TPSN has two phases in its process: “level discovery phase” and “syn-
chronization phase”.

38.3.2 Sender-Receiver Synchronization

In sender—-receiver approach all receivers must be synchronized with sender.
Sender—receiver approach basically includes three steps.

(1) The sender (initiator) node periodically broadcasts a message with its local
time as a timestamp to the receivers.

(2) The receivers then synchronize with the sender using the timestamp it receives
from the sender.

(3) The message delay between the sender and receiver is calculated by measuring
the total round-trip time from the time a receiver requests a timestamp until the
time it actually receives a response.

The pseudo code (see Table 38.1) for in sender—receiver synchronization [§].
Here, T1, T4 represent the time measured by the local clock of node A. Similarly T2,
T3 represent the time measured at node B. At time T1, A sends a synchronization
pulse packet to B. Node B receives this packet at T2, where T2 = T1 4+ d + J.
Here, 6 and d represent the offset between the two nodes and end-to-end delay
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Table 38.1 Pseudo code for in sender-receiver synchronization

Sender-receiver synchronization

1. A(T1) —(T2) B : A, B, sync

/* At Time T1 node A sends a synchronization packet which is received by node B at time T2.
Packet contains synchronization message time stamp along with node-id of node A and B. */

2. B(T3) —(T4) A : B, A, T2, T3, ack

/* In response to synchronization packet at time T3 node B sends response packet which is
received by node A at time T4. The response packet contains node-id of nodes A and B along
with receiving time of synchronization packet T2, sending time of response packet T3 and
acknowledgement. */

3. A calculates offset between the nodes A and B.

respectively. At time T3, B sends back an acknowledgement packet. This packet
contains the values of T2 and T3. Node A receives the packet at T4.

Similarly, T4 is related to T3 as T4 = T3 4+ d — J. Node A can calculate the
clock offset [8] and the end-to-end delay [8] as:

Offset(8) = (T. — T1) — (Ts — T3)) /2 (38.1)
Delay(d) = ((T» — T1) — (Ts — T3))/2 (38.2)

Without any pulse delay attack the T2 = T1 + 6 + d and T4 = T3 — 6 + d.
If an attacker performs pulse-delay attack (e.g., on the initial sync packet), the
equations will change to: T2* =Tl + 6 +d + Aand T4* =T3 — 6 +d + A.
Here A is the pulse-delay introduced by the attacker [10]. In presence of pulse
delay clock offset and the end-to-end delay will be

Offset(6) = ((T» — Th) — (Ts — T3) + A)/2 (38.3)
Delay(d) = ((T» — T1) — (Ts — T3) + A) /2 (38.4)

Secure pairwise synchronization is a sender—receiver-based approach. In
Sender-receiver synchronization approach security mechanism is integrated to
make it resilient to adversarial attacks from external attackers. In this protocol,
message integrity and authenticity are ensured through the use of Message
Authentication Codes (MAC) and a key KAB shared between A and B. This
prevents external attackers from modifying any values in the synchronization pulse
or in the acknowledgement packet. Furthermore, the attacker cannot assume an
identity of node B as it does not hold the secret key KAB. An attacker can hear the
packet over the wireless channel and can use the MAC in future to generate
authenticated packets. Using a random nonce, NA, during the handshake safe-
guards the protocol against such replay attacks.

In SPS, pulse delay attacks are detected through a comparison of the computed
message end-to-end delay, d, with the maximal expected message delay d*. Note
that the calculation of the end-to-end delay, d. If the computed delay is greater than
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Table 38.2 Pseudo code for in secure pair-wise synchronization

Secure pair-wise synchronization (SPS)

1. A (T1) — > (T2) B: A, B, NA, sync

/* At Time T1 node A sends a synchronization packet which is received by node B at time T2.
Packet contains synchronization message time stamp, nonce NA (pseudo-random number
issued in an authentication protocol to ensure that old communications cannot be reused in
replay attacks) along with node-id of node A and B. */

2. B (T3) — > (T4)A : B, A, NA, T2, T3, ack, MAC {KAB}[B, A, NA,T2, T3, ack]

/* In response to synchronization packet at time T3 node B sends response packet which is
received by node A at time T4. The response packet contains node-id of nodes A and B, nonce
NA, receiving time of synchronization packet T2, sending time of response packet T3 and
acknowledgement along with all above contains encrypted by shared key KAB and then
protected by MAC.

*/

3. Node A calculates end-to-end delay
d = {(T2-T1) + (T4-T3)}/2

if d < d*

then 6 = {(T2-T1) — (T4-T3)}/2,
else

abort

end if

the maximal expected delay, we recognize that there is replay on packet. The
pseudo code for SPS protocol is given in Table 38.2.

38.4 Proposed Protocol
38.4.1 Assumptions in Proposed Approach

Here, an approach to develop secure time synchronization protocol is proposed
using benefits of sender-receiver as well receiver—receiver-based approach.
Approach first identifies malicious node(s) in group and then synchronizes all non-
malicious nodes to a common clock i.e., fastest clock in the group.

Let us assume that group membership is known to all group nodes in the group
and all group nodes reside in each other‘s power ranges i.e., assume that the
position of each host is known to other hosts in the group. A group leader (cluster
head or sender node) is elected on the basis of energy level.

In the proposed approach although it is considered that cluster head is non-
malicious it may be malicious. A malicious cluster head will not report exact time
at which it sends reference packets to all intended receivers i.e., it will send a false
time to all receivers. This false time will be used by group members for syn-
chronization. Hence, all group nodes will synchronize to false time. This can be
overcome by fixing the initial sender node as non-malicious.

Let us consider Gy is a sender node which is a non-malicious. Node G, will
broadcast reference message. This message is received by all intended receivers in
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the group. Now each receiver will exchange their local clocks for synchronization.
The node G; will send challenge packet at time Ti and receiving time of packet by
node G;j is T (already sent by node G;). These times are measured by two different
clocks. Ti is measured in the local clock of node Gj (i.e. C;) where as Tj is
measured by the local clock of node G; (i.e. Cj). The offset (or the difference
between the local clocks) between the two nodes is represented by d;; (calculated
by node G; with respect to node G;). The delay for the packet transfer from G; to G;
is represented by dy;. In proposed protocol we have assumed that a node is said to
be malicious, if it does not report the exact time at which it receives or sends the
packet. Here in, we assume that malicious node does not report the exact time at
which it receives the packet.

38.4.2 Steps in Proposed Protocol

Step 1 Sender node Gs is selected as group (cluster) head on the basis of energy
level. Considered group head is a non-malicious node and treated as source
node for initial communication. Node Gs broadcasts reference message.
All receivers of the reference message will form group of sensor nodes.
Lets us consider size of group is n. Now synchronization takes place
among receivers as follows.

Step 2 Node G; sends packets containing its node identifier (ID) and challenge
nonce (N;) to all group members. If there are N nodes in the group then in
the first step the number of messages transmitted is N — 1. In proposed
protocol the initiator node is taken as sender node.

Step 3 In this step of the protocol, each receiver records its local time when it gets
the challenge packet from cluster head and every node G;j, which have
received the challenge packet acknowledges back to sender node G;
known as response packet. This packet contains triples {T;, N, G;}, where
Tj is the receipt time of the challenge packet from node G;, N' is nonce by
sender and G' is node-id of sender respectively. It also contains MAC,
which enables G' to authenticate the packet sent by G' in this step. The
response packet also includes the sending time (T;) from node G'. MAC is
used to provide resiliency against external attacker. So in this step N MACs
are calculated one for each Gi and G’ pair and then each G’ sends messages
to G'. A pair wise secret key (KY) which is shared between nodes G; and G;
is also used in the response messages.

Step 4 Now node G;j calculates the delay occurred (d;), corresponding to
challenge-response and if all the calculated delays for each node are less
than a maximal delay (d*) then node G; calculates the offset for each node
G;. If any node’s calculated delay is more than maximal delay then G;
assumes that G;j is external attacker.
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Step 5 Node G; will calculate for every other node, G;j, in the group S;; (S;; is sent
time of packet from node G; to Gj) and R;; (R;; is received time of packet
from node G; to Gj). If G; is malicious then S;; should not be equal to Rj;.

Step 6 Repeat steps 2—5 for every pair of nodes and find out malicious nodes in the
group. After detecting the malicious nodes synchronize the local clock of
each nonmalicious node to fastest clock in the group. The pseudo code for
proposed protocol is given in the Table 38.3.

Table 38.3 Pseudo code for in secure time synchronization

Proposed protocol for time synchronization

{VGje(,...... N}

1. Elect a sender node Gs (cluster head) which will broadcast reference message to all receivers.
All receivers of the reference message will form a group.

2. For each node (receiver which gets reference message) in the group.

Gi (Ti) - Gj (Tj) : Gi, Ni, sync; j = 1,....... N

/* Node Gi sends a challenge packet for synchronization, containing its node-id Gi and nonce Ni
at time Ti to all nodes in the group and node Gj receive the packet at time Tj */

3. Gj (Tj) — Gi (T'i): Gj, T'j, m, M, ACK

m = {Tj, Ni, Gi}

M = {MAC({Kijj}[G;j, T'j, Tj, Ni, Gi, ACK]}

/* Node Gj neighboring node of Gi will send response packet to Gi at time T'j. The packet also
contains receiving time of challenge packet at Gj i.e. Tj from node Gi with nonce Ni. */

4./* Finding External attackers */

Compute d = {[(Tj — Ti) + (T'i — T')I2, j = 1,.,N}

/* calculate end-to-end delay between each node from Source node. */

if all dij < d*

/* calculate offset set between each node from source

node. */

then & = {[(Tj — Ti) — (T'i — T'PI2, j = 1,....N}

else Gj is Malicious (external attacker)

end if

5./* Finding internal attackers */

for each pair of Gi and node Gj in the group

if (I Sij 1#1 Rji I)

/* Sij = sent time of packet from node Gi to Gj.

Rji = received time of packet from node Gj to Gi.*/

then Gj is Malicious (internal attacker)

end if

end for

end for (of step 2)

6. Synchronize all non-malicious nodes to a common

ie.

fastest clock
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38.5 Conclusions

Further Synchronization of nodes depends on packet transfer among nodes which
consumes energy. The proposed protocol can further be modified to reduce the
communication overhead, so that energy consumption can be further reduced.
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Chapter 39
Study of Gender Feature in Computer
Mediated Communication

Xiaoyi Zheng

Abstract Nowadays computer mediated communication (CMC) is rapidly turning
our world into a global village. We are able to talk to each other in online chat
rooms, mediated by nothing but computers. And we are increasingly seeing the
benefit of the Internet which empowers women, who are considered less powerful
in the traditional patterns of male-dominated communication, not only participate
in the CMC “equally” but also find community to pursue their own interests. Thus,
the Internet is said to eradicate gender prejudice in communication, leading to
greater gender equality and gender became a lesser issue than it had been in
previous times.

Keywords Feature of gender - Computer mediated communication - Network

39.1 Introduction

According to previous researches on gender and language, women and men do talk
differently, adopting different styles in face-to-face communication due to the
different cultural myths they have absorbed [1, 2]. My study aims to see what the
communication between women and men in online chat room will be like; whether
it will remain the same as that of the face-to-face interaction; whether the new way
of communication under the anonymity provided by computer mediated com-
munication (CMC) will neutralize distinctions of gender and whether the Internet
will really provide an escape from gender differences. By examining the messages
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posted by women and men when chatting online, the language features of women
and men under investigation will be analyzed [3].

To investigate the impact that the Internet is making on language, in his 2001
book—‘Language and the Internet’, Crystal discusses how the language used in
various Internet communities has developed in separate papers [4]: on the lan-
guage of e-mail, “chat-groups”, virtual worlds (MODS and MUDS), and the
World Wide Web [5]. It give answers to the questions “Is the Internet bad for the
future of language?” and “Will creativity be lost? Are standards diminishing?” by
concluding with a look at the effects of the Internet on language as a whole, Crystal
argues positively, that the “Net speak” will change fundamentally the way we
think about language.

As more women begin to venture online and more research being done in this
area, the findings of studies with respect to gender and CMC tend to problematize
claims that the cyberspace is gender-free and the notion that the CMC improves
communication between women and men [6]. Susan Herring (1993a) in one of her
article ‘Participation in electronic discourse in a “feminist” field’ presents results
about activity on two academic e-mailing lists, claiming that instead of women and
men participating equally, the discourse and choice of topic are still dominated by
men. She concludes that it was “because of social conditioning that makes women
uncomfortable with direct conflict thus they tend to be more intimidated by these
practices and to avoid participation” [7].

Later, in the article ‘Gender and power in online communication’ Herring
(2003) first presents evidence regarding gender in relation to online access,
computer mediated communication and the World Wide Web. Then, Herring
brings together research findings on gender and the Internet to answer whether and
how gender and power relations are affected in and through Internet communi-
cation. The idealistic notion that the Internet would create a gender-free envi-
ronment receives little support from this study. Herring finally concludes that the
Internet neither alters the social gender stereotypes nor has it redistributed power
equally to women and men [8].

To explore current representations of gender identities in cyberspace, Louise
Mullany (2004) conducted a linguistic analysis of the strategies that advertisers use
to address their targeted subjects via e-mail in her article ‘become the man woman
desire: gender identities and dominant discourses in email advertising language’.
Instead of breaking down the boundaries of gender identities, the advertising
language using e-mail helps to foster dichotomies, questioning the utopian gender-
free cyberspace what Haraway depicted [9].

Some other researchers have argued that women and men in CMC tend to use
different discourse styles [10]. In ‘Gender and democracy in computer-mediated
communication’ Herring (1993b) analyzes a bulletin board and generalizes
woman’s language and men’s language as recognizably two different styles. She
describes women’s language as “attenuated assertions, apologies, questions,
personal orientation and support”, whereas men’s language is full of “strong
assertions, self-promotion, rhetorical questions, authoritative orientation, chal-
lenges and humor.”
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However, it seems that relatively little work has been done on how women and
men communicate with each other in online chat rooms. And that is where my idea
of doing this research stemmed from [11].

39.2 Methodology

I randomly joined in an online chat room named “Parenting” offered by the world
famous Yahoo Messenger with a randomly chosen username [12]. The conver-
sation shown on the screen was monitored and recorded for one randomly selected
week. Three periods of day: 9-11 a.m., 14-16 p.m., and 20-22 p.m. was chosen,
thus the different “timetable” adopted by different gender would not affect the
results. And since I was not supposed to post any message—I set the status of
myself always to be “away” so as not to get involved in the conversation, which
would also affect the result of the survey. While 1 week is not statistically sig-
nificant, I feel that the data collected are representative of women and men
chatting online.

Presumably most of the participants chatting in this room should be “parents”
according to the name of the chat room. The survey was based on the assumption
that the participants reveal their real identity by choosing a cartoon picture of male
or female face to represent their gender, which was shown in front of their user-
name. In addition, I also made the editorial decision to correct some spelling
mistakes in the messages, unless the speaker purposely did so.

The project will then commence by a quantitative survey which comprises all
the messages collected related to the research during that randomly selected per-
iod, and followed by a detailed qualitative analysis analyzing the different lan-
guage features of women and men in online chatting.

39.3 Results

The results found are a large body of evidence, showing that language features of
online chatting between women and men are a version of the face-to-face con-
versation, which are to the contrary of the claim that CMC neutralizes distinctions
of gender.

39.3.1 A Quantitative Survey

During this period, some 28,000 messages were collected totally, among which
men contributed nearly 66 % messages, with contrast to 34 % from women.
Moreover, message posted by men is on average longer than that from women.
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From this result, it was clear that the chat room under investigation was dominated
by the male participants. Although female did take part in the communication, the
voices from two genders are still unequal. Another explanation could be made to
response to this result is that men use the Internet far more frequently than women.

39.3.2 A Qualitative Survey

The qualitative section of the results will focus on the analysis of the different
features represented by women and men when chatting online by examining the
content of the recorded messages. And the results found will be compared with the
face-to-face communication counterparts.

Different “Facial Expressions and Body Language” At first glance, this title
might looks odd, keeping you wondering how these differences could be found
when women and men chatting by typing into the screen. As Lillian Glass (1992)
argues, women provide more facial expressions and display smiling and head-
nodding when listening, while men provide fewer facial expression and display
frowning and squinting when listening. What was found in this aspect turns out to
be exactly the same as what Lillian mentioned in face-to-face communication, and
all these are vividly realized by the cartoon and flash representations provided by
the chatting system. In my study, women are found to use more representations
such as smile and laughter than man, and they “kiss” and “hug” others more. In
addition to this, the results also agrees with what Cherny (1994) points out, that
women tend to use more neutral and affectionate verbs (such as ‘hugs’ and
‘whuggles’). For example:

Littlemiss (female): ©I’m back.

Tweaky (female): Okay, I gotta go, see you later...hugsssss.

Punkin (female): my stomach aches from laughing lololol. (lol means laugh
loudly.)

Different “Voice, Loudness and Tones” Lakoff (1975) illustrates the differ-
ences between how girls and boys are taught to communicate—girls are taught a
more passive voice and boys emerge from their “rough talk” stage with a more
forceful, active voice. And as Lillian Glass (1992) argues, men usually speak in a
louder voice, using it to emphasize their points and they sound more monotonous
in speech, using approximately three tones when talking. While women speaker in
a soft voice, using pitch and inflection to emphasize points and they sound more
emotional in using more tone tones. These are all replicated in online communi-
cation: men in this chat room resort to capitalize every letter in their sentence to
“speak loudly” and even using more exclamatory marks to be “heard” more
clearly. While women there are more likely to type words in different fonts,
different colors and using all kinds of marks to indicate their emotional tones.
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For example:

Ladycat (female): Merry Christmas Everyone!
Coolrain (female): ~ ~ ~ ***] Jove snow *** ~ ~ ~

Different Language Features Table 39.1 generalizes the different language
features between women and men when chatting online. In a whole, the results
found again turn out to be a reduplication of the face-to-face communication
between women and men.

In this study, women are found to make more tentative statements, try to qualify
and justify their assertions by adding tag questions such as “isn’t it”, pragmatic
particles “I think”, “sort of” and modal verbs “maybe”, which as Coates men-
tions (1996), have the effect of damping down the force of what they say. How-
ever, men assert opinions strongly and directly as “facts”, what are much the same
as those have been previously described for face-to-face interaction. For example:

Linda 2004 (female): That is better, isn’t it?

merryl_d2000 (female): It seems to me that he would love it.
Lucky 317(female): I'm afraid you might be wrong....
Dead-bird (male): You are too tight to give anyone anything!
Egg breaker (male): Noooo, it’s completely nonsense!

Women use more embedded imperative to make accusation, while men tend to
use more direct accusations. For example:

Amityant (female): Could you please show me how to clean the feeding-bottle?
Sinppedforlife (male): Listen, tell me your reason!
Dusty3006 (male): Change your setting so they need permission to view!

In this study, women asks nearly triple as many questions as men. Men always
make themselves appears to be expert, dashing along the latest news in sports
politics and business. However, women are more humble to raise information-
seeking questions and to stimulate the conversation by asking questions. Here are
examples of questions asked by women:

Jessika loves David (female): how old is our baby?
Funny sweet (female): I'm planning a family anyone else?

Table 39.1 Different language features between women and men when chatting online

Women Men

Make more tentative statements Make more declarative statements
Make more indirect accusations Make more direct accusations
Ask more questions Ask fewer questions

More expressions of thanks, compliment and apology More verbal aggressiveness

Disclose more personal information Disclose less personal information
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Giggle lady (female): What r u doing there?

And in this study, the women participants appear to be much politer than men
which agrees with what Mills (2003) demonstrates, that at a stereotypical level,
politeness is often consider to be a woman’s choice. In addition to the tentative
statements and indirect accusation women made so as to be polite, greetings,
compliments, and apologies, which according to Holmes (1995)—Ilinguistic
devices expressing politeness, are post mostly by the female participants. In
general, women are more considerate, attentive, and protective of the participant’s
want to be liked, supported, and accepted. The conversation took place among
women aims to create a supportive atmosphere. However, men carry on their
conversation by making fun of each other and they do not mind offending others
by using aggressive and rude remarks. And they prefer anarchy, regarding conflict
full of hostility inevitable. For example:

Fredrica (male): fuck off, don’t chat naked here!
Mango (male): Your wife must weigh more than a truck lololol.
Virginia wolf (male): Shit, god damned it!

Though the text-only CMC is less revealing of personal information than face-
to-face communication, gender is often visible on the Internet on the basis of
features of a participant’s discourse style as I have analyzed above. However in
addition to this, participants themselves also “give off” information about their
life, especially gender, directly and unconsciously in interaction. Among which,
women disclose more personal information when chatting. It agrees with what
happens in face-to-face conversation, just as Coates (1996) points out that woman
talk predominantly about people and draw heavily on personal experience, and
Coates (1986) found that all-women conversations are therapeutic, they share their
own experience, offering reassurance and advice. For men, the discussion of
personal problems is relatively rare, instead of responding by bringing up their
own problems, they take on the role of expert, and lecturing others. Thus in this
way, in spite of the anonymity the Internet provides, there are still cues to reveal
the real gender identities of the participants. For example:

Pretty mama (female): I got a freezer full of meat gift from friend, wow pretty
mama gonna put on weight®.

Tweaky (female): 1T gotta go, seeing Harry Potter tonight with hubby.

Savea Turkey Eata Bunny (female): sorry what did I miss? hubby called lol.

What is Different from Face-To-Face Communication All the results found
above show that the interaction between women and men is a reduplication of the
real-life face-to-face communication. But, I still find one phenomenon which is
opposite to the real-life situation that is the response and attitude of women in
responding to sexual harassment. As we know, in real life women are more likely
to keep silent when they are faced by sexual harassment.
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However, thanks to the anonymity provided by the Internet, this time women
tend to be much braver to beat back the offensive action from men by using even
more dirty and profane language in reply. The lack of physical appearance in
communication can allow them to make bold statements without having to worry
about how their gestures or voice might falsely render them.

39.4 Discussion

It is clear from the analysis of the messages posted by women and men when
communicating online that the Internet has not managed to neutralize gender, on
the contrary, it appears to be a version of which exist in real life—the language
features of women and men and still “gendered”. The previous “old” theories of
gender styles in face-to-face communication can be still applied to the online
communication based on the new media Internet, which also has component of
gender and is not a completely egalitarian space.

The results presented indicate that it is impossible to create an identity in
cyberspace without having one’s true identity, and it unavoidably duplicates what
currently take place in everyday life. Since it reflects our social values a whole,
and as gender bias does exist in the broader culture, the gender bias surely exists in
cyberspace. Thus, it just reflects both the negative and positive qualities within the
individuals and cultures.

As we know, women and men have different “culture” of communication
which they learned as they grow up. They are taught to behave appropriately what
suit their gender. They naturally value different kinds of online interactions as
appropriate and desirable when they communicate with each other online. Thus
when it comes to chat online, they just use the already given culture to “run” the
new way of communication in this territory. Understandably, what emerges in
online communication is just the continuation of what take place in the present
practices of communication in real everyday life. The language features of the two
genders are formed gradually in the thousands of daily conversations, and at the
mean time it also gradually shaping the new culture of cyberspace.

In chat room, the feature of women’s language remains less direct, avoiding
arguments, while men are focusing on exhibition of their knowledge and skill. It is
also because of their different concept and purpose of communication, as Holmes
(1995) states: most women regard talking as an important means of keeping in
touch with friends and them use language to establish, nurture, and develop per-
sonal relationships. Men tend to see language more as a tool for obtaining and
conveying information. Thus, when it comes to communicate online, women still
seeks to share their own experience, they reveal a lot of their personal information,
and they still speak a language of intimacy and stress support within their specific
online community.

However, we should admit that besides being a version of face-to-face com-
munication, to a certain extent, Internet does help to make women more
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“powerful”. As analyzed above in “what is different from face-to-face commu-
nication”, sexual harassment also exists in cyberspace, which could be seen as a
tactic used by some men to drive women away from the chance of being in the
favorable position in communication, to draw back from the Internet affairs. But
women failed this plan by posting similar insulting words in reply. The anonymous
communication of Internet can play an important role of protecting women from
violation of politeness from men in a profoundly new way.

39.5 Conclusion

After the analysis and discussion of women’s and men’s language features when
chatting online, I may safely come to a conclusion that though the Internet is
absent of physical and social status cues, which is supposed to improve the state of
gender issues, gender does not really disappear. In my study, the language features
and the way of communication between women and men turn to be a version of the
face-to-face communication. In other word, it duplicates what currently take place
in conversations of real life.
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Chapter 40
A Tibetan and Uygur Sensitive Word
Tracking System

Xiaodong Yan, Xiaobing Zhao and Guosheng Yang

Abstract “Sensitive words” are the terms, certain words, and other bad words
which are restricted to be used by the state or institutions. Here, we built a Tibetan
and Uygur sensitive word tracking system, in it we first built a sensitive word
vocabulary and classified the sensitive words. Then in order to track Tibetan and
Uygur sensitive word effectively, we tried to search sensitive word on Web based
on the sensitive word vocabulary. According to the search results, we have found
the high focused sensitive words on Web, so these words are those we will track
next. In our track system, we adopted a new link analysis algorithm to track high
usage frequency Tibetan, Uygur sensitive word. From the experiments, we can see
that it has effective performance.

Keywords Sensitive words * Classify * Topic tracking

40.1 Introduction

Sensitive information refers to a variety of text or video, audio information, such
as the company’s trade secrets, the country’s political and military secrets, and
personal privacy of users of information, and so on, which do harm to the interests
of country and people. “Sensitive words” are the terms, certain words, and other
bad words which are restricted by the state or institutions. Sensitive words include
politically sensitive terms, confidential information, curse of the original words,
dialect, bandits, then black or yellow information-sensitive words, and so on [1].
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For the text on the network, for the different forums or different games, there
are different sensitive words. Such as a word of this forum is sensitive to the word
of a sentence, but it is not sensitive in other places. Such as plug-in, winning,
administrators, and other information are all sensitive words in network games. If
you input these words, they all show *** but these words are all in normal
vocabulary in the general QQ chat or e-mail.

In this paper, relying on the support of National Science and Technology
Project, we did a great deal of statistics and analysis on Tibetan, Uygur commonly
used sensitive words and built Tibetan, Uygur sensitive word vocabulary. In it, we
classified the sensitive words and defined sensitive degree level. We also achieved
a Tibetan, Uygur sensitive word tracking system.

Web information searching based on the sensitive vocabulary helps us retrieve
sensitive information in the network effectively and determine whether there exists
any sensitive information we focused in media information. By this, we can find
sensitive information data and monitor on sensitive information.

40.2 Real-Time Building, Enlarging, and Tracking for
Sensitive Word Vocabulary

40.2.1 The Establishment of a Static Vocabulary

According to need of the project, we have established a Tibetan, Uygur sensitive
word vocabulary. This vocabulary is a kind of computerized vocabulary. In it, the
information is stored in the computer and it takes word as its basic unit for
standardization. It can provide specifications for word processing. There are two
kinds of vocabulary; basic vocabulary and professional vocabulary in general. And
sensitive information vocabulary is a kind of professional vocabularies, mainly
used to store secret information of users and it is also used for users to query and
provide the original data for acquisition system and local search. This Tibetan,
Uyghur vocabulary is based on a static basis, but it can also provide real-time
dynamic updates on the vocabulary. Static part of the basic vocabulary is built
according to the commonly used sensitive words, for example, words on political,
yellow, weapons as well as other commonly used illegal advertising class sensitive
words. The static vocabulary is the keyword vocabulary and the words in it are
manually added and deleted. The dynamic updating of the words is done by the
real-time system to achieve. Figure 40.1 shows the structure of the sensitive word
vocabulary.
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Fig. 40.1 The structure of Original Stati bul
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40.2.2 The Specification of Sensitive Degree

As there are a wide range of sensitive words and it is not easy to define them.
Usually, there are four kinds of sensitive words, namely: lifestyle, violence,
political, yellow. We use a detailed classification of static sensitive words and
define the sensitivity of sensitive words nine degrees, from one to nine repre-
senting form low sensitivity to high sensitivity. They are: name of leaders (one),
speech blockade (two), bad language (three), sensitive current affairs (four), vulgar
porn (five), military weapons (six), regional ethnic (seven), advertising garbage
(eight), illegal information (nine).

40.2.3 Extended Sensitive Word Vocabulary

According to the current network characteristics of the language, some sensitive
words will appear in changed form. Compared to Chinese, the Tibetan and Uighur
are all phonetic system. Some change characters will not be in them as well as
Chinese, but there are also changes in terms in the Tibetan and Uighur. Thus, the
expansion sensitive word vocabulary is used to store some special forms of sen-
sitive words. Each form of expression is generated by a set of rule. We design the
following three main rules:

1. Special symbols are inserted: Some special symbols are inserted in the sensitive
words, such as §=5$an@=w,

2. English is used to express the sensitive words: English translation of sensitive
words.

3. Synonyms: there are words with similar meaning. For example, Uighur lan-
guage: Je< and sccsts (fast), J3& 54 and Js» (heart).
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Fig. 40.2 The structure of the sensitive word vocabulary

40.3 Tracking System
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We would have to build tracking system to search websites for concerned sensitive
word in order to find relevant websites, sort hot words and track sensitive words.
By this, we can find out the usage and focus circumstances of the sensitive words.
The tracking method is not only a simple keyword search, but also a topic track [2,
3]. We would design and develop a search engine for sensitive words searching on
www, which has the following features [4, 5]:

1. Collecting Tibetan/Uyghur sensitive information resources.
2. Marking and indexing the collected information resources to extract useful

information for searching.

B~ W

5. The system can run cross-platform.

System design structure as shown

in Fig. 40.2:

. Sorting the sensitive words according to the hot degree.
. Tacking the high hot sensitive words.

The difficulty in the detecting and tracking system architecture is how to
achieve the tracking words, because we need to track specific sensitive word for
the individual topics. It is also said sensitive topic tracking. Topic tracking is to
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find out the relevant reports and topic according to one or more topic of a given
report. From the definition of topic tracking, we find that there are two steps in it:
first, there are a set of seeds reported, then they are trained and a topic model is
achieved. Then, we can find all reports which are about target topics. In order to
achieve tracking topics, we can use information retrieval technology, it includes
the following steps:

1. Building the tracking and tracing items of current topic from the seeds reports;

2. Comparing the new document in reports with the tracking and tracing items by
use of algorithm;

3. If they are similar, we should mark it in the sequent tracking process to make
the topic relevant identification;

4. We can use the report expand algorithm to obtain new topic model;

By use of the model which is obtained by training, we repeat steps 1-3;

6. Tracking the relevant reports regarding the topic clues.

9]

40.3.1 Weights Calculation

In order to achieve a better topic tracking, we adopt a classification method to
calculate weight in vector space model. The importance of feature words is
measured by the grade of the words. In this method, the title and content and the
first line of the text are all considered to be the first level. The appearing sequence
of the sentence in text is the level of the sentence. The later the sentence appears,
the smaller the value of the word in the sentence has. If a feature ¢ appears n times
in reports, then the rating score of ¢ is calculated as follows:

rt(r) = Zm:ﬁ (40.1)

k=1

40.3.2 Similarity Calculation Method

The ratio of the weights of reported and topic model intersection parts with the
sum the weights of reported and topic model is the document similarity [6]. For
example, X, Y is the word sets of two characteristics, and then the weight of
similarity (RWS) is:
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RN
l,; rs (lk) * IDF (tk)

x| x|

;rj () * IDF (;) + l;rf (1) * IDF (1))

RWS(X,Y) = (40.2)

40.3.3 The Introduction of Link Analysis Method

Link analysis, also known as structural analysis, its basic idea is from the citation
ranking method, which is based on the assumption that: page 1 is pointing to page
2 by hyperlink, then page 1 and page 2 are related and page 2 is the noteworthy
page for page 1. This assumption is applied to topic tracking: a report is linked to
report d, and then usually d is revenant to this report.

We use pointing score calculation method such as Eq. 40.3, in which PS (A) is
the score of page A. RWS (Ti) is the content similarity value of page Ti which is
pointing to page A and given topic. D is the relevant factor [7].

PS(A) = d(RWS (T1) + RWS(T2) + --- + RWS(Tn)) (40.3)

40.3.4 Topic Tracking Algorithm

The importance of Topic Tracking is to determine whether the new report is a
related topic or not. We processed it in the following steps [8]:

1. Calculating content similarity.

2. Comparing the similarity with the threshold, if it is greater than the threshold,
we will consider it as the relevant report and execute step 3. If less than the
threshold we will start processing the next report.

3. Extracting links according to the target text, deleting the links which are not in
the set of Web pages, adding PS scores for the pages which are pointed by this
links.

When all reports are processed according to the above steps, adding PS scores
operation is completed, too. PS (d) is equal to the value calculated by Eq. 40.3.
Finally, each report content similarity and PS are summed to determine the rele-
vant reports of which final score are greater than the threshold, and then these
reports are output.
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40.4 Conclusion

We studied how to design Tibetan, Uygur sensitive word vocabulary and devel-
oped a tracking system on it. In this tracking system, we tracked high usage
frequency Tibetan, Uygur sensitive word.
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Chapter 41

Intrusion Detection System Model
Based on CGA

Zongjiang Wang and Xiaobo Li

Abstract In the face of the growing network security, intrusion detection system,
and the traditional shortcomings of more and more prominent. It is the false alarm
rate, missed alarm rate, and the problem of poor real-time has not been resolved. In
this paper, the lack of it, will make a concerted genetic algorithm combined with
intrusion detection systems, designed a co-evolutionary genetic algorithm-based
intrusion detection system model, it is great to make up for the lack of intrusion
detection system now. I use a specific simulation experiments show the usefulness
of this model in the final.

Keywords Genetic algorithm - Collaboration - Intrusion detection system -
Model

41.1 Paper Background

With the development of high-speed networks, data packet transmission rate more
quickly, which requires detection of intrusion detection system must be a corre-
sponding increase in response speed, and accuracy should likewise increase.
However, whether misuse or anomaly detection technology, all data are necessary
features of the library with a large number of models to compare, so the efficiency
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of the two is not high. So how to improve the accuracy of intrusion detection
system and rapid response has become a reality.

41.2 Collaborative Genetic Algorithms
41.2.1 Introduction Genetic Algorithm

Genetic algorithm is a fitness function based on genetic manipulation imposed by
the individual groups of individuals within populations restructuring to achieve the
iterative process. Genetic algorithm involved five major factors: parameter coding,
initial population configuration, the design of fitness function, genetic operators
and algorithm control of the design parameters set.

41.2.2 Collaborative Genetic Algorithm

In this paper, it is the co-evolutionary genetic algorithm (CGA); it is the difference
between common genetic algorithms: co-evolutionary algorithm the population is
divided into several sub-species, by sub-populations are independent and mutually
constraining the evolution to achieve with the evolution of all sub-populations, so
the need for species identification, coding, fitness function, genetic operators to re-
consider. Collaborative genetic algorithm and the general genetic algorithm is the
same as the computing process, but also code to calculate the fitness value, genetic
manipulation. The basic idea of CGA is to [1]: First of all complex systems will be
optimized variables grouped into several less variable optimization problems; then
many fewer variables were coded system, the formation of multiple independent
sub-populations, each sub-population of independent evolution. As a single sub-
population of individuals represent only a part of a complex system, so individual
fitness assessments for other sub-populations must use the individual information,
known as the generation of table individuals. Optimization system that is to be a
complete solution set by the representatives of each sub-populations of individuals,
each sub-population of only cooperate with each other to complete the optimi-
zation task. We often choose the current best individual as the representative on
behalf of individual species. It is assumed that the optimization of complex issues
to be formed two separate sub-populations; named population and test solution
were known species.
Collaborative Genetic Algorithm can be described as follows [2]:

Step 1. Initialization, generate an initial solution population and test population.
Step 2. Initial solution by the fitness of individuals randomly selected individuals
meet the n-number of test calculations, contrary to test the fitness of individuals
randomly selected populations n Solutions to calculate the number of violations.
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Step 3. From the two populations were randomly selected. Paired individuals, and
arrange face. In each encounter, such as the solution is consistent with the indi-
vidual situation, it would increase the fitness of 1, O otherwise. The calculation of
individual fitness tests just the opposite.

Step 4. Selection of the solution population is poor, mutation operation to produce
the next generation of solution population.

Step 5. If stopping criterion, the end of the output is the best individual. Otherwise,
turn Step 3.

41.2.3 Research Method and Implementation Steps

First of all, the intrusion detection features of the rules of the library as a solution
species, feature library rules have been a more optimal rules, Then the host or
network from data collected as a test species, through CGA, co-evolution of two
populations of data, can achieve fast response, but also to update the rules evolved
to the rule base [3]. To show that this species is used to test pre-processing and
classification with the good features of the library rules and similar data, it is
possible intrusion.

41.3 Intrusion Detection System Model
41.3.1 The Basic Framework of the Model

In order to CGA better applied to intrusion detection systems go, this is designed
based CGA model of intrusion detection systems, mainly for the application of
collaborative genetic algorithm for modular design. From the functional point of
view based intrusion detection system is divided into the four modules: detection
module, database module, responding module and control center, shown in
Fig. 41.1.

Fig. 41.1 Structure of Control
intrusion detection system Center
module
\ i A4
Database | _ | Detection _ | Response
module | "| Module | Module
A

Test data
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First, the control center to respond to the detection module and control module,
detection module placed in the need to protect the network segment on the test data
in real-time intrusion detection. If the detection module found “exception” to
respond directly trigger module; and also update the database of rules. Response
detection module test results in accordance with the implementation of appropriate
response strategies [4]. Administrators can control the center of the user interface
for system configuration and maintenance. Of course, in addition to these four
modules, system operation can not be separated intelligence module, the appli-
cation of collaborative genetic algorithms.

41.3.2 Intrusion Detection System Model Based on CGA

In the above-mentioned intrusion detection system architecture is based on the use
of collaborative genetic algorithm with intelligent modules. System model
described in detail the workflow. First of all, from the host or network, the data
collected, preprocessed, and then to detect whether there has been invasion, and
then on the test results using data mining techniques, classification and charac-
teristics of library rules out a similar rule, then algorithm is used, you can timely
response to the invasion, but also draw more optimized than the previous rules,
adding features of the library [1, 2]. CGA-based intrusion detection system model
for the whole of the components, detection and analysis module and optimization
module is one of the key parts of the core, when they find intrusion; the control
center will send real-time alarm information, then a combination of CGA opti-
mization feature library, where the focus is the application of CGA includes the
optimization module. In Fig. 41.1, it is based on evolutionary genetic algorithm
combined with the design of a CGA-based Intrusion Detection System. System
model shown in Fig. 41.2, contains the modules are: preprocessing module,
detection module, intrusion response module, category module, CGA optimization
module. CGA-based intrusion detection system model, the components division of
labor worked together to accomplish system tasks.

1. Pre-processing module. As from the network or host to a large number of data
collection is complicated and messy, and so conducive to intrusion detection
module for the detection work, the system before the data packets on the
received pretreatment. The pretreatment includes: useful data suggested that
the network protocol decode the data and host data classification and so on. On
the one hand the invasion of information can be found, on the other hand to
prepare for the test analysis module.

2. Detection analysis module. As the use of co-evolutionary algorithm is to
optimize the characteristics of the rule base, so pre-processing module detection
analysis module of the data submitted, it is matching algorithms and the use of
common rules in the rule base a comparative analysis to determine whether the
intrusion.
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Fig. 41.2 Intrusion detection Network
system model based on CGA data
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The intrusion response module. Of the detected intrusion alarm timely
response, and later co-evolutionary algorithm derived by the type of response to
the invasion, the invasion of different types can make a different response to the
invasion.

Classification module. Classification algorithm used to detect intrusion data
classification, the main population for the optimization of test modules, while in
the feature library to find the similar rules to provide solution for the optimi-
zation of module populations.

. CGA from the optimization module. Use of test solution population and pop-

ulations of co-evolution, and produce optimal population, the type of timely
response to the invasion, and to optimize the rules more features added to the
library.

41.3.3 System Features

Genetic algorithm-based intrusion detection system, in addition to good to genetic
algorithm is applied to them to go outside, but also reflect the characteristics of the
genetic algorithm; CGA is the co-evolution through a variety of groups to achieve
common optimization. Feature library in the optimization process, it has been used
to detect the invasion of rules, and rules to detect intrusion code. Then with the
characteristics of library rules apply genetic algorithm to achieve the character-
istics of the library to optimize the rules. The main features of the system are:

Intelligence is good, high degree of automation, due to the genetic algorithm can
automatically optimize the characteristics of library rules, thus reducing human
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involvement, to reduce the burden of the intrusion detection analyst, but also to
improve the detection accuracy.

e Timely response to intrusion detection system after the invasion characteristics
of library rules and rules similar to co-evolution, which can invade the invasion
of the type of timely response, and the rules of the new features added to the
library go.

e Since the optimization of, the intrusion detection system, the characteristics of
the library will have a direct bearing on the efficiency and accuracy of detection,
current intrusion detection system, feature library are mostly hand-coded based
on expert knowledge, it is difficult to produce comparison of optimization rules.
The system combines evolutionary genetic algorithm, feature library updated in
real time rules, to detect an attack could be related to a co-evolution, resulting in
more optimized rules and added features of the library.

e Detection efficiency, low false, precisely because of CGA optimization feature
library, improve the quality of rules, which can improve the matching accuracy
and can reduce the matching time.

41.4 System Simulation Model

In this paper, it is from the MIT Lincoln Laboratory 1998 DARPA [2] intrusion
detection evaluation program data sets of experimental data. Currently, 1998
DARRA data are widely used in intrusion detection system evaluation, a total of
494,021 connections recorded 20 different types of network attacks, and there are
nine network eager values. Here in the genetic algorithm to consider six kinds of
network features, which are connection time, protocol type, source address, des-
tination address, source IP addresses, IP addresses purpose, and to Dos in the Back
and Probe Case of Ipsweep experiment.

This article uses the software environment for the Windows xp operating
system, SQLserver 2000 database, and C language test. In the experiment, select
two sets of data, a group of select 1000 records, with a general genetic algorithm to
form a feature database, the other group used as a test species selection, Back
intrusion choice of which 340 records, Ipsweep intrusion select 360 records.
To = 0.8, n = 50. For IDS, the evaluation of its argument that many, including
CDR (correct detection rate) is an important measure of IDS performance, is
mainly reflected in the FNR (false negative rate) and FPR (false positive rate).
Here are a few evaluation parameters:

Detection rate = correct number of detected intrusion events/total number of
intrusion events x 100 %;

False positive rate = false alarm number of events/total number of normal
events x 100 %;
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False negative rate = not detected intrusion event number/total number of
intrusion events x 100 %;

Experimental steps: First, using ordinary genetic algorithm to form feature
library, detect intrusion test population can reach a detection rate, then, use the
CGA, on the characteristics of library rules (solution species) and the evolution of
a test populations, The optimized rule added to the feature library, and then a
second test, then repeat the above steps, evolutionary three. Experimental proce-
dure is shown in Fig. 41.3.

The results are shown in Table 41.1. You can see, the second evolved, the
detection rate is significantly improved, while the FPR of decline, While the third
time evolution, the effect did not evolve much better than the second, but the
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Table 41.1 Experimental results

Type Record General genetic The first The second The third
number  algorithm evolution evolution evolution

Detection  False Detection False Detection False Detection False

rate (%) alarm rate (%) alarm rate (%) alarm rate (%) alarm
rate (%) (%) (%)
(%)
Back 340 92.3 09 922 0.8  96.6 0.5 95.9 0.7

IPsweep 360 88.9 06 88 05 938 03 926 0.6
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overall trend is improving. Therefore, after CGA to improve intrusion detection
system will continuously update the features of the library rule set, and constantly
improve the rule quality, and thus able to continuously improve the detection rate
and reduce false alarm rate.

41.5 Conclusion

This paper first the CGA to intrusion detection systems specific to the proposed
CGA-based intrusion detection system model, and analyze the main features of the
model, and analyzed by simulation performance of the system.
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Chapter 42

Research on Risk of Knowledge Sharing
Based on Risk Assessment

and Energy Analysis

Bingfeng Liu

Abstract This paper analyzes the related literature at home and abroad, dividing
different risk types and its origin of knowledge sharing, focus on the risk assess-
ment of knowledge sharing, discusses the risk energy model of knowledge sharing.
Research shows that the risk of knowledge sharing is one kind phenomenon which
generates, exist and change in the exchange process of material and energy
between system and environment. The source of knowledge sharing risk can be
summed up in the fuzziness of knowledge, the knowledge dependence of infor-
mation asymmetry and opportunism and core competence. Only the benefits
outweighed the losses, the knowledge sharing will occur. When the energy of
cumulative risk reaches a certain level, risk will happen; inevitable produces a
certain loss, even influence the normal operation of knowledge cooperation.

Keywords Knowledge sharing - Risk management - Risk assessment - Risk
energy

42.1 Introduction

Christopher Marrison [1] put forward, risk management is the all endeavors that
the enterprise or the organization for control of accidental loss risk, to preserve
profitability and asset. Williams and Heins [2] believe that risk management is the
management methods that through risk identification, measurement and control
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risks at the lowest cost to the loss caused by a variety of risks process to minimize.
Rosenbloom [3] pointed out that risk management is a kind of method that process
pure risks and decide the best management technology. Study of modern risk
theory is closely related to risk management theory, substantive research of risk
and risk management began in the early twentieth century. In the 1930s, driven by
global economic crisis and quantitative economics development, enterprises pay
attention to risk prevention, meanwhile, appear to risk type enterprise that study
risk occurs characteristics and possibilities, such as insurance enterprises. During
the same period appeared basic theory and methods of risk type enterprise oper-
ation, such as insurance actuarial science, expect utility theory, risk theory [4].

To the 1980s, with technology innovation fund and globalization market
appears with formation, except insurance, securities, Banks and other traditional
venture enterprises outside, risk effective manage of other type enterprise are
growing demand, makes the economy system risk definition occurs fundamental
change, enterprise range of risk management from pure disaster prevention
expanded to the business process. In the research of knowledge sharing risk, Zhao
[5] think, the risk of knowledge sharing from the fuzziness of knowledge, infor-
mation symmetry, opportunism and the knowledge dependence of the core
competence. Tong [6] through empirical analysis found that the enterprise on
inter-organization knowledge flow exist in the management of many doubts, one
of the most afraid of is technical knowledge of the disclosure. Because the
knowledge fuzziness, information asymmetry and the opportunism existence and
the knowledge dependence of core competence, the influence of sharing enterprise
self-owned knowledge could be damaging to the core competence of enterprises,
make its organizational core knowledge leak lead to intellectual property rights
disputes or competitive advantage loss; or knowledge protection excessive makes
up knowledge sharing inefficient, brought the big risk to participate in the
knowledge sharing organization.

Knowledge sharing risk is a difficult problem of modeling and analysis, current
study though gives some measures to prevent risks, but in-depth research was
relatively less. From the view of information theory analysis, because the Knowl-
edge sharing risk has high-dimensional feature and policy-makers can obtain
information incomplete. Domino theory is in two main ways to observation the risk
reduced-order, the first is to reduce to analysis the risk factors quantity, and the
second is to simplify the relationship between risk factors. Energy release theory is
based on individual risk factors reduced-order and achieves to observation the risk
reduced-order. The two theories were observed in limited dimension of risk, and
present two different dimension reduction strategies.

The goal based on the analysis of the risk energy is to find a way to describe the
risk characteristics and dimensions of the basic amount is not high, so as to
minimize the dimensions of risk factors for the purpose. According to the system
view, this paper argues that the risk of knowledge sharing is one kind phenomenon
of generation and existence and change in the process of material and energy
exchange produces in system and environment.
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42.2 Types and its Origin of Knowledge Sharing Risk
42.2.1 Risk Types

As is known to all, profit and risk is equivalence. Want to obtain higher income, its
risks borne will be bigger, therefore, the knowledge sharing should strictly control
the risks, reduce the rate of failure, risk control is important aspect of knowledge
sharing. As shown in Table 42.1, according to different criteria, we can be
Knowledge sharing risk is divided into the following categories:

From the knowledge sharing extent we can be divided into the risks deficiency
and excess two kinds of risks. Knowledge sharing deficiency can lead to share the
effect not beautiful, excessive sharing is making knowledge sender suffer not due
loss or premature exit cooperation. From the knowledge sharing risk consequences
or performance forms, can be divided into knowledge sharing performance risks,
risks and core ability to lose relationship risk. Performance risk refers to the
knowledge sharing revenue failed to reach its targets set expectations in advance.
Knowledge sharing behavior inevitably involve the enterprise’s core competence
protection problems, some partner often in knowledge sharing in the process,
excessive absorb the other side of knowledge, the question the opportunism behavior
processes improper, easy cause relationship risk and core ability to lose risk. From
the knowledge sharing sources of risk, can be divided into the enterprises produces
different knowledge itself characteristics of risk, enterprises organization causes of
risk and risk of knowledge sharing environment produce. As mentioned above
analysis, enterprises itself participation of knowledge sharing knowledge charac-
teristics are obviously different. It’s very easy to produce sharing risk. Knowledge
sharing were enjoying environmental impact is very clear. Knowledge sharing from
the subject can be divided into knowledge sharing integral of the risks and
knowledge sharing members of the enterprise of the risks. Knowledge sharing is a
dynamic process, in which the enterprises only unify the part of the function and
knowledge sharing relates in together, correspondingly enterprises only obtain some
of these gains. By returns and risks of the correspondence and coexistence,
enterprises only partly share the risks. The co-construction and sharing of partial
often assume overall risk entity; enterprises share some of the risks.

Table 42.1 Classifications on knowledge sharing risk

Classification standard Risk categories

Knowledge sharing Knowledge sharing knowledge sharing insufficient risk, excessive
degree risk

Risk consequences Performance risk, relationship risk, core knowledge loss risk

Risk source Knowledge itself risk, organizing risk, environmental risks

Risk subject Cooperative overall risk, enterprise risk
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42.2.2 Causes of Risk

The reason caused risk is varied, reasonable to its classification and rationalize
causality, make it’s appear more structured, also more easy to control. In the co-
operative, knowledge sharing risk causes can be summed up in the fuzziness of
knowledge, information asymmetry and opportunism and core competence of the
knowledge dependence, as detailed below.

42.2.2.1 Fuzziness of Knowledge

According to the above the classification, knowledge can be divided into the explicit
knowledge and tacit knowledge. Tacit knowledge in knowledge system in propor-
tion, the greater the knowledge of fuzziness is stronger. Knowledge of fuzziness
makes knowledge sharing process with viscosity; especially the knowledge sharing
in, this kind of viscous knowledge is often dependent on the environment. If not
dispose of the ambiguous question of knowledge, it is difficult to eliminate the
uncertainty of sharing, knowledge sharing over the greater the likelihood of the risk.

42.2.2.2 Information Asymmetry and Opportunism

In the knowledge sharing as the primary motive industry-academy speaking, the
information asymmetry and contract incompleteness phenomenon has increased
the opportunism behavior exist probability.

42.2.2.3 Knowledge Dependence of Organize the Core Competence

Ability to hide behind the organization and decided to organize a competitive
advantage is the key to organizational knowledge, in particular, is very difficult to
imitate by competitors and with the knowledge and tacit knowledge is closely
related to ability to learn. Core competence is to make the organization unique
competitive advantage for the organization of knowledge. However, core com-
petencies cannot be imitated is not difficult to imitate, the stronger the organiza-
tional core competencies, its partners, the stronger the motivation to learn the
knowledge, the knowledge the greater the risk of over-sharing.
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42.3 Risk Assessment and its Energy Model of Knowledge
Sharing Risk

42.3.1 Risk Assessment

Enterprises participation knowledge sharing directly obtained by the profit set as
U,, enterprises from its partners after learning knowledge by enhancing playmaker
capacity and the income gained set to U,, and enterprises participation in
knowledge sharing may suffer losses are set to U;, obviously, when U, + U, > U},
knowledge sharing occurs, which is involved in constraint.

Assuming the performance and sharing of knowledge sharing X relevant with
knowledge value transformation coefficient K, and the coefficient is constant, that
is, Us = KX,Us for knowledge sharing all income, X =X;+X;+---
+X;,i=1,2,..,N.

Among them, the number of N said cooperative members, X; said the members
i contribution, of course, the knowledge of contribution different members of the
proportion is different; the distribution of interests is calculated according to the
contribution ratio, U,; = KX